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György M. Keserü = Computer Assisted Drug Discovery and HTS Unit, Gedeon Richter Ltd.,
Budapest, Pest, Hungary

David P. Kessler = Department of Chemical Engineering, Purdue University,
West Lafayette, Indiana, U.S.A.

Rajendra K. Khankari = CIMA Labs, Inc., Brooklyn Park, Minnesota, U.S.A.

Ban-An Khaw = Center for Cardiovascular Targeting, School of Pharmacy, Northeastern University,
Boston, Massachusetts, U.S.A.

Arthur H. Kibbe = Department of Pharmaceutical Sciences, Wilkes University, Wilkes-Barre,
Pennsylvania, U.S.A.

Robert G. Kieffer = RGK Consulting, Palm Desert, California, U.S.A.

Chris C. Kiesnowski = Bristol-Myers Squibb Pharmaceutical Research Institute, New Brunswick,
New Jersey, U.S.A.

Kwon H. Kim = Department of Pharmacy and Administrative Sciences, College of Pharmacy and
Allied Health Professions, St. John’s University, Jamaica, New York, U.S.A.

Toby King = Aradigm Corporation, Hayward, California, U.S.A.

Florence K. Kinoshita = Hercules Incorporated, Wilmington, Delaware, U.S.A.

Cathy M. Klech-Gelotte = McNeil Consumer Healthcare, Fort Washington, Pennsylvania, U.S.A.

A. Klos = Bayer Corporation, Research Triangle Park, North Carolina, U.S.A.

Axel Knoch = Pfizer Global Research and Development, Freiburg, Germany

John J. Koleng, Jr. = College of Pharmacy, University of Texas at Austin, Austin, Texas, U.S.A.

Uday B. Kompella = Department of Pharmaceutical Sciences, University of Nebraska Medical Center,
Omaha, Nebraska, U.S.A.

Sheldon X. Kong = Merck and Co., Inc., Whitehouse Station, New Jersey, U.S.A.

Mark J. Kontny = Pharmacia, Skokie, Illinois, U.S.A.

Bhavesh H. Kothari = CIMA Labs, Inc., Brooklyn Park, Minnesota, U.S.A.

Rajesh Krishna = Aventis Pharmaceuticals, Inc., Bridgewater, New Jersey, U.S.A.

Amit Kulkarni = Department of Clinical Sciences and Administration, College of Pharmacy,
University of Houston, Houston, Texas, U.S.A.

Thomas Kupiec = Analytical Research Laboratories, Oklahoma City, Oklahoma, U.S.A.

Philip Chi Lip Kwok = University of Sydney, Sydney, New South Wales, Australia

Sylvie Laganière = Integrated Research, Inc., Montreal, Quebec, Canada

Duane B. Lakings = DSE Consulting, Birmingham, Alabama, U.S.A.

John S. Landy = Aventis Pharmaceuticals, Bridgewater, New Jersey, U.S.A.

Robert Langer = Department of Chemical Engineering, Massachusetts Institute of Technology,
Cambridge, Massachusetts, U.S.A.

M. Jayne Lawrence = Molecular Biophysics Group, Pharmaceutical Science Research Division,
King’s College London, College London, London, U.K.

Destin A. LeBlanc = Cleaning Validation Technologies, San Antonio, Texas, U.S.A.

xiv



Chao-Pin Lee = GlaxoSmithKline Pharmaceuticals, Collegeville, Pennsylvania, U.S.A.

Chi H. Lee = School of Pharmacy, Division of Pharmaceutical Sciences, University of Missouri,
Kansas City, Kansas City, Missouri, U.S.A.

Kyung Hee Lee = College of Pharmacy, University of Illinois at Chicago,
Chicago, Illinois, U.S.A.

Mike S. Lee = Milestone Development Services, Newtown, Pennsylvania, U.S.A.

Sang Cheon Lee = Korea Institute of Ceramic Engineering and Technology, Seoul, South Korea

Vincent H.L. Lee = Department of Pharmaceutical Sciences, University of Southern California,
Los Angeles, California, U.S.A.

Kristi L. Lenz = Department of Pharmacy Practice, Medical University of South Carolina,
Charleston, South Carolina, U.S.A.

Jason M. LePree = Roche Pharmaceuticals, Inc., Nutley, New Jersey, U.S.A.

Michael Levin = Metropolitan Computing Corporation, East Hanover, New Jersey, U.S.A.

Gareth A. Lewis = Sanofi-Synthelabo Research, Chilly Mazarin, France

Luk Chiu Li = HPD Advanced Drug Delivery, Abbott Park, Illinois, U.S.A.

S. Kevin Li = Department of Pharmaceutics and Pharmaceutical Chemistry, College of Pharmacy,
University of Utah, Salt Lake City, Utah, U.S.A.

Yu Li = GlaxoSmithKline Pharmaceuticals, Collegeville, Pennsylvania, U.S.A.

Eric J. Lien = Biomedicinal Chemistry and Pharmaceutics, University of Southern California,
Los Angeles, California, U.S.A.

Senshang Lin = College of Pharmacy and Allied Health Professions, St. John’s University,
Jamaica, New York, U.S.A.

Nils-Olof Lindberg = Pharmacia and Upjohn AB, Helsingborg, Sweden

Blythe Lindsay = Department of Pharmaceutical Sciences, University of Strathclyde,
Glasgow, U.K.

Thomas Linz = Schering AG, Berlin, Germany

John M. Lipari = Abbott Laboratories, North Chicago, Illinois, U.S.A.

Linda Lisgarten = Library and Information Services, School of Pharmacy, University of London,
London, U.K.

G. Brian Lockwood = University of Manchester, Manchester, U.K.

Orlando Lopez = Johnson & Johnson, Raritan, New Jersey, U.S.A.

Joseph W. Lubach = Department of Pharmaceutical Chemistry, University of Kansas,
Lawrence, Kansas, U.S.A.

Craig E. Lunte = Department of Chemistry, University of Kansas, Lawrence, Kansas, U.S.A.

Robert L. Maher, Jr. = Duquesne University, Pittsburgh, Pennsylvania, U.S.A.

Joseph Maida = Maida Engineering, Inc., Fort Washington, Pennsylvania, U.S.A.

Henri R. Manasse, Jr. = American Society of Health-System Pharmacists, Bethesda,
Maryland, U.S.A.

Laviero Mancinelli = Daly City, California, U.S.A.

Peter Markland = Southern Research Institute, Birmingham, Alabama, U.S.A.

Diego Marro = Centre Interuniversitaire de Recherche et d’Enseignement,
Universities of Geneva and Lyon, Archamps, Switzerland

Marilyn N. Martinez = U.S. Food and Drug Administration, Rockville, Maryland, U.S.A.

Luigi G. Martini = GlaxoSmithKline, Essex, U.K.

Michael B. Maurin = QS Pharma, Boothwyn, Pennsylvania, U.S.A.

Joachim Mayer = Institute of Medicinal Chemistry, University of Lausanne,
Lausanne, Switzerland

Aaron S. Mayo = Department of Pharmaceutical Sciences, University of Nebraska Medical Center,
Omaha, Nebraska, U.S.A.

Orla McCallion = Vandsons Research, London, U.K.

James C. McElnay = Queen’s University Belfast, Belfast, U.K.

xv



Iain J. McGilveray = McGilveray Pharmacon, Inc., Nepean, Ontario, Canada

Jim W. McGinity = College of Pharmacy, University of Texas at Austin, Austin, Texas, U.S.A.

Michael McKenna = Pfizer Pharmaceuticals Group, New York, New York, U.S.A.

Marghi R. McKeon = Lab Safety Corporation, Des Plaines, Illinois, U.S.A.

Eugene J. McNally = Boehringer Ingelheim Pharmaceuticals, Inc., Ridgefield, Connecticut, U.S.A.

Duncan E. McVean = Ben Venue Laboratories, Solon, Ohio, U.S.A.

Mark R. Mecadon = Novartis Pharmaceuticals, East Hanover, New Jersey, U.S.A.

Thomas Medwick = Department of Pharmaceutical Chemistry, Rutgers University, New Brunswick,
New Jersey, U.S.A.

Robert W. Mendes = Dedham, Massachusetts, U.S.A.

Jonathan M. Miller = Department of Pharmaceutical Sciences, University of Michigan,
Ann Arbor, Michigan, U.S.A.

Ronald W. Miller = Bristol-Myers Squibb, New Brunswick, New Jersey, U.S.A.

Ashim K. Mitra = Division of Pharmaceutical Sciences, School of Pharmacy,
University of Missouri-Kansas City, Kansas City, Missouri, U.S.A.

Samir S. Mitragotri = Department of Chemical Engineering, University of California,
Santa Barbara, Santa Barbara, California, U.S.A.

Suresh K. Mittal = Department of Veterinary Pathobiology, Purdue University,
West Lafayette, Indiana, U.S.A.

Derek V. Moe = CIMA Labs, Inc., Brooklyn Park, Minnesota, U.S.A.

Nicholas Mohr = Department of Emergency Medicine, Indiana University School of Medicine,
Indianapolis, Indiana, U.S.A.

Matthew J. Mollan, Jr. = Pfizer Global Research and Development, Ann Arbor,
Michigan, U.S.A.

Lorie Ann Morgan = GlaxoSmithKline, Research Triangle Park, North Carolina, U.S.A.

Karen Morisseau = College of Pharmacy, University of Rhode Island,
Kingston, Rhode Island, U.S.A.

Takahiro Morita = Tanabe Pharmaceuticals Co., Ltd., Osaka, Japan

Gerold Mosher = CyDex, Inc., Overland Park, Kansas, U.S.A.

Ronald L. Mueller = GlaxoSmithKline, King of Prussia, Pennsylvania, U.S.A.

Christel C. Mueller-Goymann = Institut für Pharmazeutische Technologie, Technischen Universität
Braunschweig, Braunschweig, Germany

Suman K. Mukherjee = Department of Pharmaceutical Sciences, South Dakota State University,
Brookings, South Dakota, U.S.A.

James O. Mullis = Department of Analytical Sciences, Boehringer Ingelheim Pharmaceuticals, Inc.,
Ridgefield, Connecticut, U.S.A.

Sandy J.M. Munro = GlaxoSmithKline, Hertfordshire, U.K.

Eric J. Munson = Department of Pharmaceutical Chemistry, University of Kansas, Lawrence,
Kansas, U.S.A.

Thomas D. Murphy = Morristown, New Jersey, U.S.A.

Fernando J. Muzzio = Department of Chemical and Biochemical Engineering, Rutgers University,
Piscataway, New Jersey, U.S.A.

Paul B. Myrdal = Department of Pharmacy Practice and Science, College of Pharmacy,
The University of Arizona, Tucson, Arizona, U.S.A.

Venkatesh Naini = Barr Laboratories, Inc., Pomona, New York, U.S.A.

Jintana Napaporn = Department of Pharmaceutics, College of Pharmacy, University of Florida,
Gainesville, Florida, U.S.A.

Robert A. Nash = Consultant, Mahwah, New Jersey, U.S.A.

Sarah J. Nehm = Department of Pharmaceutical Sciences, University of Michigan,
Ann Arbor, Michigan, U.S.A.

Deanna J. Nelson = BioLink Life Sciences, Inc., Cary, North Carolina, U.S.A.

xvi



Sandeep Nema = Pharmacia Corp., Skokie, Illinois, U.S.A.

Michael T. Newhouse = Inhale Therapeutic Systems, Inc., San Carlos, California, U.S.A.

Ann W. Newman = SSCI, Inc., West Lafayette, Indiana, U.S.A.

J. M. Newton = Department of Pharmaceutics, University of London, London, U.K.

Daniel L. Norwood = Boehringer Ingelheim Pharmaceuticals, Inc., Ridgefield, Connecticut, U.S.A.

Thomas M. Nowak = Abbott Laboratories, Abbott Park, Illinois, U.S.A.

John P. Oberdier = Abbott Laboratories, Abbott Park, Illinois, U.S.A.

Thomas M. O’Connell = GlaxoSmithKline, Research Triangle Park, North Carolina, U.S.A.

Claudia C. Okeke = Department of Patient Safety, United States Pharmacopeia,
Rockville, Maryland, U.S.A.

Clyde M. Ofner III = University of the Sciences in Philadelphia, Philadelphia, Pennsylvania, U.S.A.

Rosa Maria Olmo = Departamento de Bioquimica y Biologia Molecular, Universidad Complutense
de Madrid, Madrid, Spain

Wayne P. Olson = Beecher, Illinois, U.S.A.

Bridget O’Mahony = Department of Pharmaceutical Sciences, University of Strathclyde,
Glasgow, U.K.

Christine K. O’Neil = School of Pharmacy, Duquesne University, Pittsburgh, Pennsylvania, U.S.A.

Tooru Ooya = Japan Advanced Institute of Science and Technology, Ishikawa, Japan

Damon Osbourn = Department of Chemistry, University of Kansas, Lawrence, Kansas, U.S.A.

Rama V. Padmanabhan = ALZA Corporation, Spring Lake Park, Minnesota, U.S.A.

Sariputta P. Pakhale = National Institute of Pharmaceutical Education and Research,
Punjab, India

Mark G. Papich = Department of Anatomy, Physiological Sciences and Radiology, North Carolina
State University, Raleigh, North Carolina, U.S.A.

Jagdish Parasrampuria = Johnson & Johnson, Skillman, New Jersey, U.S.A.

Eun Jung Park = Department of Medicinal Chemistry and Pharmacognosy, College of Pharmacy,
University of Illinois at Chicago, Chicago, Illinois, U.S.A.

Jung Y. Park = Boehringer Ingelheim Pharmaceuticals, Inc., Ridgefield, Connecticut, U.S.A.

Kinam Park = Departments of Pharmaceutics and Biomedical Engineering, Purdue University,
West Lafayette, Indiana, U.S.A.

Diane M. Paskiet = West Monarch Analytical Laboratories, Maumee, Ohio, U.S.A.

Barbara Perry = Hoffmann-La Roche, Welwyn, U.K.

Adam Persky = Department of Pharmaceutics, College of Pharmacy, University of Florida,
Gainesville, Florida, U.S.A.

Gregory F. Peters = Lab Safety Corporation, Des Plaines, Illinois, U.S.A.

S. Petteway, Jr. = Bayer Corporation, Research Triangle Park, North Carolina, U.S.A.

John M. Pezzuto = School of Pharmacy and Pharmaceutical Sciences, Purdue University,
West Lafayette, Indiana, U.S.A.

J. Bradley Phipps = ALZA Corporation, Mountain View, California, U.S.A.

D. Pifat = Bayer Corporation, Research Triangle Park, North Carolina, U.S.A.

Michael J. Pikal = School of Pharmacy, University of Connecticut, Storrs, Connecticut, U.S.A.

Wayne L. Pines = Pharmaceutical Consultant, Washington, D.C., U.S.A.

Terezinha de Jesus Andreo Pinto = Department of Pharmacy, University of Sao Paulo,
Sao Paulo, Brazil

Dario Pistolesi = Fedegari Autoclavi SpA, Albuzzano, Italy

Stephen William Pitt = Johnson & Johnson, Skillman, New Jersey, U.S.A.

Michael E. Placke = Battelle Pulmonary Therapeutics, Inc., Columbus, Ohio, U.S.A.

Fridrun Podczeck = Institute of Pharmacy, University of Sunderland, Sunderland, U.K.

Therese I. Poirier = Department of Clinical Pharmacy, Duquesne University,
Pittsburgh, Pennsylvania, U.S.A.

xvii



Tı́mea Polgár = Gedeon Richter Ltd., Budapest, Pest, Hungary

Jacques H. Poupaert = Department of Medicinal Chemistry, Catholic University of Louvain,
Brussels, Belgium

Sunil Prabhu = College of Pharmacy, Western University of Health Sciences,
Pomona, California, U.S.A.

Neil Purdie = Department of Chemistry, Oklahoma State University, Stillwater, Oklahoma, U.S.A.

Bashir A. Qadri = Department of Pharmaceutics, Pharmacy School, The Hebrew University of
Jerusalem, Jerusalem, Israel

Fenghe Qiu = Department of Analytical Sciences, Boehringer Ingelheim Pharmaceuticals, Inc.,
Ridgefield, Connecticut, U.S.A.

Ying-shu Quan = Department of Biopharmaceutics, Kyoto Pharmaceutical University, Kyoto, Japan

Saeed A. Qureshi = Health Products and Food Branch, Health Canada, Sir F.G. Banting Research
Centre, Ottawa, Ontario, Canada

R. Raghavan = Abbott Laboratories, Abbott Park, Illinois, U.S.A.

Natarajan Rajagopalan = Lilly Research Laboratories, Eli Lilly and Company, Indianapolis,
Indiana, U.S.A.

Judy A. Raper = Department of Chemical Engineering, University of Missouri-Rolla, Rolla,
Missouri, U.S.A.

Suneel Rastogi = Forest Laboratories, Inc., Inwood, New York, U.S.A.

William R. Ravis = School of Pharmacy, Auburn University, Auburn, Alabama, U.S.A.

Brian James Reamer = SciRegs Consulting, Columbia, Maryland, U.S.A.

Robert A. Reed = Merck Research Laboratories, Merck & Co., Inc., West Point,
Pennsylvania, U.S.A.

Thomas L. Reiland = Abbott Laboratories, North Chicago, Illinois, U.S.A.

J. P. Remon = Laboratory of Pharmaceutical Technology, Ghent University, Ghent, Belgium

Steven Shijun Ren = Maxim Pharmaceuticals, Inc., San Diego, California, U.S.A.

Michael A. Repka = School of Pharmacy, The University of Mississippi, University,
Mississippi, U.S.A.

Christopher T. Rhodes = College of Pharmacy, University of Rhode Island, Kingston,
Rhode Island, U.S.A.

Martin M. Rieger = Morris Plains, New Jersey, U.S.A.

Jean G. Riess = Les Giaines, Falicon, France

Thomas N. Riley = Department of Pharmaceutical Sciences, Auburn University, Auburn,
Alabama, U.S.A.

Diane Rindgen = Schering-Plough Research Institute, Kenilworth, New Jersey, U.S.A.

Ronald J. Roberts = AstraZeneca, Cheshire, U.K.

Naı́r Rodrı́guez-Hornedo = Department of Pharmaceutical Sciences, University of Michigan,
Ann Arbor, Michigan, U.S.A.

Raymond C. Rowe = University of Bradford, Cheshire, U.K.

Alan E. Royce = Novartis Pharmaceuticals, East Hanover, New Jersey, U.S.A.

Joseph T. Rubino = Wyeth-Ayerst Research, Pearl River, New York, U.S.A.

Colleen E. Ruegger = Novartis Pharmaceuticals, East Hanover, New Jersey, U.S.A.

Effendi Rusli = Department of Chemical and Biomolecular Engineering, University of Illinois at
Urbana-Champaign, Urbana, Illinois, U.S.A.

J. Howard Rytting = Department of Pharmaceutical Chemistry, The University of Kansas,
Lawrence, Kansas, U.S.A.

Rosalie Sagraves = University of Illinois, Chicago, Illionis, U.S.A.

Dmitry Samarsky = Invitrogen Corporation, Carlsbad, California, U.S.A.

Ronald A. Sanftleben = GlaxoSmithKline, Research Triangle Park, North Carolina, U.S.A.

Sujit S. Sansgiry = Department of Clinical Sciences and Administration, College of Pharmacy,
University of Houston, Houston, Texas, U.S.A.

xviii



Peter C. Schmidt = Nuernberg, Germany

David R. Schoneker = Colorcon, Inc., West Point, Pennsylvania, U.S.A.

Stephen G. Schulman = Department of Medicinal Chemistry, University of Florida, Gainesville,
Florida, U.S.A.

Erik R. Scott = Medtronic, Inc., Brooklyn Center, Minnesota, U.S.A.

Sigrun Seeger = Schering AG, Berlin, Germany

Siri H. Segalstad = Segalstad Consulting AS, Oslo, Norway

Richard B. Seymour = Haight Ashbury Free Clinics, San Francisco, California, U.S.A.

Jaymin C. Shah = Pfizer Global Research and Development, Groton, Connecticut, U.S.A.

Umang Shah = Pfizer Global Research and Development, Morris Plains, New Jersey, U.S.A.

Utpal U. Shah = School of Pharmacy and Chemistry, Liverpool John Moores University,
Liverpool, U.K.

Shalaby W. Shalaby = Poly-Med, Inc., Anderson, South Carolina, U.S.A.

Leon Shargel = Eon Labs Manufacturing, Inc., Laurelton, New York, U.S.A.

Eric B. Sheinin = Pharmaceutical Ingredient Verification Program, United States Pharmacopeia,
Rockville, Maryland, U.S.A.

Joseph Sherma = Department of Chemistry, Lafayette College, Easton, Pennsylvania, U.S.A.

Paul J. Sheskey = The Dow Chemical Company, Midland, Michigan, U.S.A.

Troy Shinbrot = Department of Chemical and Biochemical Engineering, Rutgers University,
Piscataway, New Jersey, U.S.A.

Leonid Shnayder = Aker Kvaerner Pharmaceuticals, Bridgewater, New Jersey, U.S.A.

Gauri Shringarpure = Department of Clinical Sciences and Administration, College of Pharmacy,
University of Houston, Houston, Texas, U.S.A.

Lynn Simpson = Department of Clinical Sciences and Administration, College of Pharmacy,
University of Houston, Houston, Texas, U.S.A.

Brent D. Sinclair = Abbott Laboratories, Abbott Park, Illinois, U.S.A.

Ambarish K. Singh = Bristol-Myers Squibb Pharmaceutical Research Institute,
New Brunswick, New Jersey, U.S.A.

Brahma N. Singh = Forest Laboratories, Inc., Commack, New York, U.S.A.

Saranjit Singh = National Institute of Pharmaceutical Education and Research, Punjab, India

Shailesh K. Singh = Wyeth Research, Pearl River, New York, U.S.A.

Jerome P. Skelly = Pharmaceutical Consultant, Alexandria, Virginia, U.S.A.

Michael F. Skinner = Rhodes University, Grahamstown, South Africa

William H. Slattery III = House Ear Clinic, Los Angeles, California, U.S.A.

A. Ian Smith = Baker Heart Research Institute, Melbourne, Victoria, Australia

David E. Smith = Haight Ashbury Free Clinics, San Francisco, California, U.S.A.

Edward J. Smith = Wyeth Pharmaceuticals, Collegeville, Pennsylvania, U.S.A.

Marshall Steinberg = International Pharmaceuticals Council, Kennett Square, Pennsylvania, U.S.A.

Ralph Stone = Alcon Laboratories, Fort Worth, Texas, U.S.A.

Robert G. Strickley = Gilead Sciences Inc., Foster City, California, U.S.A.

Muppalla Sukumar = Lilly Research Laboratories, Eli Lilly and Company, Indianapolis,
Indiana, U.S.A.

Raj Suryanarayanan = College of Pharmacy, University of Minnesota,
Minneapolis, Minnesota, U.S.A.

Stuart R. Suter = Patent Attorney and Consultant, Glenside, Pennsylvania, U.S.A.

Lynda Sutton = Cato Research Ltd., Durham, North Carolina, U.S.A.

C. Jeanne Taborsky = SciRegs Consulting, Columbia, Maryland, U.S.A.

Hua Tang = TransForm Pharmaceuticals, Inc., Lexington, Massachusetts, U.S.A.

P. Tang = University of Sydney, Sydney, New South Wales, Australia

Kevin M.G. Taylor = School of Pharmacy, University of London, London, U.K.

xix
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Preface

The introductory paragraph of the preface to both the first and second editions of this
encyclopedia, published in 1988 and 2002, respectively, notes that pharmaceutical science
and technology have progressed enormously in recent years, and that significant advances
in therapeutics and an understanding of the need to optimize drug delivery in the body
have brought about an increased awareness of the valuable role played by the dosage form
in therapy. In turn, this has resulted in an increased sophistication and level of expertise in
the design, development, manufacture, testing and regulation of drugs and dosage forms.

This statement is as true today as it was back in 1988 and 2002—and perhaps more so,
given the increasing emphasis being placed on the discovery, development, and use of large
molecular entities as therapeutic and diagnostic agents. The pace at which these advances
are being made is reflected in the fact that, after only four years, it has been felt necessary
to publish this, the third edition, of the Encyclopedia of Pharmaceutical Technology. As
with the second edition, the third edition is available in print and also online.

The third edition continues the focus on the discovery, development, design, manufac-
ture, testing, regulation, and commercialization of drugs and dosage forms. Areas of
emphasis include pharmaceutics, pharmacokinetics, analytical chemistry, quality assur-
ance, drug safety, and manufacturing processes. Both more traditional and newer technol-
ogies and processes are included, with an increased emphasis on biotechnology and large
molecule development. Current trends relating to solid state aspects of drug entities are
also included, reflecting again the advances made in this area.

While of primary interest to pharmaceutical scientists and management in the pharma-
ceutical and related industries, including regulatory agencies, the encyclopedia will be of
value to those in academia undertaking pharmaceutical research and those responsible
for the education and training in pharmaceutical science and technology of graduate
and undergraduate students.

The print version of the third edition consists of six volumes totaling about 4400 pages,
an approximately 45% increase in content compared to the second edition. The number of
articles has increased to almost 300 titles arranged alphabetically by subject and the num-
ber of contributors has risen by over 50% to in excess of 500 individuals. The new edition
now contains a Topical Table of Contents, whose purpose is to group article titles
into categories and subcategories, thereby making the reader aware of other related and
relevant articles.

As was the case with the second edition, the online version includes everything in the
print version and also offers the convenience of a keyword search engine as well as the
inclusion of color illustrations. New and revise articles will be digitally posted quarterly
and available to all subscribers of the electronic version.

Preparation of the third edition began under the auspices of Marcel Dekker, Inc. before
it became part of Informa Healthcare USA, Inc. last year. I would be remiss therefore if I
did not acknowledge the fantastic support received from Carolyn Hall, Managing Editor
of the Encyclopedia Department of Marcel Dekker, Inc. prior to the merger. At the same
time, it is a pleasure to acknowledge to contributions to the development of this third
edition from staff in The Encyclopedia Group of Informa Healthcare USA, Inc., in parti-
cular Louisa Lam, Claire Miller, and Yvonne Honigsberg.

I must note the absence of Jim Boylan’s name as an editor on the third edition. Jim and
I worked closely in partnership as co-editors on both the first and second editions. After
17 years commitment to the encyclopedia Jim decided to relinquish his role as co-editor,
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a move that both I and the publisher greatly regretted. And so, it is fitting that this new
edition, which relies in large part on Jim’s past contributions, is dedicated to him.

Finally, you the readers are to be thanked for your support and comments. I trust you
will find that the third edition continues the high standards set by the previous editions. As
always, I welcome your comments and suggestions for new titles.

James Swarbrick, Editor
Pinehurst, NC
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21 CFR Part 11 Revisited

Thomas Linz
Sigrun Seeger
Schering AG, Berlin, Germany

INTRODUCTION

21 Code of Federal Regulations (CFR) Part 11[1] has
been discussed at length in the pharmaceutical industry
over the past years, within the companies as well as
in working groups across company borders, industry
associations, seminars, and conferences. By now, the
regulation is eight years old, and its implementation
has moved from a project to a routine phase. This is
now a point in time where the developments of these
years can be revisited and the experience summarized.
We will give an overview over the regulatory back-
ground of Part 11 and related regulations from other
regulatory authorities. We will discuss the process of
implementing of Part 11 in the regulated industry, as
well as individual requirements of Part 11 concerning
electronic records and electronic signatures. Finally,
we will show some examples about how successful
implementation of Part 11 can be achieved.

REGULATORY BACKGROUND

Development of 21 CFR Part 11

21 CFR Part 11 was originally developed on the basis
of industry request. Owing to the increased use of
electronic means in the pharmaceutical industry, com-
panies wanted to move away from paper and toward
electronic systems. This included a wish to be able to
replace traditional paper signatures by electronic
equivalents. Based on this request, work on a regu-
lation covering the aspects started in the early 1990s,
and the final rule came out on August 20, 1997.
The final rule contains the text of the law itself and
a Preamble consisting of a summary of industry
comments to the draft document and the Food and
Drug Administration (FDA) answers to those com-
ments. The Preamble is intended as a support in
interpreting Part 11. The regulation does not only
cover the use of electronic signatures, but also the
requirements concerning the use of electronic records
where no signatures are included.

Currently discussions within the FDA are being
conducted concerning rewriting 21 CFR Part 11 itself.

Guidance Documents

After 21 CFR Part 11 was issued, the FDA published
a number of guidance documents related to the
interpretation of the law. They covered validation,
maintenance, time stamps, and electronic copies. Most
of these never went beyond draft status before being
published for guidance purposes; these documents
and a glossary of terms were eventually withdrawn.
The reason for withdrawing the drafts was that their
interpretation by the FDA seemed to hamper inno-
vation instead of supporting it, which had not been
the original intention of Part 11. Especially certain
aspects (e.g., the strict requirements for electronic
archiving of electronic records and preserving all
functionality) had raised concerns in the industry
regarding the possibility of implementation at reason-
able costs, as compared to the compliance and business
benefits.

In September 2003, a new guidance document[2]

came out, which was in line with the overall risk-based
approach of the FDA.[3] It narrowed the scope of Part 11
to those records explicitly required by predicate rules.
Furthermore the guidance stated that until Part 11 is
reworked, enforcement discretion would be applied to
certain aspects of Part 11 concerning validation, audit
trail, and electronic copies and archiving, as long as
predicate rule requirements are met. It also indicated
that a risk-based approach would be suitable to evaluate
which measures are necessary for complying with
Part 11. As will be discussed further below (see section
‘‘Definition of Electronic Records’’), this applies mainly
to audit trail and electronic copies, and archiving.

Industry Standards

Within Europe, the good automated manufacturing
practices (GAMP) Forum has been a well-known
industry association for a number of years, with its
publications being used as guidance throughout the
pharmaceutical industry. With the association with
International Society for Pharmaceutical Engineering
(ISPE) and a stronger involvement of US partners,
the latest GAMP guidance, GAMP 4,[4] has become

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041601
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a worldwide de facto standard for state-of-the art
validation of computerized systems. This has been
been acknowledged by the FDA, who explicitly accepts
in their guidance document GAMP4 as presenting a
suitable approach to computer validation.

In addition to the main document, a number of
additional guidance documents have been published
during recent years. These include an article in Phar-
maceutical Engineering[5] about a risk-based approach
to computer validation. The article starts from the risk
assessment given in GAMP 4 and provides a model for
a system risk assessment based on the risk level of
the business process supported by the system and the
system vulnerability. As an outcome of this assessment,
it summarizes which validation activities are appropri-
ate for which risk level.

The system risk assessment is seen by the authors as
one step of risk assessment when the system produces
electronic records. The second part would be an
assessment of the risks to the records stored in the
system. Very recently, a new guidance document[6] on
a risk-based approach to e-records and signatures
was published, focusing more on the risks related to
records and signatures once they are maintained
electronically, and proposes risk mitigation strategies
for several types of records based on their risks.

European Regulatory Environment
as Compared to the Part 11

The use of computerized systems in the GMP environ-
ment in Europe is mainly driven by Annex 11 to the
Guide to Good Manufacturing Practices.[7] As Annex 11

was finalized already in 1992, technological aspects are
not described in the same detailed manner. Electronic
signatures are not a major topic in the European guidance;
the focus lies clearly on the data and the system itself.

Those topics of Annex 11 not addressed specifically
in Part 11 are covered implicitly by the requirement
of 21 CFR Part 11 to validate systems coming under
Part 11. Table 1 shows the relationship between both
documents.

Electronic and digital signatures are addressed in
Europe in a directive[8] that describes what is con-
sidered a suitable substitute for traditional handwritten
signatures. The directive is not specific for the pharma-
ceutical industry, but was intended mainly to regulate
electronic commerce between companies and the
correspondence between industry and authorities or
between authorities. Therefore not all concepts and
requirements presented apply in the same manner to
the signatures used within a company for internal
documentation where other security mechanisms as
to the identity and accountability of employees exist.

Other Regulatory Environments

In addition to the European GMP Guide, Pharmaceu-
tical Inspections Convention Scheme (PIC/S) has an
impact on pharmaceutical companies situated mainly
in Europe. The Pharmaceutical Inspections Conven-
tion Scheme tries to harmonize inspections across the
member countries. Therefore, even if the documents
are not legally binding, they will be used by inspectors
to measure companies against. This organization
published in 2003 a new guidance document[9] for
the life-cycle management of computerized systems.

Table 1 Comparison of Part 11 and Annex 11

21 Part 11 FDA Annex 11 EU

Validation 11.10 (a) 2

Copies for inspections 11.10 (b) 12

Ensure readability for the entire

retention period

11.10 (c) 9, 13, 15

Limit system access 11.10 (d) 8, 10

Audit Trail 11.10 (e) 10

Sequence of entries 11.10 (f) 6

Authority checks 11.10 (g) 8, 10, 19

Device checks 11.10 (h) —

User training 11.10 (i) 1

Documentation 11.10 (k) 4, 11

Electronic signatures 11.10 (j) þ 11.50, 11.70,
11.100, 11.200, 11.300

19a

aRequirement is limited to ensuring the identity of the qualified person when releasing the batches electronically and limiting the access to the

functionality of releasing to this person.
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As U.S.A. is not a member of PIC/S, Part 11 is not
cited as an explicit requirement, but when describing
the use of electronic records and electronic signatures,
references are made to the US regulations as well as to
European directives and guides and GAMP.

In Japan, the Ministry of Health, Labor, and
Welfare published recently a guideline[10] for the use
of electronic records and signatures, whose main point
is clearly in line with Part 11.

IMPLEMENTATION OF 21 CFR PART 11
IN THE REGULATED INDUSTRY

From Part 11 Implementation Project
to Routine

After 21 CFR Part 11 was published, the companies
had to assess whether the systems in place came under
the law, if they were compliant with the law and, if not,
how remediation could take place. In many companies,
this was done in the context of a project started
somewhere between 1997 and 2001. Usually, this
project included all regulated areas in a company and
consisted of the following steps:

� Gaining management sponsorship for the project.
� Creating Corporate standards for the interpretation

and implementation of 21 CFR Part 11.
� Inventorying all computerized systems, as far as

such inventory lists are not already available.
� Carrying out a first prioritization of the systems.

– This step is done to identify certain high-risk
systems that have to be considered first in the
further course of the project. These include
e.g. systems that will have a direct relationship
to product release.

� Assessing all systems as to

– Applicability of 21 CFR Part 11 for electronic
records and/or signatures

– Criticality of the records stored in the system
(record risk assessment)

– Compliance with the individual items of 21
CFR Part 11

� Creating an overall master plan for remediation,
prioritizing the systems that need to be brought into
compliance first

� Creating remediation plans for each individual sys-
tem, stating necessary technical and organizational
measures, responsibilities and timelines

� Performing the remediation actions
� Creating procedures that bring the activities related

to 21 CFR Part 11 into routine.

Often enough the project was connected to an over-
all review of the validation activities in the company.
This makes sense for those systems coming under the
purview of Part 11; a review of the validation docu-
mentation has to be done at any rate to check whether
certain specific aspects have been covered during
validation. These aspects are discussed further below
(see section ‘‘Validation’’).

Many technical remediation activities—mainly the
costly ones–were set on hold after the publication of
the draft guidance ‘‘Scope & Application,’’[2] and after
publication of the final rule, particularly the system
assessments were reevaluated. This way, planned bud-
gets for Part 11 remediation could be decreased dra-
matically and adjusted to a reasonable level; money
was focused on bringing critical systems into full
compliance, instead of trying to bring all systems to
the same level of technical compliance independent of
the risk the records impose.

Part 11 as Integral Part of System Life Cycle

Once the project is completed, the aspects of Part 11
have to be integrated routinely into the system life
cycle management. During the system life cycle Part 11
impacts on several steps:

� When setting up the requirements of a new system,
it should be assessed at the beginning of the project
whether the system will store electronic records or
may be using electronic signatures. This should
include an initial risk assessment of the records.

� The user requirements documentation has to include
those aspects of Part 11, which have to be implemen-
ted technically for those records or signatures that are
to be managed by the system.

� The system design documentation has to include
how the requirements have been implemented.

� Especially when implementing for the first time
electronic signatures, the organizational measures
have to be in place before the system will go live.

� During change control, the Part 11 requirements
have to be considered.

The transition from the project to routine should be
accompanied by training of all parties included in the
system life cycle. The training programs for computer
validation and change control should be amended by
the aspects of Part 11, so that there is a comprehensive
understanding of what the implications of Part 11 are
when implementing and maintaining systems.

21 CFR Part 11 Revisited 3
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Legacy Systems

The guidance ‘‘Scope & Application’’[2] contains state-
ments regarding ‘‘legacy systems:’’

� ‘‘In addition, we intend to exercise enforcement
discretion and do not intend to take [...] action to
enforce any part 11 requirements with regard to
[ . . . ] legacy systems [ . . . ] under the circumstances
described in section III.C.3 of this guidance.’’ (44–47)

� [ . . . ] criteria [ . . . ] (section III.C.3, 264-270):

– The system was operational before the effective
date.

– The system met all applicable predicate rule
requirements before the effective date.

– The system currently meets all applicable
predicate rule requirements.

– There is documented evidence and justification
that the system is fit for its intended use (includ-
ing having an acceptable level of record secur-
ity and integrity, if applicable).

Following an interpretation of these criteria, this
means that—independent from the effective date—it
is required that

� GXP [Summary of GMP, Good Laboratory Prac-
tice (GLP), and Good Clinical Practice (GCP)]
requirements have been met/are met.

� An appropriate degree of data security and
reliability is assured.

� The system is fit for its intended use.

Some more aspects can be found in the new GAMP
Guide for a risk-based approach for electronic records
and signatures.[6] These make clear that a legacy system
only remains as such as long as no major changes have
been made to the system. Therefore the term will only
apply to a very limited number of systems in each
organization because while several systems may have

been in place since before August 1997, only very few
of them will not have undergone a major upgrade in
functionality since then.

Summarizing all these aspects, this allows only
one conclusion: there is no major difference between
legacy systems and new systems regarding Part 11
compliance requirements. Also, systems in place before
Part 11 became effective should be assessed in the same
manner as any other. If any specific aspects have to be
considered for a true legacy system, then these can be
addressed during the remediation phase for the system.

Part 11 vs. Computer Systems Validation

As described above, Part 11 activities were often con-
nected to an overall review of the computer validation
activities in the projects. In the initial phase of the
projects, there was often some confusion about how
Part 11 and validation interact. The scheme in Fig. 1
demonstrates how systems will be classified.

The figure clearly shows that the systems where
Part 11 compliance is required are a subset of the
GXP-relevant systems. Especially under the narrower
scope for Part 11 as given by the new FDA guidance
document,[2] many systems used for regulated purposes
will come under the classification that they require vali-
dation, but not Part 11 compliance. On the other hand,
if a system does not require validation, it will definitely
not fall under the purview of Part 11.

Some examples of what differences in the activities
required for both types of systems are given below:

System validation

Calculations, interfaces, ... tested

access rights defined and limited,
if applicable backup/restore
procedure available

training of technical staff and users

Accuracy and

reliability of
data ensured

Change control system in place
current system documentation
available

Maintenance of the
validated status

Fig. 1 GXP-relevant systems vs. systems coming
under Part 11.
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If electronic data are used to perform GMP relevant
activities (e.g., batch record review) and/or electronic
signatures are used:

Part 11 compliance

Audit trail resp. protection
of data

Changes are
visible/traceable
or are impossible

Archiving of the

electronic data

GMP requirement

Possibility to create
electronic copies

In case of inspection

21 CFR PART 11

Definition of Electronic Records

Under the narrow interpretation of 21 CFR Part 11
as given in the FDA’s latest guidance document,[2] only
those records come under the purview Part 11 are
required by predicate rules. This means that the
records have to mention, explicitly or implicitly, any
of the sections of 21 CFR, which deal with GxP
or regulatory requirements. Furthermore the new
guidance document leaves the option open to define
whether the paper or the electronic record is to be
considered the official record.

Therefore, it is the first task of the business process
owner to define which records under his area of
responsibility are electronic records and which not.
The best approach is to have a defined and documented
business process. Then the records growing out of this
process can be determined. In the next step, systems
supporting the process are identified, and records in
the system assessed. The business process definition will
also be needed as a basis for the record risk assessment
and validation activities of a system. An example on
how this can be documented is given in Fig. 2.

Specific care has to be taken to not only consider the
point in time when the records are created but also
what they are used for in later parts of the process.
Also here, a clearly defined business process descrip-
tion becomes an important tool to identify where
records are used. There is a serious trap in considering
the paper as the official record, but nevertheless using
the electronic records for GxP-relevant activities. The
new Guidance for Industry specifically states:

‘‘ . . . if [ . . . ] you use a computer to generate a paper
printout of the electronic records, but you nonetheless

rely on the electronic record to perform regulated
activities, the Agency may consider you to be using
the electronic record instead of the paper record.’’

(Part 11-Scope & Application, lines 189–193)

Hybrid systems

Hybrid systems are those systems where both the electronic
and the paper records have regulatory relevance. While
originally discouraged by the authorities, they are still a
reality today. It is now acknowledged that these systems
may be used, as long as they are under suitable controls.

Often enough hybrid systems are legacy systems,
specifically systems not supporting electronic signa-
tures. In these cases, it is very important to define
either in the system documentation and/or in proce-
dures, the business process, and use of the records. This
includes the purposes for which both records are used
and also the interfaces between paper and electronic
system. Table 2 illustrates an example of the use of a
hybrid system.

Risk assessment for electronic records

Based on the information gathered during the defi-
nition process for electronic records, the risk for the
records can be assessed. Such a risk assessment is

Fig. 2 Example on how to link process and sup-

porting systems.
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very useful to determine later on which controls are
appropriate for the electronic records.

An approach for a risk management program for
electronic records and signatures can be found in the
corresponding GAMP document.[6] The assessment
should be based on the impact that the record has on
regulated activities. The outcome of the risk assess-
ment can be used to determine what level of controls
to apply to the system.

Requirements for Electronic Records

This section will not provide an all-encompassing over-
view of all requirements of Part 11. It will focus on those
requirements where the current interpretation of Part 11
has changed in the light of the Guidance document.

Validation

In accordance with the guidance document enforce-
ment, discretion will be exercised as to validation. In
the pharmaceutical industry, it may nevertheless be dif-
ficult to argue why systems storing regulated electronic
records do not need to be validated. Validation is here
already a predicate rule requirement. Nevertheless a
risk-based approach can be applied to validation.

Validation of system coming under the requirements
of Part 11 must include testing of specific aspects such as:

� The ability of the system to discern invalid records.
� Audit trail functionality.

Most other technical requirements, such as system
security, have always been a part of system validation.

Table 2 Chromatography data system as hybrid system

Description of the situation

A laboratory data management system has been implemented some years ago. For technical limitations,
the review of the raw data collected in the system is done on paper, but the data in the system is used
later on for the GMP-relevant evaluations

Question

What needs to be considered in such hybrid systems?

Assessment and solution

As the data in the system is used for further evaluation, the main issue to be considered is the reliability and integrity of the data

in the CDS. It means that the information about successful review has to be traceable in the system and changes to data
have to be reconciled between paper and system. This can be done by defining that a certain status that can be set in the
system will identify the fact that a review has been performed and the data afterwards frozen. The status change will be

performed only after the review had been completed and the data reconciled. The use of this functionality is described
in the procedures governing the use of the system; the reviewers are trained that the correctness of the data on paper
as well as in the system is their responsibility. Under these circumstances, the evaluation is done based on reliable

data clearly identified as being reviewed and reconciled

Table 3 Validation of an electronic document management system

Description of the situation

An electronic document management system is used for the maintenance of corporate and local standard operating

procedures (SOPs). It includes functionality for document control, but also a workflow component for creating
drafts, reviewing, approving, and distributing documents and supports electronic signatures

Question

How can a risk-based approach help to focus validation activities?

Assessment and Solution

When using the traditional approach for validation, the only real focus is set on the approval step, using electronic
signatures where extensive testing is performed. For all other steps, testing is performed at a similar and relatively

intense level, which requires a lot of capacity

When applying consistently a risk-based approach for the electronic records, all documents in a draft status will be considered
as not being GMP relevant, because only final documents after approval are used for any regulated purposes. Although basic
testing for the first steps remains to demonstrate that the overall goal of producing secure approved documents can be reached,
the test strategy now focuses on the GXP-relevant steps beginning with the first signature and all activities relating to the once

approved documents. It makes both the validation more robust, as key functionality is better covered during testing,
and reduces the overall capacity needed for validation (Fig. 3)
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These aspects should be included into a risk-based
approach for validation. A risk-based validation will
be founded on the assessment as described in section
‘‘Definition of Electronic Records,’’ where the critical-
ity of the electronic records has been assessed. The
information collected during the assessment can be
used as a basis for evaluating which functionality is
critical in the system. Testing can then be focused on
these critical aspects instead of covering all system
functionality in an undifferentiated manner. In the
same manner, necessary organizational measures can
be derived from evaluating the high-risk steps. Table 3
gives an example on how risk assessment can be applied
to an Electronic Document Management System.

Record retention and archiving

Records required by the predicate rules have to be
maintained throughout the required record retention
periods. This also holds true for records generated elec-
tronically, but the guidance document from 2003[2]

allows the application of a risk-based approach to

the archival of records concerning the form in which
they are archived. This means, for instance, that there
is a possibility to select electronic, paper, or microfiche
archiving, so long as corresponding controls are
in place, and the original content and meaning are
preserved.

Printing out electronic records and archiving them
in paper format will be an option when only a limited
amount of data has to archived, and there is no need to
maintain the processeable data. In this case, printing
and signing off for the correctness of the printout
may be a valid and efficient procedure.

It is rarely an option to consider when the system
had been implemented in the first place with—among
others—the aim to reduce the amount of paper created
during a certain business process. Then electronic ways
of archiving should be thought of. If the data does not
need to be processable in the future to fulfil the
requirements, storage in a long-term portable format
in a secure environment will often be the choice to
make. This long-term archiving environment does not
need to be system specific, but it may be one platform

Table 4 Archiving certificates of analysis created electronically

Description of the situation

Certificates of analysis are created electronically from the data stored in a laboratory information management system (LIMS).
The certificates are signed electronically by the qualified person and may be printed as secured files in portable format.

The files are created at the point of time they are retrieved in the system out of the current data and not stored in the system

Question

The original data is stored in the database and signed there. How can the data be archived for the record retention period?

Assessment and result

Certificates of analysis should be considered to be records of high regulatory impact. Therefore, appropriate technical
controls should be applied. Additionally, the amount of data created makes it unrealistic to create a paper-based archive.
On the other hand, long-term storage does not require processability of the data, as the end result is a document. In this

case it is a certificate with electronic signatures that is provided as a file in portable format for printing. Originally, this file
is not stored in the system, but it provides all information that is needed including electronic signatures. The approach is
therefore to create an interface to the already long-term archiving system where the files can be stored

The validation approach for the system will include also validating the fact that the transfer to the long-term archive is

consistently done every time a new certificate is signed by the Qualified Person and that the file has appropriate security
in order not to compromise the electronic signature applied to it

Fig. 3 Application of risk assessment to validation.
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connected via interfaces to several systems. Such an
environment would then be designed specifically for
the purpose.

If data needs to remain processable in the future,
then migration to a new platform should also be taken
into account as an option. The storage in long-term
stable formats would usually mean that the processa-
bility is lost; therefore it is rarely an option for these
cases. But in the course of determining the way to
archive, care should be taken to go through the avail-
able alternatives and perform a detailed risk assessment
about how data may still be needed and how long
it needs to be stored. An example on how such an
assessment can be used is given in Table 4.

Copies of records

The solutions that are currently available for copies
strongly resemble those for the archiving. Also in this
case, what format copies may be provided in has to
be considered. For documents, either portable formats
or printouts may be the best option. More difficult
areas are those where electronic records consist of data
in a proprietary format that is evaluated later in the
process by electronic means.

There are two aspects to consider. The first covers the
question of the definition of an electronic record. If the
data is collected by the system, or is transferred to it
via an interface, and the following evaluations are done
without human interference, then it may be wise to revise
the definition of the electronic record. The result of the
evaluation, which is used for GxP-related decisions
should be considered to be the first electronic record
created during the process. This evaluation result may
not have the same demands as to processability (e.g.,
the individual data point collected by a process control
system vs. the curve generated to evaluate the batch).

Nevertheless, in many cases, there will be no possi-
bility to use a suitable definition of electronic records
to avoid the copying problem. Usually then the only
way will be to provide the data itself and the methods
used for the evaluation in a generally readable format,
e.g., ASCII. Even though the reprocessability of
the data is then not given as such, this approach at
least guarantees that copies are available within the
described limits.

Audit trail

The agency stated that they will exercise enforcement
description on the issue of audit trails. The new guid-
ance document also revises the former interpretation
that the audit trails are only accepted in the form of
a computer-generated log. The implementation of an
audit trail should be subject to a risk assessment.

In principle, there are some alternatives to the
computer-generated logfile as required by Part 11
(Table 5).

In practice, this means that for each system it has to
be assessed whether the audit trail should be techni-
cally implemented or whether organizational measures
will replace the electronic log. As a general rule, when

Table 5 Alternatives to the computer-generated audit trail

A manual log book For non-critical data that
may have an indirect influence
on quality and safety

An efficient change
control system

For non-frequent changes

Protection of records
against modification

The best method if there is no need
to modify data once generated
(e.g., analytical raw data)

Table 6 Log book for an heating, ventilation and air conditioning (HVAC) system

Description of the situation

Pharmaceutical products for clinical trials and market supply are manufactured in a multipurpose building. The building is

equipped with a flexible HVAC system that allows individual clean room parameter settings for separate rooms. These
parameters are set by the employees and documented in a traditional paper logbook

Question

Do we need an audit trail for the parameter settings (costs approximately 100,000 4)?

Assessment and solution

The parameter settings are stored in the system and are considered to be electronic records, but they can be considered to have
low impact on the product quality. There is a monitoring system in place that controls whether the required environmental

conditions are met, and for the evaluation of the product quality during the batch record review, only the results of the
monitoring systems are included

There is no need to implement an audit trail for the parameter settings, but the completeness of the logbook entries must be
ensured, e.g., via double check and/or additional training of the employees. Nevertheless, the data in the monitoring system

must be assessed regarding their Part 11 relevance. In this case all data are printed, and the printout is used for the
batch record review. There is no further regulated activity based on the electronic data
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records with high regulatory impact are considered,
then a built-in audit trail is recommended. The same
is the case when the organizational overhead created
by recording manually a large number of changes to
electronic records outweighs the costs of implementing
a technical solution. It may also be difficult to argue
that, in this case, the manual log is reliable. But when
the records are low impact and the number of records
and changes is limited, organizational measure may be
a suitable way of both ensuring compliance and
keeping investments limited, if the system under
consideration does not offer audit trail functionality.
This is demonstrated in Table 6.

ELECTRONIC SIGNATURES

In general, the technical and organizational require-
ments for electronic signatures were almost not
discussed, and it is clear how to interpret them. The
main challenge is to define when an electronic signa-
ture is really required or performed as such. Coming
from a paper-based world, signatures or initials are
used in many situations. For the transfer to the elec-
tronic world, the clear distinction between an electronic
signature (i.e., legally required) and the automatic log
of who did what and when (i.e., authentication of the
individual) is very important.

Definition of Electronic Signatures

Like for electronic records, the first step when con-
sidering electronic signatures will be to define where
electronic signatures are being used to replace hand-
written signatures. The Preamble to 21 CFR Part 11
states that ‘‘Electronic signatures which meet the
requirements of the rule will be considered to be equiva-
lent to full handwritten signatures, initials, and other
general signings required by agency regulations.’’

According to the predicate rules (21 CFR 210 and
211), there are only some requirements for a legally
binding electronic signature as can be seen in Table 7.

In accordance with the guidance document published
by the FDA, these include all parts of the predicate rules
where signing, approval, verification, or initials is
required. In contrast to traditional paper signatures,
there is no differentiation made between initials and full
signatures. Both come under the same requirements as
long as required by predicate rule requirements.

For every company, this means that a strict separ-
ation is needed between business convenience for
internal processes and required signatures as listed
in Table 7. Only for the latter case, the respective
Part 11 requirements apply. Nevertheless, the signa-
ture functionality may be used to control critical
parts or tasks of business processes. But it has to be
clearly documented either in the system specifications

Table 7 Requirements for (electronic) signatures according to 21 CFR 210, 211

xx Topic Kind of signature

211.22 Responsibilities of quality control unit Approval

211.84 Testing and approval or rejection of components,

drug product containers, and closures

Approval

211.100 (a) Written procedures; deviations Approval

211.160 General requirements for laboratory controls Approval

211.182 Equipment cleaning and use log Initial or signature

211.186 (a), (b) 8) Master production and control records Signature

211.188 (a) Batch production and control records Signature

211.192 Production record review Approval

211.194, (a) 7), 8) Laboratory records Initial or signature

Table 8 Comparison between electronic signatures and audit trails

Electronic signature Audit trail

Common aspects Includes name, date, and time
Linked to the respective e-record

Purpose Legally binding equivalent to
handwritten signature

Computer-generated logfile

Action Intentional Unconscious

Examples Batch release Log book
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or the procedures controlling the system, which steps
when using a system consist in performing electronic
signatures and which not.

In many cases, initials on paper are used not
because there is an explicit predicate rule requirement
but to be able to trace, who performed certain activi-
ties. As an alternative, when changing from paper to
an electronic system the audit trail or any other logfile
can be used to automatically record who did what and
when. The Table 8 outlines the differences. Table 9
illustrates the application of signatures and automatic
logs in an example.

Requirements for Electronic Signatures

Part 11 requirements for electronic signatures can be
classified into technical and organizational issues.
The technical requirements have to be taken into
consideration during the compilation of the technical
specification and the organizational ones must be
implemented before the productive use of the system.
We will not discuss in detail the technical requirements.
These are system specific and will be dependent of the
individual implementation of the system.

The following Table 10 summarizes the organiza-
tional requirements for the use of electronic signatures
based on user ID and password.

These requirements are normally addressed in
respective SOPs.

Accountability

Requirements no. 1, 3, and 5 can be easily fulfilled by
preparing a form sheet for each organizational unit
(Fig. 5). This sheet should be signed by the individuals,
and it is recommended to do this during a training
session on the use of electronic signatures. With the
signature of the head of the unit, also the verification

of the identity is appropriately documented. This sheet
must be updated immediately in case of any changes.

Once the equivalence of handwritten and electronic
signatures has been confirmed by the user, the conse-
quences in case of misuse are based on national
laws on signature misuse or falsification. Depending
on the firm’s internal regulations, this may lead to a
dismissal without notice in serious cases. At any rate,
it is important for multinational companies using
electronic signatures to verify the legal possibilities
of disciplinary action in the case of falsification of elec-
tronic signatures in each country.

The uniqueness of user IDs (requirement 2) can be
secured by using unique personal IDs, which is a
common practice in many firms. The administration is
normally done by the responsible human resources
organization. To maintain system integrity, the IDs are
not reused once a person leaves the company; this would
eventually contradict the requirement of uniqueness.

Fig. 4 Life cycle a batch record.

Table 9 Audit trails and signatures in an electronic batch record (EBR) system

Description of the situation

A batch recording system is implemented. During the life cycle of a paper batch record a number of initials and signatures is
recorded on the paper. Now the complete batch recording process will be supported electronically in the future without
any paper printouts

Question

Where are electronic signatures required and where logging of activities in an audit trail is sufficient?

Assessment and solution

During the life cycle of a batch record, a number of initials and signatures are required. If this will be transferred from paper

to an electronic system, some basic definitions must be done. For some activities, an electronic signature is definitely required,
whereas most of the initials can be recorded automatically. This is easily implemented by using a well-designed access control
concept and an audit trail functionality that documents each activity of the individual being logged in. The following diagram

(Fig. 4) shows a typical design for the entire process
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Certification to the FDA

The certification letter to the FDA (requirement 4)
indicates that a firm uses the electronic signature as
an equivalent to the traditional handwritten signature,
but there is no obligation to use it exclusively. It can
still be defined per system or record, where electronic
signatures are used and where traditional handwritten
signatures are used. This letter may be very brief, e.g.:

‘‘To whom it may concern: In reference to elec-
tronic signatures pursuant to Title 21 Code of Federal
Regulations, Part 11.100(c), this letter is to certify that
all electronic signatures executed to electronic records
in Schering AG systems, used on or after August 20,
1997 pertaining to records relevant to Federal Food
and Drug Administration regulations, are intended

to be the legally binding equivalent of traditional
hand written signatures.’’

User ID and password management

Requirement 6 can be fulfilled by a mixture of techni-
cal and organizational measures. First of all, the
organization should have a general procedure for
password management including rules for password
assignment (minimum number of digits, rules for
including special characters, etc.) and password aging.

A requirement to regularly change the password
should be built into the system, wherever this is possible.
Otherwise user training has to take place to enforce the
manual change of passwords on a regular basis.

Table 10 Organizational requirements for electronic signatures using ID and password

1. x11.10 (j) . . . Hold individuals accountable and responsible for actions under their electronic signature . . .

2. x11.100 (a) Uniqueness to one individual, no reuse or reassignment

x11.300 (a) Maintaining the uniqueness of each
combined identification code and password, such that no two individuals have the same combination
or identification code and password.

3. x11.100 (b) . . . Verify the identity of the individual

4. x11.100 (c) . . . Certify to the agency that the electronic signatures . . . are intended to be the legally binding

equivalent of traditional handwritten signatures.

5. x11.200 (a, ii, 2) . . . be used only by their genuine owners

6. x11.300 (b) Ensuring that identification code and password issuances are periodically checked, recalled, or revised . . .

If cards or tokens are used instead of user IDs additional requirements must be fulfilled as given below.

7. x11.300 (c) . . . Loss management procedures to electronically de-authorize lost, stole, missing [ . . . ] tokens, cards,
or other devices . . .

8. x11.300 (e) Initial and periodic testing of devices [ . . . ] to ensure that they function properly and have not been
altered in an unauthorized manner

Fig. 5 Form sheet for e-signatures.
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To have invalid or inactive users removed from a
system, the password can be set as invalid if an individ-
ual has not logged in for a certain period of time.

Nevertheless, additional organization measures
are needed to ensure that persons who left the com-
pany or their positions are removed from the access
rights groups. The process should be described in an
SOP or working procedure. It should include the
case when someone leaves the company or retires,
which can usually be resolved by going to the sources
where the information is readily available. This is the
human resource department or the IT support group,
which manages the access to networks. They are usually
the first to know after HR who has left the company.

Often enough it is more difficult to find out who
changed his position. Here a regular check of the
access rights list is needed. One possible solution is that
the person responsible for maintaining the access
rights sends regularly to all organizational units utilizing
system, a list of users to confirm continued access to the
system. An additional help can be to have the system
provide the information about users who have not been
working on a system for a certain time frame.

CONCLUSIONS

Part 11 has now been around for nine years and has
over the years become a routine for the pharmaceutical
industry. By promoting a risk-based approach, the
guidance document published in September 2003 was
very helpful in supporting realistic concepts for the
implementation of Part 11. This approach to records
and signatures was recently further refined by the
GAMP Good Practice Guide. In parallel, the industry
developed concepts and gained experience in imple-
menting Part 11 and reaching compliance in an efficient
manner. The step from project work to routine has
been done, and the concepts can be applied to new
and existing systems.
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Absorption Enhancers
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INTRODUCTION

There is enormous literature on the use of absorption
enhancers. Here, the most important absorption
enhancers for topical, transdermal and mucosal drug
delivery are reviewed.

TOPICAL AND TRANSDERMAL

It is generally accepted that the bioavailability of most
topically applied drugs remains low. Various methods
to increase this bioavailability have been used. One
of the approaches is the use of absorption enhancers,
and over the years, there has been a great interest in
new chemical absorption enhancers. An absorption
enhancer should be pharmacologically inert, non-toxic,
have a rapid and reversible onset of action, be chemi-
cally and physically compatible with other formulation
compounds, and be cosmetically acceptable.[1] Of
course not all absorption enhancers possess all of these
characteristics, and a benefit–to–risk evaluation will
determine the choice of a molecule as an absorption
enhancer. The range of absorption enhancers that
has been researched is large. Thus, overview of the
most researched compounds is presented.

Alcohols and Polyols

Some solvents are able to remove lipids from the stra-
tum corneum, and several topical preparations (e.g.,
gels) and transdermal reservoir systems contain high
concentrations of ethanol capable of modifying the lipid
content of the skin.[2] Solvents, such as ethanol, but also
others such as propylene glycol, N-methylpyrrolidone,
and TranscutolTM, might also increase the drug flux
through the skin by increasing the solubility of the per-
meant in the skin. It has also been suggested that the
activity of propylene glycol results from solvatation of
a-keratin within the stratum corneum, hereby promoting
permeation by reducing drug-tissue binding.

Amines and Amides

Some excipients might intercalate into the structure of
lipids of the skin and disrupt the ordered packing

making so the structure more fluid and influencing
positively the diffusion coefficient. Azone� and its
analogues have been widely studied in that respect,
and it has been shown that the hydrogen bonding
between the polar head group in Azone� probably
interacts with the skin ceramides.[3] Godwin et al.[4]

compared the penetration-enhancing ability of a wide
range of pyrrolidone compounds, including those with
different chain lengths and functional groups. Using
hydrocortisone as a model drug, these authors sug-
gested that N-dodecyl-2-pyrrolidone and its acetate
analogue were the two most effective penetration
enhancers using in vitro hairless mouse skin model.
Several studies dealed also with the mechanism of
action of Azone� and its analogues. Compounds with
short alkyl chains, such as N-methylpyrrolidone,
seemed to have no effect on the phase transition
temperature and probably work through its action of
solvency rather than through a structural change of
the skin barrier function. Using multilamilar DDPE
liposomes, Hadgraft et al.[3] showed that their phase
transition temperature was lowered by the Azone and
its analogues in the same rank order as their enhancing
abilities. This indicates that the modifier activity
might be related to the fluidising effect on the lipid
lamellae.

Studies involving the structure activity relationship
of several groups of enhancers showed that the pre-
sence of a cyclic structure in the molecule plays an
important role in the activity determination of the
enhancers. In addition, the greatest barrier disruption
activity was recorded for compounds with long alkyl
chains between C8–C16.[5] Unfortunately, these mole-
cules show also irritating potentials.[6] Recently,
Hadgraft[7] described some new molecules with similar
structures but with low irritance potential.

Urea promotes transdermal permeation by facilitat-
ing hydration of the stratum corneum and the forma-
tion of hydrophilic channels.[8]

Fatty Acids

The perturbation of the intercellular lipid bilayers in
the stratum corneum seems to be the most important
reason for the enhancing activity of fatty acids such
as oleic acid. Oleic acid has been described to decrease
the phase transition temperatures of the skin lipids
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with a resultant increase in motational freedom—or
fluidity—of these lipids.[9]

Terpenes

Mono- and sesquiterpenes are known to increase per-
cutaneous resorption by increasing the diffusion in
the stratum corneum and/or disruption of the intercel-
lular lipid barrier.[10,11] It has been shown that there is
a major difference between different types of terpenes:
e.g., it was shown that d-limonene did not disrupt the
intercellular bilayers, whereas 1-8-cineole seemed lipid
disruptive at physiological temperatures.[12]

Menthol also has been described as a potential
penetration enhancer due to its preferential distribu-
tion into the intercellular spaces of the stratum
corneum and its possible reversible disruption of the
intercellular lipid domain.[13]

Esters

A typical example of an ester acting as a penetration
enhancer is isopropyl myristate. Isopropyl myristate
might show a double action: influence on the partition
between vehicles and skin by solubilization and disruption
of lipid packing, thus increasing the lipid fluidity.[14,15]

Sulfoxides

Dimethylsulfoxide (DMSO) has been found to be a
potent enhancer, but unfortunately high concentra-
tions which produce irreversible skin damage,
erythema, and wheals, are required to obtain a desired
effect. Recently, novel molecules were produced by
modifying DMSO, by replacing the oxygen atom with
a nitrogen atom that was substituted with an aryl-
sulfonyl, aroyl, or aryl group. The S, S,-dimethyl-N-
(4-bromobenzoyl)iminosulfurane produced the highest
activity. But these compounds require more activity
and toxicity studies, especially in less permeable mod-
els such as the human skin.[16]

Cyclodextrins

Cyclodextrins can form inclusion compounds with an
increase in solubility of lipophilic compounds, but they
seemed less effective alone than in combination with
fatty acids and propyleneglycol.[17]

Surface Active Agents

The effect of surface active agents on the skin barrier
function depends on the agent’s chemical structure.

In general, anionic surfactants tend to be more effec-
tive than cationic ones, whereas non-ionic surfactants
are considerably less effective. Most anionic surfactants
can induce swelling of the stratum corneum, as well as
uncoiling and stretching of a-keratin helices, thereby
opening up the protein controlled polar pathways.[18]

The impact of anionic surfactants is a function of
the alkyl chain length of the molecule. A maximum
was observed for surfactants having a linear alkyl chain
of 12 carbon atoms (e.g., sodium lauryl sulphate). Unfor-
tunately, anionic surfactants are reported to be irritative.
Non-ionic surfactants might increase the membrane
fluidity of the intercellular regions of the stratum cor-
neum (e.g., Brij�) and may extract lipid components
and additionally, though of minor importance, they
might interfere with keratin filaments and create a disor-
der within the corneocytes.[19] It should be emphasized
that surfactant form micelles which, if used above their
CMC, might negatively influence the drug bioavailability.

Other Enhancers

Other potential penetration enhancers have also been
described, such as N-acetylprolineesters[20] and glyceryl
monocaprylate/caprate.[21]

It should be emphasized that the activity of any
enhancer should be evaluated in terms of function of
the vehicle used and that the selection of the combina-
tion enhancer-vehicle is a function of the final
therapeutic objectives.

(TRANS)MUCOSAL PERMEATION
ENHANCERS

At all mucosal sites, the coadministration of absorp-
tion enhancers is normally necessary to achieve thera-
peutic relevant plasma levels of (large) hydrophilic
molecules such as peptides or proteins. Table 1 gives
an overview of the most used and researched absorp-
tion enhancers and their possible mechanism of action.

Next, an overview is given of the most used trans-
mucosal drug delivery routes and the use of permea-
tion enhancers in each of them.

Oral and Buccal Mucosa

There are clear differences between the oral mucosal
membrane and other epithelial membranes of the intes-
tine, nasal cavity and rectum. The oral mucosal mem-
branes are less keratinized than the skin membranes
and show a more loosely packed intercellular lipid
domain. In terms of function of the absorption
enhancement through the oral mucosal membrane,
it can be said that it occurs principally through the
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lipid-filled intercellular spaces. One could suggest that
the mechanism of increasing lipid fluidity of intercellu-
lar lipids, as indicated previously for the skin, should
also apply for the oral mucosal membranes.[22] As
has been reported in the case of skin, other mechan-
isms can be applied here. For example, sodium deoxy-
cholate appeared to denature and extract proteins
from rabbit buccal mucosa and affected membrane
lipids and inhibited proteases.

There are only a limited number of studies compar-
ing the systematic changes in the structure of enhancers
and their influence on the oral mucosal membranes.
For example, for insulin absorption in rats, it was
shown that sodium glycocholate, laureth-9, sodium
laurate, and sodium lauryl sulphate were approxi-
mately equipotent. Several non-ionic surfactants hav-
ing a C12 hydrophobic tail were much less
effective.[23,24]

A study related to the buccal bioavailability of
testosterone indicated the absorption enhancing effect
of hydroxypropyl-b-cyclodextrine with a relative bioa-
vailability of 165% versus the administration without
absorption enhancers. This effect was probably due
to an increased solubility of testosterone, although
cyclodextrins might also extract lipids from the inter-
cellular matrix.[25] In the same study, sodium tauro-
24,25-dihydrofusidate and sodium deoxycholate did
not show any enhancing properties.

Nasal Mucosa

Many papers have been published on the use and effi-
cacy of absorption enhancers for nasal peptide and
protein delivery. The enhancing effect of bile salt
seemed dependent on its lipophilicity: The bioavailabil-
ity of gentamicin increased with increasing lipophilicity
of trihydroxy bile salts (cholate > glycocholate > taur-
ocholate), and the enhancement of nasal insulin bioa-
vailability followed the rank order of deoxycholate,
chenodeoxycholate, and cholate. However, most stu-
dies reported severe damage of bile salts to the mucosa.
Deoxycholate had the most ciliotoxic effect, whereas
taurocholate had the least ciliotoxic effect.[26] In the
case of dihydrofusidates, a dose-dependent increase
in bioavailability was reported for peptides such as
insulin.

A number of dihydrofusidate derivatives have
been synthesized in order to evaluate the stucture-
enhancement relationship. Acidic derivatives achieved
a higher enhancement than basic derivatives, but the
safety of dihydrofusidates remains a contradictory issue
and some structural damage to the mucosa has been
reported.[27]

In the past years, much research has concentrated on
the use of cyclodextrins to enhance bioavailability of pep-
tides and proteins especially because of their mild and
reversible effect on the nasal mucociliary clearance.[28]

Table 1 Most used and researched mucosal permeation enhancers

Type Examples Mechanism of action

Synthetic surfactants Laureth-9 membrane interaction
sodium lauryl sulphate extraction of membrane proteins

and lipidspolysorbate 20 and 80
PEG-8 laurate solubilization of peptides

sorbitan laurate
glyceryl monolaurate
saponins (e.g., Quillaja saponins)

Bile salts sodium deoxycholate denaturation of proteins

sodium glycocholate decrease of mucus viscosity
sodium fusidate decrease of peptidase activity
sodium taurodihydrofusidate solubilization of peptides

formation of reversed micelles

Fatty acids and derivatives oleic acid fosfolipid acylchain disruption
caprylic acid
lauric acid

palmitoylcarnitine

Chelators Na2EDTA Ca2þ complexation (influencing tight junctions)
citric acid
salicylates

Inclusion complexes cyclodextrins and derivatives increasing peptide stability

increasing solubility
enzyme inhibition

Other agents Azone� lipid structure disruption
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Among the cyclodextrins, the use of DMbCD was
shown to have the highest effect on the transnasal
bioavailability of insulin in rats. Several studies
reported on their concentration-dependent effect.
Besides for peptides, the methylated b-cyclodextrins
have shown to be useful in nasal delivery of lipophilic
drugs. The toxicological profile of dimethyl b-cyclo-
dextrins and of randomly methylated b-cyclodextrins
appeared excellent. Attention should be paid, if possi-
ble, onbioavailability differences between animal and
human models.

Vaginal Mucosa

Laureth-9, lysophosphatidylcholine and palmitylcarni-
tine chloride were found to be highly effective absorption
enhancers, but all induced epithelial damage.[29] Insulin
was also administered to ovariectomized rats, and
the coadministration of sodium taurodihydrofusidate,
laureth-9, lysophosphatidylcholine, and -glycerol signifi-
cantly increased hypoglycemia. Lysophosphatidylgly-
cerol showed only minor damage of the vaginal
epithelium, in contrast to the other absorption enhancers
used.[30] The combination of lysophosphatidylcholine
and starch microspheres showed promising insulin bio-
availability results.[31]

Deoxycholate and quillajasaponins were reported
to have a positive effect on the vaginal absorption of
calcitonin.[32]

Rectal Mucosa

Due to a combination of poor membrane permeability
and metabolism at the site of absorption, rectal bioa-
vailability of peptide and proteins is low. As in other
mucosal bioavailability testing, insulin is the most
studied polypeptide with respect to rectal absorption.

Sodium salicylate and 5-methoxysalicylate increased
the absorption of insulin.[33] Sodium glycocholate was
more effective than sodium taurocholate but less effec-
tive than sodium-deoxycholate and PE-9-laurylether in
enhancing rectal insulin absorption in rabbits.[34] The
role of disodium EDTA in the enhancement of rectal
drug absorption, along with the damaging effects on the
rectal mucosa, has been described for several drugs.[35,36]

Bile salts were also used for the enhancement of
drug absorption, but several studies indicated severe
damage due to their use in rectal drug delivery.[37]

Sodium tauro-24, 25-dihydrofusidate (STDHF) had a
positive effect on the availability of cefoxitin, vasopres-
sine, and insulin in rats.[38]

The possible use of mixed micelles (e.g., made of
unsaturated fatty acids and monoglycerides) has been
shown for the enhanced rectal absorption of several
compounds, including a and b interferon and insulin.

Pulmonary Absorption Enhancers

Only a few studies are available related to the effect of
known absorption enhancers on the pulmonary
absorption of poorly absorbable drugs, including
peptides and proteins.

It was reported that oleic acid, oleyl alcohol, and
Span 85 can increase the transfer rate of disodium
fluorescein in isolated rat lungs.[39] Pulmonary insulin
absorption was reported to be increased in the pre-
sence of glycocholate and Span 85.[40] Fluorescein
isothiocyanate, insuline, and a calcitonin analogue
were better absorbed when coadministered with
n-lauryl b-D-maltopyranoside, sodium glycocholate,
and linoleic acid mixed micelles.[41] The same authors,
however, reported on the toxicity of n-lauryl b-D-malto-
pyranoride. A large number of questions are still remain-
ing, such as why sodium caprate enhances the
bioavailability of phenol red and isothiocyanate-labeled
dextrans but not of insulin and a calcitonin analogue.

Hydroxypropyl-b-cyclodextrin and especially
dimethyl-b-cyclodextrin have been shown to enhance
the pulmonary bioavailability of insulin in rats, and
indications were found of a relatively low acute
mucotoxicity.[42]

Intestinal Absorption Enhancers

The optimization of oral bioavailability is of common
interest because low bioavailability is often the cause of
variable and poorly controlled clinical and toxic
effects. This is of major importance for polar molecules
such as peptides and proteins.[43]

Table 2 reviews the most commonly described com-
pounds to enhance intestinal absorption and indicates
some examples.[44]

It should be emphasized that absorption enhancers
might act selectively on some parts of the GI tract,
and this fact implicates that the formulation will play

Table 2 Some of the commonly used intestinal absorption
enhancers

Bile salts Sodium cholate, sodium deoxycholate

Non-ionic
surfactants

Polysorbates and polyoxyethylene
alkyl esters and ethers

Ionic surfactants Sodium lauryl sulphate and dioctyl
sulfosuccinate

Fatty acids Sodium caprate, oleic acid

Glycerides Medium-chain glycerides,

phospholipids

Acyl carnitines Palmitoylcarnitine

Chelating agents EDTA

Swellable polymers Polycarbophil and chitosan
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a major role in the optimal delivery of drug and
absorption enhancers.

Bile salts have proven to act very differently on the
intestinal absorption of drugs. In some cases, the drug
absorption was reduced due to micelle formation,
whereas in other cases, the absorption was enhanced
due to intestinal membrane disruption caused by
the solubilization of phospholipids or by Ca2þ

complexation.[45–47]

Non-ionic and anionic surfactants haven been shown
to be able to enhance the intestinal absorption of drugs.
Some studies have shown that in the area of non-ionic
surfactants ethers were more effective than esters, but this
phenomenon was not always confirmed. There is an
indication that the surfactants cause membrane damage,
which can be correlated with their enhancement activ-
ity.[48] It has been shown that some tensioactive agents
might influence tight junction permeability.[49]

Fatty acids

Fatty acids increase intestinal absorption via their
influence on the paracellular and transcellular trans-
port route. Most interesting results were obtained with
lauric acid, palmitic acid, capylic acid, and oleic acid or
their salts. Cytotoxic effects of fatty acids are concen-
tration dependent long-chain unsaturated fatty acids
especially can cause epithelial cell damage.[50–52]

Glycerides

Medium-chain glycerides (mainly C8–C10) are known
to increase the intestinal absorption of poorly perme-
able drugs, mono- and diglycerides, especially, improve
bioavailability, and it is believed that mainly transcel-
lular permeation is increased.

It should be emphasized that the formulation plays
an important role in the effect of these glycerides
(emulsification, enteric coating, etc.) The main advan-
tage of these products is their general acceptance for
use in oral drug administration.[53,54]

Finally, it should be noted that during the last
decade both weakly crosslinked poly(acrylic acid) deri-
vatives and chitosan derivatives were described as safe
penetration enhancers for hydrophilic compounds
especially as they can trigger mechanisms of tight junc-
tion opening of mucosal tissues and did not show acute
toxicity. Poly(acrylic acid) derivatives were shown to
have excellent mucoadhesive properties and can inhibit
the activity of gut enzymes, such as trypsin, chymo-
trypsin, and carboxypepsidases.[55,56] Chitosan salts
and N1-trimethylchitosan chloride revealed to be
potential absorption enhancers for nasal absorption
of calcitonin and insulin and for the intestinal absorp-
tion of buserilin.[57]
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Effect of N-alkyl-azocycloheptan-2-ones including Azone�

on the thermal behavior of human stratum corneum. Int.
J. Pharm. 1989, 52, 47–54.

7. Hadgraft, J. Passive enhancement strategies in topical and
transdermal drug delivery. Int. J. Pharm. 1999, 184, 1–6.

8. Kim, C.K.; Kim, J.J.; Chi, S.C.; Shim, C.K. Effect of fatty
acids and urea on the penetration of ketoprofen through
rat skin. Int. J. Pharm. 1993, 99, 109–118.

9. Golden, G.M.; McKie, J.E.; Potts, R.O. Role of S.C. lipid
fluidity in transdermal flux. J. Pharm. Sci. 1987, 76, 25–28.

10. William, A.C.; Barry, B.W. Terpenes and the lipid-
protein partitioning theory of skin penetration enhance-
ment. Pharm. Res. 1991, 8, 17–24.

11. Cornwell, P.A.; Barry, B.W. The routes of penetration of
ions and 5-fluorouracil across human skin and the mechan-
ism of action of terpene skin penetration enhancers. Int. J.
Pharm. 1993, 94, 189–194.

12. Cornwell, P.A.; Barry, B.W.; Bouwstra, J.A.; Gooris, G.S.
Modes of action of terpene penetration enhancers in human
skin: differential scanning calorimetry, small-angle x-ray
diffraction and enhancer uptake studies. Int. J. Pharm.
1996, 127, 9–26.

13. Kunta, J.R.; Goskonda, V.R.; Brotherton, H.O.; Khan,
M.A.; Reddy, I.K. Effect of menthol and related terpenes
on the percutaneous absorption of propranolol across
excised hairless mouse skin. J. Pharm. Sci. 1997, 86 (12),
1369–1372.

14. Friend, D.; Catz, P.; Heller, J.; Reid, J.; Baker, R. Transdermal
delivery of levenorgestol 3. Simple alkyl esters as skin permea-
tion enhancers. J. Control. Rel. 1989, 9, 33–41.

15. Sato, K.; Sugibayashi, K.; Morimoto, Y. Effect and mode
of action of aliphatic esters on in vitro skin permeation of
nicorandil. Int. J. Pharm. 1988, 43, 31–40.

16. Kim, N.; El-Khalili, M.; Henary, M.M.; Strekowski, G.;
Michniak, B.B. Percutaneous penetration enhancement
activity of aromatic S, S,-dimethyliminosulfuranes. Int. J.
Pharm. 1999, 187, 219–229.

17. Vollmer, U.; Muller, B.W.; Mesens, J.; Willfert, B.; Peters,
T. In vitro skin pharmacokinetics of liarozole: percutaneous
absorption studies with different formulations of cylcodex-
trin derivatives in rats. Int. J. Pharm. 1993, 99, 51–58.

18. Rhein, L.D.; Robbins, C.R.; Fernee, K.; Cantore, R. Sur-
factant structure effects on swelling of isolated human S.c.
J. Soc. Cosmet. 1986, 37, 125–139.

19. Walters, K.A.; Walker, M.; Olejnik, O. Non-ionic surfac-
tant effects on hairless mouse skin permeability characteris-
tics. J. Pharm. Pharmacol. 1988, 40, 525–529.

20. Harris, W.T.; Tenjarla, S.N.; Holbrook, J.M.; Smith, J.;
Mead, C.; Entrekin, J. N-pentyl N-acetyl Prolinate. A new
skin penetration enhancer. J. Pharm. Sci. 1995, 84, 640–642.

Absorption Enhancers 17



21
C

FR
–A

lt

21. Cornwell, P.A.; Tubek, J.; Van Gompel, H.A.H.P.; Little,
C.J.; Wiechers, J.W. Glyceryl monocaprylate/caprate as a
moderate skin penetration enhancer. Int. J. Pharm. 1998,
171, 243–255.

22. Wertz, P.W.; Squier, C.A. Cellular and molecular basis of
barrier function in oral epithelium. Crit. Rev. Ther. Drug
Carr. Systems 1991, 8, 237–269.

23. Aungst, B.J.; Rogers, N.J. Comparison of the effect of var-
ious transmucosal absorption promoters on buccal insulin
delivery. Int. J. Pharm. 1989, 53, 227–235.

24. Aungst, B.J. Site dependence and structure-effect relation-
ships for alkylglycorides as transmucosal absorption pro-
moters for insulin. Int. J. Pharm. 1994, 105, 219–225.

25. Voorspoels, J.; Remon, J.P.; Eechaute, W.; De Sy, W.
Buccal absorption of testosterone and its esters using
a bioadhesive tablet in dogs. Pharm. Res. 1996, 13, 1228–
1232.

26. Ennis, R.D.; Borden, L.; Lee, W.A. The effects of permea-
tion enhancers in the surface morphology of the rat nasal
mucosa: a scanning electron microscopy study. Pharm.
Res. 1990, 7, 468–475.

27. Kissel, T.; Drewe, J.; Bantle, S.; Rummelt, A.; Beglinger, C.
Tolerability and absorption enhancement of intranasally
administered octreotide subject. Pharm. Res. 1992, 9,
52–57.

28. Merkus, F.W.H.M.; Verhoef, J.C.; Martinn, E.; Romeijn,
S.G.; van der Kuy, P.H.M.; Hermens, W.A.J.J.; Schipper,
N.G.M. Cyclodextrins in nasal drug delivery. Adv. Drug
Delivery Rev. 1999, 36, 41–57.

29. Richardson, J.L.; Minhas, P.S.; Thomas, N.W.; Illum, L.
Vaginal administration of gentamycin to rats. Pharmaceuti-
cal and morphological studies using absorption enhancers.
Int. J. Pharm. 1989, 56, 29–35.

30. Richardson, J.L.; Illum, L.; Thomas, N.W. Vaginal absorp-
tion of insulin in the rat—effect of penetration enhancers on
insulin uptake and mucosal histology. Pharm. Res. 1992,
9 (7), 878–883.

31. Richardson, J.L.; Farraj, N.F.; Illum, L. Enhanced vaginal
absorption of insulin in sheep using lysophosphatidylcho-
line and a bioadhesive microsphere delivery system. Int. J.
Pharm. 1992, 88 (1–3), 319–325.

32. Nakada, Y.; Miyake, M.; Awata, N. Some factors affecting
the vaginal absorption of human calcitonin in rats. Int. J.
Pharm. 1993, 89, 169–175.

33. Nishihata, T.; Rytting, J.H.; Kamada, A.; Higuchi, T.;
Routh, M.; Caldwell, L. Enhancement of rectal absorption
of insulin using salicylates in dogs. J. Pharm. Pharmacol.
1983, 35, 148–151.

34. Yamamoto, A.; Hayakawa, E.; Kato, Y.; Nishiura, A.; Lee,
V.H.L. A mechanistic study on enhancement of rectal per-
meability to insulin in albino rabbits. J. Pharmacol. Exp.
Ther. 1992, 263, 25–31.

35. Nishihata, T.; Tomida, H.; Frederick, G.; Rytting, J.H.;
Higuchi, T. Comparison of the effects of sodium salicylate,
disodium EDTA, and polyoxyethylene 23-lauryl ether as
adjuvants for the rectal absorption of sodium cefoxitin. J.
Pharm. Pharmacol. 1985, 37, 159–163.

36. Nishihata, T.; Lee, C.S.; Rytting, J.H.; Higuchi, T. The
synergistic effects of concurrent administration to rats of
edta and sodium salicylate on the rectal absorption of
sodium cefoxitin and the effect of inhibitors. J. Pharm.
Pharmacol. 1987, 39, 180–184.

37. Murakami, T.; Sasaki, Y.; Yamajo, R.; Yata, N. Effects of
bile salts on the rectal absorption of sodium ampicillin in
rats. Chem. Pharm. Bull. 1984, 32, 1948–1955.

38. Van Hoogdalem, E.; Heijligers-Feijen, C.D.; Mathot,
R.A.A.; Wackwitz, A.T.E.; Van Bree, J.B.M.M.; Verhoef,
J.C.; de Boer, A.G.; Breimer, D.D. Rectal absorption enhance-
ment of cefoxitin and desglycinamide arginine vasopressin by
sodium tauro-24, 25-dihydrofusidate in conscious rats. J.
Pharmacol. Exp. Ther. 1989, 251, 741–744.

39. Niven, R.W.; Byron, P.R. Solute absorption from the air-
ways of the isolated rat lung. 2. Effect of surfactants on
absorption of fluorescein. Pharm. Res. 1990, 7, 8–13.

40. Okumura, K.; Iwakawa, S.; Yoshida, T.; Seki, T.; Komada,
F. Intratracheal delivery of insulin: absorption from solu-
tion and aerosol by rat lung. Int. J. Pharm. 1992, 88, 63–73.

41. Yamamoto, A.; Fujita, T.; Muranishi, S. Pulmonary absorp-
tion enhancement of peptides by absorption enhancers and
protease inhibitors. J. Controlled Release 1996, 41, 57–67.

42. Shao, Z.Z.; Li, Y.P.; Mitra, A.K. Cyclodextrins as mucosal
absorption promoters of insulin. 3. Pulmonary route of
delivery. Eur. J. Pharm. Biopharm. 1994, 40, 283–288.

43. Swenson, E.S.; Curatolo, W.J. Intestinal permeability
enhancement for proteins, peptides and other polar drugs
— mechanisms and potential toxicity. Adv. Drug Delivery
Rev. 1992, 8, 39–92.

44. Aungst, B.J.; Saitoh, H.; Burcham, D.L.; Huang, S.M.;
Mousa, S.A.; Hussain, M.A. Enhancement of the intestinal
absorption of peptides and non-peptides. J. Controlled
Release 1996, 41, 19–31.

45. Kakemi, K.; Sezaki, H.; Konishi, R.; Kimura, T.; Murakami,
M. Effect of bile salts on the gastrointestinal absorption of
drugs 1. Chem. Pharm. Bull. 1970, 18, 275–280.

46. Kidron, M.; Baron, H.; Berry, E.M.; Ziv, E. The absorption
of insulin from various regions of the rat intestine. Life Sci.
1982, 31, 2837–2841.

47. Feldman, S.; Gibaldi, M. Physiological surface-active agent
and drug absorption 1. Effect of sodium taurodeoxycholate
on salicylate transfer across the everted rat intestine. J.
Pharm. Sci. 1969, 58, 425–428.

48. Swenson, E.S.; Milisen, W.B.; Curatolo, W. Intestinal per-
meability enhancement: efficacy, acute local toxicity and
reversibility. Pharm. Res. 1994, 11, 1132–1142.

49. Anderberg, E.K.; Artursson, P. Epithelial transport of drugs
in cell culture 8. Effects of sodium dodecylsulfate on cell mem-
brane and tight junction permeability in human intestinal
epithelial (Caco-2) cells. J. Pharm. Sci. 1993, 82, 392–398.

50. Muranushi, N.; Mack, E.; Kim, S.W. The effects of
fatty acids and their derivatives on the intestinal absorption
of insulin in rats. Drug Dev. Ind. Pharm. 1993, 19, 929–941.

51. Anderberg, E.K.; Lindmark, T.; Artursson, P. Sodium cap-
rate elicits dilatations in human intestinal tight junctions
and enhances drug absorption by the paracellular route.
Pharm. Res. 1993, 10, 857–864.

52. Sawada, T.; Ogawa, T.; Tomita, M.; Hayashi, M.; Awazu, S.
Role of paracellular pathway in non-electrolyte permeations
across rat colon epithelium enhanced by sodium caprate and
sodium caprylate. Pharm. Res. 1991, 8, 1365–1371.

53. Unowsky, J.; Behl, C.R.; Beskid, G.; Sattler, J.; Halpern, J.;
Cleeland, R. Effect of medium chain glycerides on enteral
and rectal absorption of beta-lactam and aminoglycoside
antibiotics. Chemotherapy 1988, 34, 272–276.

54. Constantinides, P.P.; Scalart, J.P.; Lancaster, C.; Mareello,
J.; Marks, G.; Ellens, H.; Smith, P.L. Formulation and
intestinal absorption enhancement evaluation of water-in-
oil microemulsions incorporating medium-chain glycerides.
Pharm. Res. 1994, 11, 1385–1390.

55. Luessen, H.L.; Lehr, C.M.; Rentel, C.O.; Noach, A.B.;
Junginger, H.E.; de Boer, J.C.; Verhoef, H.E. Bioadhesive
polymers for the peroral delivery of peptide drugs. J. Con-
trolled Release 1994, 29, 329–338.

56. Luessen, H.L.; de Leeuw, B.J.; Langemeyer, M.W.; de Boer,
A.G.; Verhoef, J.C.; Junginger, H.E. Mucoadhesive poly-
mers in peroral peptide drug delivery. Part 6. Carbomer
and chitosan improve the intestinal absorption of the pep-
tide drug buserelin in vivo. Pharm. Res. 1996, 13, 1668–1672.
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Absorption of Drugs
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Kent, U.K.

INTRODUCTION

In the first edition of this encyclopedia the section on
absorption covered a range of topics that included
discussion of the cell membrane, parenteral and enteral
absorption, clinical factors, and pharmacokinetic char-
acterization of absorption.

During the intervening time many of these areas
have changed, some more than others. There also have
been changes in emphasis, reflected particularly in the
rapidly expanding interest and discoveries in membrane
penetration, exploitation of various dosage routes,
formulation factors, and absorption enhancers.

Emphasis in this section will reflect these activities.
In order to conserve space, the pharmacokinetic treat-
ment of drug absorption has been omitted.

OBJECTIVES OF DRUG ABSORPTION

Absorption may be defined as the process by which
a compound penetrates one or more biological mem-
branes to gain entry into the body. Absorption is not
to be confused with bioavailability, which describes
entry of administered compounds into the systemic
circulation. For some drugs and dosage routes, absorp-
tion and bioavailability may be identical, i.e., after
intravenous (IV) dosing. However, in many cases
they are not. For a drug that does not undergo any
metabolic transformation between an immediate post-
absorption site and entry into the systemic circulation,
absorption and bioavailability are likely to be the same.
All of the absorbed drug enters the systemic circulation.
This is regardless of any drug that may be degraded or
changed in some other way, i.e., preabsorption.

On the other hand, for any drug that is degraded at
a point between the postabsorption site and entry into
the systemic circulation, the systemic availability—
bioavailability—will be less than the absorption. An
orally administered drug that undergoes extensive first-
pass hepatic clearance may give rise to poor oral bio-
availability despite being efficiently absorbed from the
gastrointestinal (GI) tract into the splanchnic circulation.

The pharmacologic activity profile of a systemically
active drug is a function of its intrinsic activity and
of the concentration profile that is achieved in the cir-
culation. The speed of onset of action and the intensity

and duration of activity are functions of the drug
concentration profile.

The speed of onset of drug action is determined by
the rate of drug absorption. Extreme cases are the
use of bolus IV injection, which yields immediate and
usually maximal pharmacologic effect, and slow con-
trolled release, not necessarily by the oral route, where
the onset of action is deliberately prolonged to achieve
a desired therapeutic profile.

The intensity of pharmacologic effect is generally a
function of the concentration of drug achieved in the
circulation. Actual pharmacokinetic/pharmacodynamic
relationships are often complex, but it is reasonable to
generalize that higher circulating drug concentrations
yield greater effect.

The levels of circulating drug that are achieved are a
function of dose, absorption efficiency, overall bio-
availability, distribution, and also clearance. The major
determinant of drug distribution volume is its lipo-
philicity. As lipophilicity increases, so does the ability of
the drug to cross biological membranes and move into
extravascular environments, particularly into fatty
tissue and the central nervous system (CNS).

Many drugs bind to plasma proteins, in particular to
plasma albumin. Although binding of drugs to plasma
proteins is dynamic and reversible, any drug that is
bound at a particular time is necessarily confined to
the plasma volume and thus cannot participate in extra-
vascular distribution.

The last factor affecting circulating drug levels is
clearance. The faster a drug is cleared from the circula-
tion as a result of metabolism or any other process (i.e.,
the shorter its elimination half-life) the lower are its cir-
culating levels. High circulating levels are less likely to
be achieved with a high clearance drug than with a low
clearance drug, and accumulation of a high clearance
drug in the circulation with repeated dosing is unlikely.

Thus, the phenomenon of drug absorption is only
one, albeit an important one, of several factors that
determine a drug profile in the circulation. It is important
to understand all of these factors before drug profiles,
and in particular pharmacokinetic/pharmacodynamic
relationships, can be fully characterized, particularly in
a predictive sense.

All of the above factors are functions of the physical
and chemical properties of a drug. While distribution
and clearance are affected only by drug properties
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and cannot generally be altered except by introducing
some kind of interaction, drug absorption and bio-
availability are often markedly influenced by route of
administration, dosage form, and coadministration
of other substances. Some of the major thrusts of
pharmaceutical research during the last two decades
have been devoted to these latter issues.

DOSAGE ROUTES

A required drug absorption profile is achieved by a
variety of dosage routes. These routes may be divided
into parenteral and enteral. Due to of the importance
of the various routes of administration in drug deliv-
ery, and of recent advances in optimizing route-
dependent drug delivery, they are briefly reviewed here.

PARENTERAL ROUTES

Parenteral delivery routes are those that do not give
rise to drug absorption into the splanchnic circulation.
Thus, they avoid the possibility of hepatic first-pass
metabolism. It should be noted that some parenteral
routes do not avoid other first-pass metabolism effects
(e.g., pleural metabolism for some inhaled drugs).
Some major parenteral drug delivery routes are intra-
arterial, intrathecal, intravenous, intramuscular, trans-
dermal, intranasal, buccal, inhalation, intraperitoneal,
vaginal, and rectal.

Intra-arterial

Intra-arterial injection is used to deliver drugs directly
to organs, for example, in cancer chemotherapy, and in
the use of vasopressin for GI bleeding. Intra-arterial
carmustine is effective to treat brain tumors[1] and
pelvic intra-arterial actinomycin D is used for malig-
nant trophoblastic disease.[2]

Intra-arterial drug administration has potential
safety implications. Embolization, arterial occlusion,
and localized drug toxicity have been reported.

Intrathecal

Injection directly into the cerebrospinal fluid (CFS)
ensures complete CNS bioavailability for drugs that
cannot cross the blood-brain barrier. This dosage
route is used to treat serious CNS infections such as
meningitis and ventriculitis, and with such agents as
mepivacaine and prilocaine for spinal anesthesia. Drugs
injected intrathecally initially distribute into approxi-
mately 140 ml of CSF, thus producing high concentra-
tions in the CNS with low risk of systemic toxicity.

Intravenous (IV)

IV administration introduces drug directly into the
venous circulation. The shape of the resulting circulat-
ing drug profile is determined by the size, rate, and
duration of injection. IV bolus is used for immediate
therapeutic effect, typically for general anesthesia and
for treatment of cardiac arrhythmia. IV dosing is pop-
ular for preclinical testing of compounds during
drug development and also as a standard to determine
absolute bioavailability from other dosage routes.

Intramuscular (IM)

Following intramuscular (IM) administration, drugs
must cross one or more biological membranes in order
to enter the systemic circulation. Intramuscular injec-
tion is used mainly for drugs and vaccines that are not
absorbed orally, for example, aminoglycosides, insulin,
and hepatitis vaccine. The IM route is often used for
sustained medication and specialized vehicles, such as
aqueous suspensions, oily vehicles, complexes and
microencapsulation, which has been developed for
slow delivery of drugs by this route.[3]

Transdermal

Since the introduction of transdermal scopolamine,[4]

many transdermal delivery systems have been devel-
oped for systemic activity. Major advantages claimed
for this drug delivery route include continuous release
of drug over a specified period, low presystemic clear-
ance, facile drug withdrawal by simply removing the
device, and good patient convenience and compliance.

Some disadvantages relate to barrier properties of
the skin, skin reactions, and the relatively large dose
size. Transdermal delivery is a realistic option only for
drugs generally given in small doses (<10 mg) and which
have good membrane penetration. Drugs currently
approved for transdermal delivery include clonidine,
estradiol, nicotine, nitroglycerin, and scopolamine.

Intranasal

Intranasal administration may be used for local or sys-
temic effects. Local effects include treatment of nasal
allergies, rhinitis, and nasal congestion. Nasal delivery
for systemic effects is established for a small number of
drugs and is being examined for many others.

The sophisticated structure and specialized function
of airways and membranes in the nasal cavity, and also
the small surface area of this region, may limit its capa-
city for drug delivery. The effect of chronic drug expo-
sure on the integrity of nasal membranes must also

20 Absorption of Drugs



21
C

FR
–A

lt

be considered. This problem may be compounded by
the evident need for surfactants to achieve good sys-
temic penetration with this dosage route.

Notwithstanding these factors, the physical charac-
teristics of compounds for optimal intranasal absorp-
tion are the same as for other absorption routes. The
drug must dissolve in the fluids of the nasal mucosa
and must be sufficiently lipophilic to cross the mem-
branes of the nasal epithelium. Nasal absorption is
facilitated by the high permeability of small venules
and capillaries associated with the nasal mucusa.

A variety of delivery systems have been described for
nasal drug delivery, including drops, aerosols, nebuli-
zers, and soluble matrices.[5]

Small peptide molecules seem to be ideally suited for
intranasal drug delivery. Vasopressin analogues and
oxytocin are commercially available for intranasal
dosage. Thyrotropin-releasing hormone agonists and
antagonists, other vasopressin analogs, and peptides
are being examined. Intranasal delivery of sex hormones
has produced interesting results in animals. Intranasal
delivery of insulin has been examined, but only with
moderate success.

Buccal

Early recognition of buccal and sublingual absorption
was manifested in the use of nitroglycerin by these
dosage routes to treat severe headache and to relieve
angina pectoris.

Drugs can be absorbed from the oral cavity itself or
sublingually. Absorption from either route is rapid,
sublingual more so apparently because of greater
permeability of sublingual membranes and rich blood
supply. The mean pH of saliva is approximately 6 so
that drug absorption, predominantly passive in nature,
is favored for unchanged molecules, acids with pKa

values >3, and bases with pKa values <9.
Compounds that are currently marketed or are being

considered for buccal or sublingual routes include
organic nitrates, barbiturates, papaverine, trypsin, pro-
chlorperazine, benzodiazepines, buprenorphine, capto-
pril, isoprenalin, oxytocin, and nifedipine. Oxytocin is
currently the only peptide marketed in sublingual form.
Sublingual steroids have been examined with moderate
success.

Inhalation

When a substance is inhaled, it is exposed to mem-
branes of the mouth or nose, pharynx, trachea,
bronchi, bronchioles, alveolar sacs, and alveoli (Fig. 1).
The lung has a potential absorption surface of some
70 m2, a much larger surface than the small intestine.
However, the lungs and their associated airways are

designed to deny access of administered compounds
to the highly absorptive peripheral lung surfaces. The
system is designed to deny access to particulate matter.
However, if compounds can reach the peripheral region
of the lung, absorption can be very efficient.

Particle (droplet) size and velocity of application
control the extent to which inhaled substances pene-
trate into airway spaces. Optimum size for deep airway
penetration is 3–5 mM. Large particles tend to deposit
in upper airways.

Most inhalation devices deliver approximately 10%
of the administered dose to the lower respiratory tract.
A number of devices have been developed to increase
lung delivery, and delivery of up to 21% has been
reported with a pressurized metered-dose inhaler.[6]

Despite these advances, drug delivery via the lung is
still inefficient.

Systemic availability of inhaled drugs may be inhib-
ited by first-pass pulmonary metabolism. The lungs
contain many drug metabolizing enzymes, including
mixed function oxidases, monoamine oxidase, and
esterases.

Several animal models principally the rat, rabbit, and
dog, are used to study drug inhalation.

Intraperitoneal

Intraperitoneal drug administration is not common. It
is used pedominantly to administer compounds during
preclinical discovery and development. Its clinical use
is generally limited to chemotherapy for tumors with
peritoneal involvement.

Peritonitis occurs frequently in renally impaired
patients who are receiving continuous ambulatory
peritoneal dialysis (CAPD). Peritonitis is often accom-
panied by systemic infection so that therapeutic levels

Pharynx

Larynx

Trachea

Primary bronchi

Secondary bronchi

Terminal bronchioles

Respiratory bronchioles

Alveolar duct

Alveoli

Fig. 1 The human respiratory tract.
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of antibiotic are needed both in the peritoneal cavity
and in the systemic circulation.

Drugs may be given orally or by injection in order
to achieve adequate systemic levels in the hope of also
achieving therapeutic levels in the peritoneal cavity.
Alternatively, drugs may be administered directly into
the peritoneal cavity with the objective of also achieving
systemic levels by intraperitoneal absorption.[7] To the
author’s knowledge, there is little definitive information
on the relative merits of these alternatives.

Vaginal

The human vagina, a fibromuscular tube 10–15 cm
long, extends upwards and backwards from the vulva
to the lower uterine cervix. Blood is supplied to the
vagina via the uterine and pudendal arteries, and is
drained from the vagina by a rich plexus, which flows
into the internal iliac veins. The surface of the vaginal
epithelium is kept moist by cervical secretions. The pH
of vaginal fluid is 4–5.

Vaginal drug delivery is used mostly for local effects,
but vaginal absorption can give rise to rapid and effi-
cient systemic delivery. Good systemic absorption, and
also the ability of the vagina to retain delivery devices,
has given rise to many vaginal dosage forms, in particu-
lar for steroid contraceptives. A large number of vaginal
controlled release dosage forms are available, including
vaginal rings and biodegradable microspheres.

Rectal

The human rectum is 15–20 cm long. It is normally
empty and contains 2–3 ml of mucous fluid with pH
7–8. There are no villi and only a limited surface area
of 200–400 cm2 is available for absorption.

Blood and lymph vessels are abundant in the rectal
submucosa. Veins from the upper rectum drain into
the portal circulation, while veins from the middle
and lower rectum drain directly into the inferior vena
cava. However, there are extensive anastomoses among
these veins so that precise anatomical differentiation is
difficult. It appears that compounds absorbed from the
lower rectum, in contrast to those absorbed from the
upper rectum, avoid hepatic first-pass metabolism.

Rectal absorption is generally slower than oral
absorption, but for some drugs, rectal absorption
exceeds oral absorption presumably due to avoidance
of first-pass metabolism after rectal delivery. This
has been reported for morphine, metoclopramide,
ergotamine, lidocaine, and propranolol. Human rectal
systemic availability of the extensively metabolized
drug lidocaine is 65% as compared to 30% after oral
administration.[8]

Rectal absorption of drugs from aqueous or
alcoholic solutions is generally much faster than from
suppositories. Non-surfactant adjuvants, such as salic-
ylates, increase rectal absorption of water-soluble
drugs and also of high molecular weight compounds,
such as insulin, heparin, and gastrin.

ENTERAL ROUTES

Enteral routes of drug absorption are from the
stomach and the small and large intestine. Substances
absorbed from these areas enter the splanchnic circula-
tion and pass through the liver before entering the
systemic circulation.

The GI tract is the site of absorption for most
nutrients. Thus, the GI tract has evolved to facilitate
absorption of substances. The peristaltic action of the
stomach, secretion of enzymes and hydrochloric acid,
the villi and microvilli of the intestine, as well as the rich
blood supply and lymphatics in this region, all facilitate
absorption. Enteral absorption is generally by far
the most effective drug delivery route and, whenever
possible, drugs are administered in this way.

Any orally absorbed compound is exposed to an
absorption environment that is both friendly and
hostile, depending on the compound and the patient.
A brief review of the structure and physiology of the
GI tract relative to drug absorption follows.

Physiology of the GI Tract

Fig. 2 shows the pH of various regions of the GI tract.
From the slightly acidic region of the mouth, a com-
pound enters the more acidic region of the stomach.
Acidity is a consequence of hydrochloric acid secretion

Mouth pH 6.8

Stomach pH 1–3

Small and large

intestine pH 7–8

Duodenum pH 5–7

Bile pH 7.8–8.6

Fig. 2 Approximate pH values in the human gastrointest-
inal tract.
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by the parietal cells of the stomach. This plays an
important role in food digestion by facilitating conver-
sion of pepsinogens and zymogens to active proteolytic
enzymes.

The acidic environment in the stomach tends to
favor gastric absorption of acidic drugs provided the
drugs are in solution. On the other hand, basic drugs
tend to dissolve readily in the stomach but absorption
may be prevented because the drug will be ionized
and therefore not sufficiently fat soluble for efficient
membrane penetration. The acidic environment in the
stomach may give rise to reduced drug absorption
due to acid-catalyzed degradation.

If a drug dissolves in the stomach or is a liquid, and
if it is fat-soluble and acid stable, then it is likely to be
absorbed efficiently from the stomach. Ethyl alcohol
is a liquid that is completely miscible with water and
sufficiently lipophilic to cross biological membranes.
It is efficiently absorbed from the stomach.

After passing through the pyloric sphincter, a
compound reaches the duodenum, jejunum, and ileum.
These regions of the small intestine differ from the
stomach with respect to pH, the presence of digestive
enzymes, and the absorptive surface area. Excretion
of alkaline bile into the duodenum raises the pH of the
duodenal and more distal intestinal contents to 5–7.
The change in pH from acidic to essentially neutral
causes many changes that affect drug absorption.
Enteric coatings that were impermeable in the stomach
will dissolve. Acidic drugs will dissolve more rapidly
and yet the pH will not be sufficiently high to prevent
dissolution or cause precipitation of weakly basic drugs.

GI Structure and Motility

The stomach is a pouch-like organ lined with a rela-
tively smooth epithelial surface. Although compounds
can be absorbed from the stomach, the contribution of
this organ to overall enteral drug absorption is modest.
The absorptive properties of the proximal small intes-
tine are superior to those of the stomach or any other
region of the GI tract. The rate at which compounds
pass from the stomach into the small intestine is a
rate-limiting step controlling drug absorption.
Stomach motility is complex and is influenced by
nervous and hormonal stimuli. Stomach emptying rate
is a function of rhythmic contractions that have a
frequency of approximately three per minute in a
fasted person, and less when food enters the stomach.

Food passes from the stomach into the duodenum as
a result of these rhythmic contractions. The heavier the
meal and the higher the fat content, the longer it will
take for a meal, and any drug that may be ingested with
it, to pass into the small intestine. This process acts as a
defense mechanism by which substances are prevented

from entering the proximal small intestine and injuring
the delicate absorptive surface of this region until they
are reduced to a suitable consistency in the stomach.

Whereas solid food delays stomach emptying, liquids
tend to accelerate the process. Acceleration results from
activation of stretch receptors in the stomach wall.
When the fluid is water, activation of the inhibitory
receptors is stopped. This results in rapid emptying of
stomach contents into the duodenum.

By far the most important difference between the
proximal small intestine and the stomach is the nature
ofthe mucosal surface of the epithelium. The mucosal
surface of the small intestine is increased by finger-
likeprojections, or villi, that arise from the folds of
Kerckring, and in turn by microvilli that arise from
the villi. These invaginations increase the surface area
of the intestinal mucosa some 600-fold to approxi-
mately 200 m2, and 1.0–1.5 L of blood passes through
intestinal capillaries each minute. Corresponding
values for the stomach are only 100 m2 of surface area
and a blood flow rate of 150 ml/min. Thus, the small
intestine has a surface areaapproximately double that
of the stomach and a blood perfusion rate 6–10 times
faster. Both factors strongly favor more efficient
absorption from the small intestine.

The villi and microvilli of the small intestine are lined
by a sulphated mucoprotein, glycocalyx. Fluid trapped
within the glycocalyx is stationary, and a series of thin
layers, each progressively more stirred, extends to the
bulk phase of the intestinal lumen. This series of unstirred
layers has an effective thickness of 0.01–1.0 mm.

Molecules move within the unstirred layers by diffu-
sion at a rate inversely proportional to the square root
of molecular weight below 450, and inversely propor-
tional to the cube root of molecular weight above
450. The glycocalyx is negatively charged, with coun-
terions in the unstirred layer. If a substantial propor-
tion of these cations is composed of hydrogen ions,
as is often the case, then the microclimate within the
brush border of the epithelium is likely to be acidic
relative to the bulk phase. This may influence drug
ionization at the membrane surface, and provides a
basis for the ‘‘acid microclimate’’ frequently associated
with the GI mucosa.

The length of time during which material stays in the
small intestine is approximately 5 min in the duodenum,
2 h in the jejunum, and 3–6 h in the ileum. Material
then enters the large intestine.

The large intestine does not have villi or microvilli
at its mucosal surface. Its contents are neutral or
alkaline. Therefore, absorption of drugs from the large
intestine is less efficient than from the small intestine.
The large intestine and colon contain an active bacte-
rial microflora that can degrade foreign molecules that
also tends to reduce absorption of drugs from this
region of the GI tract.
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GI Secretions

The rate of acid secretion into the stomach is con-
trolled by parietal cells. Acetylcholine, histamine, and
gastrin are important for regulation of hydrochloric
acid secretion, and they act directly on parietal cells
to enhance acid secretion rate.

Phases of gastric acid secretion

The basal rate of hydrochloric acid secretion varies
diurnally, being highest in the evening and lowest in
the morning. After ingestion of a meal, the rate of acid
secretion in the stomach increases. The three phases
of increased acid secretion in response to food are
the cephalic phase (before food reaches the stomach),
the gastric phase (elicited by the presence of food
in the stomach), and the intestinal phase (elicited by
input from the duodenum and upper jejunum).

Cephalic phase

The sight, smell, and taste of food elicit this phase.
Acid secretion during this phase can be as much as
40% of the maximum rate. Other stimuli sensed in
the brain, in addition to those related to the presence of
food, may evoke acid secretion through vagal impulses.

Gastric phase

The presence of food in the stomach evokes gastric
secretion. The principal stimuli include distension of
the stomach and the presence of amino acids and pep-
tides. Distension of the stomach stimulates mechanor-
eceptors that bring about secretion of acetylcholine,
hydrochloric acid, and gastrin.

Intestinal phase

The presence of chyme in the duodenum stimulates
neuronal and endocrine responses that stimulate and
later inhibit secretion of acid into the stomach. The sti-
mulatory influences dominate when the pH of gastric
chyme is above 3. However, when the buffer capacity is
exhausted and the pH falls below 2, inhibitory influences
dominate.

Gastric acid secretion may be regulated by several
brain peptides, some of which may enhance secretion,
while others may act centrally to inhibit secretion.

Gastric Juice

Gastric juice contains a mixture of secretions from
surface epithelial cells and gastric glands. Salts,
water, pepsins, intrinsic factor, and mucus are main

components of gastric juice. Gastric secretions increase
after a meal. Ionic composition of gastric juice is
related to the rate of secretion. The higher the secretory
rate, the higher the hydrogen ion concentration.. The
rate of gastric acid secretion varies among individuals.
In humans, the basal rate is 1–5 mEq/h. With hista-
mine or pentagastrin stimulation, acid output rises
to 5–40 mEq/h.

Other Secretions

Bile, pH 7.8–8.6, is produced continuously in humans.
Hepatic bile is concentrated and stored in the gall blad-
der between meals. It is ejected from the gall bladder
and flows into the duodenum when food enters the
intestine. The main constituents of bile are bile salts,
bilirubin, end products of hemoglobin breakdown,
the electrolytes sodium, chloride, and bicarbonate,
cholesterol, phospholipids, and lecithin. The gall
bladder contracts within 30 min after eating due to lib-
eration of cholecystokinin. The most effective stimulus
to this is food high in fat.

Bile salts, which are surface active, promote dissolu-
tion of lipophilic drugs and lipophilic drug formula-
tions, enteric coatings, and waxy drug matrices. Bile
salts may also promote membrane permeability of
lipophilic molecules through micelle formation and
solubilization.

Pancreatic juice contains an alkaline fluid and
enzymes, both of which empty into the duodenum.
The alkaline pH contributes to neutralization of the
acid that empties from the stomach. The enzymes
amylase, lipase, trypsin, and chymotrypsin play major
roles in the digestion of carbohydrates, fats, and pro-
teins. Trypsin and chymotrypsin are secreted as inactive
precursors and are converted to the active forms
enzymatically.

As a result of proteolytic enzyme secretion into the
duodenum, protein or peptide drugs, such as cortico-
tropin, vasopressin, and insulin, are rapidly degraded
and generally cannot be given orally. Secretory activity
of the pancreas is under hormonal and neuronal control.

Intestinal secretions do not exist in the same sense as
gastric, pancreatic, or biliary secretions. Nonetheless,
large fluid fluxes take place throughout the intestine.
Any secretions from the intestinal mucosa appear to
have a lubricant and protective effect.

GI Blood Flow in Relation to Drug Absorption

Drugs may be transported away from the serosal side
of the GI tract by one or both of two mechanisms.
The GI tract is supplied by a blood capillary network
from the splanchnic circulation. Drugs may also be
taken up by the lymph vessels in the GI epithelium
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and carried by the lymphatic system that drains the
abdominal area into the thoracic duct. Any drug that
is absorbed via this system enters the systemic circula-
tion directly and is not susceptible to first-pass hepatic
metabolism. Despite the presence of both the blood
capillary network and the lymphatic system, absorp-
tion of the great majority of drugs appears to occur
predominantly via the capillary system associated with
the splanchnic circulation.

The reason for this appears to lie in the relative flow
rates of blood and lymph. The rate of blood flow in the
splanchnic circulation is 1.0–1.5 L/min, or 30% of
cardiac output. This rate may increase to 2 L/min
after a meal. Lymph flow through the same region is
only 1–2 ml/min, but may increase to 5–20 ml/min
after a meal. Lymph flow in this region is thus 500–
700 times slower than blood flow. Relatively fast
splanchnic blood flow establishes virtual sink condi-
tions on the serosal side of the GI epithelium and
ensures a steep concentration gradient. These condi-
tions promote efficient absorption into the bloodstream
rather than into lymph.

Only a small number of drugs are absorbed via the
lymph system. These include drugs with high molecular
weights that cannot enter the capillaries and specific
molecules such as steroids.

Hepatic First-Pass Metabolism

The majority of compounds absorbed from the
stomach and intestines enter the splanchnic circulation.
This leads to the portal vein, the liver, and then to the
general circulation. Compounds absorbed via this
route must therefore pass through the liver and will
do so initially at a higher concentration relative to
when they eventually distribute into the general circu-
lation and elsewhere.

As hepatic metabolism is generally first order in
nature, a large proportion of any orally administered
drug that is highly and efficiently metabolized in the
liver will be cleared during the initial first pass. A drug
could be efficiently absorbed from the GI tract and
yet poorly available to the general circulation as a
consequence of first-pass hepatic clearance. Such high
extraction drugs include acebutolol, alprenolol, desi-
pramine, isoproterenol, and lidocaine.

ABSORPTION MECHANISMS

An orally administered drug must pass through a
number of membranes in order to be absorbed into the
systemic circulation. Many physiological membranes
differ in structure and function. Despite this, there is

general consensus regarding the basic structure of the
cell membrane.

The Cell Membrane

The primary structure of the cell membrane, shown
in Fig. 3[9] is a 5-nm thick bimolecular lipid film that
separates intracellular and extracellular fluids. The
lipid is composed mainly of the phospholipids phos-
phatidylserine and phosphatidylinositol, and contains
saturated and unsaturated fatty acids and sterols. The
bilayer exhibits high permeability to hydrophobic mole-
cules and low permeability to hydrophilic molecules.

The cell membrane is associated with intrinsic and
extrinsic proteins. Intrinsic proteins are globular pro-
teins that generally span the bilayer and are held within
the membrane by hydrophobic and electrostatic inter-
actions. The proteins can form channels, carriers, or
pumps that enable polar molecules to cross the
membrane.

Membrane Transport

Several mechanisms have been identified for drug
transport across membranes. One of them is passive.
The remainder utilize some type of carrier mechanism.

Simple or Passive Membrane Transport

This mechanism, based primarily on lipid solubility
and concentration gradient, is responsible for mem-
brane transport of the great majority of drugs.

Phospholipid
bilayer

Integral protein

Integral protein

Oligosaccharide
Glycoprotein

Glycolipid

Hydrophilic polar
head

Fatty acyl
tails

Peripheral proteinsCytoplasm

Fig. 3 Structural model of the cell membrane. The mem-
brane is composed of a bimolecular leaflet of phospholipid
with the polar head groups facing the extracellular and cyto-

solic compartments and the acyl groups in the middle of the
bilayer. Integral membrane proteins are embedded in the
lipid bilayer. Integral proteins are glycosylated on the exter-

ior surface and may be phosphorylated on the cytoplasmic
surface. Extrinsic membrane proteins, peripheral proteins,
are linked to the cytosolic surface of the intrinsic proteins
by electrostatic interactions. (From Ref.[9].)
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The range of membrane permeabilities is very high.
Typically, hydrophobic molecules have high partition
coefficients, while hydrophilic molecules have low par-
tition coefficients. The direction and rate of transport
are determined by the concentration gradient of a
substance across the membrane.

Molecules that are weak acids or bases cross mem-
branes more readily when they are in the non-ionized
form. However, aqueous solubility is favored for the
ionized form. In order to be available to cross any
membrane, a drug must be in solution. This paradoxi-
cal requirement of both aqueous and lipid solubility is
of particular concern in the area of drug absorption
and presents a constant challenge in pharmaceutical
formulation.

Transport Proteins

Many substances, particularly polar molecules, cross
membranes at rates greater than those predicted from
solubility and permeability data. Some can cross mem-
branes against a concentration gradient. Unexpectedly
high membrane permeability is related to transport
proteins. Many transport proteins have been identified,
cloned, and sequenced. Current knowledge has per-
mitted an operational definition of carrier proteins
as channels, carriers, and pumps. The current state of
the art in identification and characterization of these
systems has been described by Wright.[9]

Channels

Initial speculation on the existence of small aqueous
pores in membranes was based on high membrane
permeability of small polar molecules. For example,
the permeability of water is 1000-fold more, and that
of urea 10- to 100-fold more, than predicted. These
types of observations led to the prediction of aqueous
channels with radii of approximately 4 Å.

Water channels

The presence of water channels has been demonstrated
by successful cloning of proteins that increase mem-
brane water permeability. These have been expressed
in erythrocytes and in cells of the renal tubule.

Ion channels

Evidence for ion channels in biological membranes was
introduced in the 1970s. Possibly the most significant
experiment was by Neher and Sakmann,[10] who
recorded single ion channel currents in muscle fibers.
Many types of channels for sodium, potassium,
calcium, and chloride ions have been described, and

each has a specific conductance, ion selectivity, and
probability of opening. Ion channel opening may be
controlled by voltage or by ligand, and channels are
thus designated voltage-gated or ligand-gated. Each of
the ion channels has a specific pharmacology. Sodium
channels are 12 times more selective for sodium than
for other cations. Calcium channels are 1000 times
more selective for calcium than for other cations.

Facilitated Diffusion

Facilitated diffusion is a simple mechanism proposed
to explain transport of water soluble compounds. The
main characteristics of this transport system are that
membrane permeability exceeds that predicted from
partition coefficients, transport occurs down a concen-
tration gradient, transport is saturable, and competi-
tion occurs between isomers. Facilitated diffusion has
been used to explain cellular uptake of sugars and
amino acids.

Six human sugar transporters with different tissue
distributions, substrate kinetics, and specificities have
been identified. A number of facilitated amino acid
transporters have also been identified in mammalian
cells. System L, which transports neutral amino acids,
such as leucine and phenylalanine, is probably the best
known of these.

Pumps

Pumps are proteins that can transport ions against
electrochemical potential gradients using adenosine-
5-triphosphate (ATP) as an energy source. Sodium–
potassium pumps maintain intracellular sodium and
potassium concentrations in animal cells and also con-
trol salt and water absorption by the epithelial cells in
the intestine and kidney. The sodium–potassium pump
transports three sodium ions out of the cell and two
potassium ions into the cell at the cost of one molecule
of ATP. The 3 : 2 coupling ratio results in net loss of
sodium ions into the cell down an electrochemical
gradient and maintains cell volume. Currently, consid-
erable research is attempting to elucidate the structures
of the various isoforms and subunits of sodium
potassium pumps.

Cotransporters and Exchangers

There are many other examples of ions and ionized
molecules accumulating in cells against their concentra-
tion gradient, such as uptake of iodine by the thyroid
gland, accumulation of acids in liver cells, and absorp-
tion of sugars and phosphate by the small intestine.
Recent studies have shown that these are governed
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by cotransport mechanisms. In all cases tested to date,
sodium or hydrogen ion gradients are used to drive
cotransporters, and these gradients are maintained by
ion pumps. Glucose transport across the brush border
of the small intestine is coupled with sodium transport,
and uphill sugar transport is driven by the sodium
gradient.

Cotransporters

Cotransporters use the sodium or hydrogen ion
gradient to drive transport of a substrate. Many
cotransporters have been described, cloned, sequenced,
and expressed. The sodium–glucose cotransporter just
described is one of these.

Other cotransporters facilitate the transport of other
sugars, osmolytes, and amino acids. In humans, a
disorder of intestinal glucose and galactose absorption
is due to a defective sodium–glucose transporter.

Antiporters

The best characterized antiporters, or exchangers, are
the chloride–bicarbonate, sodium–hydrogen ion, and
sodium–calcium exchangers. The cellular sodium-
hydrogen ion exchanger controls cell volume, pH,
growth, and sodium transport. Mammalian isoforms
of these exchangers have been cloned and sequenced.
Sodium-hydrogen exchangers play a dominant role in
the regulation of intracellular calcium, and thus the
force of contraction of the heart. The therapeutic effect
of cardiac glycosides is probably related to decreased
sodium-calcium exchange in the heart caused by a
decreased sodium–hydrogen gradient across the cell
membrane.

Permeability Glycoprotein

Permeability glycoprotein (p-glycoprotein) is an ATP-
dependent efflux pump responsible for pumping
substances out of cells. It is implicated in development
of drug resistance in tumor cells. Localization of
p-glycoprotein in the apical membranes of intestinal,
liver, and kidney cells, and also at the blood brain
barrier, provides potential for this pump to have a
profound effect on drug absorption, distribution, and
elimination, as well as in drug–drug interactions.

Pinocytosis and Endocytosis

Pinocytosis is a non-specific process whereby a sub-
strate enters a cell by invagination to form an intra-
cellular vesicle. Receptor-mediated endocytosis occurs
when substrate binds to a specific membrane receptor.
Substrates ingested by cells in this way are stored in

vesicles or degraded. Receptor-mediated endocytosis
is involved in cellular uptake of immunoglobulin and
low density lipoprotein.

FORMULATION FACTORS AFFECTING
DRUG ABSORPTION AND ABSORPTION
ENHANCERS

The chemical and physical properties of a drug and its
formulation can affect drug stability and absorption
characteristics.

Chemical Factors

A variety of chemical options can be used to improve
the stability and systemic availability of drugs. For
example, esters can be prepared of both acids and
bases to produce more stable derivatives, which hydro-
lyse to the active parent once absorbed. The stability
and solubility of both acids and bases tend to increase
when they are in the form of salts. Typically, adminis-
tration of soluble salts of penicillin give rise to higher
circulating antibiotic levels than the free acid. When
the salt of a weak acid dissolves in the stomach, it
generates a diffusion layer of relatively high pH which,
in turn, promotes further dissolution. The same
argument could theoretically be used for basic drugs.
However, the pH effect in this case is swamped by
the very low pH present in stomach fluids. Thus, salts
of basic drugs are used primarily for handling and
solubility rather than for improved dissolution.

Physical Factors

Different physical forms of a drug can affect its
absorption. Typically, the crystal or polymorphic form,
the state or nature of hydration or solvation, and phys-
ical size of drug particles may have considerable
impact on the rate and extent of drug absorption.

Polymorphism and amorphism

Many compounds form crystals with different molecu-
lar arrangements, or polymorphs. These polymorphs
may have different physical properties, such as dissolu-
tion rate and solubility. The vitamin riboflavin exists in
several polymorphic forms, and these have a 20-fold
range in aqueous solubility. Polymorphs that have no
crystal structure, or amorphic forms, have different
physical properties from the crystalline forms.

Absorption of many orally administered drugs
is controlled by dissolution rate. Amorphous forms
generally dissolve faster than crystalline forms because
no energy is needed to break up the crystal lattice.
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For this reason, the amorphous form is often preferred
over the crystalline form and several drugs, including
hydrocortisone and prednisolone, are marketed in the
amorphic form.

Solvation

During their preparation, drug crystals may incorpo-
rate one or more solvent molecules to form solvates.
The most common solvate is water. If water molecules
are already present in a crystal structure, the tendency
of the crystal to attract additional water to initiate the
dissolution process is reduced, and solvated (hydrated)
crystals tend to dissolve more slowly than anhydrous
forms. Significant differences have been reported in
the dissolution rate of hydrated and anhydrous forms
of ampicillin, caffeine, theophylline, glutethimide, and
mercaptopurine. The clinical significance of these dif-
ferences has not been examined but is likely to be slight.

Particle size

Particle size may play a major role in drug absorption.
Dissolution rate of solid particles is proportional to
surface area, and hence to particle fineness. Particle
size reduction has been used to increase the absorption
of a large number of poorly soluble drugs, such as
bishydroxycoumarin, digoxin, griseofulvin, nitrofuran-
toin, and tolbutamide.

Griseofulvin has extremely low aqueous solubility,
and material of normal particle size gave rise to poor
and erratic absorption. Microsize particles improve
absorption, but it is improved even more when it is for-
mulated in ultramicrosize particles as a monomolecular
dispersion in polyethylene glycol.

Formulation Factors

Drug formulations are designed to provide an attractive,
stable, and convenient method to use products. Conven-
tional dosage forms may be broadly characterized in
order of decreasing dissolution rate as solutions, solid
solutions, suspensions, capsules and tablets, coated cap-
sules and tablets, and controlled release formulations.

Solutions

Aqueous solutions, syrups, elixirs, and emulsions do
not present a dissolution problem and generally result
in fast and often complete absorption as compared
to solid dosage forms. Due to their generally good
systemic availability, solutions are frequently used as
bioavailability standards against which other dosage
forms are compared.

Solid solutions

The solid solution is a formulation in which drug is
trapped as a solid solution or monomolecular disper-
sion in a water-soluble matrix. Although the solid
solution is an attractive approach to increase drug
absorption, only one drug, griseofulvin, is currently
marketed in this form.

Suspensions

A drug in a suspension is in solid form, but is finely
divided and has a large surface area. Drug particles
can diffuse readily between the stomach and small
intestine so that absorption is relatively insensitive to
stomach emptying rate.

Similar to solutions, suspensions are useful for
patients who have difficulty taking solid medication.
Adjusting the dose to a patient’s needs is easier with
solutions and suspensions than with solid dosage
forms. Liquid dosage forms, therefore, have several
practical advantages besides simple dissolution rate.
However, they also have some disadvantages, includ-
ing greater bulk, difficulty in handling, and perhaps
reduced stability.

Capsules and tablets

Capsules and tablets are the most common oral dosage
forms. These formulations differ from each other in
that material in capsules is less impacted than in
compressed tablets. Once a capsule dissolves, the con-
tents generally disperse quickly. The capsule material,
although water soluble, can impede drug dissolution
by interacting with the drug, but this is uncommon.

Tablets generally disintegrate in stages, first into
granules and then into primary particles. As particle
size decreases, dissolution rate increases due to of
increased surface area.

Tablet disintegration was once considered a suffi-
cient criterion to predict in vivo absorption. This was
proven inadequate, however, and dissolution is now
recognized as a better criterion. Regulatory agencies
now require dissolution rate data for all new oral
formulations. The increasingly wide acceptance of
dissolution as the best available in vitro parameter to
predict in vivo absorption is reflected in the prolifera-
tion of such tests in official compendia.

Excipients. Along with active material contained
in tablets and capsules, a variety of so-called inert
ingredients are present, for example, starch, magne-
sium aluminum silicate, methylcellulose, carboxy-
methylcellulose, lactose, kaolin, talc, calcium sulfate,
and magnesium stearate. Tablets may also have a
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variety of coatings to improve stability, taste, appear-
ance, and drug release characteristics. Although con-
sidered to be inert, these additives can affect drug
dissolution and absorption. Changing an excipient
from calcium sulfate to lactose and increasing the pro-
portion of magnesium silicate, increases the activity of
oral phenytoin. Systemic availability of thiamine and
riboflavin is reduced by the presence of Fuller’s earth.
Absorption of tetracycline from capsules is reduced by
calcium phosphate due to complexation.

Most of these types of interactions were reported
some time ago and are unlikely to occur in the current
environment of rigorous testing of new dosage forms
and formulations.

Coated tablets

Tablets may be formulated with coatings such as
shellac, resin, or styrene-maleic acid copolymer. These
coatings are insoluble in acid but dissolve readily at
neutral or alkaline pH. Thus they are ideally suited
to prevent drug release until the formulation has
passed from the stomach into the small intestine. Pre-
venting drug release in the stomach may protect drugs
that are acid labile. It may also protect the patient
from irritant substances like iron salts, diethylstilbo-
estrol, and some anti-inflammatory agents. Release, and
subsequent systemic availability of drugs from these
formulations is likely to be highly sensitive to stomach
emptying patterns.

In Vitro–In Vivo Correlations. The relationship
between in vitro dissolution and in vivo bioavailability
is of considerable interest today. The U.S. Food and
Drug Administration (US FDA) has spearheaded a
research program to examine these relationships with
the objectives to gain a better understanding of their
interdependence and to use the relationships as a
means to predict in vivo performance from in vitro
data. The cost savings of realization of this second
objective would be significant. The main thrust of
research in this area is based on differentiation of
drugs or formulations in terms of solubility and mem-
brane permeability.[11]

Drugs or formulations can be considered in four
groups: 1) high solubility and low permeability; 2)
high solubility and high permeability; 3) low solubility
and high permeability; and 4) low solubility and low
permeability. For drugs in group 3, dissolution is
likely to be rate-limiting for absorption and in vitro
dissolution data may be useful. For drugs in group 1,
on the other hand, permeability is probably rate-
limiting and in vitro data are less likely to be useful.
For groups 2 and 4, the picture is less clear and in
vitro–in vivo relationships would need to be deter-
mined experimentally.

Controlled release formulations

Appreciation of the advantages of controlled drug
release, development of many novel controlled release
systems, and also the interest of major pharmaceutical
houses in protecting marketed drug products, have led
to increased interest in this type of dosage form. Most
controlled release products currently marketed include
diuretic agents, cardiovascular and respiratory drugs,
and compounds acting on the CNS. Little attention
has been paid to antimicrobial agents.

Advantages of Controlled Drug Release. Due to of
their generally higher cost, controlled release dosage
forms can be justified only if they offer therapeutic
advantages, i.e., improved maintenance of therapeutic
drug levels in the circulation, reduced dosing fre-
quency, reduced fluctuation in circulating drug levels,
increased convenience to the patient, reduced patient
care time, less nighttime dosing, more uniform phar-
macologic response, reduced GI irritation, and reduced
side effects. The second of these, reduced dosing fre-
quency, has often been claimed as a sufficient rationale
for development of a controlled release dosage form,
but has become unacceptable as a sole criterion. This
is understandable given the current emphasis on cost
containment in health care.

Disadvantages of Controlled Drug Release. Potential
disadvantages of controlled release dosage forms
include the possibility of dose dumping, less facile dose
adjustment, increased potential for hepatic first-pass
metabolism, possible delay in onset of action, possibly
lower system availability, and time of drug release lim-
ited to residence time of formulation in the optimum
absorption region(s) of GI tract.

Dose dumping, or inadvertent rapid release of drug,
is important for potent drugs that have a narrow ther-
apeutic index. Good manufacturing practice (GMP)
generally reduces the probability of this happening.
Fine dose adjustment is often difficult with controlled
release formulations. Controlled release tablets that
use a granule matrix may be subdivided in order to
reduce the dose, but repeat action tablets or osmotic
pump devices lose their controlled release properties
once the dosage form is fractured. Increased first-pass
metabolism may occur with drugs that are cleared by
the liver, but only if hepatic clearance is saturable
following rapid absorption from conventional dosage
forms. Reduced systemic availability is common with
controlled release dosage form, availability generally
being 80–85% of that from conventional formulations.
Limited residence time in the GI tract is a potential
disadvantage of oral controlled release products, and
this distinguishes oral from other controlled release
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dosage forms (e.g., skin patches, which can provide
slow release of drug over a prolonged period).

Drugs that are Unsuitable for Controlled Release. Some
drugs are unsuitable for controlled release formula-
tions. Typical characteristics of such drugs include
short biological half-life, long biological half-life,
potent drug with narrow therapeutic index, large dose,
poorly absorbed, low or slow dissolution, active absorp-
tion, time course of activity not the same as that of cir-
culating drug levels, and extensive first-pass metabolism.

A controlled release form of a drug that has a short
biological half-life, <2 h, or is administered in large
doses may need to contain a prohibitively large
amount of drug. Drugs with long biological half-lives
(>8 h) are generally sufficiently sustained in the body
from conventional doses, and prolonged release is
unnecessary. Incorporating slowly dissolving com-
pounds into a controlled release formulation is likely
to be counterproductive since dissolution is rate-
limiting anyway. Administering drugs like warfarin,
whose pharmacologic effect is prolonged relative to
its blood profile, offers no therapeutic advantage.
Incorporating such compounds as some beta-lactam
antibiotics, fluorouracil, and some amino acids, which
appear to be absorbed predominantly from the proxi-
mal intestine, is likely to reduce their efficacy and
achieve little or no prolongation of effect. As stated
earlier, if a drug undergoes saturable first-pass metabo-
lism from conventional doses, its systemic availability
may be decreased after controlled release.

Although the above arguments provide useful gen-
eral rules, there are many exceptions. Nitroglycerin
has a biological half-life of less than 0.5 h. It is gener-
ally considered to be poorly absorbed and is rapidly

metabolized by the liver, with obvious first-pass impli-
cations. However, a large number of oral controlled
nitroglycerin products are marketed. Low circulating
levels of nitroglycerin obtained from these products
appear to provide adequate prophylaxis against angina
attacks, but not against acute angina episodes. Some
established and more recently introduced controlled
release dosage forms are given in Table 1.[12]

Absorption Enhancers

Although oral dosing is generally more convenient
than other dosage routes, oral absorption of many
drugs is poor. As molecules become larger, more com-
plex, and generally more lipophilic in the quest for new
or improved efficacy, their absorption tends to decline.
To address this problem, absorption enhancers con-
tinue to be examined, so far with variable success.
Some compounds that have been shown, largely in
animal studies, to increase absorption of drugs are
shown in Table 2.[13] Little or no information is avail-
able in humans for most of these compounds.

Nonsteroidal antiinflammatory agents (NSAIDs)

NSAIDs, in particular indomethacin, diclofenac,
mepirazole, phenylbutazone, and salicylate, can pro-
mote absorption of other drugs, including insulin,
ampicillin, cephalothin, cefoxitin, and cefmetazole.
Most of these observations were made in the rat and
frequently after rectal administration. Several mechan-
isms by which NSAIDs promote drug absorption have
been postulated, but exact mechanisms are not known.
As NSAIDs are often irritating to the GI mucosa,

Table 1 Some oral controlled-release dosage forms

Category Product Active ingredient

Slow erosion with initial
fast release dose

Tedral SA Theophylline, ephedrine, phenobarbital

Erosion core only Tenuate Dospan Diethylpropion

Repeat action tablets Chlor-trimeton repetabs Pseudoephedrine, chlorpheniramine

Pellets in capsules Combid spansule Isopropamide, prochlorperazine

Pellets in tablets Theo Dur Theophylline

Leaching Desbutal gradumet Methamphetamine, pentoparbital

Ion exchange resin Biphetamine Amphetamine, Dextroamphetamine

Complexation Rynata Chlorpheniramine, phenylephrine, pyrilamine

Microencapsulation Nitrospan Nitroglycerin

Flotation–diffusion Valrelease Diazepam

Osmotic pump Acutrim Phenylpropanolamine
ProcardiaXL Nifedipine

(From Ref.[12].)
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and this may well relate to their absorption enhancing
ability, the feasibility of their use to promote drug
absorption is uncertain.

Surfactants

In view of their solubilizing effects and also their
potential to change membrane permeability, surfactants
have been considered as absorption enhancers, again
mostly in animals. Polyoxyethylene ethers have been
shown to enhance gastric or rectal absorption of linco-
mycin, penicillin, cephalosporins, and fosfomycin in rats
and rabbits. In rats, colonic absorption of interferon–
alpha is increased from 3 to 8% by polyoxyethylene
esters of oleic acid and oleic acid glycerides.

Some studies have examined the effects of surfac-
tants on intestinal absorption of insulin, with variable
results. Both rectal and jejunal absorption of insulin
was increased by anionic and cationic surfactants.
However, in humans, oral polyoxyethylene-20-oleyl
ether resulted in poor and variable insulin absorption.[14]

Any enhancing effect of surfactants on drug absorp-
tion appears to be related to increased drug solubili-
zation, modification of mucosal permeability, or
reduction of resistance of the unstirred water layer at
the GI membrane surface. In general, unionic surfac-
tants have little effect on membrane structure but
cationic surfactants have been associated with reversi-
ble cell loss and loss of goblet cells. These effects must
limit consideration of surfactants as absorption
promoters, particularly for long term treatment.

Bile salts

Bile contains conjugates of cholic acid and cheno-
deoxycholic acid, which emulsify dietary fat, facilitate
lipolysis, and transport lipid molecules through the
unstirred layer of the intestinal mucosa by micellar
solubilization. The ability of bile salts to promote lipid

absorption has prompted their investigation as absorp-
tion enhancers for drugs, with modest success. Studies
in animals have demonstrated increased intestinal
absorption of heparin and interferon-alpha. Absorp-
tion of insulin can be increased by bile salts, both in
experimental animals and in humans. The effect on
drug absorption appears to correlate with mucosal
damage. This, together with possible cocarcinogenic and
comutagenic properties of secondary bile salts, reduces
the attractiveness of bile salts as absorption enhancers.

Medium-chain fatty acids and glycerides

The presence of medium chain fatty acids and glycer-
ides in food products has stimulated interest in their
potential utility as absorption enhancers. Some fatty
acids and glycerides have been shown to increase
drug absorption under a variety of conditions, almost
always in animals and in most cases after rectal dosing.
However, some studies have yielded positive results
after oral dosing. Oral insulin bioavailability was
increased to 9–13% relative to IM administration by
a mixture of sodium dodecanoate and cetyl alcohol.[15]

Aftiraxone absorption was enhanced by glyceryl-
1-monooctanoate after oral, duodenal, and rectal
administration to animals.

Despite the potential of these classes of compounds
as absorption enhancers, they have been shown to
have negative effects on mucosal membrane integrity.
Additional research is needed to evaluate risks and
benefits.

Mixed micelles

Mixed micelles consist of fatty acids solubilized by sur-
factants or bile salts. The effects of mixed micelles on
drug absorption were reviewed by Muranishi[16] Mixed
micelles are effective absorption enhancers for com-
pounds such as heparin, streptomycin, gentamycin,
and insulin. The effect of mixed micelles on drug
absorption tends to be greater at the distal region of
the GI tract. The mechanism for increased absorption
is not known. Some publications claim that they
are safe to use. Others report a disordering effect on
intestinal epithelial cells.

Liposomes

Liposomes consist of vesicles composed of bilayers
or multilayers that contain phospholipids and choles-
terol surrounding an aqueous compartment. Drug is
entrapped within the liposome and is released from
the liposome for absorption at the intestinal membrane
surface. This dosage form received considerable

Table 2 Some types of oral drug absorption enhancers

Non-steroidal anti-inflammatory agents

Surfactants

Bile salts

Medium chain fatty acids

Mixed micelles

Liposomes

Azone

Cell permeation enhancers

Nanoparticles

(From Ref.[13].)
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attention during the 1970s and 1980s, and several ani-
mal studies demonstrated potential for absorption
enhancement. However, lack of effect in other studies,
and also stability problems, have resulted in reduced
interest in liposomes as absorption enhancers.

Azone

Azone (1-Dodecylazacycloheptan-2-one) and related
compounds have been studied as transdermal penetra-
tion and oral absorption enhancers. Although some
efficacy has been shown, an emulsifying agent appears
to be necessary for azone to penetrate the intestinal
mucosal membrane in order to promote drug absorp-
tion. One study reported the absence of gross morpho-
logical damage after exposure of mucosa to azone[17]

but additional information on the effect of azone on
overall mucosa structure is not avalable.

Cell permeation enhancers

Although the objective of most absorption enhancers
is to avoid direct interaction with the mucosal mem-
brane, cell permeation enhancers use this as a means
to increase drug absorption. One form of enhancer
currently of interest consists of glycosylated molecules,
or facial amphiphiles. It is claimed that these com-
pounds temporarily increase membrane permeability.
Molecules are designed to self-assemble in membranes
to form transient pores that permit hydrophilic com-
pounds to cross the membrane. This technology has
considerable potential for absorption enhancement.
No adverse effects have been reported to date.[18]

Nanoparticles

From known relationships between surface area and
dissolution, it is reasonable to predict that ultrafine
particles may increase the dissolution rate of relatively
insoluble compounds. If these particles are then stabi-
lized to avoid aggregation and agglomeration, and yet
retain fluidity, then a useful drug product could be
obtained.

This concept has found expression in a proprietary
nanoparticle technology in which a drug is reduced
to nanometer-size particles in the presence of stabili-
zers. Originally developed for IV computer imaging,[19]

this technology shows considerable promise to increase
absorption of poorly water soluble compounds. As the
nanoparticle system is purely ‘‘formulation’’ in nature,
it is unlikely to affect GI mucosal integrity. Nano-
particles are sufficiently small that they can be used
parenterally, apparently without ill effects. More is

likely to be heard about this novel absorption enhancer
technology.

CONCLUSIONS

The rate and extent of drug absorption into the
systemic circulation are key factors that influence drug
pharmacologic activity. Drugs may be administered by
a variety of routes, each with its own advantages and
disadvantages. The route of administration for a parti-
cular drug is dictated by the properties of the drug and
the systemic activity profile required.

Increased knowledge of membrane structure and of
transmembrane transport has improved understanding
of the mechanisms of drug absorption and of ways
in which this may be modulated.

Formulation continues to play a pivotal role in drug
absorption. Many enhancer technologies have been
examined, with varying success. However, some recent
technologies based on formulation or membrane effects
show considerable potential to increase absorption of
orally administered compounds.
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Adsorption at Solid Surfaces: Pharmaceutical Applications

Hong Wen
Wyeth Research, Pearl River, New York, U.S.A.

INTRODUCTION

Adsorption at solid surfaces is involved in nearly every
aspect of pharmaceutical development, from formu-
lation design, process development, and manufacturing
to storage of finished dosage forms. Achieving content
uniformity, especially for low-dose drugs, exhibits a
challenge faced in the manufacturing of solid dosage
formulations. One of the solutions is by adsorbing
small drug particles onto the surface of large excipi-
ents. The adsorption of binder solution onto solid
surfaces is the basis for granulation, which can improve
excipient properties such as flowability, compactibility,
and bulk density. In compaction, moisture adsorption
generally facilitates particle deformation and increases
the area of contact between particles during compression.
However, when compressible and non-compressible
excipients are mixed together, the adsorption of non-
compressible excipients onto the surface of compressible
excipients will reduce mixed powder compressibility.
During storage, water molecules adsorbed on solid
surface have significant impacts on pharmaceutical
development such as compaction and tensile strength of
tablets. Therefore hygroscopicity needs to be taken into
consideration for selecting excipients in formulation
design.

Solid dispersion is frequently used to improve the
dissolution rate of poorly water-soluble compounds.
By adsorbing drug molecules onto the surface of
adsorbents with large surface areas, the total surface
area of the drug is increased, and the drug may even
be transformed from crystalline form to amorphous
form. By adsorbing a surfactant onto the crystal
surface of poorly water-soluble drugs, dissolution rate
can also be enhanced, even though the mechanism is
yet not fully understood. In many approaches used
to increase dissolution rate, because drugs exist in
higher-energy state than their crystal state, dissolved
or amorphous drugs can be crystallized and may cause
a decrease in dissolution rate. To maintain a high
dissolution rate, polymers have been widely used to
inhibit crystallization by adsorbing onto crystal surfaces.

Besides process development and dissolution rate
enhancement, the phenomenon of adsorption at solid
surfaces is also useful in many other aspects of phar-
maceutics. By adsorbing moisture onto its large surface
area, colloidal silica has been frequently used as a

desiccant for stabilizing moisture-sensitive drugs such
as aspirin. Some special formulation designs, such
as dry powder inhalation (DPI) and sublingual nitro-
glycerin tablets, have been designed based on the
adsorption of drugs onto a carrier surface. Addition-
ally, the adsorption of liquid and gas on solid surfaces
is utilized to measure the surface area of solid materials.

OVERVIEW

The basic approach regarding how adsorption at solid
surfaces affects different aspects of pharmaceutical
development, especially for solid dosage forms, is briefly
reviewed. The three broad fields addressed are: general
pharmaceutical processing, dissolution rate enhance-
ment for poorly water-soluble compounds, and some
other applications using adsorption at solid surfaces.
Case studies are introduced to aid in understanding the
applications and/or principles involved.

Adsorption could generally be classified as physical
adsorption and chemical adsorption.[1] Forces involved
in adsorption include van der Waals force, hydrogen
bonding or electrostatic force in physical adsorption,
and covalent chemical bonds in chemical adsorption.
Adsorption could occur between solid and solid, solid
and liquid, or solid and gas. In pharmaceutical devel-
opment, these adsorptions could take place during
different processing stages, and affect the properties
of the final products. There are cons and pros of these
adsorptions, which will be discussed in this article.

ADSORPTION IN GENERAL
PHARMACEUTICAL PROCESSING

Because of the interactions existing between different
materials as well as between like materials, the perfor-
mance of excipients in a formulation could be different
from the performance of the excipients themselves. The
most frequently used procedures in pharmaceutical
processing for solid dosage formulations are mixing,
granulation, and compaction, as well as storage of
finished dosage forms. The effects of adsorption on
these procedures have been studied, observed, and
utilized widely in the pharmaceutical industry.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120011973
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Adsorption in Mixing

Adsorption of drugs onto the solid surfaces of excipi-
ents plays an important role in the preparation of
pharmaceutical mixtures and can affect many aspects
of the final formulations, especially the content uni-
formity of low-dose drugs. During mixing, there are
many factors that can affect the content uniformity
of mixtures, and adsorption generally plays a role
when the average particle size is �400 mm.[2] In drug
manufacturing, it is a challenge to achieve content uni-
formity when mixing a small amount of one material
with a much larger amount of another material. To
achieve content uniformity for potent drugs in solid
dosage forms, it is beneficial to produce mixes with
good homogeneity if drugs can be dispersed very
finely.[3] If there are no interactions between mixed
particles, ordered mixing and random mixing should
achieve the same results. However, due to interactions
between particles, such as aggregation between small
particles and adsorption of small particles onto large
carrier particles, ordered mixing and random mixing
may have significantly different outcomes.[4]

Adsorbing drugs onto carrier particles (Fig. 1) by
ordered mixing can be very beneficial in several ways,[5]

such as facilitating the preparation of master batches,
avoiding segregation in stable systems, promoting
excellent homogeneity in mixtures, and improving
content uniformity of tablets especially at low dosage.
For excipient particles, larger size and better flowabil-
ity are beneficial for achieving content uniformity.[3]

Those excipients that can adsorb drugs more strongly
exhibit a faster disintegration of agglomerates, and
achieve higher homogeneity in both random and
ordered mixing. Tablets of 120 mg containing 0.1 mg
of digitoxin have been manufactured with very good
content uniformity by adsorbing small particles onto

larger carrier particles in ordered mixing.[4] In the
design, digitoxin, dissolved in a mixture of methylene
chloride and methanol, is first deposited onto milled
critical micellar concentration (CMC). After mixing,
the solvent is removed, and this dry blend is mixed with
crystalline lactose. Other excipients are added later
without affecting the content uniformity.

The most important factors in the adsorption
process are moisture content and particle size distri-
bution.[6–8] Moisture content and the state of adsorbed
water affect the adsorption of fine antibiotic powders
onto the surface of sorbitol by plasticizing sorbitol,
forming an adherent monoparticle layer that affects
the capillary forces and hydrogen bonding interactions
between sorbitol and the drugs, as well as masking the
interparticle forces. It was observed that high moisture
content has caused higher adsorption onto sorbitol
for those fine antibiotic powders with low interfacial
energy, internal location of adsorbed water, and the
ability to form hydrogen bonding with sorbitol. When
stored under high humidity, moisture adsorbed onto
the surfaces of drugs and carriers could form a liquid
bridge whose capillary interaction may significantly
increase adhesion in the mixture.

However, high moisture does not always increase
the adsorption of drugs onto the solid surface of
excipients.[6] For example, as to antibiotics with high
interfacial energy and external location of adsorbed
water, low moisture content is beneficial for achieving
higher adsorption onto sorbitol.[6] Overall, the mech-
anism by which moisture content affects the adsorption
of drugs onto the solid surfaces of other excipients is
very complex and can be affected by many factors.

Other factors such as the surface structure of parti-
cles, reduction of interparticle distance (e.g., by means
of intensive mixing processes), as well as particle size
also affect surface adsorption.[4] It was observed that
irregular particles of sorbitol with a structured surface
could adsorb more vitamins than regular particles.[4]

By adjusting the ratio of three vitamins in the starting
mixture, the proportions of vitamins B1, B2, and B6
in the adsorbed state can be changed. Because of the high
fraction of vitamins not adsorbed onto sorbitol surface,
the ordered mixing was arranged, at first, by mixing each
vitamin with sorbitol separately, then by combining the
individual mixtures to make the final mixture.

Milling can affect the adsorption of actives on the
carrier surface by altering the surface properties of
excipients.[9] It was noticed that milled actives fre-
quently failed blend uniformity criteria, but unmilled
active batches consistently met the blend uniformity
criteria. By adding lubricant magnesium stearate, the
blending content uniformity of the milled batches
can be significantly improved. A small amount of
amorphous materials could affect the blending charac-
teristics of a direct compression formulation.[9]

Fig. 1 Adsorption of small particles onto the surfaces of
larger carrier particles.
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Overall, factors that might affect the adsorption of
actives on the carrier surface include surface proper-
ties, moisture content, the type and particle size/shape
of carriers and actives, as well as the mixing ratio of
actives and carriers. Pharmaceutical processes (i.e.,
milling and granulation) could affect the adsorption
process by altering carrier and active properties
(i.e., surface properties, size, and shape), hence the
characteristics of blending and the quality of the final
dosage form.

Adsorption in Granulation

In solid dosage forms, granulation is frequently used
to improve excipient properties such as flowability,
compactibility, bulk density, granule strength, disso-
lution rates, and so on.[10–14] The granulation process
generally includes binder atomization, fluidization,
adsorbing and spreading on powder surfaces, particle
agglomeration, and so on. In addition, binder adsorbed
onto the particle surface can also provide solid bridges
between particles. Of course, due to the complexity of
the granulation process, many factors can affect the pro-
cess and the final properties of the granules. However,
the adsorption of the binder solution on solid surfaces,
especially at the point of contact between particles or
granules, is the key to the granulation process.

The adsorption process can be affected by the
surface tension and the viscosity of a binder, and more
energy may be consumed during granulation. As
shown in Fig. 2, the surface tension and the viscosity
of a binder play important roles in granulation because
these properties influence the liquid bridges between
the particles, as well as the distribution of the binder

during the wet massing stage.[10–12] For similar poly-
mer binders, even at an equivalent viscosity, different
molecular weights can affect binder surface tension
and thus influence the granulation process and related
granule properties. It is worthwhile to note that
source and batch variation of both drugs and excipi-
ents can have profound effects on the final product
performance.

A suitable amount of binder adsorbed onto the
granular surface at the points of contact, as well as
their physical properties such as viscosity and flowabil-
ity, are very important for granule growth.[13,14] Four
mechanisms of granule growth are shown in Fig. 3,
and the mechanism that plays the main role is
determined by the degree of binder dispersion in the
powder.[13,14] Many factors, such as binder atomiza-
tion, addition rate, state of fluidization, and shear
forces in the mixer, can affect the degree of binder dis-
persion. In the ‘‘nucleation’’ mechanism, particles stick
together with the help of the liquid binder adsorbed on
the powder surface; in the ‘‘coalescence’’ mechanism,
through deformation and bonding, two large agglom-
erates combine to form one granule with the help of
a surface-adsorbed binder; and in the ‘‘layering’’
mechanism, fine particles stick to either a large granule
or a binder droplet. In a mixer, shear forces will cause
particles to collide and bond together if some binder is
present at the point of contact, as shown in Fig. 4.

Fig. 2 Shearing path of mixer blades through wet mass at
capillary state. (From Ref.[10]. # John Wiley and Sons, Inc.)

Fig. 3 Granule growth mechanisms: (A) agglomerate for-

mation by nucleation of particles; (B) agglomerate growth
by coalescence; (C) layering of a binder-coated granule;
and (D) layering of a partially filled binder droplet. (From
Ref.[13]. # John Wiley and Sons, Inc.)
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Of course, two colliding particles may not always bond
together, but may rebound and fail to achieve granule
growth. Once granules have been formed and reach a
certain size, they have to survive the shear forces in
the mixer, which are determined by the relationship
between shear forces of the outer shearing mass and
the inner strength of the granules.

Besides the traditional wet granulation, surface
adsorbents, especially porous materials, are very helpful
for maintaining liquid in a granulation. For example,
calcium silicate, a fine porous powder, has been success-
fully used to adsorb an oily medicine, tocopheryl
nicotinate.[15] Due to the high capillarity of the pores
inside calcium silicate, the adsorbent has an excellent
liquid-holding ability. In the formulation preparation,
after drug dissolved in ethanol was adsorbed on calcium
silicate, hydroxypropylcellulose (HPC) was added to the
mixture and granulated to improve flowability.

Adsorption in Compaction

In the manufacturing of tablets, compaction is a
very important step, and many factors are involved
in affecting the properties of excipients and final
products, such as surface structure and wettability
of excipients.[16] For formulations, the larger is the
surface area of compressible excipients, the greater is
the compressibility.[17–19]

When compressible and non-compressible excipients
are mixed together, the adsorption of the non-
compressible excipients onto the surface of the compress-
ible excipients will reduce mixed powder compressibility.
Lerk et al.[18] and te Wierik et al.[19] studied a new genera-
tion of starch products, which have a high surface area as
excipients in pharmaceutical tablets, and confirmed that
there is a positive relationship between the specific sur-
face area and the binding capacity (i.e., compactibility).
The surface area that takes part in the interparticle
attraction is small, and only a minor fraction of the

geometrical surface area may be available for tablet
bonding.[20] The addition of some materials, such
as binder and lubricant, may decrease particle frag-
mentation during compression and affect the ‘‘true’’
bonding surface area. In tablet manufacturing, lubri-
cants such as magnesium stearate act by adsorbing
onto the surface of granules and forming a film,
thus decreasing the crushing force and ejection force
during compression.[21] It was noticed that the dis-
tribution of adsorbed magnesium stearate was non-
uniform on the surface of excipients, and much more
lubricant existed on edges and defective parts of the
sodium chloride crystals in their study, thus increasing
the effective area for compaction.

Besides the surface area of the excipients, moisture
adsorbed to the excipients is one important factor in
compaction. Nyqvist[22] reported that by affecting the
surface structure of excipients, a small amount of water
in furosemide could significantly affect the compaction
properties of the direct compressible formulation.
When water content was increased from 0.06% to
0.24%, the elastic recovery was increased and network
was decreased at compaction. Besides, by adjusting the
water content of furosemide, it was possible to avoid
tablet capping as well. Because adsorption of water
in furosemide did not change the internal structure of
the crystals, water may be adsorbed onto the crystal
surface with weak forces detectable with thermal
analysis. The area of contact formed between particles
was increased during compression due to the particle
deformation facilitated by the higher moisture content.
Two types of interparticulate bonds, adsorption bonds
and diffusional bonds, have been involved in the
increased bond strength between particles. It has been
observed that increased moisture content in amor-
phous lactose particles could increase tablet tensile
strength and reduce tablet porosity by direct com-
pression.[23] Overall, moisture content can influence
bonding forces by affecting both the contact area
between particles and the relative fractions of adsorp-
tion and diffusion bonds in the tablet.

Adsorption in Storage

The physical and chemical stabilities of finished dosage
forms stored at high humidity have always been
concerns in the pharmaceutical industry and have been
extensively studied. The adsorption of water molecules
onto the solid surface can affect tablet strength. For
tablets stored under humid conditions, the tensile
strength of tablets increases initially when relative
humidity (RH) increases; however, as RH further
increases, the tensile strength of tablets starts to
decrease.[8,24–31] During storage, the sublimation of drugs
such as bromhexine HCl (BHCl) can be prevented by

o

Fig. 4 Coalescence of two binder-covered particles. (From
Ref.[13]. # John Wiley and Sons, Inc.)
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selecting suitable excipients based on their surface
adsorption capacity.[32,33]

Hygroscopicity of excipients

Based on hygroscopicity (i.e., the tendency of materials
to absorb water under different conditions of humid-
ity), solids have been classified into four categories,
as follows:[34]

1. Non-hygroscopic: No increase in water content
at RH below 90%.

2. Slightly hygroscopic: No moisture increases at
RH below 80% with less than 40% moisture
increase at RH above 80% after 1 week.

3. Moderately hygroscopic: Less than 5% water
content increase at RH below 60%, with less
than 50% water content increase at RH above
80% after 1 week.

4. Very hygroscopic: Substantial water content
increases at RH as low as 40–50%.

Different drugs and excipients have different
hygroscopic properties, and the amount of moisture
absorbed by drugs and excipients can affect not only
their own properties but also the properties of the fin-
ished dosage forms, such as flowability, compression
properties, and hardness of granules and tablets. The
hygroscopicity of different excipients has been stud-
ied,[34,35] and research on moisture adsorption may
provide useful information in selecting excipients such
as disintegrants, binders, and fillers in formulation
design, as well as in choosing suitable manufacturing
and storage conditions.

Effects of moisture on tablet strength

Increasing RH during storage will increase tensile
strength and decrease the surface area of tablets
initially.[29,30] Water can adsorb onto solid surfaces at
three locations: monolayer-adsorbed moisture, normally
condensed moisture, and adsorbed moisture, as shown
in Fig. 5.[24] Adsorbed water molecules affect tablet
tensile strength by influencing interparticle separation
and interparticle forces, especially van der Waals inter-
actions, as well as the ratio of the binding to diffusion
forces for water molecules on the solid surface. The
initially adsorbed water molecules on the solid surface
may form a monomolecular layer, increase the van
der Waals interactions between particles, smooth out
surface microirregularities, and reduce interparticle
separation, thus increasing tensile strength.[25] As more
water molecules adsorb onto the particle surface, they
are subjected to both surface binding and diffusion
forces, and the diffusion forces induce water to

penetrate into the particles.[26] The penetrated water
may soften the particle surface, increase contact area
between particles under high pressure due to plastic
deformation, and form more solid bonds.[27] All those
effects may explain the observed initial increase in
tensile strength when RH increases.

However, as RH further increases, tablet strength
decreases for most tested tablets, and it was suggested
that condensed water on the solid surface at high RH
weakens intermolecular attraction forces between
particles in the tablets and the further softened parti-
cles and solid bonds cause the tensile strength to
decrease.[24] In addition, at high RH, water may form
multilayers on the solid surface, which can act as a
lubricant and reduce the frictional forces between
particles, thus decreasing tensile strength as well.[28]

Ultimately, the effects of adsorbed moisture on particle
surfaces are very complex, affected by many factors,
especially the properties of the tablet excipients.

Preventing drug sublimation during storage

During storage, BHCl can sublime away from solid
dosage formulations and reduce the dosage potency.[32,33]

It was observed that BHCl prefers to adsorb to the
surface of magnesium aluminum silicate (MAS) rather
than to the package material polyethylene film. The
adsorption to MAS was accelerated at high temperature
and reduced pressure, and the BHCl adsorbed onto the
surface of MAS was amorphous rather than crystalline.
BHCl could also adsorb onto many other solid excipi-
ents, such as kaolin, Avicel PH101, and Avicel PH102,
and many factors affect the adsorption. When pH
increased, adsorption by microcrystalline cellulose
(MCC) increased moderately. As particle size increased,
adsorption decreased. Within the range of 20–46�C,
temperature did not affect the adsorption of BHCl on
MCC. Thermodynamic analysis showed that both
entropy and enthalpy changes favored the adsorption
on MCC. Overall, selecting suitable excipients to keep
BHCl from sublimating during storage proved a very
useful application of adsorption at solid surfaces.

Fig. 5 Three locations of adsorbed water molecules in solid

materials: monolayer adsorbed moisture, condensed moist-
ure, and moisture adsorbed inside solid.
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EFFECTS OF ADSORPTION ON DISSOLUTION

Solid Dispersion

Solid dispersions are frequently used to improve
the bioavailability of poorly soluble compounds
for enhancing the dissolution profiles of these com-
pounds.[36,38–43] Boraie, El-Fattah, and Hassan[40] have
successfully used the approach of adsorbing poorly
water-soluble compounds onto the surface of adsor-
bents to improve dissolution rate. The main idea is to
increase the surface area of the compound in contact
with the dissolution medium, thus increasing dissol-
ution rate. Aerosil, MCC, montmorillonite, and modi-
fied starch were tested as adsorbents. An obvious
improvement of dissolution rate is observed—100%
of the drug was released from tablets containing 50%
Avicel, whereas only 32% was released from pure drug
tablets. The weak physical bonding between the drug
and the adsorbent was proposed to explain the rapid
release of the drug from the adsorbent surface.

Due to their large surface area for adsorption,
porous materials are useful excipients for solid disper-
sions. For example, 2-naphthoic acid (2-NPA) solid
dispersion with porous crystalline cellulose (PCC) has
been successfully prepared by heat treatment of 2-
NPA and PCC mixture.[44] PCC is derived from
MCC, but with a larger surface area. Different from
2-NPA mixed with PCC, 2-NPA mixed with MCC still
maintained a crystalline form under the same mixing
and heating conditions. Various experimental data
such as X-ray powder diffraction, Fourier transform
infrared (FT-IR) spectroscopy, and solid-state fluores-
cence measurements suggest that 2-NPA is adsorbed
onto the surface of PCC and becomes molecularly
dispersed into the system.

Using a combination of solid dispersion and surface
adsorption, the dissolution of a poorly water-soluble
drug, BAY 12-9566, has been enhanced significantly.[36]

Gelucire 50/13 was used as the solid dispersion carrier,
and the melt of the drug and Gelucire 50/13 was
adsorbed onto the surface of Neusilin US2 (magnesium
aluminosilicate), the surface adsorbent (Fig. 6), using hot

melt granulation. The dissolution of BAY 12-9566
increased as Gelucire 50/13 and Neusilin US2 loading
increased, but decreased as drug loading increased. The
solid dispersion granules were successfully compressed
into tablets. Different from the usually observed
decrease in dissolution on storage at 40�C/75% RH,
the dissolution rate increased at 2 and 4 weeks.

The transformation of drugs in solid dispersion
from amorphous form to crystalline form is one critical
obstacle to making solid dispersion a practical
approach in pharmaceutical industry. Utilization of
surface adsorbents can be used as one approach to
solve the problem. Gupta et al.[38] used seven different
poorly water-soluble compounds and observed that the
dissolution rates for some compounds in solid disper-
sions increased when stored at 40�C/75% RH. In their
study, crystalline drugs were prepared as ternary solid
dispersion granules using hot melt granulation, two
solid dispersion carriers, poly(ethylene glycol) (PEG)
8000 and Gelucire 50/13, as well as Neusilin US2 as
surface adsorbent.

Drug adsorption onto Neusilin US2 through
hydrogen bonding interactions (Fig. 7) was proposed
to explain the drug transformation from crystalline
form to amorphous form, and to cause the increase
in drug dissolution during storage. However, during
storage especially under high humidity, crystallization
will decrease the dissolution rate of drugs. Whether
or not a drug is highly soluble in the dispersion carrier
is a very important factor in determining which of the
two competing mechanisms, tendency to crystallize or
to stay in amorphous state, plays the dominant role
in solid dispersions during storage.[38] When a drug is
highly soluble (>10% wt/wt) in the dispersion carrier,
the molecularly dispersed drug can diffuse significantly
onto the surface of Neusilin and form more hydrogen
bonds with Neusilin in the formulations. For a drug
with low solubility in the dispersion carrier, the drug
in a molecularly dispersed state cannot readily
diffuse onto the surface of Neusilin and form more
hydrogen bonds with the adsorbent. For drugs with
low solubility, even though they may have formed
hydrogen bonds with Neusilin and will not revert to

Fig. 6 Some possible hydrogen bonding arrangements on the surfaces of silica gel particles. (From Ref.[37].)
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the crystalline state, crystallization will become the
dominant mechanism and cause the dissolution rate
to decrease during storage.

As to the mechanism of drug adsorption onto the
surface of adsorbents, besides hydrogen bonding inter-
actions, Pignatello, Ferro, and Puglisi[45] noticed that
there exist electrostatic interactions between ammo-
nium groups in a polymer backbone and the carboxyl
group in selected drugs. The polymers examined
were Eudragit S100 (RS) and RL100 (RL), and the
drugs were three non-steroidal anti-inflammatory
drugs: diflunisal (DIF), flurbiprofen (FLU), and pirox-
icam (PIR). In the presence of Tris–HCl buffer (pH
7.4), due to the competition between the chloride ions
and drug anions for the polymer-binding sites, drug
adsorption on polymer particles was reduced. Overall,
these interactions are stronger for drugs with a carbox-
ylic moiety and lower pKa values, and the interactions
can be utilized to design a suitable drug release profile
from a solid dispersion.

Effects of Surfactant on Dissolution

It has been observed that by adsorbing surfactants
onto the crystal surfaces of poorly water-soluble drugs,
dissolution rate can be enhanced. Chen et al.[46] showed
that the dissolution rate of CI-1041, a poorly water-
soluble compound, in 0.1 N HCl may be affected by
the surfactant Tween 80. The effects of surfactant are
complicated, and many factors are involved. Above
the CMC of Tween 80, the adsorption of the surfactant
onto the crystal surface may inhibit crystal nucleation
on the surface, and causes the dissolution rate
to increase. By adsorbing a very small amount of
poloxamer onto the hydrophobic drug particle surface,

the dissolution profile can be significantly improved
compared with untreated drugs.[47,48]

Utilizing the adsorption of surfactants at solid sur-
faces, the release profile of a drug can be controlled.[49]

For example, the release profile of oxprenolol can be con-
trolled by adsorbing different amounts of the wetting
agent sodium laurylsulphate (SLS) onto microporous
polypropylene powder. In the process, matrix tablets
containing oxprenolol HCl, polypropylene powder, and
other excipients were made first, then were dry-coated
with a drug–polymer mixture by a single compression.
The coat contained polypropylene powder pretreated
with a suitable amount of SLS and a small amount of
oxprenolol HCl. With the adsorbed SLS, both wetting
problems of hydrophobic polypropylene powder and
food effects on release profile were successfully solved.

The reason why the adsorption of some polymers
onto a drug particle surface can improve the dissolu-
tion rate, but some cannot, is not fully understood.
Some surfactant molecules may adsorb onto solid sur-
faces by utilizing the strong hydrophobic interactions
between hydrophobic moieties of drugs and surfac-
tants and orient the polar headgroups to the aqueous
phase, thus increasing the overall wettability of the drug
surface. Some polymers may specifically interact with
drug molecules at the drug crystal surface, and either
increase or decrease the dissolution rate of drugs.[50]

Acetaminophen has been dissolved in aqueous solutions
of different polymers. Fig. 8 shows that surface etching
patterns have been altered in the presence of polymers.
In the absence of polymers, on the (010) face, the etching
patterns follow the a-axis and c-axis exactly. However,
polymers such as polyvinylalcohol (PVA), PEG, and
polyvinylpyrrolidone (PVP) can adsorb onto crystal
surface, and alter the etching patterns of acetaminophen
on the (010) face, thus affecting dissolution rate.

Fig. 7 Proposed mechanism for
further increase in dissolution after
storage. (From Ref.[38]. # Kluwer,

Inc.)
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Crystallization Inhibition

In the formulation designs used to improve dissolution
rate, drugs adsorbed onto the surface of adsorbents
exist completely or partially in the amorphous state.
The drug in solution becomes supersaturated relative
to the solubility of the crystalline drug. Because the free
energy of both amorphous drug and supersaturated
drug in solution is higher than the free energy of
the crystalline drug, crystallization may occur for
both amorphous drugs and supersaturated drugs in
solution.[51]

Polymers that can interact with drug molecules
especially adsorbed onto crystal surfaces have been
widely used to inhibit drug crystallization to maintain
supersaturated states for drug delivery systems.[52–55]

Raghavan et al.[52,53] observed that methylcellulose
(MC) and HPMC could significantly inhibit the crys-
tallization of supersaturated hydrocortisone acetate
(HA). The mechanism of nucleation retardation was
believed to be due to the hydrogen bonding inter-
actions between HA and the polymers. As to the

inhibition of crystal growth and crystal morphology
change by polymers, it is believed to be due to the
hydrodynamic boundary layer surrounding the crystal,
and the adsorption of polymer molecules onto the
crystal surface. Hasegawa et al.[54] found that carboxy-
methylethylcellulose (CMEC) could inhibit the
crystallization of drugs from supersaturated solutions.
The inhibitory effect of CMEC might be due to the
adsorption of CMEC at the solid–water interface in
which a hydrophobic drug crystal surface is formed,
and hinders the deposition of drug molecules on the
crystal surface. There were significant differences for
the dissolution profiles of nifedipine, spironolactone,
and griseofulvin solid dispersions in the presence or
absence of CMEC in the dissolution medium. Because
CMEC is an anionic polymer whose hydrophobicity
increases with decreasing pH, the inhibitory effect of
CMEC on crystallization increases as pH decreases.
The observation of the pH effect also supports the
hypothesis that CMEC inhibits drug crystallization
by adsorbing onto the hydrophobic surface of poorly
water-soluble drugs.

Fig. 8 Atomic force microscopy (AFM) images of the acetaminophen (010) face etched by (A) water; (B) 25 mg/mL PVA (15K);
(C) 12.5 mg/mL PEG (1000); and (D) 1 mg/mL PVP (K30). The a and c axis were marked on corresponding images. (From
Ref.[50].)
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Due to the difference of the polymer adsorption
onto different faces of different crystal forms, polymer
adsorption onto the crystal face has played an impor-
tant role in crystal polymorphic transformation.[56–58]

Garti and Zour[56] have studied the effects of surfac-
tants on the polymorphic transformation of glutamic
acid. Glutamic acid has two crystal forms, a and b,
with the b-form being more stable than the a-form.
Those surfactants that preferentially adsorb onto the
surface of the a-growing crystals retard the transfor-
mation of the a-form to the b-form. A Langmuir
analysis indicates that the kinetic coefficient of crystal
polymorphic transformation is related to the volume of
the surfactant adsorbed at the crystal surface.

Trace amounts of impurity that adsorbed onto the
surface of a growing crystal can cause a marked differ-
ence in dissolution rate. Grant, Chow, and Chan[59]

reported that in the presence of even trace amounts
of n-alkanoic acid, the adipic acid crystal grown from
an aqueous solution will have changes in crystal energy
and dissolution rate. It was suggested that additive n-
alkanoic acid could adsorb onto the surfaces of growing
crystals even when incorporated into adipic acid crystals.
The additive-induced difference in intrinsic dissolution
rate (IDR) cannot be ignored.

OTHER APPLICATIONS USING ADSORPTION
AT SOLID SURFACES

Desiccant for Stabilizing
Moisture-Sensitive Drug

Colloidal silica has been successfully used by Gore and
Banker[60] to improve the chemical stability of aspirin,
whose hydrolytic tendency is well-known. Colloidal
silicas have a large surface area and a highly polar sila-
nol surface, which imparts a high moisture adsorption
capacity. Water adsorbs onto the surface of colloidal
silicas by forming hydrogen bonds with silanol.
Colloidal silicas are commonly used as desiccants in
the pharmaceutical industry, especially for hygroscopic
or hydrolabile drugs. Even though the desiccant effect
of colloidal silica is not the only factor that helps
to stabilize aspirin in the studied formulation, its
strong moisture adsorption capacity has played a very
important role.

Dry Powder Inhalation

The surface adsorption approach has been used to
make a DPI device.[61] First, a fatty acid or fatty
alcohol derivative or a poloxamer is dissolved or
dispersed in a solvent in which drugs and carriers
are insoluble. The preferred solvent is n-hexane or

cyclohexane. Second, the fatty acid solution or suspen-
sion is adsorbed onto the surface of soluble micronized
drugs and/or acceptable carriers such as lactose mono-
hydrate, anhydrous glucose, polylactides, or PVA. The
surface modification of drugs via adsorption has
several advantages in making DPI formulations, such
as the reduction of electrostatic charge during proces-
sing and handling, reduction of adhesion on contact
surfaces, improvement of powder flowability in pneu-
matic transport, and improvement of drug content
uniformity. This approach has made the scaling up
of DPI formulations easier, and has significantly
improved the inhalation properties of powders.

Sublingual Nitroglycerin Tablets

Waaler et al.[62] have successfully applied the adsorp-
tion approach to make sublingual nitroglycerin tablets
by direct compression with better content uniformity,
lower weight variation, and much higher stability than
tablets made from a molding approach. In the molding
approach, nitroglycerin will migrate to the surface of
a tablet during the drying process. During manufactur-
ing as well as storage, there may be potency loss due to
the volatility of nitroglycerin. Tablets can also be made
by wet granulation, where drying may also induce
unblending. In the direct compression approach,
nitroglycerin dissolved in alcohol was first added to
MCC, and triturated slowly for about 5 min to assure
content uniformity. The powder is left at room
temperature for 12 hr with occasional stirring. Then
alcohol is evaporated and nitroglycerin becomes
adsorbed onto MCC. Afterward, MCC/nitroglycerin
is mixed with other excipients to achieve suitable
properties for the finished tablets, including solubility
and disintegration rate.

Surface Area Measurement

Besides liquid adsorption on solid surfaces, gas adsorp-
tion on solid surfaces is also very useful in measuring
surface area in the pharmaceutical industry.[63–69]

Based on the Brunauer–Emmet–Teller (BET) equa-
tion, Vertommen, Rombaut, and Kinget[63] used
krypton adsorption to measure the specific surface area
of pellets made from wet granulation, extrusion, and
spheronization. Westermarck et al.[64] noticed that
nitrogen adsorption was more sensitive to changes in
the surface area of mannitol tablets caused by com-
pression. In measuring pore size, nitrogen adsorption
can measure smaller pores (diameter range 3–200 nm)
than high-pressure mercury porosimetry, with a range
of 7 nm–14 mm. It is the large number of small pores
with diameters <200 nm that contribute to the
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increased compactibility of granules and, ultimately,
greater tablet strength.

The surface morphology of five commonly used
excipients has been studied using both particle size dis-
tribution and nitrogen adsorption methods.[70] The five
tableting excipients were unmilled dicalcium phosphate
dihydrate (Di-Tab), MCC (Avicel PH102), corn starch,
croscarmellose sodium (Ac-di-sol), and sodium starch
glycolate (Primojel). A surface irregularity index (SII)
was established to indicate surface roughness due to
porosity, and its value was consistent with the direct
microscopic observation of a powder sample. The
nitrogen adsorption–desorption isotherms showed
certain hystereses, especially for Avicel PH102,
Di-Tab, and Ac-di-sol, and the remaining nitrogen
adsorbed on the surface during desorption process
was believed to be due to pores on the powder surface.

CONCLUSIONS

Adsorption at solid surfaces has been addressed in
relation to many aspects of pharmaceutical develop-
ment. Besides process development and dissolution
rate enhancement, the phenomenon of adsorption at
solid surfaces is also useful in many other aspects of
the pharmaceutical industry, such as making special
formulations such as DPI, surface area measurement,
and so on. In pharmaceutical processing, adsorbing
drugs onto the solid surface of other excipients can
help to achieve content uniformity, especially for
low-dose drugs, during the mixing process. The
adsorption of binder solution onto solid surfaces is
important in granulation for improving excipient
flowability, compactibility, and so on. The adsorption
of moisture onto excipients not only facilitates com-
pression, but also affects both the physical and chemi-
cal properties of finished solid dosage forms during
storage. Desiccants can help to control environmental
humidity by adsorbing moisture via their large hydro-
philic surface and to stabilize moisture-sensitive drugs.

Adsorption at solid surfaces has also been applied in
different approaches to improve the dissolution rate of
poorly soluble compounds. In solid dispersions, by
adsorbing drug molecules onto the surface of adsor-
bents with a large surface area, the dissolution rate
can be significantly increased due to the increase in
surface area and/or the decreased crystallinity of
drugs. Adsorbing surfactant onto solid surfaces of
poorly soluble drugs can enhance the dissolution rate
by mechanisms that are not fully understood. The
adsorbed surfactant may affect dissolution rate
through mechanisms such as improving the wettability
of drug surfaces, having specific interactions with
drug molecules on the crystal surface, or increasing
equilibrium drug solubility in aqueous solution.

By adsorbing onto crystal surfaces, polymers have been
widely used to inhibit the crystallization of dissolved
drugs or unstable amorphous drugs during dissolution,
to maintain good dissolution rate during dissolution,
and to improve the bioavailability of poorly soluble
compounds. Exactly how polymers adsorb onto, and
interact with, solid surfaces and why some polymers
are more effective as crystallization inhibitors than
others are topics of ongoing investigation.
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INTRODUCTION

Adverse drug reactions (ADRs) are types of adverse
drug events (ADEs).[1] ADEs include ADRs, medica-
tion errors, and other drug-related problems. ADEs
are the negative consequences of drug misadventures.
Henri Manasse defined drug misadventure as the iatro-
genic hazard that is an inherent risk when drug therapy
is indicated. This chapter will focus on ADRs.

DEFINITIONS

The World Health Organization’s (WHO) and Karch
and Lasagna’s definitions of an ADR are quite similar.
An ADR is any response to a drug that is noxious and
unintended, and occurs at doses used for prophylaxis,
diagnosis, or therapy, excluding failure to accomplish
the intended purpose.[2] The Food and Drug Adminis-
tration (FDA) focuses on ADRs that have unexpected
reactions and/or those of more significant morbidity.
These ADRs would include those where the patient
outcome is death, life-threatening, hospitalization, dis-
ability, congenital anomaly, or required intervention to
prevent permanent impairment or damage.[3] The Joint
Commission on Accreditation of Healthcare Organiza-
tions (JCAHO) is concerned with the reporting of sig-
nificant ADRs. Those that result in morbidity, require
additional treatment, require an increased length of
stay, temporarily or permanently cause disability, or
cause death must be reported to the FDA.[4] The
American Society of Health-System Pharmacists
(ASHP) defines significant ADRs as any unexpected,
unintended, undesired, or excessive response to a drug
that includes the following:

� Requires discontinuing the drug
� Requires changing the drug therapy
� Requires modifying the dose
� Necessitates admission to the hospital
� Prolongs stay in a health care facility
� Necessitates supportive treatment

� Significantly complicates diagnosis
� Negatively affects prognosis or results in temporary

or permanent harm, disability, or death[5]

The ASHP definition does not include reactions due
to drug withdrawal, drug abuse, poisoning, or drug
complications.

Other terms that may be included as ADRs are side
effects, drug intolerance, idiosyncratic reactions, toxic
reactions, allergic reactions, or hypersensitivity reac-
tions.[6] Side effects are reactions that are unintended
and unwanted but are known pharmacologic effects
of the drug and occur with predictable frequency.
Drug intolerance is a mild reaction to a drug that
results in little or no change in patient management.
Idiosyncratic reaction is an unexpected response that
occurs with usual dose of a drug. Toxic reaction is a
predictable response that results from greater than
recommended drug dosages or drug concentration in
the body. Allergic or hypersensitivity reaction is an
unusual sensitivity to a drug of an immunologic nature.

CLASSIFICATION SYSTEMS

Four classification systems are used to describe
ADRs[1,7] ADRs can be classified according to the-
pharmacologic effect of the drug—Type A, B, C, and
D reactions. Type A reactions are exaggerated but
normal pharmacologic actions of a drug. They are
predictable and dose dependent. Type B reactions are
not predictable given the known pharmacologic action
of a drug and are not dose related. Many of these Type
B reactions are hypersensitivity or immune-based.
These reactions can be further subdivided into type I
(IgE-mediated reaction), II(IgG or IgM-mediated cyto-
toxic reaction), III(IgG-mediated immune complex
reactions), and IV(cell-mediated immune reaction).
Type C reactions are those due to long-term use of a
drug. Type D reactions are delayed drug effects, such
as due to carcinogenicity or teratogenicity.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000453
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ADRs can also be classified according to the dose
relationship, i.e., dose-related and non-dose-related
reactions. Another classification system is based on
the causal relationship between the reaction and the
drug. One of the most widely used causality classi-
fications is based on Naranjo’s descriptions. These
categories include definite (drug is likely the true
cause), probable (drug is the apparent cause), possible
(drug appears to be associated), and remote (drug is
not likely to be the cause). The fourth classification
system is based on degree of injury or severity of reac-
tion. There are mild reactions (temporary discomfort
and tolerable), moderate (significant discomfort), and
severe (potentially life threatening or causing perma-
nent disability or death).

INCIDENCE

The frequency of ADRs in the general population
is unknown. However, the reported rates of new
occurrences for ADRs are noted for selected patient
populations. A meta-analysis of 39 prospective studies
reported an overall incidence of serious ADRs in
hospitalized patients of 6.7% and of fatal ADRs of
0.32%.[8] The fatality rate makes ADRs the fourth to sixth
leading cause of death in the United States. Another
meta-analysis of 36 studies indicated that approximately
5% of hospital admissions are due to ADRs.[9] The
costs of ADRs are estimated to be $1.56–$4 billion in
direct hospital costs per year in the United States.[10]

FACTORS PREDISPOSING TO ADRs

Two major factors predispose to adverse drug reactions:
the drug itself and patient factors. Factors related to the
drug include its dose, dosage form and delivery system,
and interactions between drugs. Patient-related factors
include age, disease states, genetics, gender, nutrition,
multidrug therapy use, and use of herbal therapies.

Drug-Related Factors

Dose

ADRs may be the result of ingestion of increased
amounts of a drug. Dosing issues are especially likely
with narrow therapeutic index drugs. Examples of
these types of drugs include digoxin, anticoagulants,
anticonvulsants, antiarrhythmics, antineoplastic agents,
bronchodilators, sedatives, and hypnotics.[11]

Dosage form and delivery system

Many of the ADRs related to the dosage form and
delivery system are the result of local irritation or

hypersensitivity reactions.[12] Local irritation to the
gastrointestinal (GI) tract can occur with oral dosages.
For example, toxicity resulting in mouth ulcerations is
associated with antineoplastic drugs. In addition, the
use of certain formulations, such as sustained release
preparations, can increase esophageal injury if esopha-
geal transit is delayed. For example, a controlled
release wax matrix of potassium chloride has been
associated with significant esophageal erosions. Factors
identified to predispose to esophageal injury include
large film-coated tablets, capsules, large sustained-
release preparations, rapidly dissolving formulations,
and ingestion of solid oral dosage forms before bed rest
with very little water intake.[12]

Localized tissue irritation can be seen from the
intramuscular (IM) route. This is especially an issue
when the formulation pH differs from the pH of the
surrounding tissue or when precipitation of poorly
soluble drugs occurs.[12] Incorrect administration of IM
injections is probably the most important factor that
causes local adverse effects. Local skin irritation can also
be seen with transdermal delivery systems due to the
alcohols, nonionic surfactants, and adhesives.

Hypersensitivity reactions can occur due to the pre-
sence of contaminants or excipients in pharmaceutical
dosage forms (e.g., outbreaks of eosinophilia-myalgia
syndrome associated with oral tryptophan contami-
nants in various drugs).[12] Another example is the ana-
phylactoid reactions to the surfactant Cremaophor EL,
which is used in paclitaxel (Taxol).

Direct toxicity effects related to use of preservatives
also has been documented. For example, severe meta-
bolic acidosis and death in infants was attributed to
the presence of benzyl alcohol, a preservative used in
bacterostatic normal saline that was used to flush
catheters.[12]

The use of specific intravenous (IV) delivery devices
also can cause ADRs. For instance, use of plastic infu-
sion sets for IV administration of nitroglycerin has
resulted in subtherapeutic effects due to diffusion of
the drug into the plastic tubes.[12]

Formulation effects, such as bioavailability differ-
ences, can cause ADRs when patients are switched to
generic products. For example, significant adverse
effects have occurred with anticonvulsants and thyroid
preparations.[12]

Interactions between drugs

It has been estimated that 6.9% of ADRs are due to
drug–drug interactions.[6] The most likely reason for
an adverse drug interaction is the pharmacokinetic
changes that result in altered metabolism or excretion
of drugs, or the pharmacodynamic changes that result
in synergistic or additive effects of drugs.
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Patient-Related Factors

Age, disease states, genetics, gender, nutrition, multi-
drug therapy use, and herbal therapies use are
patient-related factors that influence the likelihood of
adverse drug reactions.

Age—geriatrics

Age-related alterations in pharmacokinetics and phar-
macodynamics may affect the response of elderly
patients to certain medications, and may increase the
susceptibility for ADRs among elderly patients[13–15]

(Table 1). The risk of ADRs among elderly patients
is probably not due to age alone. ADRs may be related
more to the degree of frailty and medical conditions of
the patient.[15] On average, older persons have five
or more coexisting diseases that may increase the risk
of adverse events. Polypharmacy seems to be more of
a common problem among the elderly. The average
elderly patient takes 4.5 chronic medications and fills
13 prescriptions yearly.[15] Elderly patients appear to
have a decline in homeostatic mechanisms. The imbal-
ance of homeostatic mechanisms and the decline in
function reserves may put a patient at greater risk for
ADEs due to decreased tolerance of medications and
the ability to handle stressful situations.[16]

Age—pediatrics

The two factors responsible for increasing risks of
ADRs in children are pharmacokinetic changes and
dose delivery issues. Age-related differences in pharma-
cokinetics in children are documented.[17] However, the
data on both efficacy and safety are often limited or
not studied at all in this population. Thus, it is unclear
whether an increased risk for ADRs exists in this
group. However, there is a potential risk for increased
ADRs if appropriate considerations are not taken into
account in view of pharmacokinetic changes.[18]

It is important to note that only one-fourth of the
drugs approved by the FDA have indications specific
for use in a pediatric population.[17] Medications used
in adults are often given to children without FDA
safety and efficacy data. Compatibility and stability
issues with dosage forms intended for adults that have
been altered (e.g., dilution or reformulation) can
increase risks for ADRs.

Information on pediatric age-related difference in
neonates, children, and adolescents may aid in preven-
tion of pediatric ADRs (Table 2).[18] Further studies of
drug use in pediatrics are needed in order to prevent
ADRs.

Concurrent diseases

Diseases such as hepatic or renal diseases can influence
the incidence of ADRs by altering the pharma-
cokinetics of drugs, such as absorption, distribution,
metabolism, or excretion.[6]

Hepatic disease

Patients with liver disease have an increased suscept-
ibility to certain drugs due to decreased hepatic clear-
ance for drugs metabolized by the liver or due to
enhanced sensitivity.[6] For example, impaired hepatic
metabolism can precipitate central nervous system
(CNS) toxicity in patients on theophylline, phenytoin,
or lidocaine; or ergot poisoning on ergotamine.[19]

Increased sensitivity to drugs is also encountered in
liver disease.[19] The use of anticoagulants increases the
risk of bleeding due to the reduced absorption of
vitamin K or decreased production of vitamin K-
dependent clotting factors. There is an enhanced risk
for respiratory depression and hepatic encephalopathy
due to morphine or barbiturates in patients with severe
liver disease. Vigorous use of diuretics can precipitate
hepatic coma due to potassium loss in liver disease.
There is an increased risk of hypoglycemia with

Table 1 Geriatric age-related changes in pharmacokinetics

Pharmacokinetic phase Pharmacokinetic parameters

Gastrointestinal absorption Unchanged passive diffusion and no change in bioavailability for most drugs
# Active transport and " bioavailability for some drugs
# First-pass effect and " bioavailability

Distribution # Volume of distribution and " concentration of water soluble drugs

" Volume of distribution and " half-life for fat soluble drugs
" or # free fraction of highly plasma protein-bound drugs
# Clearance and " half-life for some Phase I

Oxidation drugs # Clearance and " half-life of drugs with high extraction ratio

Renal excretion # Clearance and " half-life of renally eliminated drugs

# ¼ Decreased; " ¼ Increased.
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sulphonylurea antidiabetic drugs due to decreased
glycogenesis in liver disease.

Liver disease can also cause hypoalbuminemia due
to decreased liver synthesis of albumin. For drugs that
are extensively bound to albumin, such as phenytoin,
an enhanced risk of drug toxicity could occur because
of the increase in free drug concentration.

There are no useful methods to quantify the degree
of liver disease that can assist in dosage adjustment.
A practical approach involves checking patients for
elevated prothrombin time, rising bilirubin levels,
and/or falling albumin levels. In such instances, drugs
that have an altered response in liver disease or cause
hepatotoxicity need to be avoided.

Renal disease

Impaired renal function increases the incidence of
ADRs for drugs that depend on the kidney for their
elimination. Unlike liver disease, use of pharmacokinetic
dosing principles can minimize the risk for adverse effects.

Mechanisms responsible for enhanced ADRs in
renal disease include delayed drug excretion, decreased

protein binding due to hypoalbuminemia, and
increased drug sensitivity.[6] Delayed renal excretion
is responsible for enhanced toxicity with drugs such
as aminoglycosides, digoxin, vancomycin, chlorpropa-
mide, H2-antagonists, allopurinol, lithium, insulin,
and methotrexate.[20] For some drugs, the accumula-
tion of a toxic metabolite during renal failure is
responsible for ADRs. This is the case with meperi-
dine, where a toxic metabolite, normeperidine, accu-
mulates in renal failure.[20]

Patients with accumulation of uremic toxins have
increased sensitivity to certain drugs. There may be
an enhanced response to CNS depressants (such as
barbiturates and benzodiazepines), hemorrhagic effects
from aspirin or warfarin, and other bleeding effects
from antibiotics that inhibit platelet aggregation, such
as carbenicillin, ticarcillin, and piperacillin.

Other diseases

On theoretical grounds, other diseases associated with
hypoalbuminemia could predispose patients to adverse
reactions and to altered responses to drugs that are
highly protein bound (Table 3).[21]

The presence of other diseases can influence the risk
for ADRs. Many of these adverse effects are related to
an extension of the pharmacologic effects of the drug
in the presence of certain pathophysiology. Numerous
examples are given in Table 4.[6]

Patients who have had a previous reaction to drugs
are also more likely to experience an ADR.[22] Patients
with history of allergic diseases also have an increased
risk due to a genetically related ability to form immu-
noglobulin E.

Genetic factors

Genetic factors account for some ADRs due to
either altered pharmacokinetics or by altering tissue
responsiveness. Altered metabolism of drugs occurs
due to differences in hydrolysis, acetylation, and
hepatic oxidation of drugs. Altered pharmacodynamic
reactions could be either an exaggerated response or a

Table 2 Pediatric age-related risk factors and causes

of ADRs

Neonates:
Placental transfer of drug before birth

Differing drug action
Altered pharmacokinetics
Increased percutaneous absorption

Decreased renal/hepatic function
Decreased plasma protein binding
Use of multiple drugs
Limited information on drug action in critically ill and

premature neonates

Children:
Paradoxical effect of medications (excitability rather
than sedation from antihistamines)

Excipients of liquid dosage forms
Sugar as sweeteners
Propylene glycol as solvent

Large volume intravenous solutions
Treatment of viral infections with antibiotics
Disruption of neurologic and somatic development

Adolescents:

Autonomy seeking
Use and misuse of devices (e.g., tampons)
Use and misuse of prescription and nonprescription
medications

Poor compliance with instructions
Use of multiple medications
Recreational use of alcohol and illicit drugs

Effects of changing hormone levels on drugs

(From Ref.[7].)

Table 3 Conditions associated with hypoalbuminemia

Aging Liver disease
Burns Nephrotic syndrome
Cancer Nutritional deficiency

Cardiac failure Pregnancy
Protein-losing enteropathy Renal failure
Inflammatory diseases Sepsis
Injury Stress

Immobilization Surgery
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qualitative response. These types of reactions are
unpredictable. Examples of altered drug response due
to genetic factors are found in Table 5.[6]

Gender

A higher incidence of ADRs has been reported for
women in comparison to men.[6] One reason for this
observation is that women take more drugs than
men. Yet, no sex-linked differences in drug pharmaco-
kinetics have been documented. Other reports have not

supported a higher incidence of ADRs in women as
compared to men. Thus, sex alone is unlikely to be a
major determinant of ADRs.

Nutrition

Nutritional factors are also responsible for ADRs.
These factors include the interaction of drugs and
nutrients, and altered pharmacokinetics related to
nutritional status.

Table 4 Influence of diseases on adverse drug reactions

Disease Drug Adverse reactions

Gastrointestinal
Peptic ulcer Aspirin, corticosteroids,

nonsteroidal
antiinflammatory drugs

Risk of bleeding or perforation of ulcer

Cardiovascular
Heart failure b-Blockers Aggravate or precipitate heart failure

Lidocaine, theophylline Enhanced toxicity—seizures
Myocardial ischemia Tricyclic antidepressants Disturbances of cardiac rate, rhythm,

and conduction
Digoxin Arrhythmias

Bradycardia b-Blockers Cardiac standstill

Quinidine
Hypertension Oral contraceptives,

vasoconstrictors
Increased blood pressure

Phenothiazines, nitrates Decreased blood pressure
Tricyclic antidepressants

Hematologic
Bleeding disorders—hemophilia Aspirin Increased risk of hemorrhage

Neurologic disorders
Myasthenia gravis Aminoglycosides Aggravate muscle weakness

Quinidine, quinine Paralysis
Epilepsy Phenothiazines Lower seizure threshold

Tricyclic antidepressants

Cerebrovascular Ergotamine Ischemic episodes

Rheumatic
Systemic lupus Drugs Increased incidence of

drug reactions

in general
Hyperuricemia Thiazide diuretics, furosemide Gouty attack

Respiratory
Asthma b-Blockers Acute bronchospasms

Respiratory insufficiency Narcotic analgesics Hypoventilation, respiratory arrest

Endocrine disorders
Diabetes mellitus Thiazide diuretics, furosemide,

corticosteroids,

oral contraceptives

Hyperglycemia; aggravates
diabetic control

Hypothyroidism Digoxin Enhanced response
Hyperthyroidism Oral anticoagulants Enhanced response

Digoxin Decreased response

Ocular
Narrow-angle glaucoma Anticholinergics Glaucoma attack
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One study reported a very low incidence (0.4%) of
clinically significant drug–nutrient interactions in a
teaching hospital.[23] Three mechanisms postulated
for drug–nutrient interactions are interference with
drug absorption, alteration of drug excretion, and
affecting drug activity. For example, the absorption
of tetracycline is reduced by chelation with iron, cal-
cium, and magnesium. Foods that acidify or alkalinize
the urine can affect drug excretion. Foods that contain
a large amount of vitamin K can inhibit the activity of
warfarin. A listing of important drug–nutrient interac-
tions is found in Table 6.[23] A review article on drug–
food interactions in clinical practice is found in Ref.[24].

Drug–nutrient interactions may be more highly sig-
nificant in renal failure patients. A review article of
drug–nutrient interactions in renal failure has been
published.[25]

Nutritional status can affect drug pharmacokinetics.
Malnutrition states can cause the following: 1) the liver
and kidneys changes affect drug elimination; 2) GI sys-
tem changes affect drug absorption; 3) changes in the
heart affect blood flow; 4) hormone changes affect
metabolic enzymes and drug binding proteins; 5)
plasma, tissue proteins, and body composition changes
affect protein binding and elimination; 6) mineral and
electrolyte changes affect drug metabolism and protein
binding; and 7) tissue changes affect uptake of drugs
and drug–receptor interactions.[26]

Multidrug use

According to several epidemiological studies, multiple
drug use has a strong association in the causality of
ADRs. It has been suggested that the more medica-
tions used, the higher the risk for ADRs.[27] Consistent
drug regimen reviews by healthcare providers in order
to reduce polypharmacy may decrease the risk of ADRs.

Herbal therapy use

The use of herbal therapies increased dramatically
during the 1990s. Herbal therapy sales are estimated
to be $4 billion a year, with sales increasing at 20%
per year since the early 1990s.[28] Patients often mis-
takenly believe that since these products are natural,
they do not possess the potential harm as in prescrip-
tion medications. Since herbal medications are sold
and marketed without stringent FDA approval and
guidelines, limited evidence-based data on efficacy,
adverse effects, and drug interactions exist. Recently,
two review articles examined available data on ADRs
for the most common herbal medications.[28,29] Many
of these available reports fall short on documentation
of temporal relationship with the specific ADR and
the herbal drug.

For most conditions, herbal products are not a repla-
cement for proven prescription or non-prescription drugs.

Table 5 Genetic factors and altered drug responses

Genetic mechanism Drug(s) Adverse drug response

Pharmacokinetic
Low plasma pseudocholinesterase Succinylcholine Prolonged neuromuscular

blockade leading to apnea
Slow acetylator Isoniazid Increased incidence of peripheral

neuropathy; SLE-like syndrome;
and more prone to phenytoin toxicity

Hydralazine, procainamide Increased incidence of SLE-like syndrome

Phenelzine, sulfasalazine More prone to side effects
Rapid acetylator Isoniazid More prone to hepatitis
Deficiency of epoxide hydrolase Phenytoin, carbamazepine,

phenobarbital

Life threatening hypersensitivity

syndrome due to accumulation
of toxic intermediates

Pharmacodynamic
Glucose 6-phosphate

dehydrogenase
deficiency (G-6-PD)

Aspirin, BAL (dimercaprol),

chloroquine, chloramphenicol,
dapsone hydroxychloroquine,
nalidixic acid, nitrofurantoin,
primaquine, probenecid, quinine,

quinidine, sulfonamides

Hemolytic anemia

Methemoglobin reductase
deficiency

Acetaminophen, anesthetics,
topical, benzocaine, chloroquine,

dapsone, nitrites, primaquine,
sulfonamides

Methemoglobinemia

Abnormality of calcium

regulation

Anesthetics, general, (halothane),

muscle relaxants (succinylcholine)

Malignant hyperpyrexia
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Patients should be aware that health care practitioners
cannot guarantee the safety and consistency of herbal
products. Patients should start with the recommended
effective doses and report any unusual side effects to
their health care practitioner. Patients should always
consult with their pharmacist for possible drug–herbal
interactions. Side effects and possible drug interactions
for the ten most commonly used herbals are listed
in Table 7.

ADVERSE DRUG REACTION
REPORTING SYSTEMS

The WHO, the FDA, the JCAHO, and the Health
Care Financing Administration (HCFA) have all
addressed and mandated the need for health care insti-
tutions to implement an ADE detection and reporting
system. Detection systems are instrumental in postmar-
keting surveillance of ADRs. The JCAHO requires all
accredited health care institutions to have an ongoing
drug surveillance program.[4] The goals of ADR detect-
ing and reporting systems are to aid in postmarketing
surveillance of FDA approved medications and to
identify ways to decrease ADR risks. The main focus
of all of these reporting systems is to aid in promoting
improvements in the medication use process.

ADR Screening Methods

The best methodology for screening for ADRs has not
been determined. However, several screening methods
have been proposed. In particular, the literature has
highlighted five screening methods using clinical
data.[30–34] The five include screening for: 1) ‘‘tracer
drugs,’’ e.g., antidotes such as vitamin K and diphen-
hydramine; 2)‘‘narrow therapeutic range drugs,’’ e.g.,

follow-up of computer lab values for warfarin and
digoxin; 3) change in medications, e.g., documentation
of discontinued medications or decreased dose; 4) diag-
nosed ADRs documented in the medical record, e.g.,
chart review or reviewing ICD-9 CM (International
Classification of Diseases, Ninth Revision, Clinical
Modification) codes; and 5) ADR computer report
tracking systems. Although each of these ADR screen-
ing methods has been described in detail, limited data
are available on the productivity of these screens.

Systems for Pharmaco-Epidemiologic
Studies

Pharmacoepidemiology is used to detect ADRs.[35,36]

Several types of systems use pharmacoepidemiologic
methods. These include spontaneous reporting, studies
of therapeutic classes, and studies of specific medical
syndromes.

Spontaneous reporting

Spontaneous reporting is currently the major back-
bone for the detection of ADRs.[37] It occurs in one
of three ways:

1. Reporting to the FDA as part of clinical trials;
2. Reporting by practitioners to medical journals;

or
3. Patients’ self-reporting to either manufacturers

or the FDA.[38]

Clinical trials in new drug development cannot
detect all the possibilities for drug safety. Limitations
in PhaseIII clinical trials include a relatively small
sample size, short duration of the trial, restricted

Table 6 Important drug-nutrient interactions

Drug Nutrient Interaction

Phenytoin Alcohol Enhanced metabolism of phenytoin
Enteral feedings Decreased phenytoin absorption

Tetracycline Dairy products Impaired drug absorption

Theophylline Caffeine Potential for toxic effects

Warfarin Foods high in vitamin K Decreases anticoagulant response

Chlorpropamide, tolbutamide, tolazamide,
acetohexamide, metronidazole

Alcohol Disulfiram-like reaction

Trancylcypromide Foods high in tyramine Hypertensive crisis

Disulfiram Alcohol Nausea, blurred vision, chest pain, dizziness,

fainting

Spironolactone Foods high in potassium Hyperkalemia

(Adapted from Ref.[23].)
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populations (e.g., geriatrics and pediatrics), uncompli-
cated patients, (e.g., limited disease states), and limited
power for adverse drug reaction detection.[30] Thus, the
FDA relies heavily on spontaneous reporting of sus-
pected ADRs.[39] Spontaneous reporting is important
in early market history of the drug to determine
previously unidentified drug reactions. This has been
particularly true in the last few years because of
numerous new medications that have entered the mar-
ket and now carry a black box warning. For example,
Rezulin� and Trovan� are associated with hepatotoxi-
city and carry black box warnings.

Additional advantages of spontaneous reporting
systems include the detection of extremely rare ADRs
and ability to identify at-risk subgroups. In order to
enhance the spontaneous reporting system approach,
the FDA developed the MedWatch form. This form
can be faxed to the agency (1-800-FDA-1078) or called
in (1-800-FDA-1088).[40] The forms also can be

obtained by the ‘‘MedWatch Online’’ internet-based
website (http://www.fda.gov/medwatch/).

Limitations of FDA spontaneous reporting include
both under-reporting and over-reporting.

An example of over-reporting occurs with recently
approved drugs. This is partly due to enhanced publi-
city about these drugs.

Studies of therapeutic classes

Observational cohort or case control designs have been
used to determine ADR relationships with specific
therapeutic classes.[36,41] Medical claims data are often
used in these studies and caution should be warranted
due to lack of definite confirmation of drug exposure
and the potential for confounding variables.[38] How-
ever, these studies have been beneficial in determining
risk of ADRs with specific classes (e.g., NSAIDs and
the risk of peptic ulcer disease).[42]

Table 7 ADRs for the top ten herbal medicines

Herb Common use Side effects and interactions

Echinacea Treatment and prevention
of upper respiratory infections,
common cold

Rash, pruritis, dizziness, unclear long-term
effects on the immune system.

St. John’s wort Mild to moderate depression Gastrointestinal upset, photo-sensitivity.
Mild serotonin syndrome with the

following medications: paroxetine,
trazodone, sertraline, and nefazodone.
May decrease digoxin levels.

May decrease cyclosporine serum
concentrations.
Combined oral contraceptives—breakthrough

bleeding.

Gingko biloba Dementia Mild gastrointestinal distress, headache, may affect
warfarin (increase INR).
Interaction with aspirin (spontaneous hyphema)

Garlic Hypertension, hypercholesterolemia Gastrointestinal upset, gas, reflux, nausea, allergic

reactions, and antiplatelet effects.
May effect warfarin (increase INR)

Saw palmetto Benign prostatic hyperplasia Uncommon

Ginseng General health promotion,
sexual function, athletic ability,

energy, fertility

High doses may cause diarrhea, hypertension,
insomnia, nervousness, may affect warfarin

(decreased INR)

Goldenseal Upper respiratory infections,
common cold

Diarrhea, hypertension, vasoconstriction

Aloe Topical application for dermatitis,
herpes, wound healing, and psoriasis,

orally for constipation

May delay wound healing after
topical application.

Diarrhea, and hypokalemia with oral use

Siberian ginseng Similar to ginseng May raise digoxin levels.

May affect warfarin (increased INR)

Valerian Insomnia, anxiety Fatigue, tremor, headache, paradoxical insomnia
(not advised with other sedative-hypnotics)
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Studies of specific medical syndromes

Observational cohort or case control designs can also
be useful to study possible causality relationships of
specific medical conditions or syndromes due to drug
exposure.[36,41] These types of studies have been parti-
cularly useful in examining ADRs in a specific popula-
tion, such as geriatric or pediatric patients. These
groups of patients are often excluded in Phase III
trials. However, a disadvantage of these studies is that
they also often use administrative data. These data can
warrant risk of problems in determining causality due
to potential confounding variables.[38]

Assessing Adverse Drug Reactions

After detection of a possible ADE, causality assess-
ment needs to be performed. It is important to be able
to rank the likelihood of an ADR as unlikely, possible,
probable, or definite. A major problem with determin-
ing causality is that confounding variables can contri-
bute to the complexity of causality assessment.[43] In
order to determine causality, several important points
of data are required. These include the nature of the
adverse event, name of the putative drug, other poten-
tial causes, and the temporal relationship between the
drug and adverse event. Potential causes are obtained
by examining the medical history, physical examina-
tion findings, and directed diagnostic tests.

Identification of causality can be performed simply
by using a health care provider’s clinical reasoning

and judgment. The main disadvantage to this approach
is a low inter-rater and intra-rater agreement for ADR
causality.[44,45]

An ADR causality algorithm addresses the issue of
inter-rater and intra-rater reliability with a series of
clinical questions. For example, the Naranjo algorithm
consists of a series of clinical questions that focus on
temporal and dose–response relationships, consistency
of the ADR with previous clinical reports or patient
experiences, placebo response, drug dechallenge and
rechallenge, toxic blood drug concentrations, alterna-
tive causes of the reaction, and whether the event
was confirmed by objective evidence (Table 8).[44]

Numerous health care institutions and the FDA use
some type of causality algorithm to minimize disagree-
ment among different evaluators and improve inter-
rater and intra-rate agreement.

PREVENTING ADVERSE DRUG REACTIONS

ADRs are problematic in that they cause significant
morbidity and mortality. Almost 95% of ADRs are
Type A (predictable) reactions, and thus with quality
improvement measures, ADRs can be avoided and
prevented.[46] Knowledge of causative factors and an
increase in patient education may help prevent ADRs.
Improvements in the documentation of allergic reac-
tions (e.g., via computer tracking), development of
tools to enhance compliance, and application of tools
to improve prescribing and administration of drugs
are other preventative approaches to ADRs.

Table 8 ADR Naranjo causality algorithm

Yes No

Do not

know Score

Are there previous conclusive reports on this reaction? þ1 0 0

Did the adverse event appear after the suspected drug was administered? þ2 �1 0

Did the adverse reaction improve when the drug was discontinued, or a specific
antagonist was administered?

þ1 0 0

Did the adverse reaction reappear when the drug was readministered? þ2 �1 0

Are there alternative causes (other than drug) that could on their own caused
this reaction?

�1 þ2 0

Did the reaction reappear when a placebo was given? �1 þ1 0

Was the drug detected in the blood (or other fluids) in concentrations known

to be toxic?
þ1 0 0

Was the reaction more severe when the dose was increased, or less severe when the
dose was decreased?

þ1 0 0

Did the patient have a similar reaction to the same or similar drugs in any
previous exposure?

þ1 0 0

Was the adverse event confirmed by any objective evidence? þ1 0 0

Total score

Probability category scores: Definite � 9; Probable 5–8; Possible 1–4; Doubtful � 0.
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In 1994, the ASHP, the American Medical Associa-
tion (AMA), and the American Nurses Association
(ANA) generated the following system of recommen-
dations to prevent ADRs in health care systems:

1. Health care systems should establish processes
in which prescribers enter medication orders
directly into computer systems.

2. Health care systems should evaluate the use of
machine-readable coding (e.g., bar coding) in
their medication use processes.

3. Health care systems should develop better sys-
tems for monitoring and reporting adverse drug
events.

4. Health care systems should use unit dose medi-
cation distribution and pharmacy-based intra-
venous medication admixture systems.

5. Health care systems should assign pharmacists
to work in patient care areas in direct collabora-
tion with prescribers and those administering
medications.

6. Health care systems should approach medica-
tion errors as system failures and seek system
solutions in preventing them.

7. Health care systems should ensure that medica-
tion orders are routinely reviewed by the pharma-
cist before first doses and should ensure that
prescribers, pharmacists, nurses, and other work-
ers seek resolution whenever there is any question
of safety with respect to medication use.[47]

CONCLUSIONS

Adverse drug reactions are of significant concern in the
pharmaceutical technology arena. Various drug and
patient factors that predispose to ADRs have been
identified. Reporting systems used to screen and assess
ADRs facilitate the understanding of risk factors and
contribute to the development of systematic improve-
ment in the prevention of ADRs.

REFERENCES

1. Schumock, G.; Guenette, A. Adverse drug events. In Phar-
macotherapy Self-Assessment Program, 3rd Ed.; Carter, B.,
Ed.; ACCP: Kansas City, MO, l999; Vol. 5, 103–130.

2. Karch, F.E.; Lasagna, L. Adverse drug reactions: a critical
review. JAMA l975, 234, 1236–1241.

3. Rossi, A.; Knapp, D. Discovery of new adverse drug
reactions. A review of the food and drug administration’s
spontaneous reporting system. JAMA 1984, 252, 1030–1033.

4. Joint Commission on Accreditation of Health Care Organi-
zations. l998 Comprehensive Accreditation Manual for
Hospitals. A.M.H: Oakbrook Terrace, IL; 1997.

5. American society of health-system pharmacists. suggested defi-
nitions and relationships among medication misadventures,
medication errors, adverse drug events and adverse drug
reactions. Am. J. Health-Syst. Pharm. 1998, 55, 165–166.

6. Edwards, I.R. Pharmacological basis of adverse drug. In
Avery’s Drug Treatment, 4th Ed.; Speight, T., Holford, N.,
Eds.; ADIS International LTD: Auckland, New Zealand,
1997; 261–299.

7. Young, L.R.; Wurtzbacher, J.D.; Blankenship, C.S. Adverse
drug reactions: a review for healthcare practitioners. Am. J.
Managed Care 1997, 12, 1884–1906.

8. Lazarou, J.; Pomeranz, B.; Corey, P. Incidence of adverse
drug reactions in hospitalized patients. JAMA 1998, 279 (15),
1200–1205.

9. Einarson, T. Drug-related hospital admissions. Ann. Phar-
macother. 1993, 27, 832–840.

10. Clasen, D.C.; Pestonik, S.L.; Evans, R.S.; Lloyd, J.F.;
Burke, J.P. Adverse drug events in hospitalized patients:
excess length of stay, extra costs, and attributable mortality.
JAMA 1997, 277, 301–306.

11. Shargel, L., Yu, A., Eds.; Applied Biopharmaceutics and
Pharmacokinetics, 4th Ed.; Appleton and Lange: Stamford,
CT, 1999.

12. Uchegbu, I.; Florence, A. Adverse drug events related to
dosage forms and delivery systems. Drug Safety Concepts
1996, 14 (1), 39–67.

13. Swift, C.G. Pharmacodynamics: changes in homeostatic
mechanisms, receptor and target organ sensitivity in the
elderly. Br. Med. Bull. 1990, 46, 36–52.

14. Parker, B.M.; Cusack, B.J.; Vestal, R.E. Pharmacokinetic
optimisation of drug therapy in elderly patients. Drugs
Aging 1995, 7, 10–18.

15. Gurwitz, J.H.; Avorn, J. The ambiguous relation between
aging and adverse drug reactions. Ann. Intern. Med. 1991,
114, 956–966.

16. Taffet, G.E. Age-related physiologic changes. In Geriatric
Review Syllabus: A Core Curriculum in Geriatric Medicine,
3rd Ed.; Reuben, D.B., Yoshikawa, T.T., Besdine, R.W.,
Eds.; Kendall/Hunt for the American Geriatric Society:
Dubuque, IA, 1996; 11–24.

17. Nahata, M.C. Pediatrics. In Pharmacotherapy A Pathophy-
siologic Approach, 4th Ed.; DiPiro, J.T., Talbert, R., Yee,
G.C., Matzke, G.R., Wells, B.G., Posey, M.L., Eds.;
Appleton & Lange: Stanford, CT, 1999; 44–51.

18. Gupta, A.; Waldhauser, L.K. Adverse drug reactions from
birth to early childhood. Pediatr. Clin. North. Am. 1997, 44,
79–92.

19. Piper, D.W.; deCarle, D.J.; Talley, N.J.; Gallagher, N.D.;
Wilson, J.S.; Powell, L.W.; Crawford, D.; Gibson, P.R.;
Sorrell, T.C.; Kellow, J.E.; Roberts, R.K. Gastrointestinal
and hepatic diseases. In Avery’s Drug Treatment, 4th Ed.;
Speight, T., Holford, N., Eds.; ADIS International LTD:
Auckland, New Zealand, 1997; 1010–1012.

20. Critchley, J.A.; Chan, T.Y.K.; Cumming, A.D. Renal
diseases. In Avery’s Drug Treatment, 4th Ed.; Speight, T.,
Holford, N., Eds.; ADIS International LTD: Auckland,
New Zealand, 1997; 1107–1109.

21. Tillement, J.P.; Lhoste, F.; Giudicelli, J.F. Diseases and drug
protein binding. Clin. Pharmacokinet 1978, 3, 144–154.

22. Smith, J.W.; Seidl, L.G.; Cluff, L.E. Studies on the epide-
miology and adverse drug reactions. Ann. Intern. Med.
1966, 65, 629–640.

23. Franse, V.; Stark, N.; Powers, T. Drug-nutrient interactions
in a veterans administration medical center teaching hospi-
tal. Nutrition in Clinical Practice 1988, 3 (4), 145–147.

24. Yamreudeewong, W.; Henann, N.; Fazio, A.; Lower, D.;
Cassidy, T. Drug-food interactions in clinical practice. J.
Fam. Pract. 1995, 40 (4), 376–384.

25. Mason, N.; Boyd, S. Drug-nutrient interactions in renal
failure. J. Renal Nutrition 1995, 5 (4), 214–222.

26. Krishnaswamy, K. Drug metabolism and pharmacokinetics
in malnutrition. Clin. Pharmacokinet 1978, 3, 216–240.

27. Grymonpre, R.E.; Mitenko, P.A.; Sitar, D.S.; Aoki, F.Y.;
Montgomery, P.R. Drug-associated hospital admissions
in older medical patients. J. Am. Geriatr. Soc. 1988, 36,
1092–1098.

28. Mar, C.; Bent, S. An evidence-based review of the 10 most
commonly used herbs. West. J. Med. 1999, 171, 168–171.

Adverse Drug Reactions 55



21
C

FR
–A

lt

29. Fugh-Berman, A. Herb-drug interactions. Lancet 2000, 355,
134–138.

30. American society of health-system pharmacists. ashp guide-
lines on adverse drug reaction monitoring and reporting.
Am. J. Health-Syst. Pharm. 1995, 52, 417–419.

31. Johnston, P.E.; Morrow, J.D.; Branch, R. Use of a database
computer program to identify trends in reporting adverse
drug reactions. Am. J. Hosp. Pharm. 1990, 47, 1321–1327.

32. Koch, K.E. Use of standard screening procedures to iden-
tify adverse drug reactions. Am. J. Hosp. Pharm. 1990, 47,
1314–1320.

33. O’Neil, A.C.; Petersen, L.A.; Cook, E.F.; Bates, D.Q.; Lee,
T.H.; Berman, T.A. Physician reporting compared with
medical-record review to identify adverse medical events.
Ann. Intern. Med. 1993, 119, 370–376.

34. Prosser, T.R.; Kamysz, P.L. Multidisciplinary adverse drug
reaction surveillance program. Am. J. Hosp. Pharm. 1990,
47, 1334–1339.

35. Porta, M.S.; Hartzema, A.G. The contribution of epide-
miology to the study of drugs. Drug. Intell. Clin. Pharm.
1987, 21, 41–47.

36. Strom, B.L., Ed.; Pharmacoepidemiology, 2nd Ed., John
Wiley: Chichester, 1994.

37. Stephens, M.D.B., Ed.; The Detection of New Adverse Drug
Reactions, 2nd Ed., The MacMillan Press: Basingstoke,
1988.

38. Hanlon, J.T.; Schmader, K.; Lewis, I. Adverse drug reac-
tions. In Therapeutics in the Elderly, 2nd Ed.; Delafuente,
J.C., Stewart, R.B., Eds.; Harvey Whitney Books: Cincin-
nati, 1995; 212–227.

39. Kennedy, D.L.; McGinnis, T. Monitoring adverse drug
reactions: the FDA’s new medwatch program. Pharmacol.
Ther. 1993, 833–834, 839–842.

40. Kessler, D.A. Introducing Medwatch: new approach to
reporting medication and device adverse effects and
product problems. J.A.M.A. 1993, 269, 2765–2768.

41. Hartzema, A.G., Porta, M.S., Tilson, H.H., Eds.; Phar-
macoepidemiology: An Introduction, 2nd Ed., Harvey
Whitney Books: Cincinnati, 1991.

42. Guess, H.A.; West, R.; Strand, L.M.; Helston, D.; Lydick,
E.G.; Bergman, C.A.; Wolski, K. Fatal upper gastrointest-
inal hemorrhage of perforation among users and nonusers
of nonsteroidal anti-inflammatory drugs in Saskatchewan,
Canada 1983. J. Clin. Epidemiol. 1988, 41, 35–45.

43. Meyboom, R.H.B.; Hekster, Y.A.; Antoine, C.G.; Gribnau,
F.W.J.; Edward, I.R. Causal or casual? the role of causality
assessment in pharmacovigilance. Drug Saf. 1997, 6,
374–389.

44. Naranjo, C.A.; Busto, U.; Sellers, E.M.; Sandor, P.; Ruiz, I.;
Roberts, E.A.; Janecek, E.; Domecq, C.; Greenblatt, D.J. A
method for estimating the probability of adverse drug
reactions. Clin. Pharmacol. Ther. 1981, 30, 239–245.

45. Karch, F.E.; Lasagna, L. Adverse drug reactions: a critical
review. JAMA 1975, 234, 1236–1241.

46. Rawlins, M.D. Adverse reactions to drugs. Br. Med. J.
1981, 82, 974–976.

47. American society of health system pharmacists. Top-priority
actions for preventing adverse drug events in hospitals:
‘‘Recommendations of an expert panel.’’ Am. J. Health-Syst.
Pharm. 1996, 53, 747–751.

56 Adverse Drug Reactions



21
C

FR
–A

lt

Advertising and Promotion of Prescription
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INTRODUCTION

Pharmaceutical companies aggressively market their
products to assure that everyone who needs to know
about them receives information in a timely way. The
marketing of drugs has many aspects that are unique
in the world of product marketing:

1. Pharmaceutical marketing is directed to a large
extent at audiences who are not the ultimate
users of the products (i.e., physicians, pharma-
cists, HMO managers).

2. Even in an age when mass media predominate,
marketing to certain audiences such as physi-
cians remains very personal.

3. The very fact that pharmaceutical companies
market their products is controversial, as there
are critics who believe that essential health care
products should not be marketed.

4. The federal government dedicates significant
resources and has established far-reaching and
complicated rules to assure that pharmaceutical
promotion is accurate and balanced.

A number of significant issues linger, such as how
companies can communicate scientific information that
is not within FDA-approved labeling; how to regulate
the Internet; and the role of the brief summary. These
and other issues make the field of advertising and pro-
motion of pharmaceuticals dynamic and ever-changing.

BACKGROUND

The advertising and promotion of prescription drugs is
inherently controversial. The drug industry maintains
that such promotion provides an essential educational
benefit and is needed to assure that the benefits of new
drugs are made available to patients through their
physician, pharmacist, or other health care provider.
The industry stresses that promotion encompasses a
variety of objectives beyond just selling more products.
These objectives include informing consumers about
new and existing products that may be of value in

improving their health; educating health care providers
about new and existing products and how to use them;
and providing information needed by those who
finance or pay directly for medical products.[1]

Further, the industry and advertising/promotion
advocates contend that in the modern age there is an
inherent need for pharmaceutical companies to commu-
nicate information about their research and new pro-
ducts. The public demands information about health
care products; everyone wants to know about medical
progress. Investment capital for new biotechnology
companies is dependent on understanding the potential
value and research progress of new products. Health
care providers need to know, on a continuing basis, what
kinds of advances are being made in their specialty.

When a new drug is introduced, pharmaceutical
companies dedicate substantial resources to providing
information to the health care provider through the
sales force, and through advertising, direct mail, semi-
nars, dinner meetings, presentations at medical meetings,
exhibits, etc. In the 1990s promoting new drugs directly
to the ultimate user, the patient, became common, and
companies began to invest in magazine, newspaper,
radio, television, and Internet promotional activities.

Critics of drug marketing say that such efforts are
inappropriate ways to communicate information about
prescription drugs. They say that pharmaceuticals are
different from other heavily-promoted products in that
they are necessary for health, can be harmful if misused
or overused, and that they can mean the difference
between life and death.

The critics say that advertising and promotion can
endanger health by leading consumers to seek out and
take certain prescription drugs that are inappropriate
for their illness. They also say that promotional activ-
ities by drug companies are too expensive, adding to
the price of prescription drugs and thereby denying
access to those who cannot afford the drugs they need.
They say that promotional activities are not needed, as
medical information can best be conveyed through the
medical literature to physicians who then can determine
what is best for their patients.[2]

Finally, the critics have expressed concern about
the accuracy and truthfulness of information issued
by prescription drug manufacturers, fearing that such
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information will be biased because it comes from com-
panies whose principal interest is in increasing the sales
of its products.

The debate over the appropriateness of pharmaceu-
tical promotion is one that will go on forever. The rea-
lity is that, at least in the United States, pharmaceutical
promotion is an integral part of the process of health
care delivery. It is heavily regulated by FDA to assure
accuracy and balance. For the foreseeable future phar-
maceutical companies will continue to use communica-
tions to capture the attention of various audiences.

EXTENT OF PHARMACEUTICAL ADVERTISING
AND PROMOTION

There is no entirely accurate way to calculate how
much is spent on advertising and promoting prescrip-
tion drugs. The reason is that the term encompasses
so many different activities. It includes, for example,
traditional advertising in medical journals, visits to
physicians and other health professionals by the com-
pany’s sales force, dinner meetings, extensive exhibits at
medical meetings, CME sponsored by drug companies,
public relations programs, promotion directly to
consumers using all media available, and outreach to
professional and patient organizations.

Within drug companies the amount spent on pro-
moting a particular product comes from many differ-
ent budgets. Estimates on how much is spent in the
U.S. on promoting prescription drugs range as high as
$13.9 billion. In 1999 the amount spent on direct-to-
consumer television advertising alone was $1.1 billion.[3]

Direct-to-consumer advertising of prescription drugs in
consumer magazines, newspapers and on television has
raised the visibility of prescription drug promotional
activities.

Drug companies generally spend most on drug
promotion when a new drug is being launched. Very
often the promotional budget is cut dramatically, if
not altogether, when a drug faces generic competition
at the conclusion of its patent life.

REGULATORY HISTORY

The FDA’s role is to assure that all advertising and
promotion of prescription drugs is accurate, provides
full disclosure of risks and is fairly balanced. There
are two legal bases for FDA jurisdiction over all
advertising and promotional materials and programs
issued by or sponsored (i.e. funded) by drug companies.

One legal basis of FDA jurisdiction is the 1962 Drug
Amendments to the Food, Drug & Cosmetic (FD&C)
Act. In 1962, the Congress added major amendments
to the FD&C Act. The thalidomide incident—in which

Americans were spared birth defects by a vigilant FDA
that kept this potent teratogenic drug off the market—
spurred enactment of the 1962 Amendments. But the
Congress paid considerable attention in its legislative
hearings to alleged advertising and promotion abuses
by pharmaceutical companies.

Section 502(n) of the 1962 Drug Amendments dealt
specifically with advertising. It assigned responsibility
for prescription drug advertising to the FDA; pre-
viously, the jurisdiction had resided with the Federal
Trade Commission (FTC). Section 502(n) was narrow
in scope and vague in requirements. It said a prescrip-
tion drug is misbranded

. . . unless the manufacturer, packer or distributor
thereof includes in all advertisements and other
descriptive printed matter issued or caused to be issued
by the manufacturer, packer or distributor with respect

to that drug a true statement of 1) the established name
as defined in Section 502(e), printed prominently and
in type at least half as large as that used for any trade

or brand name thereof; 2) the formula showing quan-
titatively each ingredient of such drug to the extent
required for labels under Section 502(e); and 3 ) such

other information in brief summary relating to side
effects, contraindications, and effectiveness as shall
be required in regulations which shall be issued by

the Secretary in accordance with the procedure speci-
fied in Section 701(e) of this Act: Provided, that a)
except in extraordinary circumstances, no regulation
issued under this paragraph shall require prior

approval by the Secretary of the content of any adver-
tisement, b) no advertisement of a prescription drug,
published after the effective date of regulations issued

under this paragraph applicable to advertisements of
prescription drugs, shall . . . be subject to the provi-
sions of sections 12 through 17 of the Federal Trade

Commission Act, as amended . . . .[4]

Basically, the law said that for a drug to not be
misbranded, the generic name must be in the advertise-
ment; the drug’s formula must be included; and a
‘‘brief summary’’ of risks must accompany each
advertisement. The FDA was barred from requiring
that advertising be approved in advance of use, a pro-
vision that addressed and accommodated First
Amendment (‘‘free speech’’) issues. In the 1960s the
FDA promulgated detailed regulations to implement
Section 502(n).a

The second legal base for the FDA’s current regula-
tory authority over prescription drug advertising and
promotion stems from the definition of ‘‘labeling’’ in
Section 201(m) of the FD&C Act. This section defines
‘‘labeling’’ as printed or graphic materials accompanying

a21 C.F.R., Part 201 contains these regulations.
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a drug product. FDA regulations further define
‘‘labeling’’ to mean

brochures, booklets, mailing pieces, detailing pieces, file
cards, bulletins, calendars, price lists, catalogs, house

organs, letters, motion picture films, film strips, lantern
slides, sound recordings, exhibits, literature and reprints
and similar pieces of printed audio or visual matter

descriptive of a drug and references published for use
by medical practitioners, pharmacists or nurses, contain-
ing drug information supplied by the manufacturer,
packer, or distributor and which are disseminated by

or on behalf of its manufacturer, packer or distributor.[5]

In effect, the FDA combines Sections 502(n) and
201(m) and their implementing regulations to declare that
any materials issued by or sponsored by a drug company
about its prescription drugs are subject to regulation. In
effect, promotional materials that are not deemed to be
‘‘advertising’’ are regulated as ‘‘labeling.’’ the FDA has
established virtually the same requirements for all promo-
tional material, whether it comes under the definition of
‘‘advertising’’ or under the ‘‘labeling’’ definition.[6]

Even though the FD&C Act as amended in 1962 did
not envision the FDA taking broad authority over all
communications and marketing materials issued by
drug companies, the drug industry has acquiesced to
the FDA’s increasingly broad definition of its authority.
The industry has taken the view that just so long as the
FDA enforces the regulations even-handedly, the regula-
tions help provide an underlying confidence in the accu-
racy of their materials. Further, the industry over the
years has chosen not to challenge the FDA’s assumption
of authority in this area, choosing instead to wage its
jurisdictional battles with the FDA over other matters.

Over the years, a huge array of formal regulations,
guidances, informal policies, and enforcement actions
through warning letters has evolved from the FDA.
Combined, they establish a highly intricate system for
regulating the advertising of prescription drugs.

The FDA has established authority over every
word, footnote, picture and nuance of all promotional
activities issued by or sponsored by drug companies.
That includes promotion to the consumer, press
materials, detailing aids, continuing medical education,
seminars, materials for managed care organizations.
The agency has jurisdiction over oral statements made
by a company representative to a physician.

Similar requirements exist for other medical pro-
ducts regulated by the FDA. While pharmaceutical
products are regulated by the FDA’s Center for Drug
Research and Evaluation (CDER), the comparable
center that regulates biological products—the Center
for Biologics Research and Evaluation (CBER)—
basically applies the same standards. The regulation
of the advertising of medical devices has its own legal
basis, Section 502(r) of the FD&C Act.

FDA regulations that apply to the promotion of
medical products are spread out in several sections of
the Code of Federal Regulations (Title 21). Among
the applicable sections are Part 200 and, most particu-
larly, Part 201 for pharmaceutical promotion; Part 510
for veterinary drugs; Part 601 for biological products;
and Part 801 for medical devices.

The FDA’s regulation of advertising and promotion
was stepped up dramatically during the 1990s.[7] The
agency recognized that new forms of communications
about prescription drugs had become more common,
such as press releases, brochures for consumers, and
cable television shows directed at physicians. The
surge in promotional activity directed both at health
professionals and consumers led the FDA to increase
significantly the resources dedicated to monitoring
such activities and enforcing the regulations more
aggressively, as well as the issuance of new policies to
cover the new forms of communication. The increase
in staff and enforcement occurred in every product
category of the FDA’s regulatory jurisdiction but
was most pronounced in the pharmaceuticals area.

BASIC PRINCIPLES OF FDA REGULATION

The agency’s policies continue to evolve, in response to
newer forms of communications and new needs of the
medical marketplace. However, a few basic principles
have been at the foundation of the FDA’s regulatory
approach.[8]

All information in prescription drug advertising and
promotional materials issued by or sponsored by drug
companies must be truthful and not misleading. Only
information consistent with FDA-approved labeling
may be disseminated in promotional materials.

Any claims made about the product must be sup-
ported by scientific studies that have been reviewed
by the FDA or that are subject to FDA review. If a
company wants to make, for example, a cost-effective-
ness claim or a quality of life claim for a product, the
claim must be substantiated by studies.

All benefits information must be fairly balanced
with risk information. The FDA defines ‘‘fair balance’’
as a ‘‘balanced presentation of benefits and risks.’’ This
means that, in an advertisement, for example, to the
extent that a particular benefit is described, the medical
risks associated with that benefit also must be
described. ‘‘Fair balance’’ also may mean that a pro-
duct’s limitations must be delineated. ‘‘Fair balance’’
differs for each individual drug and communication
technique. The FDA requires that the presentation of
all side effects and contraindications must have a pro-
minence and readability that is reasonable, comparable
to the presentation of benefits information.
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All relevant material facts about the product must
be disclosed. If an advertising or promotional piece
omits to mention a material fact that would influence
the prescribing, use or purchase of a product, then
the piece would be rendered violative.

Whenever a product and its medical claim are
promoted, there must be provision for the recipient
of the information to obtain additional comprehensive
information about the product. Advertising in print
must be accompanied by the ‘‘brief summary’’ of risks.
The FDA permits print advertising directed at the con-
sumer to be accompanied by a consumer-directed
‘‘brief summary,’’ which can be in the form of a
Q&A. If a product is promoted directly to the consumer
through a television commercial, then provision must
be made to assure that the consumer can obtain sub-
stantial additional information needed to assess the ben-
efits and risks of the product. Under an FDA guidance
issued in August 1999, this requirement can be met
through four mechanisms: an 800 number that the
consumer can call to ask that the information be mailed
or read; referral to an internet site; information in an
advertisement in a current issue of a magazine; or mate-
rials that can be obtained from a health care provider.[9]

The rules apply to any product-specific information
issue or caused to be issued by a company, either
directly or through any agent. Anyone with whom a
prescription drug company has a financial relationship
is, in effect, bound by the same communications rules
as the company. A physician hired by a drug company
to speak on its behalf is obligated to restrict promo-
tional claims to approved labeling. The drug company
is required to assure that this occurs.

SPECIFIC FDA ISSUES

The FDA has expressed, through its guidances, policies
and enforcement actions, particular concerns about
certain issues.

Launch materials: These are defined as materials
that are used to promote a product or a new indication
when it first comes into the marketplace. The FDA
regards such materials as its highest review priority,
because claims made in an introductory campaign for
a new product or new indication establish certain
expectations in the minds of health professionals or
patients. The review of launch materials is FDA’s
top advertising/promotion priority.[10] While the
FDA by law cannot require the submission of such
materials in advance of use, most companies submit
launch materials before using them. The FDA will
not officially ‘‘approve’’ such materials, but will pro-
vide detailed comments on them. The failure by a com-
pany to change materials to address the FDA’s
comments creates a risk of an enforcement action.

Off-label promotion: This has become a highly
controversial area involving FDA regulation. Promot-
ing a marketed product for an unapproved use poses,
in the view of the FDA, a significant potential threat
to the public health. If health care providers and con-
sumers are led to believe that a product is safe and
effective for a use for which it is not approved, then
adverse health consequences may occur. Further, if
a product is approved for one use and then can be
promoted for other uses, there is no incentive for
companies to conduct the needed additional research.

The FDA defines an unapproved use very simply: it
is a use that is not in the FDA-approved labeling. It
makes no difference to the FDA whether a use is widely
practiced or is universally accepted by the medical com-
munity. The sole criterion for whether a claim can be
promoted is whether it is included in the FDA-approved
labeling. Thus, the FDA can take action against a com-
pany when it promotes an indication not included in the
approved labeling, even when medical scientists believe
that a particular use is safe and effective. For example,
in a 1993 consent decree signed by one company, the
FDA objected to its efforts to promote a drug for a
use that was approved and widely accepted overseas,
but not included in the product’s U.S. labeling.[11]

The FDA’s efforts to prohibit or restrict the provision
of off-label information has been at the center of debate
and controversy since the early 1990s. The Washington
Legal Foundation, a conservative legal organization, filed
a petition with the FDA in October 1993 challenging
the constitutionality of the FDA rules regulating educa-
tional activities such as Continuing Medical Education
(CME) programs. The petition led to a case eventually
wound up in the federal courts with rulings that, for most
of the 1990s, left the issue unresolved.[12]

While the Washington Legal Foundation case was
wending its way through the courts, the Congress
sought to resolve some of the central issues. Section
401 of the FDA Modernization Act of 1997 set forth
a procedure for companies to secure FDA approval
when they wanted to disseminate reprints and text-
books containing off-label to health care professionals.
This procedure requires that the company be investi-
gating the off-label use with the intention of seeking
approval; that records be kept of who received the
off-label information; that FDA clearance for the dis-
semination be sought; and that the information include
a physician package insert, a bibliography and a dis-
claimer that the information is off-label.[13]

As the debate over off-label information dissemina-
tion continues, the FDA has other legal remedies to
pursue if it believes that a company is issuing informa-
tion that could lead to mis-prescribing or jeopardize
the health of patients. The FDA has said it can and will
invoke a section of its regulations that prohibit the dis-
semination of information that is ‘‘false or misleading.’’[14]
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The issue of off-label information is certain to
remain controversial for some time, with the FDA
seeking ways to restrict the dissemination of off-label
information about prescription drugs and the legal
community and industry seeking ways to provide
such information to health professionals without sti-
mulating enforcement actions.

Pre-approval promotion: The FDA objects to the
promotion of a product before approval. The agency’s
view was set forth in 1994 correspondence with a
company, expressing the agency’s interpretation of
Section 312.7 of the regulations:

Prior to approval, promotional materials provided by
the sponsor are often inaccurate with respect to the
indications and risk information that ultimately

appear in the approved product labeling. This inaccu-
racy occurs because the sponsor does not know what
indications and other information the final product

labeling will contain. Additionally, the sponsor’s
assessment of the drug may be overly optimistic,
exaggerating efficacy while minimizing risk. Thus, the
sponsor’s biases may be incorporated into the promo-

tional materials it provides prior to approval of final
product labeling. Such promotional materials do not
fulfill the needs of health care providers or benefits

managers to obtain balanced, accurate information
about new drugs, but instead disseminate misinforma-
tion and create potential risk and misuse.[15]

Comparative claims: The FDA requires that any
comparative claim made by a company for its pharma-
ceutical product be substantiated with scientific evi-
dence. Examples of comparative claims are ‘‘drug of
choice,’’ ‘‘unsurpassed,’’ or ‘‘more effective.’’ The sup-
porting studies must be ‘‘head-to-head’’—that is, they
must be designed prospectively to compare the two pro-
ducts directly. The FDA prohibits a claim of superiority
based solely on data derived from two or more studies
that are compared, even when those studies have similar
protocols. Further, the FDA requires that any compara-
tive claim be clinically relevant to patients. And, if a com-
parative claim is made, it cannot be false or misleading
and cannot leave out other measurements by which the
company’s product is inferior to its competitor.

Pharmacoeconomic and quality of life claims:
Claims that a product is cost-effective, or that it will
improve an individual’s quality of life, may be made
so long as there is proof. There is no firm standard
for how such proof must be documented. In the case
of pharmacoeconomic claims, the Food and Drug
Administration Modernization Act of 1997 said that
companies can provide cost-effectiveness information
to managed care and other purchasing or reimbursing
organizations, so long as the claims were based on
‘‘competent and reliable’’ information. This was
intended to be a lesser standard than the usual one that

the FDA applies to claims of safety and effectiveness
(which must be based on studies that are ‘‘adequate
and well-controlled’’).[16] Quality of life claims, on the
other hand, must be demonstrated in clinical studies.

Reminder advertisements: Companies often spon-
sor advertising that does not mention the indications
for a product, but that is intended to ‘‘remind’’ readers
or viewers of the name. Such advertising is called
‘‘reminder’’ advertising. Under an FDA regulation,
such advertising may delineate the name (including the
generic name), the ingredients, the dosage form and the
name and address of the manufacturer, packager or
distributor. The advertisement may not mention what
the product is used for, and may make no safety or
efficacy claim or any other representation about the
product. Such advertising is exempt from the require-
ment for a ‘‘brief summary.’’ ‘‘Reminder advertise-
ments’’ may not be sponsored for prescription drugs
for which there is a ‘‘boxed’’ warning in the FDA-
approved labeling, or, in the case of older drugs, whose
efficacy has not been reaffirmed by the FDA.

Press releases: The FDA takes jurisdiction over
the content of company-issued press releases by declar-
ing them to be ‘‘labeling.’’b As such, press releases
must contain fair balance of risk information and must
be accompanied by the full package insert. The FDA
also expects press releases to contain disclaimers that
will help put the product into regulatory context
(e.g., in a research announcement for a product not
yet approved, the release should make clear that the
product is not approved, or that an application is
pending before the FDA.) Press releases issued before
product approval must avoid stating that the product
has been shown to be safe and effective and should
avoid any statements that might be construed as pro-
motional, such as through use of words like ‘‘promis-
ing’’ or ‘‘breakthrough.’’

Video news releases: Video news releases are 75- to
90-second electronic versions of press releases. They are
regulated by the FDA as promotional labeling, and
therefore must contain balancing information. In addi-
tion, FDA expects the recipients of video news releases
to have easy access to a physician package insert.[17]

Publications intended for stockholders and inves-
tors: The FDA regulates publications and other mate-
rials intended for stockholders and investors with the
same rules as apply to materials for other audiences.
However, the agency generally does not enforce the
rules very aggressively when it is clear that the materi-
als are for financial purposes rather than to promote a
product’s use among physicians and patients. For
example, the FDA has never required annual reports

bThe FDA initially asserted jurisdiction over the content of product-

specific press releases in 1983.
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issued to investors that mention ongoing research or
newly approved products in a cursory way to include
the labeling as an attachment.

Scientific exchange: The FDA has adopted
the view that ‘‘scientific exchange’’—the well recog-
nized need for scientists to communicate with each other
about research findings—should be protected. When such
‘‘exchange’’ crosses over into ‘‘promotion’’—and the line
is hard to define—then FDA regulations are invoked.

Any scientific meeting whose content is fully under
the control of a company and that is product-specific
must meet all criteria for fair balance and full disclo-
sure. This means that the materials and speeches must
be within approved labeling.

A mechanism for drug companies to see that health
professionals receive the latest results of medical
research is for drug companies to sponsor CME
programs. The FDA has set forth detailed rules for
how companies may influence and interact with legiti-
mate CME programs about their products or product
category. The FDA permits such company-sponsored
CME so long as the financial grant is provided to an
accredited third party and the CME is conducted inde-
pendently of the company. Companies that sponsor
CME generally have standard contracts with providers
that set forth the specific relationship that is intended
to assure independence of the program, the presenters
and the derivative material such as monographs or
publications.[18]

Exhibits: Exhibits sponsored by drug companies at
medical or other meetings are regulated by the FDA.
The regulations require that all materials at the exhibit
booth, including the headings in the booth itself, must
be within approved labeling. There is provision within
the FDA’s regulations for scientific exchange outside
of approved labeling so long as such discussions are
not promotional, are conducted between health profes-
sionals, and so long as there is a clear distinction
between approved indications and new research or
off-label uses of a product. Companies often sponsor
multiple booths at meetings, one for promotion of
approved indications and the other for scientific
exchange where new research is discussed.

Internet: The Internet has posed some unprece-
dented regulatory challenges. The FDA has declined to
issue a written guidance on Internet activities sponsored
by drug companies, saying instead that it will apply the
same standards to Internet advertising and promotional
statements as it does to other means of communica-
tion.[19] For the most part, corporate information that
is not product-specific may be put on the Internet with-
out regulation. So too, can information about approved
products, so long as the information is consistent with
labeling and provides ready and easy access to product
labeling. The challenges arise with links to other Internet
sites or with chat rooms, especially those that may

contain off-label information, and how to manage
information that emanates from overseas.

Requests for information: Companies may respond
to requests for information from any external
source. However, the FDA differentiates between
requests that are solicited by the company—that is, that
the company has encouraged in any way—and those
that are totally unsolicited.

If a request for information is solicited, then the
company must stay within labeling in responding. If
a request is totally unsolicited, then questions about
off-label uses can be answered with information that
is not restricted to approved label information. Com-
panies can respond by providing research studies or
other information. Generally, the medical affairs
departments within companies handle responses to
unsolicited requests for information. Companies usually
keep records of such requests, and those records are
subject to FDA inspection. If off-label information is
sent to the requester, then the cover letter must make
clear that the FDA does not approve the indication.

Accelerated approval drugs: These are drugs that
receive priority attention by the FDA and that, because
they are for life-threatening conditions, are approved on
the basis of limited or surrogate marker data. The FDA’s
regulations require that any advertising or promotional
pieces for drugs approved through the accelerated pro-
cess be approved prior to use. This requirement includes
pieces used during the launch period as well as pieces
used thereafter, for as long as the drug approval comes
under the accelerated approval status.[20]

Direct to consumer promotion: The promotion of
pharmaceuticals directly to consumers began in the
1980s but came of age in the 1990s. In 1996, the
amount spent on advertising prescription drugs to con-
sumers exceeded the amount spent on advertising to
physicians (though a company’s promotional budget
directed at physicians is still much higher than the
consumer budget, since the highest spending is on sales
representatives and direct promotion to physicians).

Print advertising directed at consumers must meet
the same standard as print advertising directed at
physicians. It must not only be accurate; it also must
include a ‘‘fair balance’’ of benefits and risks, and
it must include a ‘‘brief summary’’ of risks. The
FDA encourages companies to print ‘‘brief summary’’
information in consumer-friendly language.

Under a guidance issued in August 1999, FDA per-
mits direct to consumer advertising on television. TV
advertising must include a ‘‘major statement’’ of risk
information. The TV commercial must also make-
provision for the consumer to obtain full labeling
via the Internet or a toll-free number, and must also
state that additional information is available from
physicians, pharmacists or in an advertisement in a
current publication.[21]
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The FDA also permits advertising to consumers
that does not mention the product name, but that iden-
tifies a disease condition and urges consumers to see
their doctors. These are called ‘‘help-seeking’’ adver-
tisements. However, the FDA is sensitive to efforts to
make implicit product claims that, while not mentioning
the product by name, might be understood by a reason-
able consumer as referring to a particular product.

FDA ENFORCEMENT

The FDA monitors the promotional marketplace in a
variety of ways. Staffers attend medical meetings, read
consumer and medical publications, and watch TV.
They are also asked to review materials in advance of
use by drug companies. In addition, the FDA learns of
marketplace violations from competitor complaints.
Finally, all advertising and promotional materials for
prescription drugs must be submitted to the FDA at the
time of their first use. Materials are submitted to the Divi-
sion of Drug Marketing, Advertising and Communica-
tions (DDMAC) in CDER, or to the Advertising and
Promotional Labeling Staff (APLS) in CBER. These
are the staff that regulate the advertising and promotion
of pharmaceuticals and biological products, respectively.

The growing prominence of advertising and promo-
tion regulation during the 1990s made it necessary for
pharmaceutical companies to dedicate more resources
to the development and review of such materials.
Virtually allcompanies have written policies and pro-
cedures for reviewing promotional materials and
programs, including an internal review process. They
also have dedicated regulatory staff that oversee the
process. In addition, many companies regularly train
staff on regulatory requirements. Periodic training has
become a major focus for companies that want to be
sure that everyone in the company, from top manage-
ment to the sales force, is aware of the company’s
philosophy towards promotion and of FDA’s rules.

The most common actions that the FDA takes when
it detects a violation are to send the offending com-
pany a letter (once known as a ‘‘Notice of Violation’’
or NOV, now known as an untitled letter) or a warning
letter. An untitled letter identifies the FDA’s concern
and seeks remedial action such as discontinuation of
the promotional piece at issue.

Warning letters, which are sent far less frequently
than untitled letters (the average is less than a dozen
per year from DDMAC) are reserved for more serious
situations. The issuance of a warning letter means that
the agency has concluded that a legal violation has
occurred and remedial action is needed. Usually the
remedial action includes withdrawal of the violative
materials and the company-wide dissemination of the
warning letter. The FDA may also seek a ‘‘Dear

Health Professional’’ letter or other corrective measures
such as mandatory training or pre-clearance of any new
promotional materials for a period of time. In one
instance, the FDA required a company to produce cor-
rective television commercials to address issues raised
in a TV commercial that the FDA found violative.

Untitled and warning letters provide 10 to 15 days
for the company to respond and present a plan of
action. Companies may appeal the FDA’s finding
and discuss the appropriateness of the remedial action,
but the FDA always retains the authority to seek more
stringent action such as a consent decree. Warning
letters are made public immediately upon issuance by
the FDA, and thus become a potential source of negative
publicity. Untitled letters also are publicly available.

The FDA has other enforcement options if it finds
that a company has violated the advertising regula-
tions. It can seek to negotiate a consent decree with a
company if it feels that such a decree is needed to keep
the company in compliance. Three consent decrees
involving advertising violations were signed in the
1990s. The FDA may also seek a seizure, injunction
or criminal action (misdemeanor or felony) against
violative companies or products, but as a practical
matter these more severe and time-consuming legal
actions are unlikely. The most dramatic enforcement
action taken by the FDA in this area involved a fine
of $50 million against a company that allegedly over-
promoted a product over a substantial period of years.c

FTC REGULATION

The FDA has jurisdiction over prescription drug
advertising and promotion, while the FTC has juris-
diction over the advertising and promotion of over-
the-counter (OTC) medicines, as well as dietary
supplements and medical devices (other than restricted
devices as defined in the FD&C Act). The FDA retains
full jurisdiction over the labeling of all medical pro-
ducts, including OTC drugs and dietary supplements.

The FTC’s authority over advertising, which pre-
dates the FDA’s, stems from Section 5 of the FTC
Act, which gives the Commission authority to prevent
companies from ‘‘using unfair methods of competi-
tion . . . and unfair or deceptive acts or practices in or
affecting commerce.’’ (The FTC technically retains
some legal jurisdiction over prescription drug advertis-
ing, but as a practical matter defers entirely to the
FDA, even for direct-to-consumer advertising.d)

cThe three consent decrees were with Syntax, Kabi, and ICN. The

$50 million fine involved Genentech. See FDA Advertising and Pro-

motion Manual for details.
dFTC regulations are contained in 16 C.F.R. Part 251 and 255.
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The FTC’s organizational structure, regulatory
approach and enforcement tools differ considerably
from those of the FDA. This means that, in effect,
there are different systems in place for regulating pre-
scription drug advertising and OTC drug advertising.
The FDA and FTC work together in cases involving
medical products. FTC does not have a medical staff,
and any FTC action must be based on FDA-approved
labeling. The FDA and FTC operate under a Memo-
randum of Understanding dating back to 1971 and
amended in 1992 that sets forth how the relationship
between the two agencies will work.e

The FTC requires that a company have substantia-
tion of any advertising or promotional claim. At any
point, the FTC may launch an investigation of an
advertisement campaign for a specific product, or,
more commonly, for a category of products. An FTC
investigation can originate from multiple sources—from
any of the five commissioners or the semi-independent
FTC staff. The commissioners must approve any
enforcement actions recommended by the staff.

FTC procedures permit companies to engage in
formal discussions with its staff before any matter is
resolved. The usual resolution of an FTC investigation
is the signing of a consent decree in which the company
admits no wrongdoing but agrees never to do it
again. The FTC also has the authority, however, to
seek a temporary restraining order or an injunction.

Over the years, the FTC’s enforcement has been
directed to a large extent at advertising for fringe pro-
ducts, such as medical devices sold directly to the con-
sumer that promise dramatic weight loss or some other
body enhancement.

PRESCRIPTION DRUG MARKETING ACT

An important aspect of drug marketing is the provision
of samples to physicians to provide to their patients.
The Prescription Drug Marketing Act of 1987 is the
statute that provides the FDA with the authority to
regulate drug marketing practices. It prohibits the
diversion of prescription drug or biological products
into illegitimate commercial channels. It also prohibits
the sale of drug samples. The law provides that compa-
nies must obtain the signature of a physician for all
drug samples. The law also requires record-keeping
and careful storage of samples. Whenever a manufacturer
discovers any diversion, it must report this to the FDA.

Under the PDMA, physician requests for samples
must be provided in writing. There must also be a
signed receipt for the delivery of the samples. The FDA

regulations require drug companies to establish detailed,
written procedures for product sampling programs, and
to keep records of its sample distribution.

‘‘ANTI-KICKBACK’’

Another federal law that applies to the marketing
of medical products is the so-called ‘‘anti-kickback’’
law.f This law, which dates from 1972, is not part of
the FD&C Act; instead, it relates to Medicaid and
Medicare statutes.

The ‘‘anti-kickback’’ statutes are intended to pre-
vent overuse of and overcharging for medical products
that are subject to government reimbursement either
under Medicaid or Medicare (or other government-
reimbursed health care programs). They prohibit any
activity in which a medical products company may
try to persuade, other than with sound therapeutic
arguments, a physician or another health care provider
or facility to use a particular product.

Specifically, the law prohibits a company from
offering ‘‘any remuneration (including any kickback,
bribe or rebate) directly or indirectly, overtly or
covertly, in cash or in kind’’ to anyone to induce them
to purchase a product or service for which reimburse-
ment may be sought under Medicaid or Medicare.
Regulations provide for ‘‘safe harbors.’’

Many companies, in their internal training, include
information about the ‘‘anti-kickback’’ statute. The
Office of the Inspector General in the Department of
Health and Human Services (HHS) enforces the ‘‘anti-
kickback’’ law. HHS administers the Medicaid and
Medicare programs. Any serious violations are referred
for potential criminal prosecution to the Department
of Justice; administrative sanctions also are possible.

LINGERING ISSUES

Many of the issues raised by the FDA’s regulation of
advertising and promotion remain subject to continued
debate and lack resolution. These are issues that are
important to resolve because until they are, there will
be uncertainty in the marketplace and an uneven
playing field from a regulatory standpoint.

Among the FDA’s policies that are most contro-
versial are those that seek to restrict the dissemination
by pharmaceutical companies of information from the
scientific literature that is outside of FDA labeling. The
issue revolves around the extent to which the FDA can
and should restrict such information, in an environment
in which so much information is available from other
sources such as the news media and the Internet.

eA copy of the Memorandum of Understanding, as amended, is in

FDA Advertising and Promotion Manual. f42 U.S.C., x1320a-7b.
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Another issue is what are appropriate penalties for
issuing violative materials. If a company issues infor-
mation that is misleading, what are the appropriate
remedies—e.g., letters to health professionals, correc-
tive advertising? Further, and perhaps more impor-
tantly, what corrective measures are most effective?
There has never been a study of the effectiveness of
corrective measures imposed by the FDA.

Still another issue is how the FDA should regulate
DTC advertising. How much information should the
consumer receive about risks, and what is the best
way to convey that information? A related issue is
what role the ‘‘brief summary’’ should play in the
future. Does it still serve a useful purpose, or is it just
an additional advertising expense for drug companies?

The Internet poses still another challenge to FDA
regulation. The FDA’s jurisdiction extends to promo-
tional activities in the United States or directed at Uni-
ted States citizens. The Internet eliminates political
borders and makes it impossible for the FDA to
regulate everything issued by drug companies on an
international basis.

Issues like these are likely to remain for some time
to come, as new means of communication evolve and
as the FDA, the Congress and the industry reevaluate
the proper role and dimensions of regulation.

CONCLUSIONS

The regulation of marketing practices by medical
product companies—specifically their promotional
programs—has become a highly specialized field
within food and drug law. The rules are set forth in a
variety of ways—in FDA regulations, in guidances
and in enforcement actions, and are refined in public
discussions by the regulators themselves.

The rules continue to evolve as new products are
introduced and new means of communications become
available, but basically a few principles apply. In essence,
programs and materials must not only be truthful, they
must also contain prominently appropriate risk informa-
tion, and there may be no efforts by medical products
manufacturers to persuade or induce health care provi-
ders to use products for uses not approved by FDA.
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INTRODUCTION

Although alternative medicine has the oldest healing
practices, it is regaining popularity against a back-
ground of rapidly increasing technology in conventional
medicine. For conventional health care practitioners,
accepting the validity of alternative practices can be
difficult, particularly because so little alternative medical
training is provided at conventional medicine colleges
and universities.

For pharmacy practitioners, herbal medicine pre-
sents a contradiction. Pharmacognosy, the study of
natural product medicines, is a historical field of study
in pharmacy. In addition, many conventional medi-
cines are derived from herbs and other plants. However,
in recent years, pharmacy has abandoned its ‘‘roots’’ in
favor of clinical practice, and most pharmacists have
little knowledge of herbals. No matter the level of phar-
macist knowledge or bias on whether herbals can be
helpful, the fact of the matter is that more patients are
using them. This is sometimes at the risk of significant
toxicity. All health care providers, but particularly
pharmacists, need to develop a knowledge base of herbal
medicines in order to best care for patients.

DEFINITIONS

Alternative Medicine

Often called ‘‘complementary and alternative medi-
cine,’’ this group of medical practices has also been
termed ‘‘unconventional,’’ ‘‘unorthodox,’’ ‘‘unproven,’’
and even ‘‘quackery.’’[1] Because these terms have signif-
icant negative connotations, terms such as ‘‘alternative
medicine’’ are preferred. Alternative medicine is not
one form of medicine, but rather a diverse group of
health practices that are outside of what is considered
usual or conventional by the medical establishment.[2]

Alternative medicine spans the range of practices, from
home remedies to manufactured products, from patient
self-treatment to care by a skilled practitioner, from
efficacious to potentially dangerous. Specific definitions
of more common alternative medicine practices used in
the United States are listed in Table 1.[1]

Herbal Medicine

Although alternative medicine encompasses a very
broad range of practices (more than 150 in fact), the
area of most interest to pharmacy practitioners is
herbal medicine. Interestingly, there is no definition of
‘‘herb’’ in any federal legislation or in any Food and
Drug Administration (FDA) regulation.[3] Definitions
vary considerably depending upon the source. For
example, botanists define an herb as a plant whose
stem dies back in winter (vs. trees or shrubs). On the
contrary, pharmacognosists define herbs as the aerial
parts of plants (vs. seeds or roots).[3] The Herbal
Trade Association, a group that has economic interests
in this definition, defines an herb as a plant, plant part,
or extract thereof used for flavor, fragrance, or medicinal
purpose.[3] In any case, herbal medicine implies the use of
the whole plant or plant part as a remedy, rather than a
single, active constituent derived from a plant.

SIGNIFICANCE OF HERBAL USE

Prevalence of Use

Phone surveys were done in 1990 and 1997 by
Eisenberg et al. to determine the prevalence of alterna-
tive medicine use in the United States. Over 1500
participants were surveyed in 1990, as well as over
2000 in the follow-up survey in 1997. The percentage
of participants surveyed who reported using at least
one form of alternative medicine in the preceding
12 mo was 34% in 1990 and 42% in 1997.[4,5] This is
the oft-quoted ‘‘1 in 3 Americans use alternative med-
icine’’ statistic. Herbal medicine use rose from only
2.5% in 1990 to 12% in 1997, making it one of the fast-
est growing alternative medical practices used in the
United States.[4,5]

Demographics of Users

According to the surveys conducted by Eisenberg et al.,
alternative medicine users tend to be educated, younger
to middle-aged, female, and have chronic medical con-
ditions. They self-refer 90% of the time, meaning that

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120012034
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their primary care practitioners are not involved in the
decisions to pursue alternative therapies.[4–7]

The use of alternative medicine varies with the
patient population. For example, up to 80% of cancer
patients report use of alternative medicine vs. one-third
in the general population. Surveys also find that
two-thirds use herbal medicine.[7–10] Interestingly, can-
cer patients do not abandon conventional therapies
when using alternative medicine, with close to 90%
using both conventional and alternative medicines
together.[4,6,9] Particularly with herbal medicine use,
this creates the potential for conventional drug inter-
actions. In fact, in Eisenberg’s[5] 1997 survey, 20% of
participants admitted to using conventional prescrip-
tion medications with herbal supplements. Because less
than 10% of herbal medicine users are under the care
of an herbalist, pharmacists are often the only health
care providers who can help to avoid potentially
dangerous adverse effects and interactions.[10] Similar
to cancer patients, a large proportion (45%) of AIDS
patients also report alternative medicine use.[11] Of
those patients, two-thirds use herbal supplements,
and most use alternative practices with their conven-
tional HIV treatments.[11]

Reasons given by patients as to why alternative
medicine is used include the following: the perception

that conventional therapies are ineffective and/or
toxic; frustration when no effective conventional
therapy exists; the desire to take a more active role in
their own care; distrust of conventional practitioners;
and the belief that alternative practitioners focus on
the whole patient.[6,10] Although most patients still
use conventional medical practices with alternative
medicine, only one-third tell their conventional practi-
tioner that they are doing so.[4,5,8] This again means
that the pharmacist may be the only conventional
health care practitioner who is aware of both patients’
conventional and alternative medicine use.

Cost

It is estimated that over $20 billion are spent each
year on visits to alternative practitioners.[5] Sixty per-
cent of patients pay all of these costs out-of-pocket,
with only 20% of health maintenance organizations
(HMOs) and third-party payers supplementing at least
some of these health care costs.[5] It is also estimated
that $1–5 billion are spent on herbal supplements per
year, and interestingly, less than 5% of patients who
use herbals report that they bought those products in
a pharmacy.[5]

Table 1 Complementary and alternative medical practices

Practice Definition

Acupuncture Ancient Chinese technique that uses needles to pierce the skin
Taps into a grid of flowing energy (‘‘qi’’) that controls organ function

Aromatherapy Uses botanical oils and essences to treat both physical and psychological disorders

Ayurveda ‘‘Life knowledge’’
Ancient Indian practice that uses diet, exercise, yoga, meditation, herbs, and massage to

treat imbalances in physical, emotional, and spiritual harmony

Bioelectromagnetics Study of living organisms and their interaction with electromagnetic fields
Belief that magnetic fields penetrate the body and heal damaged tissues

Chiropractic Practitioners use manipulation to treat disorders of the spine, joints, and muscles

Herbal medicine Plants that are made into pills or extracts to prevent and cure physical and
psychological disorders

Homeopathy ‘‘Like cures like’’

Belief that very small doses of substances that would at high doses cause adverse effects can
be used to cure those effects
Preparations may be so dilute that the active ingredient no longer remains

Mindfulness meditation Belief that the mind can influence health and control physiologic responses

Naturopathy Relies on diet, fasting, massage, herbs, homeopathy, and other natural treatments

Osteopathy Practitioners use manipulation to expedite recovery from disease or injury

Practitioners also receive conventional medical training and prescribe drugs

Reflexology Spots on the foot are massaged to stimulate specific organs

Therapeutic touch Caregiver moves hands inches above the patient’s body to realign disturbed energy fields
or remove ‘‘blockages’’

(From Ref.[1].)

Alternative Medicines 67



21
C

FR
–A

lt

What Pharmacists Know

Given the recent rise in herbal supplement use and the
potential dangers of misuse, one would expect that
the pharmacy profession would be prepared to deal
with public’s need for reliable information on herbs.
Unfortunately, this is generally not the case. A 1998
survey done by the University of Mississippi found
that only 2% of pharmacists felt confident in their
herbal medicine knowledge.[12] Another survey in 1998
performed in North Carolina and Virginia included a
15-point test on five of the most common herbal supple-
ments.[13] Of the 164 participants, 68% worked in a
community setting and 74% sold herbals. However,
the mean score on the 15-point test was only 6.3, indi-
cating that pharmacists have inadequate knowledge
with which to advise patients taking herbals.[13]

One would also hope that Colleges of Pharmacy
would have increased the education they give to phar-
macy students on herbal medicine, to prepare them
better for the needs of consumers. This has also been
quite slow to change. There is very little detailed litera-
ture in this area; however, a 1997 survey was done and
asked Colleges about alternative medicine courses in
the curricula. Although three-fourths responded that
they taught about alternative medicine, only one-third
of the courses were required, and less than 40% of con-
tent taught was about herbals.[12] Comparison of this
statistic to a survey of breast cancer patients found that
71% of herbal users thought that herbals were ‘‘per-
fectly safe,’’ a fact known to be untrue.[10] Pharmacists
will not be able to help patients avoid harmful effects
from herbals unless they are educated about uses,
toxicities, and potential herb–drug interactions.

REGULATION AND OVERSIGHT

National Center for Complementary
and Alternative Medicine

The federal government has had some insight into the
need for a federal office to oversee dissemination of
information on alternative medicine. Previously known
as the Office of Alternative Medicine (established in
1992), the National Center for Complementary and
Alternative Medicine (NCCAM) was established in
1998 as part of the National Institutes of Health.[1,2]

The mission of the NCCAM is to ‘‘give the public reli-
able information on the safety and effectiveness of
complementary and alternative medicine,’’ with an
emphasis on clinical trial sponsorship.[2] The budget
of the NCCAM has grown from $2 million in 1992
to almost $70 million in 2000, and almost half the bud-
get is mandated to fund peer-reviewed grants.[2] The
NCCAM also helps to disseminate information to

the public, sponsors literature evaluations, and acts
as an international liaison for alternative medicine.
The NCCAM actually divides alternative medicine
into seven broad categories: 1) alternative systems of
medical practice (such as ayurveda and Chinese medi-
cine); 2) bioelectromagnetics; 3) diet and nutrition
(such as macrobiotics); 4) herbal medicine; 5) manual
healing methods (such as chiropractic and therapeutic
touch); 6) mind/body techniques (such as yoga and
meditation); and 7) pharmacological and biological
treatments (such as shark cartilage).[2] More specific
information about the NCCAM may be found at the
website: http://nccam.nih.gov/.

Dietary Supplement Health and
Education Act

One would assume that the federal government would
also take a significant role in regulating substances
(e.g., herbal therapies) that have the potential to cause
significant harm. Although the FDA does want to hold
many herbs to a higher standard, political pressure has
led to the passage of legislation that makes herbal sup-
plements more widely available with less oversight.
This legislation is the Dietary Supplement Health
and Education Act (DSHEA).

Prior to the DSHEA, herbs were inconsistently
regulated as drugs, foods, and/or food additives. Sev-
eral events led to the passage of the DSHEA. In
1990, 258 ingredients in over-the-counter drug pro-
ducts were banned for sale by the FDA due to inade-
quate efficacy data. Eighty-five of these ingredients
were of herbal origin. Manufacturers responded by
either pulling the products from the market or, more
importantly, selling the products as ‘‘dietary’’ supple-
ments.[14] This caught the attention of the FDA, and
in 1993, the then Commissioner David Kessler publicly
proposed that herbal supplements be held to the same
standards as drugs, that is, be proven safe and effective
or be removed from the market. These comments led
to much public concern about continued availability
of herbals, and many letters were written to members
of Congress. The political pressure was great enough
that in 1994, the DSHEA was passed.

The DSHEA was a bipartisan bill cosponsored by
Orrin Hatch of Utah and Tom Harkin of Iowa. First,
it broadened the definition of a ‘‘dietary supplement’’
to include any product designed to supplement the diet
that contained one or more of the following: a vitamin,
mineral, herb, botanical, amino acid, or any metabolic
constituent or extract thereof. To be removed from the
market, supplements must be proven unsafe by the
FDA. This is in contrast to drugs, where the burden of
proof (both safety and efficacy) is on the manufacturer.
Supplements must contain the labeling ‘‘Not evaluated
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by the FDA. This product is not intended to diagnose,
treat, cure, or prevent disease.’’ They must also be
labeled either ‘‘dietary supplement’’ or ‘‘herbal supple-
ment,’’ as well as have the common name, Latin
binomial, quantity, and plant part used on the label.
Products may be sold as dietary supplements as long
as no health or therapeutic claims are made. So, struc-
ture/function claims are permitted, and the label may
state things such as ‘‘elevates mood’’ or ‘‘maintains
cardiovascular health.’’ Disease claims, however, are
prohibited. For example, supplement labels may not
state ‘‘treats depression’’ or ‘‘lowers cholesterol.’’[3,14]

Limitations of Regulations

There are several limitations that lead to potential for
patient harm with the current regulation of herbals
under the DSHEA. First, botanical nomenclature is
not standardized. Common names for herbals may
vary depending on the region of the country. A single
herb may have more than a dozen common names
(e.g., echinacea), or one common herbal name may
refer to several different species (e.g., yellowroot and
snakeroot).[14] To avoid confusion, the American
Herbal Products Association (AHPA) has published
Herbs of Commerce, a text of more than 500 herbs
with the preferred common name, Latin binomial,
and appropriate synonyms.

Second, good manufacturing practices (GMPs) of
herbal supplement manufacturers are not regulated
by the FDA. This means that there is no guarantee that
what is on the label of the supplement is actually what
is in the bottle. An example of this is a study published
by Gurley, Gardner, and Hubbard.[15] examining the
ephedra alkaloid content of 20 herbal weight-loss sup-
plements. Ten of the 20 supplements assayed (50%)
had more than a 20% discrepancy between the actual
ephedra content and the labeling. Four products also
had significant lot-to-lot variation, up to 1000% of
labeled ephedra content in one. Interestingly, one
product contained no ephedra alkaloids at all.[15]

Third, safety assurance is the responsibility of the
FDA, not the manufacturer. This means that the
FDA must accumulate a significant amount of proof
that something is unsafe before pulling it from the
market. In addition, to help professionals, the AHPA
has published The Botanical Safety Handbook that
summarizes safety data of more than 600 herbs. How-
ever, there is no guarantee that any particular
manufactured product is safe. An example is a recent
recall of PC-SPES supplements by the FDA.[16] The
PC-SPES is a combination of eight herbs marketed
as a treatment for prostate cancer. It is known to have
estrogenic activity, which is presumably how it affects

prostate cancer.[17] However, laboratory analysis per-
formed at the California Department of Health found
that the recalled products were contaminated with
warfarin.[16] The implications of this are that even if
PC-SPES is thought to be safe, any given product
could contain other potentially harmful substances.

Finally, efficacy of herbal supplements is difficult to
establish. Many reported uses for herbs are hundreds
of years old and anecdotal in nature. Because most
herbal supplements cannot be patented, large pharma-
ceutical firms are reluctant to spend the money that is
necessary to conduct randomized, placebo-controlled
trials. To overcome this problem, in 1978, the German
government established Commission E to evaluate the
safety and efficacy of herbs. To date, more than 300
have been evaluated, and the monographs were trans-
lated into English in 1998. Unfortunately, most consum-
ers do not have access to these monographs, and the
language in the DSHEA simply adds to the potential
for patient harm, with structure/function claims lead-
ing to vague and potentially dangerous messages to
consumers. For example, echinacea is often marketed
as a supplement to ‘‘boost’’ the immune system. This
may lead patients with HIV disease to believe echina-
cea would enhance their impaired immunity. Actually,
the opposite is true: effects of echinacea may actually
decrease CD4 cell counts in HIV patients, leading to
increased risk of infection.[18]

COMMONLY USED HERBAL
SUPPLEMENTS

Many dozens of herbal supplements are available to be
purchased over-the-counter. Discussion of all these
herbal supplements is beyond the scope of this article.
Listed below is a brief discussion of each of the more
commonly available and used supplements, including
highlights of known active constituents, pharmacol-
ogy, dosing, supporting clinical literature, adverse
effects, and interactions with conventional medica-
tions. The known and potential drug–herb interactions
are summarized in Table 2.[18–22]

Black Cohosh (Cimicifuga racemosa)

Black cohosh is also known as black snakeroot, bug-
bane, bugwort, rattleroot, and rattleweed. It should
not be confused with blue cohosh, a uterine stimulant
historically used to induce labor.[18] Black cohosh is
used to treat menopausal symptoms, including hot
flashes, excessive sweating, emotional lability, and
sleep changes.[23] The exact active constituents are
not known but are thought to include the triterpene
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glycosides (such as actein, 27-deoxyactein, deoxyacetyl-
acteol, and cimicifugoside), phytosterins, and isoflavones
found in root extracts.[18,23] For many years, practitioners
thought that black cohosh must be estrogenic, but more
recent animal and human data suggest that its pharmacol-
ogy does not involve acting as an estrogen.[23] This was

confirmed by a recent controlled trial in breast cancer
patients with treatment-related hot flashes found no
difference in efficacy when compared to placebo.[24]

However, the compound was considered to be safe in these
patients. No changes in luteinizing hormone (LH) or
follicle stimulating hormone (FSH) levels were noted

Table 2 Reported and potential herb–drug interactions

Herb Interacting drug or drug class Effect

DHEA Antidiabetic agentsa Decreased hypoglycemic effects

Garlic ASA, NSAIDs Additive antiplatelet effects
Clopidogrel, ticlopidine Additive antiplatelet effects
Warfarin Increased risk of bleeding

Ginger ASA, NSAIDs Additive antiplatelet effects

Clopidogrel, ticlopidine Additive antiplatelet effects
Warfarin Increased risk of bleeding

Ginseng ASA, NSAIDs Additive antiplatelet effects
Antidiabetic agents Additive hypoglycemia
Clopidogrel, ticlopidine Additive antiplatelet effects

CNS stimulants, caffeine Additive CNS toxicity
Corticosteroids Additive CNS toxicity
Digoxin Falsely elevated levels

MAO inhibitors Increased toxicity
Warfarin Increased risk of bleeding

Ginkgo Anticonvulsants Decreased antiseizure effects
ASA, NSAIDs Additive antiplatelet effects

Clopidogrel, ticlopidine Additive antiplatelet effects
Warfarin Increased risk of bleeding

Green tea Warfarin Decreased anticoagulant effects

Hawthorne Antihypertensives Additive hypotension
Digoxin Potentiation of (þ) inotropic effects

Kava CNS depressants, ethanol Additive sedation, risk of coma

Hepatotoxins Additive hepatotoxicity

Licorice Antihypertensives Antagonism of hypotensive effects
Corticosteroids Additive mineralocorticoid effects
Digoxin Risk of toxicity due to hypokalemia

Diuretics Additive hypokalemia

Ma huang CNS stimulants, caffeine Additive CNS stimulation
Digoxin Additive toxicity
MAO inhibitors Hypertensive crisis

Melatonin CNS depressants, ethanol Additive sedation

St. John’s wort Cyclosporine Decreased levels and decreased effect

Digoxin Decreased levels and decreased effect
Indinavir, neverapine Decreased levels and decreased effect
MAO inhibitors Increased risk of MAO toxicity
Oral contraceptives Decreased levels and decreased effect

Simvastatin Decreased levels and decreased effect
SSRIs Increased risk of serotonin syndrome
Warfarin Decreased levels and decreased effect

Valerian CNS depressants, ethanol Additive sedation

ASA ¼ aspirin; NSAIDs ¼ non-steroidal anti-inflammatory drugs, such as ibuprofen, naproxen, and diclofenac; CNS stimulants include drugs

such as pseudoephedrine, dextroamphetamine, theophylline, and caffeine; MAO ¼ monoamine oxidase; CNS depressants include drugs such as

benzodiazepines, barbiturates, and ethanol; SSRIs ¼ selective serotonin reuptake inhibitors, such as fluoxetine, sertraline, and paroxetine.
aAntidiabetic agents include drugs such as insulin, glipizide, glyburide, and metformin.

(From Refs.[18–22].)
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between the two groups, indicating limited estrogenic
activity.[24] The most studied doses range from 20 mg to
40 mg twice daily.[18,23] Initial effects may be seen within
2 weeks, but maximal benefit generally takes 8 weeks of
continued therapy.[23] Black cohosh is quite well tolerated,
with only mild gastrointestinal (GI) effects noted. Long-
term data is not available, and patients should be advised
to limit use to six months.[18] Again, the concern that black
cohosh may stimulate breast or endometrial cancer cells
by acting as an estrogen is not founded based on recent
data.[23,24] However, this herb should be avoided in preg-
nancy as miscarriages have been reported. Black cohosh
has no known herb–drug interactions.[18] However, post-
menopausal patients should be advised that black cohosh
is not a direct substitute for estrogen replacement therapy,
as it has undetermined benefits for osteoporosis and
cardiovascular disease.[23]

Dehydroepiandrosterone (DHEA)

Dehydroepiandrosterone is not truly an herb but
rather a natural steroid product of the adrenal glands.
In addition, DHEA is the steroid precursor to 50% of
androgens in men, 75% of estrogens in premenopausal
women, and close to 100% of estrogens in postmeno-
pausal women. Levels peak between age 20 and 30,
then decline approximately 2% per year thereafter.[25]

Because levels are known to decline with age, DHEA
is often marketed as an ‘‘antiaging’’ supplement. There
are absolutely no clinical trials published examining
this effect. In addition, DHEA levels are known to
be lower in many chronic disease states, including some
cancers, cardiovascular disease, systemic lupus erythe-
matosis (SLE), Alzheimer’s, and progression of HIV
disease. Dehydroepiandrosterone has been studied in
small trials as a treatment for fatigue in HIV patients
as well as for treatment of depression in middle-aged
patients and for SLE.[25] Replacement doses in patients
known to be deficient (due to long-term corticosteroid
use or chronic disease) are 20 mg–50 mg per day in men
and 10 mg–30 mg per day in women.[25] Doses for the
other indications listed above are much higher, ranging
from 200 mg to 500 mg per day.[25] Adverse effects are
directly related to increased androgen production and
include acne, insomnia, irritability, and hirsutism.[18,25]

Perhaps, the most serious potential adverse effect of
DHEA is stimulation of hormone-dependent cancers
such as prostate, breast, and endometrial. Because of
this potential, patients with known risk factors or a
personal history of these tumors should not take
DHEA.[18,25] It has not been reported to cause herb–
drug interactions. However, it is a mild inhibitor of
the cytochrome P450 3A4 isoenzyme system and may
increase concentrations of metabolized drugs to a
minor extent.[18]

Echinacea (Echinacea angustifolia, E. pallida,
and E. purpurea)

Echinacea has a host of other common names,
including American coneflower, black Sampson, black
Susans, comb flower, Indian head, Kansas snakeroot,
purple coneflower, red sunflower, survey root, and
Sampson root.[18] It is used as a non-specific immune
stimulant and has several active constituents. Caffeic
acid derivatives and high-molecular weight polysac-
charides stimulate phagocytosis of macrophages and
natural killer cells. They also increase production of
tumor necrosis factor-alpha (TNF-alpha) and interleu-
kin-1. In addition, echinacea contains alkylamides that
have anti-inflammatory properties.[26] The portions of
the herb used are the dried root or the fresh juice from
the root and aerial parts. The form most commercially
available is the dried root in capsules. Because the
active constituents are not water soluble, tinctures
and teas are not likely to be as effective.[18] The best
form of echinacea is likely an alcoholic extract of the
root, either 1 : 1 or 1 : 5 in 45% ethanol. Doses are
usually 1 ml–2 ml taken 3–4 times a day. The most stu-
died indications include prevention of viral upper
respiratory infections (URIs) in patients at high risk,
as well as adjunct treatment of URIs, to decrease sever-
ity of infection. The strongest data are with treatment,
rather than prevention, and a recent review of random-
ized trials published since 1997 found two negative
and three positive. The positive trials found that
echinacea decreased the frequency, duration, and mag-
nitude of URI symptoms.[27] For this indication,
patients should be advised to begin echinacea at the
onset of symptoms and continue therapy until 24 hr
after symptom resolution.[26] For prevention, studies
have examined taking echinacea daily for 8 weeks
during the ‘‘cold and flu’’ season; however, this indica-
tion is not generally recommended due to inadequate
data.[18] Adverse effects are rarely reported, although
patients may experience allergic reactions.[26] There
are also a few reports of immunosuppression with
more than 8 weeks of continuous use, and long-term
use should be avoided. There are no known herb–drug
interactions with echinacea, but there are several herb–
disease state contraindications. HIV patients should
avoid using echinacea, because it may increase TNF-
alpha levels, which in turn decreases CD4 counts.
Also, due to the potential for immunostimulation,
patients with autoimmune diseases should not take
echinacea (e.g., multiple sclerosis, collagen–vascular
diseases).[18,26] Of interest, there is one controlled trial
in women who took echinacea during pregnancy. More
than 400 women were monitored for pregnancy out-
come: 200 who took echinacea and 200 who did not.
There was no difference in the rate of spontaneous
abortion or the rate of fetal malformations, indicating
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echinacea may be safe for limited use during preg-
nancy.[28] No other herbal product has such conven-
tional literature published for use and exposure
during pregnancy.

Evening Primrose Oil (EPO,
Oenothera biennis)

Evening primrose oil is named for the flowers on the
plant that open in the late afternoon. It is also known
as king’s cure-all.[18] The seeds contain 7%–10%
gamma-linoleic acid (GLA), an essential omega-6 fatty
acid. The body relies on the metabolic conversion of
linoleic acid to GLA, and this conversion is defective
in a number of disease states, including fibrocystic
breast disease, diabetic neuropathies, and various skin
disorders (such as atopic dermatitis and eczema).[18]

The EPO has been studied in numerous small
trials for these indications as well as for premenstrual
syndrome. Trials in various breast diseases have been
positive, although it may take 6 mo or more to see
effects. Doses range from 2 g to 4 g EPO (which is
200 mg–400 mg GLA) per day in 2–3 divided doses.
Doses for neuropathy treatment are generally
higher.[18] At all these doses, EPO is well tolerated, pro-
ducing only mild GI upset and headache. Patients
should take doses with food. In addition, EPO has
no known contraindications and no reported herb–drug
interactions.[18]

Garlic (Allium sativum)

The active component of garlic is formed when alliin, a
compound in the bulbs, is converted by the enzyme
allinase to allicin.[18] During food preparation, this
conversion takes place when the bulbs/cloves are
crushed. The conversion may also take place in the
GI tract, although the conversion is reduced in the pre-
sence of stomach acid. Fresh garlic intake is considered
to be the most efficacious way to consume this herb for
disease–treatment indications, although many forms of
tablets, capsules, tincture, and juices are available. For
non-fresh intake, tinctures and oils should be avoided
due to instability of allicin. Enteric-coated tablets,
prepared by drying the crushed bulbs and then com-
pressing them into tablets, are also likely effective, as
they bypass the effect of stomach acid.[18] Garlic has
been most studied for the treatment of dyslipidemias
and hypertension. Its effects on blood pressure are
not well substantiated; however, in a recent meta-
analysis of 13 randomized trials, garlic was found to
produce modest reductions (20%) in total cholesterol
and triglycerides.[29] Doses used range from 600 mg
to 900 mg per day, which is roughly equivalent to 4 g

of fresh garlic cloves per day.[29] In addition, a recent
review of 45 trials found not only reductions in total
cholesterol, low density lipoprotein (LDL) cholesterol,
and triglycerides with garlic therapy, but also noted
decreases in platelet aggregation. No effects on blood
glucose were seen.[30] Garlic has minimal adverse
effects, with the exception of GI effects (such as heart-
burn and flatulence) and the characteristic body
odor. Contact dermatitis has been reported with exten-
sive handling of the fresh cloves.[18] Again, garlic
inhibits platelet aggregation that may cause herb–drug
interactions with other antiplatelet and anticoagulant
drugs.[18]

Ginger (Zingiber officinale)

The part of this herb used is the root that contains
1%–3% gingerols. When the root is dried, the gingerols
are converted to shogaol and zingerone, but the clinical
significance of this conversion is not known.[31] The
gingerols are thought to stimulate upper GI motility,
similar to the effects of metoclopramide.[31] This gives
rise to ginger’s most common indication, that of an
antiemetic. Ginger has no known central effects on
the chemoreceptor trigger zone in the brain. Dosing
for motion sickness and morning sickness is 1 g–4 g
per day fresh ginger or 500 mg–1000 mg as dry pow-
dered root. Daily intake is generally divided into 2–4
doses. For motion sickness, ginger has been shown to
be superior to placebo and even to dimenhydrinate in
some small trials.[31] A recent randomized trial in 70
pregnant women with morning sickness also found
ginger to be superior to placebo for reducing both
nausea and vomiting.[32] Ginger has also been studied
in postoperative nausea/vomiting but with less positive
results. It has also been marketed as a treatment for
osteoarthritis, but the data for this indication are weak
at best.[18,31] No significant adverse effects have been
observed with ginger. It may be a mild inhibitor of
platelet aggregation, and therefore, the potential for
herb–drug interactions exist.[18] These antiplatelet data
are not as strong as for garlic, ginseng, and ginkgo.

Gingko (Gingko biloba)

The ginkgo tree is also called the kew tree, maidenhair
tree, and fossil tree.[18] It is the oldest known tree spe-
cies, and the largest commercial farm of gingko trees is
in Sumter, South Carolina. The most common indica-
tions for ginkgo are related to increasing mental
capacity, as well as to treat cerebral and peripheral vas-
cular disease. This may be due to touted benefits of
flavonoids and terpenoids (gingkoloides and others)
that may inhibit platelet-activating factor, increase
cerebral circulation, inhibit arterial spasms, decrease
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capillary permeability and fragility, and improve brain
tolerance to hypoxia. They may also act as free radical
scavengers.[18] It is recommended that extracts from
the seeds and leaves be used that have been standard-
ized to 24% flavonoids and 6% terpenoids. The most
studied tablets contain 40 mg of this extract. Use for
general improvements in cognitive function are not
well studied; however, there have been several trials
for Alzheimer’s-type dementia. Doses from 40 mg to
80 mg 3 times daily have been shown to improve cog-
nitive skills, although results may take 3 mo or longer
to be seen.[18,33] In addition, a recent meta-analysis
examined the results of eight randomized trials treating
intermittent claudication with ginkgo 40 mg 3–4 times
daily. This dose significantly improved pain-free walk-
ing distances.[34] The reported adverse effects of gingko
include nausea/vomiting, diarrhea, and seizures with
overdose or excessive intake of the seeds (rather than
the leaves).[18] There have also been case reports of
excessive postoperative bleeding, likely due to the
antiplatelet effects of gingko.[35] Due to these antiplate-
let effects, there is the potential for herb–drug inter-
actions with conventional anticoagulant and antiplatelet
agents.[18]

Ginseng

The herb known as ‘‘ginseng’’ is representative of the
dangers of inconsistent nomenclature. There are actu-
ally three herbs that are known by this common name:
American or western ginseng (Panax quinquefolius),
Asian or Chinese ginseng (Panax ginseng), and
Siberian ginseng (Eleutherococcus senticosus), a very
different albeit related plant species.[18] For the pur-
poses of this text, ginseng refers to both American
and Asian, as they have very similar therapeutic and
adverse effects. The active components in ginseng are
12 ginsenosides isolated from the root.[18] Ginseng is
marketed to enhance both physical and mental perform-
ance, and certainly the ginsenosides are CNS (central
nervous system) stimulants. However, data for the
therapeutic effectiveness of these compounds are lim-
ited. A recent trial in 83 otherwise young healthy adults
(mean age 26 years) compared two doses of ginseng
(200 mg and 400 mg per day) to placebo.[36] There were
no differences noted in psychological well-being.[36]

Adverse effects reported for ginseng are numerous
and include chest pain, palpitations, hypertension,
headache, insomnia, irritability, nervousness, hypogly-
cemia, impotence, and GI effects (such as nausea,
vomiting, and diarrhea). Reported and potential drug
interactions are related to ginseng’s antiplatelet and
CNS stimulant effects.[18] Due to these adverse effects
that occur more frequently than with other previously
discussed herbals, ginseng should be used cautiously,

particularly in patients with a history of cardiovascular
or CNS disease.

Glucosamine/Chondroitin

Glucosamine is an endogenous aminomonosaccharide
used in the synthesis of proteoglycans in cartilage,
which are depleted in osteoarthritis.[37] Current con-
ventional treatment of osteoarthritis is supportive only
and includes treatment with acetaminophen or non-
steroidal anti-inflammatory drugs (NSAIDs). These
drugs decrease the pain and inflammation associated
with the disease, but they do not change the overall dis-
ease process.[37] Glucosamine, on the other hand, may
increase cartilage production, or at least slow break-
down, as well as provide mild anti-inflammatory
effects.[37] Chondroitin is extracted from the cartilage
in bovine trachea and may increase collagen synthesis
in cartilage.[18] Short-term trials with each agent used
individually have shown modest results compared to
placebo and NSAIDs.[18] A meta-analysis of 15 random-
ized, placebo-controlled trials was positive overall in
favor of glucosamine/chondroitin, but the authors
remarked that bias was likely as almost all the trials
were sponsored by the manufacturer.[38] They con-
ceded that efficacy in osteoarthritis appears ‘‘prob-
able.’’[38] Unfortunately, the additional benefit of
chondroitin to oral tablets is minimal at best, because
glucosamine is 95% absorbed but chondroitin has
minimal oral bioavailability.[18] The combination is
well tolerated, producing only mild headache, nausea/
vomiting, and occasional rash.[18] The Arthritis Foun-
dation does not recommend the use of this supplement,
but due to few adverse effects, a trial in patients
intolerant to other conventional analgesics would not
be unreasonable. Doses are often weight-based and
range from 1000 mg to 2000 mg per day, divided.[18]

Unfortunately, there are no long-term studies pub-
lished with this long-term condition. Animal data have
reported hyperglycemic effects, so diabetic patients
should monitor blood glucose levels closely.[18]

Grapeseed (Vitis vinifera)

Grapeseed extracts from the seeds of the herb contain
flavonoids, as well as some essential fatty acids and
tocopherols. The flavonoids are considered as the pri-
mary active constituents, inhibiting lipid peroxidation.
Tocopherols, related to vitamin E, are also antioxidant
in nature.[18] The most studied patient population with
grapeseed is cardiovascular disease patients, particu-
larly patients with dyslipidemias. Doses range from
25 mg to 300 mg daily. No adverse effects or drug inter-
actions have been reported for grapeseed, although
conventional clinical data are limited.[18]
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Green Tea (Camellia sinensis)

Green tea is made in a curing process that withers and
then ferments the leaves of this herb before drying
them. This process is thought to preserve the activity
of the polyphenols contained in the fresh leaves. Most
teas are standardized to contain 60% polyphenols,
which are purported to have antioxidant, lipid-
lowering, and potentially anticancer effects.[18] Green
tea also contains 1%–4% methylxanthines, including
caffeine.[18] Clinical trials looking at the efficacy of
green tea are few, but it is thought that significant con-
sumption (6–10 cups per day) is necessary to see
effects.[18] A recent phase 1 trial in patients with refrac-
tory solid tumors found no objective responses with
5% stable disease.[39] The dose-limiting toxicities were
caffeine-related, and the maximum tolerated dose was
equivalent to 7–8 cups per day of green tea.[39] Dairy
products may inhibit the polyphenols in green tea, so
concurrent consumption should be avoided. The only
reported adverse effects are rare allergic reactions.
Patients should be advised, however, of the modest
caffeine content of green tea, particularly because
many herbal teas are ‘‘caffeine-free.’’[18] Green tea may
contain significant vitamin K content as well; there-
fore, the effects of warfarin may be inhibited.[40]

Kava (Piper methysticum)

Kava is a member of the black pepper family and is
also known as ava, awa, kew, sakaw, tonga, and
yagona.[18] The root contains kavapyrones that inhibit
the limbic system, and they are sedating and may ele-
vate mood to a minor degree. Kava is marketed as
an anxiolytic and as treatment for depression and
insomnia.[41] Doses used range from 60 mg to 120 mg
daily at bedtime.[18] Unfortunately, several potentially
dangerous effects have been recently attributed to
kava. Clearly, sedation, visual changes, and decreased
motor reflexes are potential toxicities. Coma has even
been reported with concurrent use of kava and alpraz-
olam.[41] In addition, the FDA is investigating at least
25 cases in Europe of hepatotoxicity attributed to
kava.[16] Caution should be exercised when using kava
with other CNS depressants, especially benzodiaze-
pines, or hepatotoxins. Kava does not appear to cause
psychological dependence.[18]

Ma Huang (Ephedra sinica and nevadensis)

Ephedra has also been called Brigham tea, desert tea,
herbal fen-phen, joint fir, Mexican tea, Mormon tea,
natural ecstasy, popotillo, sea grape, squaw tea, team-
ster tea, and yellow horse.[18] The active component,
ephedrine, was isolated in the 19th century and was

used extensively in the 20th century in nasal deconge-
stants and as a CNS stimulant. Extracts of ephedra
seeds and stems contain 0.5%–2.5% alkaloids, not only
including ephedrine, but also pseudoephedrine, methyl-
ephedrine, and norephedrine. All are CNS stimulants,
with effects similar to amphetamines and caffeine.[18]

Although ephedra is no longer available in conven-
tional nasal decongestants due to the risk of toxicity,
it is commonly found in many herbal weight-loss prod-
ucts. This is due to its ability to suppress the appetite
and increase metabolic rate. Ephedra is available as
capsules, tablets, teas, and tinctures. The FDA advises
consumers not to take more than 24 mg in 24 hr and to
limit use to no more than 7 days.[18] The primary prob-
lem with ephedra is the high potential for toxicity. It
is a CNS stimulant, and as such, can cause anxiety,
confusion, headache, insomnia, and irritability. These
effects are greatly increased when ephedra is taken with
caffeine. In addition, ephedra has significant cardiovas-
cular effects, including reported hypertension, tachy-
cardia, myocardial infarction, and cardiac arrest,
usually when the labeled maximum daily dose is
exceeded. These potentially fatal effects have been
reported even in previously healthy young adults. A
recent review of 98 events thought to be possibly or
probably related to ephedra intake in a 2-yr period
(1997–1999) found 47% cardiovascular effects (primar-
ily hypertension, as well as palpitations and tachy-
cardia), as well as 18% CNS effects, including strokes
and seizures. Ten deaths were reported.[42] All of these
adverse effects also lead to potential herb–drug inter-
actions with other stimulant drugs. In addition, patients
with glaucoma, cardiovascular disease, thyroid disease,
psychiatric conditions, diabetes, or prostate disease
should avoid using ephedra. Pregnant women should
also not take this supplement due to the potential for
uterine contractions and preterm labor.[18] The FDA
is still investigating all reports of serious effects (more
than 800 to date) due to ephedra and may ban this
product from the market in the future.[18]

Melatonin (N-Acetyl-5-methoxytryptamine)

Melatonin is not an herb but rather is a naturally
occurring hormone produced in the pineal gland from
tryptophan. It is also commercially synthesized.
Endogenously, melatonin is released during sleep peri-
ods, and levels are low during the day.[18,43] As a
supplement, melatonin has been most studied as a
preventative/treatment for jet lag and as a sedative–
hypnotic. For jet lag, patients are advised to take
5 mg daily at bedtime beginning three days prior to
travel and continuing for three days after travel is
complete.[18,43] Levels of melatonin decrease with age,
so it has been studied in elderly patients with sleep
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disorders. This patient population is more sensitive to
the effects of melatonin; therefore, they should start
with lower doses, usually 1 mg–2 mg at bedtime.[43]

Patients with liver disease should use melatonin cau-
tiously, as clearance of the compound is impaired.[43]

Adverse effects reported with melatonin use include
headache, confusion, sedation, and mild hypothermia.
Concurrent use of CNS depressants, including alcohol,
should be avoided.[18,43]

Milk Thistle (Silybum marianum)

Milk thistle is also known as Our Lady’s thistle, Mary
thistle, Marian thistle, and St. Mary’s thistle.[18] The
active constituent, silymarin, has been isolated and
the structure determined for many years. Only the fruit
of the herb contains the active ingredient, 1%–4% as a
mixture of three related compounds: silibinim, silidya-
nin, and silychristin.[44] Silymarin may act to stabilize
hepatocyte membranes, as well as stimulate RNA
polymerase, aiding liver regeneration after cell damage.
It is also thought to be a free radical scavenger.[18]

Interestingly, milk thistle is the only known antidote
for poisoning by the ‘‘death cap’’ mushroom, Amanita
phalloides. The dosing for this poisoning is intrave-
nous silymarin, which is only available in Europe.[18]

Milk thistle is also marketed and studied as a treat-
ment for acute and chronic alcoholic and viral hepati-
tis, as well as a treatment for hepatotoxicity from
drugs such as haloperidol and prochlorperazine.[44]

Decreased complication rates have been observed in
acute viral hepatitis, as well as improvement in liver
function tests in alcoholic hepatitis. However, no survi-
val benefit with milk thistle has been observed.[44] The
most studied dose for liver diseases is 140 mg silymarin
three times daily, which are 200 mg milk thistle extract
doses standardized to 70% silymarin.[18] Teas should be
avoided as a dosage form due to silymarin being prac-
tically water-insoluble.[44] Milk thistle has no known
herb–drug interactions and causes minimal toxicity,
including diarrhea and occasional allergic reactions.
Milk thistle should be avoided in pregnancy due to
its ability to cause uterine contractions.[18]

S-Adenosylmethionine (SAMe)

This is an endogenous substance produced from
adenosine triphosphate and the amino acid methionine.
It is naturally involved in a range of biological pro-
cesses.[45] As a supplement, it is most studied in the
treatment of depression, as well as treatment of liver
disease. In a recent meta-analysis, doses of 400 mg–
1600 mg per day were found to be superior to placebo
and as efficacious as moderate-dose tricyclic anti-
depressants.[45] A few small trials in patients with

liver disease have demonstrated improvement in liver
enzymes with doses of 1600 mg per day or more.[45]

Due to limited bioavailability, SAMe was previously
only available intravenously. Enteric-coated tablets
are now available as well, but bioavailability studies
are lacking. Doses should be titrated, starting with
200 mg once daily and increasing by 200 mg increments
every 1–2 weeks.[45] The SAMe is well tolerated, with
only mild GI distress noted as an adverse effect and
no known drug interactions.[45]

Saw Palmetto (Serenoa repens)

Saw palmetto is also known as the cabbage palm and
American dwarf palm tree.[18] The ripe berries are
thought to contain the active ingredients (perhaps fatty
acids and sterols); however, the exact active compo-
nents are not known.[18] Saw palmetto is mainly used
in the treatment of benign prostatic hypertrophy[46]

due to postulated inhibition of 5-alpha-reductase, the
same mechanism as the conventional drug finasteride.
The dose most studied is 160 mg twice daily. In a recent
meta-analysis of 18 randomized trials, saw palmetto
improved urologic symptoms to a rate similar to finas-
teride and better than placebo.[46] Saw palmetto is well
tolerated, causing mild abdominal pain, nausea/vomit-
ing, and occasional decreased libido.[46] Due to the risk
of birth defects, pregnant women should avoid the use
of saw palmetto.[18] No known herb–drug interactions
are reported; however, saw palmetto will reduce
prostate-specific antigen (PSA) levels. This test is used
to screen for prostate cancer; therefore, men at risk of
this disease should avoid saw palmetto due to the risk
of a false negative result.[18]

St. John’s Wort (Hypericum perforatum)

This herb is also known as St. Joan’s wort, klamath
weed, and goatweed.[18] It has historically been used
for many purposes, but most recently it is marketed
as an antidepressant. In fact, it outsells all conven-
tional antidepressants in Germany. The active con-
stituent is hypericin that seems to act as a weak
monoamine oxidase MAO inhibitor and a selective
serotonin reuptake inhibitor (SSRI). Dopamine and
norepinephrine uptakes are also mildly inhibited.[18]

St. John’s wort is available in many forms, as a tablet,
tea, tincture, and the raw dried herb. For best results, a
tablet standardized to contain 0.3% hypericin should
be taken; Kira� by Lichtwer Pharma is the most exten-
sively studied.[18] Randomized, placebo-controlled
trials using 300 mg of St. John’s Wort three times daily
have found it to be superior to placebo in mild to mod-
erate depression. Response rates are generally regarded
as inferior to conventional antidepressants, including
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tricyclic antidepressants and SSRIs.[47,48] In addition,
St. John’s Wort is not without toxicity. Reported adverse
effects include dizziness, headache, sleep changes, rest-
lessness, dry mouth, and photosensitivity.[18] Perhaps
most significant are the reported herb–drug interactions.
St. John’s Wort is a significant inducer of the cytochrome
P450 3A4 isoenzyme system, which is responsible for
metabolizing up to 60% of conventional drugs. There
are several case reports of clinically significant decreases
is serum cyclosporine concentrations, leading to trans-
planted organ rejection.[49,50] Also, decreases in indinavir
concentrations have been reported, which could poten-
tially lead to HIV treatment failures and resistance.[51]

Other drugs metabolized via 3A4, including warfarin,
digoxin, oral contraceptives, and simvastatin could
potentially have levels decreased by St. John’s Wort.[18]

Finally, because of its weak MAO inhibition and
serotonin re-uptake effects, St. John’s Wort should not
be taken concurrently by patients on MAO inhibitors
or SSRIs.[18]

Valerian (Valeriana officinalis)

Valerian has also been called All Heal, amantilla,
Baldrianwurzel, and setwell.[18] The root extract
contains iridoid triesters (valepotriates) that stimulate
the release of gamma-aminobutyric acid (GABA).[52]

This pharmacology is similar to that of the benzo-
diazepine sedatives.[18] Animal studies confirm this
pharmacology, as valerian attenuates benzodiazepine
withdrawal symptoms in rats.[52] As a sedative/
hypnotic, valerian doses range from 400 mg to
900 mg taken at bedtime. Placebo-controlled trials are
small and have mixed results. Some have shown
increased quality of sleep and decreased sleep latency,
while others have shown no difference vs. placebo.[52]

Data for using valerian as an anxiolytic are equally
weak. Patients desiring to take valerian prior to an
anxiety-producing event should be advised of the ques-
tionable efficacy and that the doses are much smaller
than as a sedative, 100 mg taken 90 min prior to
the event.[52] Adverse effects include sedation, visual
changes, headache, rare allergic reactions, nausea/
vomiting, and case reports of hepatotoxicity. Use with
other CNS depressants, including alcohol, should be
avoided.[18]

Potentially Unsafe Herbs

Any herb may be unsafe or cause serious adverse
effects when used incorrectly. The herbs listed in
Table 3, however, have been more commonly reported
to cause serious or life-threatening effects. Many are
on the FDA’s official list of unsafe herbs.[18]

Many unsafe herbs are anticholinergic in nature,
often due to significant hyoscyamine (and to a lesser
extent, scopolamine) content. This includes belladonna,
the nightshades, henbane, jimsonweed, and mandrake.
These herbs cause a constellation of symptoms often
referred to as ‘‘Hot as a hare, blind as a bat, dry as
a bone, red as a beet, mad as a hatter.’’ This includes
confusion, hallucinations, agitation, elevated tempera-
ture, hypertension, tachycardia, mydriasis, dry mucous
membranes, dry/flushed skin, and nausea/vomiting.
Ultimately, respiratory arrest, seizures, and life-
threatening arrhythmias can occur.[53]

One herb, the calabar bea, actually causes choliner-
gic toxicity (as seen with pesticide overdoses) due to
the physostigmine content in the ripe seeds. This toxi-
city includes bradycardia and hypotension, potentially
leading to cardiac and respiratory arrest.[18]

Several herbs have significant content of cardiac
(digitalis) glycosides, including A Scotch broom,
Canadian hemp, hedge mustard, Lily of the Valley,
monkshood, wallflower, and foxglove, of which the
conventional medication digoxin is derived. These
herbs can cause bradyarrhythmias and heart block.[18]

Other potentially unsafe herbs have varying degrees
of neurotoxicity, GI toxicity, and hepatotoxicity. Many
cause multiorgan toxicity. Nux vomica contains strychi-
nine in the seeds and bark. Jalap and castor bean are
cathartic laxatives. Callamus, chapparal, and comfrey
are potential hepatocarcinogens.[54] Autumn crocus
contains colchicine, and lobelia has nicotine-like effects.
All of these herbs should be avoided, and their high
potential for toxicity re-enforces the idea that ‘‘natural’’
certainly does not always mean ‘‘safe.’’[18,53,55,56]

PATIENT ASSESSMENT AND
COUNSELING TIPS

When assessing a patient who wants to begin an herbal
supplement, both past medical history as well as con-
current conventional medication used should be taken
into account for potential interactions, as discussed
before. Patients should be counseled to inform the
pharmacist of all medications being taken, both con-
ventional and otherwise. They should be told that
herbals may be helpful or harmful and that limited
efficacy data are usually available that is done in a con-
trolled, scientific manner. If the pharmacy practitioner
feels that the supplement is safe to be taken by the
patient, then several counseling points should be
stressed to maximize the potential of taking a quality
supplement product. Multi-ingredient products should
generally be avoided unless the patient is under the
care of an herbalist. Labels should list both the com-
mon and Latin names, as well as the name and address
of the manufacturer. It is likely better to purchase a
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supplement made by a reputable, well-known manu-
facturer who has a history of conforming to GMPs.
The patient should be told to be aware of the different
dosage forms available and that not all herbals work
best when taken as a tablet. ‘‘Whole herb’’ products
are generally ground plant parts and are not standard-
ized at all. They should be avoided. Of course, patients
should be cautioned to not believe every efficacy claim
made for supplements. Finally, patients should be told
to promptly report any adverse effects they think may
be due to the supplement.

ALTERNATIVE MEDICINE RESOURCES

Of course, published review articles, clinical trials, and
case reports can be found on Medline. To aid the phar-
macy practitioner in evaluating the potential safety
and efficacy of various herbal products, the following
is a list of additional reputable resources.[57,58]

Textbooks

� The American Cancer Society’s Guide to Comple-
mentary and Alternative Cancer Methods (American
Cancer Society, 2000).

� The Botanical Safety Handbook (McGuffin, CRC
Press, 1997).

� Herb Contraindications and Drug Interactions
(second edition, Brinker, Eclectic Medical Publica-
tions, 1998).

� Herbal Medicinals: A Clinician’s Guide (Miller &
Murray, Haworth Press, 1998).

� Herbal Medicine: Expanded Commission E Mono-
graphs (Blumenthal, Brinckmann, Goldberg, Inte-
grative Medicine Communication, 2000).

� The Professional’s Handbook of Complementary
and Alternative Medicine (Fetrow & Avila, Spring-
house, 1999).

� Rational Phytotherapy: A Physician’s Guide to
Herbal Medicine (fourth edition, Schulz, Springer-
Verlag, 2001).

� Tyler’s Herbs of Choice: The Therapeutic Use of
Phytomedicinals (second edition, Robbers & Tyler,
Haworth Press, 1999).

� Tyler’s Honest Herbal: A Sensible Guide to the Use
of Herbs and Related Remedies (fourth edition,
Foster & Tyler, Haworth Press, 1999).

Periodicals

� Alternative Medicine Alert.
� Alternative Medicine Journal.
� HerbalGram (American Botanical Council).

� Journal of Alternative and Complementary Medicine.
� Journal of Natural Products (American Society of

Pharmacognosy).
� Natural Medicines Comprehensive Database (The

Pharamcists’ Letter).
� The Review of Natural Products (Facts and

Comparisons).

Web Resources

� Alternative Medicine Foundation Herbal Medicine
(http://www.herbmed.org).

� American Botanical Council (http://www.herbalgram.
org).

� American Cancer Society’s Alternative and Compli-
mentary Therapies.

� Herbal Research Foundation (http://www.herbs.
org).

� HerbNet (http://www.herbnet.com).
� NAPRALERT at the University of Illinois at

Chicago (http://www.pmmp.uic.edu).
� National Cancer Institute PDQs on Alternative

Cancer Therapies (http://www.cancer.gov).
� National Center for Complimentary and Alterna-

tive Medicine (http://nccam.nih.gov).
� The Natural Pharmacist (http://www.tnp.com/home.

asp).

CONCLUSIONS

Use of alternative medicine is on the rise, with herbal
medicine being one of the fastest growing practices.
Herbal medicines are not held to the same efficacy
and safety standards as conventional medicines, but
are rather sold as dietary supplements under the
DSHEA of 1994. Limitations of this legislation
include: non-standard botanical nomenclature, little
guarantee of GMPs, the burden of safety being on
the FDA rather than the manufacturer, and efficacy
data lacking. Nonetheless, dangerous adverse effects
and herb–drug interactions are being reported with
increasing frequency. Current pharmacy practitioners
have not received formal training in herbal medicine,
yet they need to be familiar with herbal uses, dosing,
toxicities, contraindications, and potential drug inter-
actions. This is necessary to help patients who choose
to use supplements safely. Echinacea, garlic, ginseng,
ginkgo, St. John’s wort, ma huang, and valerian are
among the most commonly used supplements, but
there are many others readily available with potentially
harmful effects. Fortunately, in addition to conven-
tional periodicals, a number of reputable herbal texts
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and journals are available to provide the pharmacy
professional with reliable herbal drug information.
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Amorphous Pharmaceutical Systems

Bruno C. Hancock
Pfizer Inc., Groton, Connecticut, U.S.A.

INTRODUCTION

Interest in amorphous pharmaceutical systems has been
steadily growing over the last 10 years.[1] This is mainly
because of:

� An increased understanding of amorphous systems
in allied disciplines (e.g., food science and materials
science).

� Greater prevalence of protein and peptide thera-
peutic agents that cannot be readily crystallized.

� An increasing need to work with active pharmaceu-
tical ingredients (APIs) that have very low solubility
in aqueous biological fluids.

� Greater regulatory scrutiny of the physical form of
active and inactive pharmaceutical materials and
dosage forms, and the manufacturing processes
used to make them.

This article provides an overview of the properties
and occurrence of amorphous pharmaceutical materi-
als, and outlines their key applications in dosage form
development. It describes their characteristics and the
fundamental scientific basis for these characteristics.
It also highlights the topical issues of chemical/
physical stability and ‘‘polyamorphism.’’

BACKGROUND

Amorphous materials are a distinct class of solids,
separate from the more common and well-known crys-
talline solids. At the molecular level, they lack the
three-dimensional long-range order that is characteris-
tic of crystalline solids; instead, their molecules are
randomly arranged in space and the interactions
between neighboring molecules (e.g., hydrogen bonds
and electrostatic repulsion) are not repeated with any
regularity throughout the sample. Amorphous materi-
als may be single chemical entities (e.g., a drug sub-
stance or excipient), or molecular-level mixtures of
materials (e.g., drug–polymer dispersions). The latter
trait is a property of amorphous materials that is rarely
shared with crystalline solids.

Lack of molecular order in amorphous phar-
maceutical systems may be because of difficulty in
crystallizing the material in question, such as for

high-molecular-weight proteins and polymers, or may
be the result of selecting a processing operation that
prevents crystallization from occurring (e.g., quench
cooling a molten drug). It is also possible that a
normally crystalline sample can become partially
amorphous (and thus partially crystalline) by being
handled or processed in a manner that causes the
crystal structure to be damaged. The creation of amor-
phous character within pharmaceutical materials
occurs both intentionally (e.g., to improve handling
characteristics) and unintentionally (e.g., by poor con-
trol of a manufacturing process); in either case, it will
have a significant effect on the physical and chemical
properties of the sample because the material will have
higher average level of molecular mobility, and a
higher entropy and enthalpy than the crystalline form
of the same material.[2]

APPLICATIONS

Amorphous materials are used for a wide range of
pharmaceutical applications:

� Therapeutic proteins typically exist in a non-
crystalline or amorphous form because their macro-
molecular structures are not readily crystallized.
These materials are commonly prepared in an
amorphous dispersion with bulking and stabilizing
excipients to ensure an adequate product shelf life
and ease of administration. Examples of such ther-
apeutic proteins include insulin and interferon.[3]

� Amorphous materials typically have a higher rate
of dissolution and a higher kinetic solubility that
their crystalline counterparts (Fig. 1).[4] These char-
acteristics can be exploited to enhance the rate and
extent of absorption of poorly water-soluble APIs
from the gastrointestinal tract.[5] Such formulation
approaches have been described for many APIs
including indomethacin, griseofulvin, and several
barbiturates.[5–7]

� The ability of amorphous materials to form molecular-
level mixtures has been used by many workers in
an attempt to stabilize, and otherwise modify,
the properties of difficult-to-handle pharmaceutical
materials. Several reviews of the uses of such solid
dispersion systems have been published.[7–9]

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120014345
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� A great many of the materials that are used as pharma-
ceutical excipients occur naturally in the amorphous
or partially amorphous state (e.g., gelatin and starch).
Many others have been found to possess improved
handling and mechanical properties when processed
in such a manner as to render them at least partially
amorphous. Examples of this include the grades of
microcrystalline cellulose and lactose monohydrate
used as pharmaceutical tableting diluents.[10]

� Pharmaceutical materials that are processed by
‘‘high-energy processes’’ such as freeze drying,
spray drying, jet milling, and melt extrusion are
often rendered at least partially amorphous. This
occurs by virtue of the fact that these processes
create conditions that can prevent crystallization
from occurring as the solid material is formed, or
they can mechanically disrupt the structure of an
existing crystalline material. In commercially
freeze-dried cephalosporin antibiotics, the proces-
sing conditions are such that the drug is usually in
the amorphous state in the final formulation.[11,12]

Likewise, in jet-milled drug substances used for
aerosol drug delivery devices, the API is often in a
partially amorphous state after it has been milled.[13]

OCCURRENCE

There seems to be no limit to the types of pharmaceu-
tical systems that can be isolated in the amorphous
state. In the literature, samples of sugars, acids, bases,
polymers, buffers, inorganics, salts, natural products,
proteins, and low-molecular-weight APIs have all been
reported to exist in an amorphous form.[14] Likewise,
pharmaceutical raw materials, intermediates, and final
products that include these amorphous materials are
widespread and varied (Table 1).

The most common methods by which amorphous
pharmaceutical materials are intentionally manufac-
tured are freeze drying, spray drying, and melt extru-
sion; however, many other processes that would
create an amorphous sample can be envisaged (Fig. 2).
Processes that have been reported to unintentionally
induce amorphous character in pharmaceutical sam-
ples include milling, blending, wet granulation, and
drying,[2,12,13,15] although one can appreciate that
almost any handling or processing operation has the
potential to cause the molecular disruption of a sensi-
tive crystalline material.

Different localized levels of molecular order can
coexist in some pharmaceutical materials, giving rise
to the occurrence of ‘‘partially crystalline’’ (and
‘‘partially amorphous’’) systems. In most cases, the
properties of such materials (e.g., density) are inter-
mediate to those of the 100% amorphous and 100%
crystalline samples. By deliberately varying the level
of crystallinity in such systems, their properties can
be customized for a particular purpose. An example
of this is with the tableting excipients microcrystalline
cellulose and spray-dried lactose, which have had their
compression characteristics optimized by manipulating
their amorphous content.[10,16] The properties of par-
tially crystalline materials may be approximated in
many instances by making physical mixtures of the
totally amorphous and crystalline samples. This is
known as the ‘‘two-state’’ model for partially crystal-
line systems.[17] However, such experiments should be
undertaken with caution as the mixed ‘‘two-state’’
material can sometimes have significantly different
properties from the partially crystalline material that is
manufactured directly (the real ‘‘one-state’’ system).[17,18]

The presence of low levels of amorphous character
in predominantly crystalline samples (and vice versa)
occurs quite often, and can be the cause of unexpected
processing or stability problems in pharmaceutical sys-
tems.[13] Much effort has been directed at developing
analytical tools both to detect and to quantify small
amounts of one phase in another, primarily through
the use of calorimetric and spectroscopic meth-
ods.[17,19] This is an important area of research and
development because the performance and stability
of seemingly 100% amorphous (or 100% crystalline)
materials can be significantly altered by the presence
of very low levels (<1%) of the opposite phase.[20]

This includes the phenomenon known as amplification
that has been eloquently described by Ahlneck and
Zografi.[18]

CHARACTERISTICS

The common physical characteristics of amorphous
pharmaceutical materials are quite different from those

Fig. 1 Aqueous solubility of the amorphous and crystalline

forms of indomethacin. (From Ref.[4].)
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of their corresponding crystalline materials (Table 2).
Generally:

� The true or absolute density of the amorphous
phase is 5–20% less than that of the crystalline
phase (Table 3). This is because of the less efficient
packing of molecules that are randomly oriented
relative to each other.

� When viewed using polarized light microscopy,
particles of an amorphous sample will not exhibit

the birefringence that is characteristic of crystalline
materials. This provides a very simple qualitative
test for amorphous or crystalline character in a
pharmaceutical powder.

� Amorphous materials will not diffract X-rays in a
coherent manner; thus powder X-ray diffraction
patterns are broad halos with no or very few char-
acteristic peaks for these materials (Fig. 3).[21,22]

� The apparent aqueous solubility of amorphous
materials is much higher than that of their crystal-
line counterparts (Fig. 1). This is a kinetic phenomenon
and, eventually, the solute in the supersaturated
solution that is formed will begin to crystallize
and the equilibrium solubility of the crystalline
phase will be attained. The transient increase in
solubility is often significant (>10�) and can be
exploited to give markedly improved biopharma-
ceutical performance.[4]

� Amorphous materials will absorb significant
amounts of water vapor from their surroundings
relative to their crystalline counterparts.[23] This is
true even for very hydrophobic materials.[24]

� When analyzed using common thermal analytical
methods [e.g., differential scanning calorimetry
(DSC)], amorphous materials will exhibit an appar-
ent second-order phase transition (the so-called
‘‘glass transition temperature’’ or Tg) in a temperature

Table 1 Examples of some amorphous pharmaceutical materials

Material types Material categories

Organic small molecules (e.g., lactose)
Polymers (natural and synthetic)

Active pharmaceutical ingredients (API)
(e.g., nelfinavir mesylate)

(e.g., xanthan gum and povidone) Tablet fillers (e.g., microcrystalline cellulose)
Sugars and carbohydrates

(e.g., sucrose and dextran)

Glidants (e.g., silicon dioxide)

Suspending agents (e.g., tragacanth and guar gum)
Peptides and proteins (e.g., insulin)
Lipids and oils

Salts, acids, and bases (e.g., zinc oxide)
Buffer systems
Frozen aqueous solutions

Dosage forms Therapeutic areas

Tablets (e.g., quinapril hydrochloride) Anti-infectives (e.g., erythromycin ethyl succinate)
Capsules (e.g., pancrease) Anti-coagulants (e.g., warfarin sodium)
Oral suspensions (e.g., cefuroxime axetil) Anti-asthmatics (e.g., montelukast sodium)

Injectables (e.g., coumadin) Anti-psychotics and anxiolytics
Sterile powders (e.g., cefoxitin) Hypnotics and anticonvulsants (e.g., barbiturates)
Topicals (e.g., zinc oxide powder) Anti-hypertensives

Anti-inflammatories (e.g., indomethacin)

Analgesics (e.g., aspirin)
Antacids (e.g., aluminum hydroxide)
Diuretics

Enzymes (e.g., pancreatin)
Hormones

From the current EP, USP/NF, and Physician’s Desk Reference.

Fig. 2 Methods of forming an amorphous sample.
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range that is significantly below the melting point of
the crystalline material. The Tg of an amorphous
material is one of its characteristic properties and
can be used to assess its likely stability and suitability
for use in pharmaceutical dosage forms.[1]

� The degree of molecular mobility (assessed as the
average molecular relaxation time t) of amorphous
systems in the region near Tg follows a non-
Arrhenius temperature dependence. This so-called
‘‘fragility’’ (dt/dT at Tg) of amorphous materials
is a defining characteristic.[1]

� The mechanical properties of amorphous materials
are noticeably different from their crystalline coun-
terparts because of the different number and type of
intermolecular interactions (Table 4).[25,26] Hancock
et al.[25] found that at temperatures more than
50 K below Tg, an amorphous drug powder formed
compacts that were significantly more brittle than
those formed from the crystalline form of the drug
although the tensile strengths of the compacts
were similar.

FUNDAMENTAL DESCRIPTION
AND DEFINITION

Although amorphous pharmaceutical materials can be
readily isolated and may persist for many thousands of
years,[27] they are in fact a thermodynamically meta-
stable state and will eventually revert to the more
stable crystalline form. Fig. 4 shows a ‘‘snapshot in
time’’ of the free energy–temperature relationship for
a material that can be isolated as both an amorphous
form and a crystalline form. This quasi-equilibrium
thermodynamic view of the amorphous state shows
that the amorphous form has a significantly higher free
energy than the crystalline form, and illustrates why it is
expected to have a much higher aqueous solubility and
significantly different physical properties (e.g., density).

Fig. 4 also illustrates one common pathway for
forming amorphous materials (i.e., supercooling the
molten material to temperatures below the melting
point of the crystalline phase). To achieve this, rapid
cooling rates are usually required. As the material is
cooled, the speed of molecular motions within the sam-
ple decreases dramatically and the viscosity of the
material increases markedly. In the region known as
the glass transition temperature (Tg), the average mole-
cular mobility is sufficiently slow that the system falls
out of energetic equilibrium with its surroundings,
and the material forms a so-called glassy phase. Such
glasses share many of the properties of crystalline
materials (e.g., solid macroscopic appearance, low spe-
cific heat capacity, and low thermal expansivity), which
makes them attractive for use in pharmaceutical
dosage forms. However, all glasses are metastable

Table 2 Characteristics of amorphous and crystalline systems

Amorphous systems Crystalline systems

True density of the amorphous form is
5–20% less than the crystalline form

True density of pharmaceutical crystals is
typically between 1 and 2.5 g/mL

Amorphous particles appear dark under
polarized light microscope

Crystalline particles exhibit characteristic birefringence
patterns when viewed under a polarized light microscope

X-rays are randomly diffracted by amorphous

powders resulting in a broad halo for the
diffraction pattern (Fig. 3)

X-rays are diffracted in a coherent manner by crystalline

powders to produce a diffraction pattern with well-defined
and characteristic peaks (Fig. 3)

Amorphous materials typically exhibit a
significant initial increase in aqueous solubility
and dissolution rate relative to the crystalline

material (�2�) (Fig. 1)

Crystalline samples sorb water in relatively small quantities
unless they form stoichiometric crystalline hydrates (Fig. 6)
Crystalline materials exhibit a distinct melting point and

associated enthalpy of fusion but no glass transition event

Water vapor is sorbed by amorphous samples
in large and non-stoichiometric amounts relative
to crystalline samples (Fig. 6)

Amorphous materials usually exhibit an

apparent second-order thermal transition,
the glass transition, at about two-thirds of the
crystalline melting temperature (measured in Kelvin)

Table 3 True densities of amorphous and crystalline

systems measured by helium pycnometry

Crystalline

(g/mL)

Amorphous

(g/mL)

Percent

difference

Indomethacin 1.38 1.32 5

Sucrose 1.59 1.43 11

Lactose 1.60 1.48 8.23

From Ref.[1].
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relative to both the equilibrium supercooled liquid and
the crystalline forms of the material, and their long-
term physical stability needs to be demonstrated before
they can be relied on for use in the manufacture of
pharmaceutical products. This has been done for the
amorphous drug delivery systems that are currently
marketed, and such studies have been the subject of
many reports in the literature.[11,13,28–31]

STABILITY

The chemical and physical stability of amorphous
pharmaceutical materials is controlled by the same
basic factors as for crystalline materials [i.e., molecular
structure (chemistry), purity (absence of catalysts,
chemical reactants, or nucleating agents), molecular
orientation (physical form), and molecular mobility
(related to temperature)]. For any sample of a given
molecular structure and purity, there will be more pos-
sible molecular orientations that occur in an amor-
phous sample than in a crystalline sample. Thus

many more different types of chemical and physical
transformations could potentially take place. At a
given temperature, the molecular mobility in an amor-
phous material will also be significantly higher than in
any of the corresponding crystalline forms, and this can
give rise to a greater chemical and physical reactivity in
the amorphous sample (Fig. 5).[32] However, it is
important to realize that a very close interdependence
(or ‘‘coupling’’) between the mechanism of the chemi-
cal or physical instability of interest (e.g., charge trans-
fer, free radical attack) and the molecular orientation
and/or mobility of the sample is necessary for an

Table 4 Mechanical properties of the crystalline and

amorphous forms of phenobarbitone

Vickers hardness

(N/cm2)

Bending strength

(N/cm2)

Form II 42,000 187

Form III 28,000 567

Amorphous 6,500 1056.24

From Ref.[26].
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Fig. 3 X-ray diffraction patterns for
powdered amorphous and crystalline

samples of an experimental drug sub-
stance. (From Ref.[25].)

Fig. 4 Free energy diagram for a material in the amorphous
and crystalline states (Tg denotes the glass transition tem-
perature; Tf indicates the melting/fusion point).
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amorphous sample to be significantly less stable than its
crystalline counterpart.[33] In many instances (e.g., free
radical-initiated oxidation reactions), the stability of a
drug compound is not significantly affected by either
its molecular mobility or the orientation of the mole-
cules; thus the amorphous form has comparable stabi-
lity to the crystalline material. In some instances (e.g.,
insulin),[30] the more ordered structure of the crystal-
line material can actually increase the likelihood of cer-
tain intermolecular contacts and cause the crystalline
form to have a lower level of stability.

From a snapshot of the current literature, it would
appear that:

� Physical transformations (usually solid-state crys-
tallization) are more often directly linked to mole-
cular mobility and orientation than the most
common chemical reactions (oxidation and hydro-
lysis); thus the major stability concern for amor-
phous materials is with their tendency to revert to
the crystalline state. As with all crystallization
processes, there are the normal nucleation and pro-
pagation (crystal growth) stages to consider, and
procedures that increase the barrier to nucleation
or slow the rate of crystal growth can be used to
physically stabilize many amorphous materials.

� One additional factor to keep in mind in mind is
the greater purity of most crystalline materials,
which can contribute significantly to their enhanced
stability, especially during the earliest stages of drug
development.

� The tendency for amorphous materials to sorb
significant amounts of water vapor from their
surroundings (Fig. 6) can give rise to a markedly
reduced chemical and physical stability relative to
the crystalline form of the material. The sorbed
water may participate in a chemical reaction

(e.g., hydrolysis), or may simply act as a catalyst
for a chemical reaction.

� Sorbed solvents such as water will also plasticize
most amorphous pharmaceutical materials,[34] and
this can have a negative impact on both physical
and chemical stability by increasing the molecular
mobility of the sample at any given temperature
(Fig. 7). A large number of studies of the water
vapor sorption behavior of amorphous pharmaceu-
tical materials and its impact on the glass transition
temperature have been reported in the litera-
ture.[20,23,35–37] Hancock and Zografi[34,38] summa-
rized the results of many of these studies and
provided a simple way in which to predict the mag-
nitude of the plasticizing effect when amorphous
materials are exposed to water vapor.

MOLECULAR MOBILITY

To fully understand the performance of amorphous
materials, it is necessary to be able to measure the
molecular mobility of the samples on interest. This is
because at temperatures as far as 50 K below the glass
transition temperature, pharmaceutical glasses exhibit
significant molecular mobility that can contribute to
both chemical and physical instability.[34,39] The main
techniques that have been developed for monitoring
molecular motions in amorphous materials are nuclear
magnetic resonance (NMR) and calorimetric techni-
ques (e.g., DSC and isothermal microcalorimetry).
Average molecular relaxation times and relaxation
time distribution functions obtained from these

C

Fig. 5 Chemical stability of the crystalline and amorphous
forms of cefoxitin. (From Ref.[32].)

Fig. 6 Water vapor sorption isotherm for crystalline and
amorphous samples of indomethacin. (&) Amorphous; (�)
crystalline. (From Ref.[24].)
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techniques have been used to predict the relative stabi-
lity of different materials and the storage conditions
required for a normal product shelf life.[33,39] This
requires an assessment of the speed of the fastest mole-
cular motions relative to the duration of storage that
is anticipated for the product and has utilized the
well-known concept of the dimensionless Deborah
number.[14] Such studies have also shown that the
temperature dependence of molecular motions in
amorphous materials (their fragility) is significantly
different from that of crystalline materials (non-Arrhe-
nius), especially at temperatures above the glass transi-
tion temperature (Tg) (Fig. 8). This can give rise to
marked differences in the effects of temperature on
the chemical and physical stability of amorphous and
crystalline pharmaceutical materials. At temperatures
below Tg, amorphous materials may exhibit an
Arrhenius-like temperature dependence of molecular
mobility, particularly over the relatively narrow tem-
perature ranges where pharmaceutical materials are
usually handled. However, above Tg, the temperature
dependence of molecular motions is non-linear and
more pronounced, and often needs to be described
by the so-called Vogel-Tamman-Fulcher (VTF) or
Williams-Landel-Ferry (WLF) relationships.[40–42]

POLYAMORPHISM

The occurrence of multiple polymorphic forms of crys-
talline drugs and excipients is well known to pharma-
ceutical scientists, and the possible occurrence of
polymorphic forms of amorphous pharmaceutical

materials has recently been reviewed.[43] ‘‘Polyamor-
phism’’ is an intriguing concept from both a scientific
and commercial perspective because of the significant
impact amorphous character can have on the perform-
ance of pharmaceutical materials and the potential
opportunities that might arise to exploit (and may be
patent) new and improved forms of existing pharma-
ceutical materials. Polyamorphism is strictly defined
as the existence of two distinct amorphous states of
the same material separated by a clear phase transition.
In the most well-known example, it has been noted,
based on a thermodynamic analysis of the heat capa-
city of water and ice, that there are differences in the
properties of amorphous ice samples formed by vapor
deposition and by quench cooling from the liquid state.[44]

There have been several anecdotal reports of appar-
ently different forms of amorphous pharmaceutical
materials with readily discernable physical and chemi-
cal characteristics, and some marked differences in
their pharmaceutical performance. Examples include
an antibiotic prepared by lyophilization[11] and glasses
of an anti-inflammatory agent produced by fast cool-
ing of the molten material.[45] For these particular
materials, even though the amorphous samples had
significantly different physical properties, there was
no direct evidence of polyamorphism according to
the strict thermodynamic definition. Inspection of the
relevant literature reveals that most apparently polya-
morphic amorphous pharmaceutical materials have
been isolated and/or stored below their calorimetric
glass transition temperatures. Such ‘‘glassy’’ amor-
phous materials are, by definition, not at energetic
equilibrium with their surroundings, and their proper-
ties reflect the conditions under which they were
isolated and subsequently stored. As a result of their

Fig. 7 Glass transition vs. water content relationship for
amorphous indomethacin. Lines show fit to the Gordon–

Taylor equation with K values of 0.33 (predicted) and 0.11
(best fit). (From Ref.[24].)

Fig. 8 The temperature dependence of average molecular
relaxation times for amorphous pharmaceutical materials.

(From Ref.[14].)
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departure from equilibrium and the very long time that
it takes glasses to spontaneously relax back to the equi-
librium supercooled liquid state, it appears that it is
possible to isolate amorphous materials with distinct
physical and chemical properties, which are not true
polyamorphs. It has been proposed[46] that the term
‘‘pseudo-polyamorph’’ be used to describe glassy
amorphous materials that have different energetic
states as a result of their different conditions of pro-
duction and storage, by analogy to the term ‘‘pseudo-
polymorph,’’ which is used to describe different
crystalline forms that do not fit the strict thermodynamic
definition for crystalline polymorphs. Because such
pseudo-polyamorphs can exist for significant periods
of time (certainly longer than the shelf life of pharmaceu-
tical products), they can present very real and significant
challenges for practicing pharmaceutical scientists.
These systems still need to be carefully characterized
and understood if they are to be incorporated in phar-
maceutical dosage forms and, to this end, techniques
need to be developed to monitor and distinguish their
characteristics, and to track their very slowly evolving
physical and chemical properties (e.g., heat capacity
and true density).

CONCLUSIONS

Amorphous substances are an important class of phar-
maceutical materials that exhibit distinct physical and
chemical properties. They are ubiquitous, and may be
formed both intentionally and unintentionally during
normal pharmaceutical manufacturing operations.
The properties of amorphous materials can be
exploited to improve the performance (e.g., bioavail-
ability and dissolution rate) of pharmaceutical dosage
forms, but these properties can also give rise to
unwanted effects (e.g., physical instability) that need
to be understood and managed in order for the systems
to perform as required.
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INTRODUCTION

To the pharmaceutical world, the meaning of analyti-
cal methods validation is the process to confirm that
a method does what it purports to do, that is, to docu-
ment through laboratory studies that the measurement
procedure can reliably assess the identity, strength,
and/or quality of a bulk drug substance, excipient,
or finished pharmaceutical product. To provide consis-
tent, worldwide regulatory expectations, previously
unavailable, the International Conference on Harmo-
nization (ICH,[1]a) has defined the methods validation
process for the release and stability testing of all new
products. This chapter interprets these ICH regulatory
definitions and requirements,[2,3] as well as provides
direction toward rational and efficient validation.

Regulatory methods can be compendial or non-
compendial. Wherever possible, methodologies are to
be employed which are documented, generally recog-
nized as official pharmacopoeia or compendial. Com-
pendial methods are considered valid; however,
suitability must be verified under actual conditions of
use. Non-compendial methods require validation, and
must be selected if a compendial method does not exist.
A non-compendial method can be chosen over an
existing compendial method, if it can be demonstrated
to be superior to the compendial test.

Before a product dossier has been submitted to an
agency for regulatory market approval, analytical
laboratories have utilized validated methods to sup-
port toxicological, clinical, stability, development,
scale-up, optimization, process, and cleaning valida-
tion studies. Unreliable data for any of these studies
have the potential to completely undermine the speed
and success of approval. A method’s ‘‘life cycle’’[9]

parallels the drug development process. Starting with
early (preclinical) development projects, the related
methods for drug substance and finished drug product
require only some rudimentary validation to provide
sufficient confidence in the results, eventually leading

to a complete methods validation package for the final
stages of product development and commercialization
(see section ‘‘Validation During Drug Development
and Manufacturing’’). The methods life cycle con-
cludes with methods transfers, monitoring of routine
quality control (QC) usage, and revalidation. We
define revalidation as repeating those parts of valida-
tion that are affected by a modification, for example,
specificity, if the column has changed. Repeating the
whole validation periodically is superfluous; instead,
continuous monitoring of the performance of the ana-
lytical procedure should be performed (see section
‘‘Maintenance of the Validation Status’’). Many tests
may be specified in the early development of a product
or process that will not be ultimately selected for
routine release testing. Clearly not all products reach
the approved and marketing stage, due to toxicology,
efficacy, or even business conditions. Multiple other
changes can occur along the way toward approval
such as active pharmaceutical ingredient (API, drug
substance), synthetic route changes, drug product
formulation, and process changes, as well as newly
identified degradation pathways. All of these affect
the method applied. Therefore, methods (development)
validation requires efficient planning of resources to
match the accuracy and precision requirements needed
to assess product quality.

Methods Selection and Applicability
for Routine Use

The target laboratory [development (R&D) or QC]
where the methods will be utilized and the stage of
development are just as important as the analyte/sam-
ple to be measured when considering the selection of a
method as these will affect the accuracy and precision
requirements, as well as laboratory economic, environ-
mental, and ergonomic factors. Methods should be
selected that are adequate for testing the attribute to
be measured. They must be sufficiently selective, accu-
rate, precise, and robust to demonstrate conformance
to proposed specifications. It should be noted that a
precise method is an extremely important attributeahttp://www.ifpma.org/ich5q.html (accessed March 2001).

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120003786
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.92

A
m

or–A
uto



A
m

or
–A

ut
o

in QC. A precise method permits a fluctuation in the
manufacturing process to be detected before it can
cause an out-of-specification (OOS) event. With a suf-
ficiently precise method, subsequent tightening of the
specification should not necessitate modification or
revalidation of the test method.

Additionally, these procedures should be devised
with the explicit objective of transferring the methods
to a qualifiable laboratory. The development labora-
tory should specify test techniques, parameters, and
other details in the final dossier submission that have
the highest likelihood of being transferred successfully
to a QC site. Methods shall be selected that experience
shows will likely be reproducible. Reproducibility is
assessed late in the validation process. Methods should
be designed to minimize direct analysis and turn-
around time, to maximize efficiency, and to shake the
convenience, safety, health and environmental impacts
of the test as consistent with the other primary
objectives of method development. Development con-
siderations should include equipment and expertise
limitations of the receiving laboratory, expected sample
volumes, and achieving a balance between acceptable
traditional validation parameter values (accuracy, preci-
sion, etc.) and analysis time and robustness. The receiv-
ing laboratory should participate in the early review of
these methods to provide and prepare for the transfer
(e.g., purchase equipment, obtain reference standard
supply) and should also assess safety, meaningful system
suitability parameters (derived from robustness studies),
and overall clarity of the written method. Automated
tests may be desirable. Where a method has been devel-
oped and performed on automated equipment, an early
assessment should be made as to whether automation
is critical to the accuracy, precision, reproducibility,
and robustness of the method compared to a manual
method.

Validations and Specifications (Limits)

Method validations and drug substance or finished
pharmaceutical product specifications are intimately
linked. To ensure transferability of the method and
to ensure the method will operate successfully in a
QC site, the method variation (from the intermediate
precision) should be known and monitored. The
method variation is an estimate of the variation that
will be experienced in routine use of the method. More
method variation will create unacceptable random
failure rates, and provide no room for reasonable
product variation or even minor stability changes.
The method variation should be less than one-third
of the interval from the mean or target (typically the
midpoint of the upper and lower specification limit)
value to the nearest specification limit, or one-sixth

of the in-specification operating range of the method,
whichever is smaller. Otherwise, OOS results may
occur, even for product that was produced at target
and with zero process variation.

If a reasonable opportunity exists (based on com-
mon belief and experience) to improve the method
variation to one-fourth or preferably less of the specifi-
cation interval, this effort should be made. In the
example of a drug product where the specification is
95%–105% with a target of 100%, then the maximum
method variation must be less than 1.67%; however, if
the method variation is above 1.25%, efforts should be
made to reduce its variation. Ideally, the method varia-
tion should not be greater than 2.0% even if the specifi-
cation range is wider than 10%. The 2.0% maximum
method variation requirement does not apply to tests
where the variation of the method is substantially con-
founded with variation of the product being measured.

Validation as a Good Business Practice

While compliance to legal requirements is paramount
to the pharmaceutical industry and its associated regu-
latory bodies, it is by far not the only reason to judi-
ciously develop and validate analytical procedures.
Well-developed and validated methods represent good
business practices, as haphazardly chosen and/or
poorly validated methods can haunt a company finan-
cially for the short and long term.

Extensive sample preparation with long cycle times,
and excessive hazardous solvents usage and disposal
are easily calculable financial and safety losses. Impre-
cise stability data can easily lead to erroneous or short-
ened expiration dating assignments. Poorly validated
methods increase the chances of OOS results and inves-
tigations absorb costly laboratory resources. Incapable
methods (inadequate precision for the associated speci-
fication) cannot readily discriminate passing from
failing products: therefore, one can release unaccept-
able product, leading to product recalls. Inaccurate
methods can lead to sub- or superpotent products.
Non-reproducible methods do not transfer quickly or
efficiently and can become limiting factors of pre-
approval inspections with potential to affect product
launches.

REGULATORY REQUIREMENTS

Due to the importance of demonstrating the suitability
of new analytical procedures described in submission
dossiers, in the 1980s many regulatory agencies pub-
lished requirements for analytical validation, in vary-
ing details. The U.S. Food and Drug Administration
(FDA) issued two guidelines, one for the applicant,[10]
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the other for inspectors and reviewers.[11] The first one
is also intended to ensure that the analytical procedure
can be applied in an FDA laboratory and requires,
therefore, a detailed description of the procedure,
reference materials, discussion of potential impurities,
etc. With respect to validation, data should be provided
to demonstrate an appropriate accuracy, precision,
linearity, selectivity, and quantitation limit (QL) for
impurities and degradation products. For drug product,
recovery, lack of interference from placebo, and
variability with respect to time, laboratory, operator,
and column should be demonstrated.

The second guideline is focused on reversed-phase
chromatography and gives details regarding critical
methodological issues, as well as acceptable results
for parameters. A revised draft for the first guideline,
published in 2000,[12]b focused on providing raw data
in detail. However, this has nothing to do with valida-
tion and should be an inspection issue, as there is a real
danger to burden the validation documentation with
huge amounts of data, which make it difficult to con-
centrate on a scientifically justified demonstration of
suitability. Additionally, there are some inconsistencies
with the ICH documents, which are not helpful for the
harmonization process.

The same validation characteristics were described
in the U.S. Pharmacopoeia (USP).[13] Three categories
of analytical procedures were distinguished: quanti-
tation procedures for main components in drug
products, procedures for determination of impurities,
and procedures for pharmaceutical–technical charac-
teristics (e.g., dissolution). The guidance on validation
of the European Community[14] was rather general and
incorporated in the respective sections of the submis-
sion documentation. In the Canadian guideline,[15] a
very detailed discussion is provided for requirements
and especially acceptance criteria. Although this gives
some orientation, the given acceptance criteria were
sometimes a bit ambiguous, for example, the inter-
mediate precision/reproducibility of below 1% for
drug substances.

International Conference on the
Harmonization of Technical
Requirements for the Registration of
Pharmaceuticals for Human Use (ICH)

This process was initiated in 1990 in order to harmo-
nize the submission requirements for new pharmaceu-
ticals in the three main regions of Europe, the United
States, and Japan and to avoid duplication, inefficien-
cies, and delays. A forum was created for a constructive

dialogue between regulatory authorities and industry.
The six cosponsors of ICH were the European Commis-
sion, the European Federation of Pharmaceutical
Industry Association (EFPIA), the Japanese Ministry
of Health (MHW), the Japanese Pharmaceutical
Manufacturers Association (JPMA), the Food and Drug
Association (FDA), and the Pharmaceutical Research
and Manufacturers of America (PhRMA). Several
organizations such as the Canadian Health Protection
Branch (HPB), the USP, and the European Pharmaco-
poeia (EP) participated as observers. Within the Quality
section, seven topics were taken into account:[1] stability,
validation,[2,3] impurities,[4–6] pharmacopoeial harmoni-
zation, biotechnological products, specifications,[7,8] and
good manufacturing practice (GMP).

The ICH was very valuable in harmonizing terms
and definitions[2] as well as basic requirements[3] for
analytical validation. Of course, due to the nature of
the harmonization process, there are some compro-
mises and inconsistencies, but the importance of a
proper validation is currently widely known and
accepted. In Table 1, the required validation character-
istics for the various types of analytical procedures are
shown. In the following, the main ICH requirements
for the validation characteristics are summarized.
However, the ICH guidelines must not be regarded
as a checklist. ‘‘It is the responsibility of the applicant
to choose the validation procedure and protocol most
suitable for their product.’’[2]

Specificity

‘‘Specificity is the ability to assess unequivocally the
analyte in the presence of components which may be
expected to be present. Typically, these might include
impurities, degradants, matrix, etc.’’[2] For identifi-
cation, discrimination between closely related com-
pounds likely to be present should be demonstrated
by positive and negative samples. For assay and
impurity tests, available impurities/degradants can be
spiked to the corresponding matrix or degraded
samples can be used. Specificity can also be demon-
strated by verification of the result with an indepen-
dent analytical procedure. The overall specificity can
(and often will) be obtained by a combination of
several analytical procedures, for example, in case of
a partly specific titration with a chromatographic
impurity determination. In case of chromatographic
separations, resolution factors should be obtained for
critical separations. Tests for peak homogeneity, for
example, by diode array detection (DAD) or mass
spectrometry (MS) are recommended. All tested sub-
stances should be documented including the rationale
of their selection. All relevant results, e.g., as tables
or chromatograms, should be provided, discussed,
and evaluated.bhttp://www.fda.gov/cder/guidance/2396dft.htm.
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Linearity

‘‘The linearity of an analytical procedure is its ability
(within a given range) to obtain test results which are
directly proportional to the concentration (amount)
of analyte in the sample.’’[2] It can be distinguished
between the linearity of the detector/instrument,
obtained from a dilution of the analyte and the linear-
ity of the analytical procedure, obtained from indepen-
dent preparations (spiking, weighing) including (as far
as possible) the complete sample pretreatment. At least
five concentrations over the whole working range
should be analyzed. Besides a visual evaluation of the
analyte signal as a function of the concentration,
appropriate statistical calculations are recommended,
such as a linear regression. The parameters slope and
intercept, the sum of squares, and the coefficient of
correlation should be reported.

Range

‘‘The range of an analytical procedure is the interval
between the upper and lower concentration (amounts)
of analyte in the sample (including these concentra-
tions) for which it has been demonstrated that the ana-
lytical procedure has a suitable level of precision,
accuracy and linearity.’’[2]

The following minimum ranges are required:

� Assay: 80–120% of the test concentration.
� Content uniformity: 70–130% of the test concen-

tration.

� Dissolution: 20% below to 20% above the specified
range.

� Impurities: reporting level to 120% of the specifica-
tion.

� 100% method: reporting level of the impurity to
120% assay specification.

Accuracy

‘‘The accuracy of an analytical procedure expresses the
closeness of agreement between the value which is
accepted either as a conventional true value or an
accepted reference value and the value found.’’[2]

This validation characteristic is an indication of
systematic errors (bias). Accuracy can be demonstrated
by the following procedures:

� Inferred from precision, linearity, and specificity.
� Comparison of the results with those of a well

characterized procedure.
� Application to a reference material (drug

substance).
� Recovery of drug substance added to placebo (drug

product).
� Recovery of the impurity added to drug substance

or drug product (impurities).

For the quantitative approaches, at least nine deter-
minations across the specified range should be
obtained, for example, three determinations at three
concentration levels. The percent recovery or the
difference between the mean and the accepted true

Table 1 Validation characteristics normally evaluated for the different types of test procedures and the minimum number of

determinations required

Analytical procedure

Impurities

Validation characteristics Minimum number Identity Quantitative Limit Assaya

Specificityb Not applicable þ þ þ þ
Linearity 5 � þ � þ
Range Not applicable � þ � þ
Accuracy 9 (e.g., 3 � 3) � þ � þ
Precision

Repeatability 6 or 9 (e.g., 3 � 3) � þ � þ
Intermediate precision/reproducibilityc 2 series � þ � þ

DL Approach dependent � �d þ �
QL Approach dependent � þ � �
(þ) normally evaluated; (�) normally not evaluated.
aIncluding dissolution, content/potency.
bLack of specificity of one analytical procedure could be compensated by other supporting analytical procedure(s).
cReproducibility not needed for submission.
dMay be needed in some cases.

(From Refs.[2,3].)
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value together with the confidence intervals (CIs) are
recommended.

Precision

‘‘The precision of an analytical procedure expresses the
closeness of agreement (degree of scatter) between a
series of measurements obtained from multiple sam-
pling of the same homogeneous sample under the pre-
scribed conditions. Precision may be considered at
three levels: repeatability, intermediate precision, and
reproducibility.’’[2] Precision measures random errors
and should be obtained preferably with authentic
samples. As parameters, the standard deviation, the
relative standard deviation (RSD) (coefficient of
variation), and the CIs should be calculated for each
level of precision. Repeatability reflects the analytical
variability under the same operating conditions over
a short interval of time (within-assay, intra-assay). At
least nine determinations across the specified range or
six determinations at 100% test concentration should
be performed. Intermediate precision includes the influ-
ence of additional random effects according to the
intended use of the procedure, i.e., within laboratories
variations, for example, different days, analysts, equip-
ment, etc. Reproducibility, i.e., the precision between
laboratories, is not required for submission, but can
be taken into account for standardization of analytical
procedures. The variations should be selected according
to the intended use of the analytical procedure.

Detection and quantitation limit

‘‘The detection limit (DL) of an individual analytical
procedure is the lowest amount of analyte in a sample
which can be detected but not necessarily quantified as
an exact value. ‘‘The QL of an individual analytical
procedure is the lowest concentration of analyte in a
sample which can be quantitatively determined with
suitable precision and accuracy.’’[2]

Various approaches can be applied:

� Visual definition.
� Calculation from the signal-to-noise ratio (DL and

QL correspond to the 3- or 2- and 10-fold of the
noise level, respectively).

� Calculation from the standard deviation of the
blank [Eq. (1)].

� Calculation from the calibration line at low concen-
trations [Eq. (1)].

DL; QL ¼ F � SD

b
ð1Þ

where F is the factor of 3.3 (DL) or 10 (QL): SD is the
standard deviation of the blank, standard deviation of

the ordinate intercept, or residual standard of the lin-
ear regression; and b is the slope of the regression line.

The estimated limits should be verified by analyzing
a suitable number of samples containing the analyte at
the corresponding concentrations. DL or QL and the
procedure used for determination as well as relevant
chromatograms should be reported.

Robustness

‘‘The robustness of an analytical procedure is a mea-
sure of its capacity to remain unaffected by small,
but deliberate variations in method parameters and
provides an indication of its reliability during normal
usage.’’[2] During the development phase of the analy-
tical procedure, susceptible parameters should be iden-
tified, for example, stability of analytical solutions,
extraction time, pH and composition of mobile phase,
column lots and suppliers, temperature, flow rate, etc.
A factorial design is encouraged.

System suitability tests

‘‘System suitability testing is an integral part of many
analytical procedure . . . .’’[3] Suitable parameters depend
on the type of analytical procedure; reference is given to
pharmacopeias.

RATIONAL AND EFFICIENT VALIDATION

As analytical procedures are used throughout drug
development and the manufacturing and release of
drug substances and drug products, the reliability of
their results is essential. Important decisions such as
the establishment of the shelf-life from stability studies,
the need for additional toxicological trials if new impu-
rities appear or if known impurities exceed the quali-
fied levels, and the reworking of batches and batch
release or rejection are based on analytical results.
Therefore, an appropriate validation to demonstrate
the performance and suitability of the analytical proce-
dures is much more than a formal requirement.

Suitability of the Analytical Procedure

What does ‘‘suitability for its intended purpose’’
mean? Basically, suitability is determined by the speci-
fication limits (or the aim of the analytical investiga-
tion) and the design of the given test item. For some
applications, the requirements are explicitly defined in
the ICH guidelines. For example, the reporting level
for unknown impurities in drug substances is set to
0.05% or 0.03%;[4] thus the corresponding test procedure
must be able to quantify impurities at this concentration
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with an appropriate level of precision and accuracy.
A maximum permitted analytical variability can be
calculated from assay specification limits[16] [Fig. 1
and Eq. (2)], based on the concept of CIs to describe
analytical and manufacturing variability.[17] At least,
the compatibility between specification limits and
analytical variability should be verified. Preferably,
the limits are established taking the analytical and
manufacturing variability into account. In this case,
an analytical variability normally expected for the
given kind of analytical procedure (analytical state of
the art) can be defined as acceptance criterion. Of
course, the thus-obtained limits must primarily meet
necessary quality and safety requirements. However, if
this is satisfied, limits can reflect analytical variability.[7,8]

With respect to assay determinations, the variability of
the analytical procedure is often larger than the variability
of the manufacturing.

Smax ¼
jðBL � SLÞj

ffiffiffi

n
p

tn�1;0:95
ð2Þ

where BL is the basic limit, obtained from the theore-
tical content and the manufacturing variability, with
respect to the critical ‘‘half ’’ of the specification range;
SL is the (overall) specification limit with respect to the
critical ‘‘half’’ of the specification range; n is the
number of repetitions in the assay; t is the Student’s

t-factor for (n � 1) degrees of freedom in the valida-
tion and 95% statistical confidence (one-sided).

It must also be demonstrated that the design of the
analytical procedure, for example, the intended cali-
bration mode, the number of repetitions, etc. is suit-
able. Therefore, suitability is strongly connected with
the given, individual analytical procedure. The perfor-
mance parameters are of varying importance and have
different acceptance criteria. In consequence, a ‘‘check-
list’’ approach to validation must be avoided. The ana-
lyst has to identify critical parameters, which are of
importance for the required performance of the indivi-
dual analytical procedure, to design the experimental
studies accordingly and to define acceptance criteria
for the results.

Statistical tests should only be carefully (directly)
applied as acceptance criteria due to the small number
of data normally obtained. Sometimes, because of
abnormally small variabilities in the analytical series,
differences are identified as significant which are of
no practical relevance.[18] In addition, when comparing
independent methods for the proof of accuracy, different
specificities can be expected which add a systematic bias,
thus increasing the risk of the aforementioned danger.
The analyst must decide whether detected statistical
differences are of practical relevance. On the other hand,
a large variability can also obscure differences which are
not acceptable. If validation software is used, it must be
flexible enough to meet these precautions.[19]c

The analytical state of the art should be taken into
account, although it is not the ultimate goal to optimize
an individual analytical procedure as well as possible. It
is also very important to recognize that the release of a
given batch is based on a whole set of test procedures
which complement and supplement each other. Their
selection in the specification design[7,8] has, therefore,
considerable influence on the required performance of
the individual control test and, hence, on its validation.

Validation Characteristics

Specificity

There has been some controversy regarding the techni-
cal term for this validation characteristic, i.e., specifi-
city vs. selectivity.[20] This may be partly attributed to
the fact that in contrast to an isolated test procedure
in analytical chemistry, in pharmaceutical analysis,
the sum of various control tests and hence their com-
bined specificity is used for the overall evaluation.

In spite of all discussions, there is a broad agree-
ment that this validation characteristic is of crucial
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Fig. 1 Construction of specification limits from 95% CIs of
the probability distribution of experimental results. The pro-
cedure is shown for the lower limits. BL ¼ basic limits,

imposed by the variability of the manufacturing process.
SL ¼ overall specification limit, combination of BL and
the (lower) limit of the one-sided 95% confidence interval
of the analytical variability. (From Ref.[16].) chttp://www.novia.de
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importance and builds the critical basis for each analy-
tical procedure. As no absolute and quantitative
measure exists (at least for the overall specificity), the
requirements depend on the individual analytical
procedure as well as on its combination with others.

Chromatographic Separation. With respect to chro-
matographic techniques, specificity can be demon-
strated by a sufficient separation of the substances
present. For the assay, appropriate separation means
an adequate resolution between the peak of interest
and other peaks (e.g., impurities, placebo or matrix
components), which need not to be separated from
each other. In contrast, universal procedures for the
determination of impurities require a sufficient separa-
tion of all relevant impurity peaks. The required reso-
lution is strongly dependent on the difference in the
size of the corresponding peaks as well as on their
elution order.[21] Therefore, if separation factors are
determined, the typical concentration levels or the spe-
cification limits (as worst case) of the impurities should
be maintained. Resolution factors can be calculated
according to EP [Eq. (3)] and USP [Eq. (4)] at half
height and at the baseline, respectively. However, this
is only sensible for baseline-separated peaks. The
USP approach is less sensitive toward tailing, but more
complex to determine.

RS ¼
1:18ðtRb � tRaÞ
w0:5a þ w0:5b

ð3Þ

RS ¼
2ðtRb � tRaÞ

wa þ wb
ð4Þ

where tRa,b is the retention time of peaks a and b with,
tRb > tRa, w0.5a,b is the peak width a and b at half
height, and wa,b is the peak width a and b at baseline.

In case of incomplete separations, especially for
peaks of different magnitude, calculations according
to Eqs. (3) and (4) are not possible or are biased due
to the additivity of the peak curves. Here, other separa-
tion parameters such as the peak-to-valley ratio (p/v)
should be used.[23] This approach, which measures
the height above the extrapolated baseline at the lowest
point of the curve separating the peaks with respect to
the height of the minor (impurity) peak (Fig. 2), is
directly related to the peak integration and indepen-
dent on tailing or ‘‘smearing’’ effects in the elution
range behind the main peak.[22,23]

Besides a ‘‘physical’’ improvement of the separa-
tion, it can also be optimized ‘‘visually’’ if the spectra
of the two concerning peaks are different. Then, a
suitable wavelength can be selected to suppress inter-
ferences. However, such an approach has to be
balanced with respect to the QL and the robustness
of the quantitation if the detection wavelength does

not correspond to a stable region of the spectra, such
as (relative) maxima or minima or shoulders.

Peak Purity Investigations. In order to be able to detect
the coelution of unknown substances, peak homogeneity
(also termed peak purity) investigations should be
performed.

In case of not too large concentrations differences of
the coeluting peaks, simple methods of one-dimen-
sional detection can be applied. For normal eluting
pure substances, the peak width at half height is pro-
portional to the retention time. Therefore, performing
isocratic chromatography with different concentra-
tions of organic modifier, a plot of the peak width vs.
the retention time will give a linear relationship for
homogeneous peaks. For a single chromatographic
separation, the symmetry factor is independent on
the height of pure substance peaks.[24]

In case of small amounts of coeluting impurities,
rechromatography of suspected peaks represents a
simple, universally available and sensitive approach.
The more the two applied chromatographic methods
differ, the greater is the power of the investigation.
Various combinations can be taken into consideration
such as coupling of reversed phase (RP) chromatog-
raphy with another RP method (different eluent, pH,
column), size exclusion chromatography, ion
chromatography, thin layer chromatography (TLC),
capillary electrophoresis (CE),[25] gas chromatography
(GC), etc. The rechromatography can be performed
off-line with isolated peak fractions, or as a direct
orthogonal coupling of the two methods. Working
with isolated peak fractions, care should be taken to
avoid artifacts due to degradation.
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Fig. 2 Peak separation indices: peak-to-valley ratio p/v ¼
a/b. If the calculation is modified as p/v ¼ 1 � b/a, the
parameter is normalized and has the same sense as the resolu-
tion factor, i.e., increasing values indicate better separation,

with a maximum of 1.
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With diode array detectors or scanning detectors,
the spectral peak homogeneity can be investigated.[26]

However, such an approach requires a difference
in both the spectra and in the retention time of the
coeluting substances. If this is fulfilled, detection of
inhomogeneities with commercially available software
is easy, if the concentration difference is not too large
(Fig. 3B). However, impurities below 1% are difficult
to recognize (Fig. 3C).

The most discriminating technique for investigation
of the peak purity is mass spectrometric detection.[27,28]

Using on-line LC–MS coupling, mass spectra are taken
over the whole elution range of the suspected peak
(Fig. 4). In a first step, the obtained signals (mass-
to-charge ratio, m/z) must be assigned to the main
substance. In the given example, m/z 275.8 and 295.6
belong to the drug substance (Fig. 4B) and represent
the doubly charged molecular ion and a cluster formed
by the doubly charged ion and acetonitrile (from the
eluent). If during the spectra ‘‘scrolling’’ additional
masses are detected such as m/z 324.9 (Fig. 4A), the
corresponding mass chromatogram is extracted.
Differences in the retention time or elution behavior

with respect to the UV peak is proof of a coeluting
impurity. Even peaks with identical retention can be
attributed to impurities if a change in the mass-to-
charge ratio cannot be explained by the drug substance
itself. In the given example, the impurity amounts to
0.5%. Of course, the DL depends on the individual
MS response of the concerned substances and dias-
tereomers cannot be detected. If LC procedures with
non-volatile buffers are validated, the corresponding
peak fractions can be isolated and rechromatographed
under MS-compatible conditions. Alternatively, the
coupling can be performed on-line.[29] Although not
often applied in routine (pharmaceutical) analysis,
MS detection offers tremendous gains in efficiency
and reliability of the procedures, such as highly specific
detection (largely) without interferences, for monitor-
ing of impurity profiles and identification.[28]

If samples from stress testing are used to demon-
strate appropriate separation power, care should be
taken to avoid overdegradation as this would result
in secondary (or even higher order) degradants which
are of no practical relevance. Therefore, degradation
should be restricted to about 10%. Alternatively, samples
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Fig. 3 Investigation of chromatographic peak purity by diode array detection: (A) spectra of drug substance and impurity;
(B) coelution of a mixture containing about 10% impurity; (C) coelution of a mixture containing about 0.5% impurity. The spec-
tra were obtained in the peak maximum, at about 5% and 50% of each side of the peak. The normalization was performed
with respect to the first spectrum at the peak front (a matchfactor of 1000 means identical spectra) using commercial software.
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from regular stability studies (accelerated storage condi-
tions) may be used.

Linearity and range

Although a linear relationship between the analyte
concentration and the measured signal will exist for
most methods used in pharmaceutical analysis, there
are some exceptions such as TLC and fluorescence
detection. Therefore, the term ‘‘analytical response’’
would be more appropriate.

Prerequisites for the Calibration Types. It depends
on the design of the analytical procedure as to
which regression parameters are meaningful and which
results are acceptable. In other words, the model to be
used for quantitation must be justified. For a single-
point calibration (external standardization), a linear
function, zero intercept, and the homogeneity of
variances are required. The prerequisites for a linear
multiple-point calibration are a linear function and in
case of an unweighted calibration also the homogene-
ity of variances. A non-linear calibration requires only
a continuous function. With respect to the 100%

method (area normalization for impurities), both for
the main peak and the impurities, a linear function
and a zero intercept are required, within their working
ranges.

The required linearity range must be obtained from
the working range of the analytical procedure. It may
be useful to extend the minimum concentration range
when applying a single-point calibration in order to
avoid an extensive extrapolation to zero. This might
cause problems in the evaluation of the significance
of the intercept. If the calibration for an analyte
determination in a complex matrix (drug product,
impurities, and degradants by external standards) or
with a complex sample preparation is intended to be
performed with a simple solution of the reference
standard, this linearity should be compared with the
linearity of the whole procedure using reconstituted
(spiked) samples.

The homogeneity of variances over the whole range
(homoscedasticity) is a prerequisite for an unweighted
linear regression in order to ensure the same influence
of all concentrations (Fig. 5). This can be verified by
performing a suitable number of repeated measure-
ments (n ¼ 6�10) at the minimum and the maximum
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Fig. 4 Investigation of chromatographic peak purity by means of LC–MS. The top and bottom trace show the UV chromato-

gram at 240 nm and the extracted ion chromatogram for a mass-to-charge ratio (m/z) 325. Insets A and B display (two of the)
mass spectra taken at different retention time ranges of the UV-peak. Optimizing the chromatographic conditions resulted in a
separation of the impurity which amounts to 0.5% area at 240 nm (data not shown).
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of the required linear range, and comparing the
variances with an F-test. However, in pharmaceutical
analyses, as the concentration range of interest is
usually not very large, it is not required to perform a
separate test for the homogeneity of variances. In gen-
eral, the homogeneity of variances is maintained over
about two orders of magnitude when using UV absor-
bance (within the linear range of the detector/
instrument). If a calibration is extended over several
orders of magnitude (which is more common for
bioanalysis, but may also be considered for impurity
determinations), variances are not likely to be homoge-
neous. As an unweighted linear regression minimizes
the absolute residual sum of squares, higher concentra-
tions with larger absolute scattering dominate (Fig. 5A)
and are better fitted to the regression line. Conse-
quently, large deviations will occur if such a regression

line is used for quantitation of small concentrations
(Fig. 5B). For a better representation of the lower con-
centrations, additional weight must be given to their
signals performing a weighted linear regression. As
weighting factors, the reciprocals of the individual
standard deviations or variances can be used or, as
an approximation the reciprocals of the concentrations
themselves or of their squares. The equations can
be found in statistical textbooks or in corresponding
software products.

If deviations from linearity are detected or known,
non-linear response functions must be applied, for
example, quadratic regressions. However, these models
should be used carefully if a linear relationship is
normally assumed for the analytical procedure. Other-
wise, it would also fit erroneous experimental values
due to the larger flexibility of the regression curve.
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Fig. 5 Dependence of the variability on the analyte concentration (A) and its influence on the regression line (B). (A) Three
concentration levels with dispersion parameters, calculated from six determinations each. The same scaling with respect to the

signal axis is used. Whereas the absolute standard deviation decreases about 14-fold over three orders of concentration magni-
tude, the RSD increases considerably. The line obtained by unweighted linear regression of experimental data ranging from
0.05 mg/ml to 100 mg/ml is shown by the diagonal lines. (B) The lines obtained from weighted (upper line), weighting factor

1/x and unweighted (lower line) linear regression from 0.05 mg/ml to 100 mg/ml are shown in the lower concentration range.
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According to the principle of Ockham’s blade, the
model should be kept as simple as possible. Even in
the case of intrinsic non-linear response functions, it
can be investigated if deviations resulting from linear
regression are acceptable in the required working
range. In the example given in Fig. 6, the difference
between the results obtained by the quadratic regres-
sion and a linear regression from 400 ng to 700 ng ana-
lyte (to represent a multiple-point linear calibration) is
calculated to 0.4% and 0.55% at the lower and upper
limit of the range, respectively. This must be evaluated
with respect to a precision of about 2% for this type of
procedure.

Evaluation of Linearity. In the ICH guideline, there
are only scarce hints how to evaluate linearity. Pri-
marily, a qualitative statement is sufficient for the
evaluation of linearity (linear function): Does a linear
relationship exist in the required working range? When
aiming at a single-point calibration, a positive answer
is sufficient (in addition to a zero intercept) because
the regression parameters obtained during validation
are not used further in routine testing. In pharmaceu-
tical analysis, this is also the case using a multiple-
point calibration. However, relevant parameters may
be selected to define acceptance limits for a system suit-
ability test in routine calibration.
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Fig. 6 Deviation from a linear response function. The experimental data were obtained by an LC procedure with nitrogen detec-
tion. (A) Unweighted linear regression (y ¼ a þ bx). The regression line and the limits of the 95% prediction interval are
shown. The following parameters were calculated: slope with 95% CIs: 0.374 � 0.015; intercept with 95% CIs:

�23.09 � 10.72; residual sum of squares: 189.68; residual SD: 5.62; relation standard error of slope: 2.41%; RSD of sensitivities:
10.12%; coefficient of correlation: 0.99916. (B) Quadratic regression (y ¼ a þ bx þ cx2). The regression line and the limits of
the 95% prediction interval are shown. The following parameters were calculated: coefficient a: �9.217; coefficient b: 0.314; coef-
ficient c with 95% CIs: 0.000048% � 65.04%; residual sum of squares: 45.965; residual SD: 3.032. (C) Sensitivity plot (ratio of

signal to analyte vs. analyte). (D) Residuen plot (difference of experimental to calculated signals vs. analyte) for the unweighted
linear regression (diamonds) and the quadratic regression (squares).
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The coefficient of correlation is generally expected
(and also mentioned in the ICH guideline), but it is
not a quantitative measure for the degree of linearity.
It just gives an indication of whether a relationship
exists between two sets of data.[30] This is illustrated
in Fig. 6. The coefficient of correlation for a linear
regression shown in Fig. 6A was calculated as
0.99916. However, the more narrow 95% prediction
interval of the quadratic regression (Fig. 6B) as a mea-
sure for the expected deviation of (future) experimental
data from the regression line indicates a deviation from
linearity. This is also easily recognized by investigation
of the sensitivities, i.e., the ratio of analytical signal and
the corresponding concentration (Fig. 6C). Their gra-
phical presentation as a function of the concentration
results in a horizontal line for the linear range of the
procedure (Fig. 7). The ASTM[31] recommends an
interval of �5% around the sensitivity mean. This
interval should be adjusted to the concentration range
in question; an acceptable precision can be used for
orientation purposes. For concentrations around the
QL, a wider interval can be accepted than for an assay
procedure (e.g., �2%). Plotting the differences between
the experimental values and the values calculated using
the regression function vs. the concentration (residual
plot, scatterplot) is another possibility of graphical
linearity evaluation. With the proper response func-
tion, the residuals display a random (and narrower)
scattering around the zero line; otherwise a sys-
tematical pattern is observed (Fig. 6D). However, in
case of only few data (e.g., five according to ICH), a
systematic pattern might be difficult to recognize.
Here, the sensitivity plot is preferable as trends are
better detectable as an upward or downward sloping
of the data points.

The standard error of slope is a suitable numerical
parameter for the evaluation of linearity. It measures
the deviation of the experimental values from the
regression line and thus represents a performance
parameter with respect to the precision of the regres-
sion. Expressed in percent (relative standard error of
slope), it is comparable to the RSD obtained in preci-
sion studies in the given concentration range (e.g.,
10%–20% RSD at the QL, 1%–2% for assay). There-
fore, this parameter is better suited for evaluation pur-
poses than the residual sum of squares and the residual
standard deviation, which are also measures of the
deviation between the experimental data and the
regression, but they depend on the absolute magnitude
of the signal values and are difficult to compare with
results from other equipment or with other procedures.

As statistically based linearity test, the significance
of the quadratic coefficient can be checked (Fig. 6B).
If the CI of the quadratic coefficient c (y ¼ a þ
bx þ cx2) includes zero, the quadratic term becomes
zero and the equation is reduced to a linear function.
However, if a statistical difference is obtained, their
practical relevance should be evaluated. For example,
if the data display a very small scattering, combined
with a slight trend, a quadratic regression could result
in a (statistically) better fit. But this does not justify the
use of the more complex model, if the difference
between the results of the two regression models is neg-
ligible in the working range compared with the
expected precision (e.g., 0.1% maximum deviation
and 1.4% RSD at the working concentration).

Evaluation of the Intercept. The occurrence of (non-
negligible) ordinate intercept is an indication of sys-
tematic errors, as it can be seen in Fig. 6A. If there
are no matrix effects, adsorption of the analyte, etc.
the regression line must pass through the origin (within
the random error of the experimental values). This is a
prerequisite for the establishment of a single-
point calibration and of the 100% method for the
determination of impurities. The so-called single-point
calibration represents, in fact, a two-point calibration
line where one point equals zero and the other the
standard concentration. The zero intercept can be
demonstrated statistically when the CI (usually at
95% level of significance) of the intercept includes zero.
Again, such a statistical test should be interpreted care-
fully and a statistical significance should be evaluated
with respect to its practical relevance. On the other
hand, a large variability can obscure a substantial
deviation of the intercept from zero. Therefore, as an
absolute parameter, the intercept should be expressed
as a percentage of the analytical signal of a 100%
working concentration. For the acceptance limit, a
basis for orientation may be sought in an acceptable
value for the precision (e.g., 1%–2% for assay). In fact,
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Fig. 7 Sensitivity plot (ratio of signal to analyte vs. analyte)
for an LC-assay procedure with UV detection. The means
(squares) and the individual (diamonds) sensitivity values,

the average sensitivity (solid line) and the �2% limits (dotted
lines) are displayed. The larger scattering for the lower con-
centrations is caused by their larger influence (weight) on
the ratio, compared with larger concentrations.
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this approach can be regarded as an extrapolation of the
variability at the working concentration to the origin. In
order to avoid weighting effects, very large extrapolation
may be disadvantageous. Even if the required range for
an assay determination is 80%–120%, the linearity for a
single-point calibration should be validated starting with
approximately 10%–50%.

Accuracy

Accuracy by Comparison. For drug substance, the
only possibility of a quantitative assessment of accu-
racy is the comparison to the results of another analy-
tical procedure or to a reference (if established with
other procedures and/or additional characterization).
This can be performed statistically with a t-test (see
statistical textbooks or corresponding software).
However, the shortcomings of these statistical tests
(or better the justification of their use) are especially
important here. It must be taken into consideration
that two independent analytical procedures most
probably differ in their specificity. This may lead to a
systematic influence on the results (Table 2). If the
effect can be quantified, the means should be corrected
before performing the statistical comparison. If a

correction is not possible, the presumptions of the
statistical test are violated and the t-test should
consequently not be performed. Instead, it should be
evaluated if the absolute magnitude of the difference
is below an acceptable value (e.g., 2%).

Accuracy by Recovery. Interferences between the
matrix (placebo) and the analyte, adsorption within
the equipment, incomplete extraction of the analyte
during the sample treatment, degradation, etc. can be
verified by spiking known amounts of the analyte
to the matrix (placebo). For example, drug substance
is spiked to placebo (reconstituted drug product) or
impurities/degradants are added to drug substance
or drug product and are subsequently analyzed.
This should be performed as near as possible to the
authentic conditions. Ideally, the drug product is pre-
pared with different contents of active ingredient.
The least authentic approach would be the addition
of standard stock solutions to a placebo solution.

The recovery can be calculated either at each level
separately as a percent recovery, or as a linear regres-
sion of the found analyte vs. the added one (recovery
function) (Table 3).

In the former case, it can be tested, whether the
recovery mean differs significantly from the theoretical
value of 100% (e.g., by the inclusion of 100 within the
95% CI). However, again it should also be taken into
consideration if the absolute magnitude of the differ-
ence is acceptable, especially with respect to impurities
in low concentration ranges.

With respect to the recovery function, the slope and
intercept can be tested vs. the theoretical values of
1 and 0 (by their 95% CIs) or vs. acceptable limits for
deviation. Due to the different weighting effects, the
two approaches might lead to different results. The
percent recovery calculation gives easily interpretable
results and should therefore be preferred, at least for
narrow working ranges.

It is absolutely essential that the accuracy be vali-
dated with the same quantitation method that is used
in the control test procedure. Recovery deviations
from the theoretical values while performing a calibra-
tion with a drug substance alone may indicate interfer-
ences between the analyte and placebo components.
In such a case, the calibration should be done with a
synthetic mixture of placebo and drug substance stan-
dard. Such interferences may also be detected by the
separate determination of linearity for dilutions of
the drug substance and for a spiked placebo.

Precision

Precision should be measured using homogenous,
authentic samples. According to the ICH recommen-
dation of nine determinations over the whole range,

Table 2 Investigation of accuracy by comparison of an LC
assay procedure with a nitrogen determination according to

Dumas. The content obtained from the latter is corrected for
the amount of impurities determined with LC. The critical
value for the mean t-test is larger than the tabulated one,

therefore, a (statistically) significant difference of the means
is observed. However, the absolute difference between the
two procedures, which have a completely different
methodology, is only 0.89%

No. Content LC (%) Content N (%)

1 92.93 94.18

2 91.32 93.22

3 92.66 92.84

4 93.50 92.77

5 92.41 92.58

6 92.58 92.77

7 91.27 93.03

8 90.66 92.96

9 91.56 92.96

10 93.17

Mean 92.21 93.03

95% CI 91.53–92.88 92.68–93.39

RSD 1.02 0.50

t-test (df ¼ 17, 95%)
Critical value 2.11

Test value 2.38
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it may also be measured using artificially prepared
samples or sample solutions, combining the validation
characteristics linearity, accuracy, and precision in one
experimental series. However, it should be noted that a
larger variability can result due to the additional pre-
paration steps. On the other hand, problems of the
sample homogeneity and of the sampling itself
cannot be detected.

It is essential to be absolutely aware of the different
levels of precision, especially if acceptance limits are
defined or if the resulting variabilities are used for
further calculations. Often, the real uncertainty of
results is underestimated, especially with respect to
long-term applications.[32] The large variability of the
experimentally determined standard deviation has also
to be taken into account (Fig. 8).

In addition to the ICH levels repeatability and inter-
mediate precision, the system precision, i.e., repeated
injections/determinations of a single sample solution
(also referred to as injection repeatability or injection
precision), provides valuable information. Evaluation
of these data will help us to show that the chosen
equipment is suitable for its intended use. Injection
precision will also become part of the system suitability
requirements of the method and an acceptance

criterion should be appropriately set. In the EP, a
procedure is described which links the maximum per-
mitted injection precision with the specification limits,
thus allowing a specific evaluation of the suitability.[23]

However, this approach requires that the specification
limits are established appropriately, i.e., taking the
analytical and manufacturing variability into
account.[33]

The various levels of precision may be calculated by
means of an analysis of variances.[34] The overall varia-
tion is divided into the contributions within and
between the series, allowing us to assess the most
sensitive part of the analytical procedure as well as
the robustness (Table 4). Acceptance limits for assay
determinations can be derived from specification
limits established on the basis of experience and the
analytical state of the art. With the former approach,
the suitability of either the specification limits or the
precision of the analytical procedure is tested. Typical
RSDs for system precision of LC assay procedures
should range below 1%, for repeatabilities up to
1–2%, and for intermediate precision/reproducibility
twice the value for the (average) repeatability can be
expected (depending on the amount of variations, time
period, etc.).[35,36] For impurity determinations, the

Table 3 Investigation of accuracy by recovery. Drug substance was added in the solid state to a granulation of placebo tablets

in a range from 80% to 120% of the nominal content of 50 mg. The further sample preparation is performed according to the
control test

Analyte added (mg) Analyte found (mg) Recovery (%)

39.880 39.640 99.40

40.030 39.950 99.80

40.590 40.140 98.89

49.930 49.780 99.70

49.880 50.180 100.60

50.200 50.450 100.50

60.470 60.050 99.31

60.190 60.490 100.50

60.130 59.830 99.50

Percent recovery (%)

Average 99.80
Difference to theoretical value 0.20
95% CI 99.33–100.27

no significant difference to100%
RSD 0.61%

Recovery function
Slope 1.005

95% CI 0.975–1.036
no significant difference to 1

Intercept �0.353
�1.909–1.202

no significant difference to 0
Relative standard error of slope 0.63%
Coefficient of correlation 0.99942
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variability is strongly dependent on the concentration
level. The reproducibility of the sum of impurities
can sum up between 10% and 30%.[37]

Detection and quantitation limit

One should be aware that the determined QL (or DL)
is strongly related to the equipment used at the time of
determination. They may represent more system para-
meters than characteristics of the analytical proce-
dure.[16,37] They are also dependent on the calculation
procedure applied.

In cases where a general QL is required, as in phar-
maceutical analysis, it is essential to define a realistic
QL (or DL) for the analytical procedure, indepen-
dently from the equipment used, because this limit
has important consequences (e.g., for the consistent
reporting of impurities or for method transfer). They
may be derived by taking QL (or DL) from various
instruments into account (‘‘intermediate QL,’’ during
the development process) or can be defined taking
the requirements of the control test (specification limits
imposed by toxicology or by a qualified impurity pro-
file) into consideration. For example, a QL which

amounts to 50% of the specification limit would allow
an appropriate quantitation. For unknown impurities,
the ICH reporting thresholds of 0.05% or 0.03%[4,5]

can be defined as QL. During validation, it is just
verified, that the actual QL is below the defined limit
(regardless of how much below).[38] For this purpose,
each of the approaches described in the ICH guideline
can be used.

Calculation from Noise. For chromatographic meth-
ods, DL and QL can be calculated from the noise. Here
the (random) fluctuations of the baseline performing a
blank injection is regarded as ‘‘noise.’’ It is recom-
mended to obtain the difference between the highest
and the lowest signal (amplitude) in a range corre-
sponding to at least 20 peak widths of the (expected)
analyte peak.[39] This is a very straightforward proce-
dure, but is dependent on the operator.[40] Care should
also be taken to avoid the interpretation of baseline
trends as ‘‘noise.’’ Only noise signals with a ‘‘peak
width’’ similar to the analyte to be determined can
influence its detection and determination. It should
also be taken into account that the results represent
signal (peak) heights.

0

0,2

0,4

0,6

0,8

1

1,2

1,4

1,6

1,8

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57

Laboratories

St
an

da
rd

 d
ev

ia
tio

n 
(n

=
6)

  Titration ephedrine HCl 

  UV prednisolone acetate

  UV cinnarizine

  LC cloxacillin sodium

Fig. 8 Repeatability standard deviations for several types of drug substance assay procedures obtained from collaborative
studies. The standard deviations from six determinations are ranked in order of increasing values. Cochran’s test was applied
to remove outlying SDs (not shown). The reproducibility was calculated from the remaining means after passing Grubb’s outlier

test. For procedures a–c, the true content is 100%, for d the overall mean is calculated to 96.77%. (Dark gray line) Potentiometric
titration of racemic ephedrine hydrochloride. Thirty-nine laboratories participated, two were removed. The mean repeatability
and the reproducibility are 0.41 and 0.64, respectively. (Medium gray line) UV spectrometry of prednisolone acetate (specific

absorbance). Sixty-four laboratories participated, 12 were removed. The mean repeatability and the reproducibility are 0.63
and 1.38, respectively. (Light gray line) UV spectrometry of cinnarizine (specific absorbance). Sixty-four laboratories partici-
pated, seven were removed. The mean repeatability and the reproducibility are 0.82 and 1.91, respectively. (Light gray line)

LC of cloxacillin sodium. Thirty-four laboratories participated, one was removed. The mean repeatability and the reproducibility
are 0.65 and 0.60, respectively. (Data from Ref.[36].)
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Calculation from Linearity. For approaches based on
a regression line, it must be taken into account that the
residual standard deviation is strongly influenced by
the absolute magnitude of the signal values (weighting
effect, homogeneity of variances) and therefore by
the concentration range used for the linear regression.
This range should not exceed the 10-fold of the DL. In
this range, the variances can be expected to be homo-
geneous.

Another approach is directly based on the disper-
sion of the experimental data in the low concentration
range,[41] represented by the prediction interval of the
regression line. This interval can be interpreted as the
probability distribution of (future) determinations,
which can be experimentally expected. The upper
95% limit of the analyte concentration, whose prob-
ability distribution has a 50% overlapping with the
distribution of the blank (Fig. 9,B) (and therefore a
50% error rate), is defined as the DL (Fig. 9, DL). With
respect to the QL the overlapping is reduced to 5%
(Fig. 9, QL). Hence, a reliable quantification is possible
in the latter case.

Estimation from Precision. The QL can also be
obtained from precision studies. For this approach,
decreasing analyte concentrations are analyzed

repeatedly. The RSD is plotted against the correspond-
ing concentration. If a predefined limit is exceeded
(e.g., 10% or 20%), the corresponding concentration
is established as the QL.[15] However, a sufficiently
large number of analyte concentrations must be
analyzed due to the large scattering of the standard
deviations in the low concentration range (Fig. 10).
This approach can be simplified if a defined QL is to
be verified. Then, a sample containing the impurity at
the defined QL is repeatedly analyzed. If the obtained
RSD is below the predefined limit, the analytical pro-
cedure has a suitable sensitivity.

If varying concentrations are used to obtain DL
and QL, available impurities and degradants should
be spiked to the drug substance or drug product.
Different contents can also be obtained by mixing
impurity-free and impurity-containing batches. The
concentration of the active or matrix components
(placebo, cleaning solutions) should be maintained at
the nominal level of the test. The QL of unknown
substances can be obtained using representative
peaks or inferred from the QL of known impurities/
degradants.

The validity of the determined DL/QL should be
routinely confirmed within the system suitability test
(visually or from the signal-to-noise ratio).[37]

Table 4 Reproducibility study for the content of active drug in a tablet formulation (mg/g). Material from ground tablets was
weighed six times in two laboratories by two analysts each and analyzed according to the control test

Lab 1 Lab 2

Analyst A Analyst B Analyst C Analyst D

698.9 701.5 687.9 695.9

699.5 695.2 695.2 695.9

696.5 699.0 687.8 694.6

701.7 704.1 696.0 699.4

709.1 703.8 700.1 693.9

714.0 704.9 698.3 692.0

Mean 703.283 701.417 694.217 695.283

95% CI �7.131 �3.914 �5.485 �2.608

RSD 0.97% 0.53% 0.75% 0.36%

BARTLETT-test for homogeneity
of variances (99%)
Critical value 11.300
Test value 4.692

Analysis of variances (ANOVA)
Intra-groupvariance 23.381

Inter group variance 16.127
Overall variance 39.508
Overall mean 698.550

95% CI �2.654
Repeatability 0.69%
Reproducibility 0.90%
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Robustness

Deliberate variations in the parameters of a procedure
will provide an estimate of its reliability in routine use.
The extent of robustness studies will depend upon the
type of method but this evaluation should be consid-
ered during the development phase.

Typical variations might include extraction time,
flow rate through a testing device, stability of test
solutions, etc. For chromatographic methods, typical
variations for robustness studies would include dif-
ferent columns, temperature, flow rate, mobile phase
pH, and organic content. Experimental design may
be used during robustness experiments to develop a
matrix approach to these studies,[42,43] as well as HPLC
optimization software. However, care should be taken
to incorporate relevant variables into a quantitative
statistical design. Otherwise, unnecessary workload is
created, for example, if the investigated effects will
influence the quantitation of sample and standard
identically such as flow rate, organic modifier, column,
etc. These effects should only be investigated with
respect to resolution.

A quantitative measure of the robustness of an
analytical procedure is the different levels of the inter-
mediate precision and their comparison (analysis of
variances) (Table 4). Of course, this approach only
addresses random effects, which depend on the extent

of variations designed in the intermediate precision
studies. In case of insufficient robustness, it will be
often not possible to identify its source. In these cases,
a systematic investigation is required.

If the robustness studies indicate that the experimen-
tal data are susceptible to variations in the method
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Fig. 9 Calculation of the detection and quantitation limits from the 95% prediction interval of the regression line. LC peak areas
were obtained for six analyte concentrations between 0.05mg/ml and 1 mg/ml with six repeated injections each. The regression
line is shown with the 95% prediction intervals (dotted lines) in the lower concentration range. The probability distributions of

the blank (B, first curve from left), of the analyte concentration corresponding to the detection limit (DL, second curve from left)
and the quantitation limit (QL, third curve from left) are indicated. The limits of the 95% prediction interval represent the 95%
limits of the probability distribution of the corresponding concentration, i.e., the interval around the concentration where (future)

experimental results can be expected in 19 out of 20 cases. All experimental results within the probability distribution of the blank
(gray shaded area) cannot be distinguished from the blank. This amounts to 50% of all values in the case of the detection limit
and 5% for the quantitation limit.
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Fig. 10 Relative standard deviations obtained from six
repeated injections of analyte concentrations from 0.05mg/ml

to 1mg/ml. Two series on the same LC system are shown,
approximately 8 weeks apart. For illustration purposes, an
arbitrary acceptance limit of 5% RSD for the injection
precision is displayed.
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parameters, the appropriate system suitability require-
ments should be established to ensure the validity of
the analytical procedure during routine use.

System suitability tests

The validation of an analytical procedure produces
performance parameters of a ‘‘well-behaved’’ and
‘‘well-conditioned’’ system/instrument (including
defined variations) which are more or less ‘‘snapshots’’
of the combination procedure/system. In order to
routinely confirm the suitability of the integrated mea-
surement instrumentation used with a given procedure,
system suitability test parameters should be defined on
the basis of the validation results and robustness
studies. Larger variations under routine conditions or
multiple laboratories should also be taken into
consideration.

The extent of the system suitability testing is depen-
dent on, for example, the stage of drug development, the
objective of the analytical procedure, the availability of
reference substances, etc. The following parameters
may be considered:[23,37,44,45]

� Comparison with a test chromatogram of reference
standard (cf. retention times).

� System precision (injection repeatability); accep-
tance limit for LC: 2% RSD,[44] for drug substance
dependent on the (upper) specification limit (e.g.,
102.0% and n ¼ 6 : 0.85%).[23]

� Resolution factor—acceptance criteria: not less
than 2.0 (recommended with respect to the main
peak).

� Number of theoretical plates.
� Tailing factor—acceptance criteria: between 0.5 and

2.0 (recommended).
� Pressure drop.
� Baseline drift.
� (Detector) linearity or sensitivity at different con-

centrations.
� DL/QL (e.g., as signal-to-noise ratio—acceptance

criteria: not less than 3 and 10, respectively).

Validation During Drug Development
and Manufacturing

The ICH requirements are intended for the submission
of new pharmaceuticals. Good manufacturing practice
regulations, which include analytical procedures for
in-process controls, QC of excipients, starting materi-
als, intermediates or during drug development pre-
scribe no details of validation requirements. In these
applications, the ICH guidelines should be used for
orientation with an increasing expenditure of effort
and requirements as development or manufacturing

progresses. For validation purposes, three distinct
levels can be described for which validation require-
ments can be defined.

Level I

Level I is intended for analytical procedures during the
early development (preclinical phase), for starting
materials and in-process controls. At this stage of
development, relatively small quantities of drug sub-
stance are available, analytical reference standards
have not been established, and little information is
available regarding synthesis or degradation impuri-
ties. Also, frequent changes/improvements in drug
substance and formulations are expected. As such,
the validation that is conducted is at a minimum.
Validation data may be extracted from routine testing.
The specificity can be demonstrated using available
batches and samples from stress testing in combination
with simple variations in the chromatographic condi-
tions (gradient, elution time, pH). For demonstration
of linearity, a dilution of the analyte is performed
(detector linearity). Accuracy is inferred from specifi-
city, linearity, and precision. A system precision is
performed with six injections. QL is defined visually.
The results are summarized and evaluated in order to
make a statement on the suitability.

Level II

Level II is applied for drug substances and products
during the early clinical phases and for intermediates.
At this stage of development, drug substance synthetic
processes are becoming finalized and higher quality
material is available in larger quantities. A drug sub-
stance reference standard is established and infor-
mation is increasingly available on synthetic and
degradation impurities. Reference standards are estab-
lished for impurities as they become available. Formu-
lation development activities are giving rise to finished
products to be used in clinical studies. It is at this stage
that formal control tests must be established. The
validation effort is significantly extended from Level I.
Specificity is investigated using various batches,
available impurities, excipients, and samples from
stability testing. Investigations on peak purity may be
performed. The linearity of the detector or of the
procedure, depending on the complexity of the latter,
is validated. Accuracy is inferred (drug substance) or
obtained from three determinations of the recovery
at the working concentration. A repeatability study
(n ¼ 6), or depending on the application of the proce-
dure, an intermediate precision is performed. Quantita-
tion limit is obtained visually or verified with one of
the quantitative approaches. The documentation
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consists of a short summary of the performed investi-
gations and an evaluation of the results.

Level III

Level III is applied during clinical phase III and for the
submission, as well as for important intermediates, and
corresponds to the ICH requirements. At this stage of
development, the commercial synthetic process for
drug substance is established, and important process
and degradation impurities have been identified and
synthesized. The final formulations and dosages have
also been established.

A full validation report is required with description
and justification of the design of the experimental studies,
and a detailed discussion and evaluation of the results.

In all levels, validation software can be used to stan-
dardize and to improve the efficiency of documenta-
tion of the data and calculations. However, it should
be flexible enough to allow the necessary case-by-case
(or type-by-type) design of the validation.[19]

Maintenance of the Validation Status

In several guidelines, the term revalidation is men-
tioned,[2,10,12] sometimes in more detail.[15] However,
one should be aware that validation is always more
or less a ‘‘snapshot’’ of the actual state of the overall
system equipment—analytical procedure. Therefore,
it should be regarded as a basis, i.e., the proof of

the general suitability. If adjustments of the analytical
procedure are restricted to the validated and recom-
mended ranges,[23,45] there is no rationale, for a repea-
ted validation. Only if a procedure is changed, a new
validation is required.

Of course, it must be guaranteed that the analytical
procedure is consistently in a validated state. This can
be achieved by monitoring appropriate SST results.
Another possibility is to perform (regularly) supple-
mentary investigations such as further intermediate
precision studies, which can be included in the routine
analysis. With this approach, it is possible to supple-
ment and extend existing information and to take the
very important time factor into proper consideration.
Information can be obtained on the long-term behav-
ior of an analytical procedure and therefore on the
reliability in routine use, for example, better estimates
on the true (long term) analytical variability.

In Fig. 11, SST precision results for more than 10
months during drug development are shown. The
RSDs were calculated from the standard preparations
of an assay procedure, i.e., from four injections of two
separate preparations (single-point calibration). There-
fore, the variability represents a combination of system
precision and repeatability. It should be noted that
with an average of 0.88% (representative for the true
value with 58 runs over 10 months), the single results
scatter regularly up to 1.6%. Two-thirds of all RSDs
range between 0.5% and 1.3%. In two cases (about
3%) the RSDs exceed the SST limit of 2.0%. This
was attributed to gross (weighing) errors.
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Fig. 11 Relative standard deviations of reference standard preparations for an LC assay procedure over a period of about 10
months. The RSDs were calculated from four injections of two independent preparations each. Fifty-eight results were obtained,
two of them exceeded the defined limit of 2.0% (3.85% and 3.94%, not shown). The average RSD (0.88%) is indicated by a
horizontal line. (Data by courtesy of Dr. C. Korn, Aventis, Germany.)
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Quality control charts are a very effective approach
to investigate not only the analytical variability, but
also the accuracy. Due to the accumulation of results,
additional forms of statistical analysis (statistical pro-
cess control, SPC) become possible. The continuous
monitoring and the proof that the analytical procedure
is in statistical control allows a reliable evaluation of
the underlying process (e.g., batch manufacturing)
and an early detection of trends. Fig. 12 represents a
control chart for an LC content determination of an
injection solution. A control batch (‘‘dummy’’) was
analyzed with a single determination each time the
analytical procedure was applied (over about 6
months). The target mean and the standard deviation
were calculated from the first 20 determinations and
normalized to 100%. All but one result are within the
control limits (�three standard deviations around the
mean). The group of values preceding the outlying
one (top arrow in Fig. 12) was obtained with the same
standard solution and is shifted toward the upper con-
trol limit. For the next run (bottom arrow in Fig. 12), a
new standard solution was prepared. The ‘‘normal’’
result of 99.0% indicates that the shift was caused by
a deviating standard preparation. The deviation from
the mean is with less than 1.5% in the range of the
expected analytical variability (for a single determina-
tion) and therefore difficult to detect in routine batch
analyses. In contrast, such shifts and also trends can
easily be detected in a control chart representation.
Besides limit violations, the control chart can also

inspected for ‘‘abnormal’’ (systematic) patterns, such
as six points steadily increasing or decreasing, 14 points
in a row alternating up and down, etc. (for details, see
Ref.[46]). This provides the chance not only to obtain
reliable (long term) information on the analytical
system, but also to adjust it proactively.

Such a continuous process of analytical validation
can be regarded in analogy to the qualification pro-
cess.[47,48] With respect to the four Qs (design, installa-
tion, operational, and performance qualification), three
Vs can be defined: design, operational, and performance
validation. ‘‘Design validation’’ involves the method
development, where the basic performance requirements
are established. During the ‘‘operational validation,’’ it
is verified that these requirements are generally met, i.e.,
this part corresponds to the ‘‘conventional’’ validation.
Performance validation consists of a continuous monitor-
ing of the validation status of an analytical procedure.

CONCLUSIONS

Instead of an isolated and formal ‘‘checklist’’ activity,
validation of analytical procedures should be regarded
as part of an integrated quality assurance concept to
guarantee the accuracy and reliability of the analytical
results and therefore quality, safety, and efficacy of
pharmaceuticals.

For such an integrated system, all parts (such as
equipment qualification, performance of the analytical
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Fig. 12 Control chart of a single LC determination of an injection solution. The mean and the SD were calculated from the first
20 determinations. The mean is normalized to 100% (center line). The control limits (top and bottom lines) correspond to three-
fold of the RSD. The experimental results are displayed consecutively and connected by a diagonal line to facilitate the recogni-

tion of systematic pattern. The bottom arrow indicates the use of a new standard solution after an out-of-control event (top
arrow). Data by courtesy of Dr H.-J. Ploss, Aventis Germany.)

Analytical Procedures: Validation 111



A
m

or–A
uto

procedure, analytical variability, specification limits,
etc.) must be compatible with each other to prevent
(analytically caused) out-of-control or OOS results.
On the basis of the validation characteristics and
requirements of the ICH guidelines, each analytical
procedure must be validated with respect to para-
meters, which are relevant to its performance. It is
the responsibility of the analyst to identify these
parameters and design the validation study accord-
ingly. Acceptance criteria should be defined in the
validation protocol. They can be established from pre-
vious experiences (analytical state of the art) or calcu-
lated from specification limits. For the intended use of
the test procedure acceptable absolute acceptance
limits are preferred. Statistical tests should be used
carefully and preferably for orientation purposes.
The evaluation of the validation results is the responsi-
bility of the analyst and must not be left or reduced to
the outcome of a statistical test! However, statistical
analysis and consideration are very helpful in verifying
the compatibility of specification limits and analytical
variability, calculating acceptance limits, and perform-
ing simulations in order to predict future risks.

By monitoring the validation status of the applied
analytical procedure, for example, with control charts,
reliable information on the long-term behavior of the
procedure can be obtained and trends can be detected
very early. Transferring in this way data to informa-
tion to knowledge, the analytical system (or the pro-
duction process) can be adjusted before problems
such as OOS results occur (action instead of reaction).
In analogy to equipment qualification, a continuous
system is proposed: design, operational, and perfor-
mance validation (three Vs).
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Animals in Drug Development

Farrel L. Fort
TAP Pharmaceutical Products, Inc., Lake Forest, Illinois, U.S.A.

INTRODUCTION

History of Animal Use in Drug Research

The use of animals in scientific investigation has been
traced back to several centuries BC. For instance, the
writings of Aristotle (384–322 BC) and Erasitratus
(304–258 BC) indicate that they had studied the anat-
omy of various animals.[1] Early investigations such
as these were the beginning of the basic sciences that
today form the foundations for new drug development.

Until the end of the last century, experiments using
living animals were carried out on domestic or easily
captured wild species. The choice was usually limited
and based on availability. By the end of the nineteenth
century, the concept of the laboratory animal had
begun to emerge as an animal deliberately chosen for
its inherent suitability for the purpose; it was especially
bred in captivity or obtained from its environment not
merely on grounds of convenience but rather for its
usefulness for the particular investigation at hand.[2]

Need and Rationale for Animal Use

Tests in intact animals are necessary to understand
how a drug will work in the context of the myriad
metabolic and homeostatic mechanisms that are active
in vivo. Screening tests are commonly conducted with
in vitro systems and isolated tissues or organs to iden-
tify and, in some cases, to act as a bioassay to help
purify pharmacologically active agents. However, the
variable processes of absorption, distribution within
the organism, metabolism to either inactive or more
active products, and excretion will modulate the
expression of pharmacologic activity in vivo. The only
way this modulation can be estimated is by studying
the new drug in intact animals.

Aside from studies of pharmacologic activity, side
effects of new drugs must be identified and an initial
assessment made of their risk-to-benefit ratio. Again,
mechanisms of action and effects on specific organs
can be studied by using in vitro techniques. However,
to identify unexpected adverse effects and to estimate
the dosages that may be pharmacologically active
without producing unwanted effects, in vivo studies
must be conducted.

Extrapolation from Animal to Human

For most substances, the mechanism of action will be
the same in humans and other mammals. Therefore,
quantitative rather than qualitative differences in
response are most common. Humans may be more sen-
sitive to some drugs than certain laboratory animals
are, but in many cases some animal species are more
sensitive than humans are. For example, the mouse is
most sensitive to atropine, the cat is less sensitive,
and the dog and the rabbit tolerate atropine at doses
100 times higher than does the human.

Species differences in sensitivity can often be
explained by differences in metabolism, including
quantitative and qualitative differences in the ability
to detoxify drugs and also differences in the rates of
absorption, transport, distribution, and elimination
of chemicals. After oral administration, absorption in
laboratory animals is generally considered to be similar
to that in humans, although there are quantitative dif-
ferences for some compounds. For example, species
differences in the absorption and action of some com-
pounds are related to differences in the bacterial flora
of the gastrointestinal tract. The distribution and storage
of drugs are reasonably consistent among mammalian
species, including humans, although plasma binding
tends to be more extensive in humans than in small
mammals. Urinary excretion in different animal species
depends to some extent on their different diets, because
diet influences urinary pH and thus the extent of ioniza-
tion of compounds. Biliary excretion is quite variable
from species to species and is apparently more extensive
in mice and rabbits than in rats and humans. Species
differences in response to drugs appear to be related
mainly to rates of biotransformation, which are gene-
rally more rapid in small laboratory animals than in
humans.[3]

ANIMAL MODELS IN DRUG DISCOVERY

Twenty years ago, the initial screening of new com-
pounds for pharmacologic activity was conducted
using whole animals or tissues and organs isolated
from animals. Today most of the initial screening for
new drugs is done in vitro using the techniques of
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biochemistry and molecular biology. Only after a new
drug candidate has been identified and studied in vitro
are studies in animals initiated. The purpose of the ani-
mal studies is to verify the pharmacologic activity of
the new drug, identify any unexpected pharmacologic
activity, and develop an initial data base on the action
of the drug in vivo.

An ideal approach would be to have an in vivo
screening program designed to allow for the detection
of unique profiles of activity or combinations of activ-
ities. Therefore, in addition to a set of initial screening
models, relevant secondary tests would be conducted to
generate additional information on specificity, mech-
anism of action, and possible side effects.

A complete in vivo pharmacology screening pro-
gram would include models for the detection of the
major therapeutic classes of compounds shown in
Table 1.

The following sections describe some representative
models currently in use in screening for new pharmaco-
logical compounds. Descriptions of most of these
models were derived with permission from standard
operating procedures of the former Pharmakon
Laboratories, Waverly, PA 18471. Many other models,
as well as variations on the models to be described, are
available.[4–6]

CNS

A convenient test for initial screening of compounds
for CNS activity would be the neuropharmacologic
profile or open field behavior test in mice or rats. In
this test, animals are dosed with the compound and
placed individually in an open area consisting of a
square box about 2–4 feet on each side with an open
top. The animals are then observed continuously for
alertness, depression, spontaneous motor activity, defe-
cation, urination, grooming behavior, ataxia, and
convulsions. The animals are systematically observed
to measure time of onset, peak effect, duration, and
character of drug action. This kind of test can provide
an initial pharmacological appraisal of chemical
compounds and an estimate of acute toxicity. CNS
depressants, tranquilizers, antidepressants, central and
peripheral skeletal muscle relaxants, psychostimulants,
analgesics, anticonvulsants, and diuretics may be
detected by this test. Other classes of drugs, however, will
generally not be detected.

The Randall–Selitto assay is a specific test for
analgesia. In this test, a suspension of 20% brewer’s
yeast in water is injected into one hind foot of a rat.
This causes an edematous condition that increases
the rat’s sensitivity to pain. The test compound is
administered 2 h after the yeast injection, and after
an additional hour, the pain thresholds of the inflamed

and non-inflamed paws are measured. This is done
with a device, the Analgesy Meter (Ugo Basile, Milan,
Italy), which exerts a force that increases at a constant
rate. The rat paw is positioned on a teflon platform,
and the force is applied to the volar surface with a
blunt teflon cone.

The phenylquinone writhing assay is also a test for
analgesic activity. In this test, mice are given an intra-
peritoneal injection of 0.25 ml of 0.02% phenylquinone
in 5% ethanol. This will cause 100% of the mice to
writhe within 10 min. Characteristic patterns of wri-
thing consist of torsion of the abdomen and thorax,
drawing the hind legs close to the body, and raising
the heels off the floor. Complete blocking of the wri-
thing syndrome for 10 min after the phenylquinone
injection is considered a positive response.

The ability of a test compound to cause reversal of
tetrabenazine-induced ptosis in mice is an indication of

Table 1 Major therapeutic classes

CNS Sedative–hypnotic
Anticonvulsant
Muscle relaxant
Anesthetic

Analgesic (narcotic and
non-narcotic)
Anxiolytic

Dementia/cognition
Antidepressant
Neuroleptic/antipsychotic

Cardiovascular Antihypertensive
Anti-arrhythmic

Cardiotonic
Antithrombic
Anti-anginal

Cerebrovasodilator

Metabolic Hypolipidemic
Hypoglycemic

Diuretic

Immunopharmacologic Anti-inflammatory
Anti-edema

Anti-allergenic
Anti-asthmatic
Bronchodilator
Immunostimulant

Gastrointestinal Anti-ulcer
Gastrokinesis
Antisecretory

Antimicrobial Antibacterial (Gram positive and
negative)
Antiviral

Antifungal
Antitrichomal
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CNS stimulant effect. Mice are dosed with test com-
pound and then given an intraperitoneal injection of
32 mg/kg of tetrabenazine methane sulfonate. Thirty
minutes after the tetrabenazine injection, the mice are
graded for the degree of ptosis. Lack or partial reversal
of ptosis is considered a positive response.

Inhibition of pentylenetetrazol-induced seizures is
used as an indication of hypnotic, tranquilizer, or
anticonvulsive activity. Mice or rats are given the test
drug, and after 30 min a dose of pentylenetetrazol,
which will cause 50% of the animals to convulse
(CD50), is administered intramuscularly. A drug that
increases the CD50 may have activity of the type
mentioned above.

Cardiovascular

Spontaneously hypertensive rats can be used to screen
compounds for antihypertensive effects and for effects
on heart rate. The animals are dosed for one or a few
days. Blood pressure and heart rate are measured by
means of an inflatable cuff around the tail. Most
classes of antihypertensives will be detected. Agents
such as beta-adrenergic antagonists will be detected
by decreased heart rate. Other rat models include
deoxycorticosterone acetate (DOCA)-induced hyper-
tensive, renal hypertensive (one or both renal arteries
clamped), and stroke-prone spontaneously hyperten-
sive rats. Hypertensive dogs produced by clamping
one or both renal arteries may also be used to test or
verify antihypertensive activity in a second species.

Because of the ease of introducing intravenous and
intra-arterial catheters and measuring blood flow and
blood pressure, dogs are commonly used to conduct
hemodynamic studies. These studies evaluate the effect
of the test compound on systolic and diastolic blood
pressure, heart rate, cardiac output, dp/dt, respiration,
ECG, and ventricular pressure. From these data,
effects desirable for treating angina pectoris, conges-
tive heart failure, coronary vasospasm, and myocardial
infarction can be detected.

Anti-inflammatory

Two commonly used models to detect anti-inflammatory
activity are carrageenan-induced paw edema and adju-
vant-induced polyarthritis in rats. The former represents
an acute and the latter a chronic inflammatory process.
Non-steroidal anti-inflammatory agents inhibit the for-
mation of carrageenan-induced paw edema. However,
to detect activity in the developing and established
phases of chronic inflammation, the polyarthritis model
is well accepted. In both tests the measured endpoint is
volume of the hind paw. This is done by immersing
the hind paw in the well of a mercury displacement

plethysmograph. In the carrageenan test, 0.1 ml of a
1% suspension of carrageenan is injected into the plantar
surface of one hind paw of a rat. After 1 h the test
compound is administered, and after a further 3 h the
volumes of both the carrageenan-treated and non-
treated hind paws are measured. The net difference
between the two measurements is an indication of the
amount of edema remaining after test compound treat-
ment. The smaller the net difference, the greater the
anti-inflammatory activity of the test compound. In the
polyarthritis model, 0.1 ml of a sterile 0.75% suspension
of finely ground Mycobacterium tuberculosis or Myco-
bacterium butyricum (Freund’s adjuvant) in paraffin
oil is injected into the hind paw as done for carrageenan.
The polyarthritis disease state takes about 20 days to
develop. Therefore, to test a compound for activity in
the developing stages of chronic inflammation, the test
compound is administered during the first 20 days after
the single injection of Freund’s adjuvant. To test a
compound for activity against fully developed chronic
inflammation, the test compound is administered for
4–10 days, starting about 20 days after the Freund’s
adjuvant injection. In both the carrageenan and
polyarthritis models, drug effects are expressed as the
percentage inhibition of paw edema in drug-treated
animals compared to non-drug-treated controls.

In the croton oil topical inflammation test in mice,
20 ml of a 3% solution of croton oil is applied topically
to the anterior and posterior surfaces of one ear and
20 ml of the test drug is applied to the same ear
30 min later. Inhibition of ear swelling by more than
50% relative to vehicle-treated controls measured 2 h
after croton oil application indicates acute topical
anti-inflammatory activity.

Immunomodulation

Inhibition of oxazolone-induced delayed-type hyper-
sensitivity is used as an in vivo test for inhibition of
the cellular immune response. The shaved abdominal
surfaces of groups of mice are sensitized by topical
application of 0.1 ml of 5% oxazolone. The test drug
is given intraperitoneally an hour later and then daily
for five consecutive doses. After an additional 4 days,
the animals are challenged by application of 0.5 ml
oxazolone to one ear. Ear thickness is measured 24 h
later. A decrease in ear thickness relative to untreated
controls is an indication of immunosuppresion.

Inhibition of sheep red blood cell lysis by serum
from sensitized mice is an indication of suppression
of the humoral immune response. Groups of mice are
sensitized by the intravenous injection of 0.2 ml of a
2% sheep red blood cell suspension. The test drug or
vehicle is administered intraperitoneally to groups
of mice for 3 consecutive days beginning 2 h after
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sensitization to sheep red blood cells. Nine days after
sensitization, blood samples are collected, complement-
inactivated serum prepared, and serial dilutions made.
Sheep red blood cells and complement are added to
aliquots of the serum dilutions. The serum titer is then
expressed as the reciprocal of the dilution causing
complete hemolysis. A lower than normal titer may
indicate immunosuppression, and a higher than normal
titer may indicate immunostimulation.

Antitussive

Dogs are surgically prepared by implantation of a
small iron slug in the lumen of the trachea.[7] After a
2-week recovery period, the cough response of the dogs
is determined in response to electromagnetic stimula-
tion of the implanted tracheal slug. The stimulus is
imposed for 3- to 5-s periods, and the total number
of coughs elicited during and 30 s after stimulation is
recorded. After establishing each dog’s control cough
response, test substances can be administered at weekly
intervals and compared with the effects observed after
administration of a standard antitussive agent.

Endocrine

A simple assay for antidiabetic activity is the determi-
nation of changes that occur in blood glucose levels in
rats after oral administration of a test compound
followed by a subcutaneous injection of glucose. Rats
are fasted overnight, administered the test compound,
usually by gavage, and then immediately given a
subcutaneous injection of 125 mg glucose. Two hours
after test compound administration, the rats are
anesthetized and blood drawn for plasma glucose
determination. Decreased plasma glucose relative to
controls not treated with test compound is an indica-
tion of antidiabetic activity.

Antimicrobial

Many animal models use infections artificially intro-
duced into the animal either systemically or into
specific organs or tissues. The behavior of infections
and the efficacy of antibiotics in eliminating those
infections differ, depending on the organ or tissue
involved. The type of local pathology, the penetration
and pharmacokinetics of antibiotics, the local host
defense system, and the clearance rates for the bacterial
inocula differ among the various organs and tissues of
an animal. Therefore, to get a reliable prediction of
how effective an antibiotic will be clinically it is

mandatory to test new antibiotics in vivo. There are a
great variety of such models. For descriptions of many
of these, the reader is referred to a three-volume series.[8]

Anticancer

New drugs suspected of having anticancer activity are
tested in standard animal models in which tumors are
transplanted from one generation of animals, generally
mice, to the next and are thus perpetuated in vivo.
In vitro tumor cell culture systems are commonly used
to determine if a new drug has cytotoxic or growth-
inhibiting activity. However, the in vivo test is consid-
ered to be a better predictor of activity in humans.

The L1210 lymphoid leukemia model is commonly
used. This tumor is carried as an ascites tumor in
BDF1 or CDF1 mice. Ascites fluid from carrier mice
containing 100,000 cells is implanted in the test mice.
Twenty-four hours later, treatment with the test drug
is started. After 6 or 7 days of treatment, the numbers
of survivors are determined and the animals weighed.
The results are evaluated by comparing drug-treated
groups to untreated ones. Drugs resulting in a greater
proportion of surviving mice compared with non-
drug-treated controls may have anticancer activity.
Many other similar models are available.[9]

ANIMALS IN DRUG SAFETY TESTING

General Principles

Before a new drug can be given to people, it must be
tested in animals to determine its side effects and at
what dosage those side effects will appear. This testing
must be done in vivo because the effects of the pro-
cesses of absorption, distribution, metabolism, excre-
tion, the interactions among these processes, and the
interactions among the various organs and neuroendo-
crine systems within the whole animal cannot be dupli-
cated in vitro. To characterize the nature of the side
effects to be expected from a new drug, it is usually
necessary to give much higher dosages than would be
given clinically and sometimes to give the drug over
prolonged periods of time. This is because the dosages
of drugs needed to elicit pharmacological or toxico-
logical effects are often higher in laboratory animals
than in humans, and because the side effects of drugs
suitable for clinical use are usually provoked only by
exaggerated dosages. In some cases the drug may
accumulate within the body or within particular organs
or tissues and thus give rise to toxic manifestations.
Some side effects appear only after long periods of
repeated administration.
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In addition to the requirement to test new drugs in
animals, it is also necessary to test in more than one
species of animal, because extrapolation of the results
of testing in animals to humans is less than perfect.
Certain species may be more sensitive or predictive
than others. To ensure that the safety of a new drug
has not been overpredicted and that any potential side
effects have not been overlooked, it is routine practice
to test new drugs for safety in at least two species. In most
cases, these will be a rodent and a non-rodent species.

The variety of animal tests and the length of the
studies required for a new drug depend on the nature
of the drug (pharmacological or chemical class), the
intended clinical use of the drug (for example, length
of the usual course of treatment), and, to some extent,
on the requirements of the countries in which the new
drug will be registered for marketing. These factors will
be discussed further in the following sections.

Acute Toxicology

In acute toxicology testing, animals are given single
doses of a drug. The most common study design is to
give groups of rats or mice (such as 5 per sex) single
treatments over a wide range of dosages and then
observe them over a period of 7–14 days for survival
and for physical or behavioral signs of toxicity. In most
cases a LD50 (the dosage at which 50% of the animals
die) will be determined; however, this is not always
feasible or necessary. The acute toxicity test may be
conducted for several reasons. This is the first toxicity
test that will be done for a new drug, and it provides
the basis for choosing dosages that will be used in sub-
sequent toxicity studies involving repeat dosing. This
test provides information regarding the effects of single
large doses of a new drug. This information may be
used to predict the effects of overdosing (either acciden-
tal or purposeful) in humans. The acute toxicity test is a
convenient safety check on new batches of drug. Even
though extensive chemical analyses are conducted on
new batches of any drug, a quick test in live animals
to assure that there have been no dramatic changes in
acute toxicity provides a desirable level of comfort
before making the new drug batch available for human
use. The acute toxicity test is also a convenient method
to determine any interaction between two drugs that
would cause unexpected toxicity in clinical use. Thus,
if a new drug will be commonly used clinically in com-
bination with other drugs or in patients who commonly
receive certain medications, it might be prudent to test
the new drug in combination with these other drugs in
an acute toxicity test in order to predict such an inter-
action before using the new drug clinically. Apositive
finding in such a combination study would likely be fol-
lowed up by longer-term, repeat-dosing studies.

Acute toxicity studies may be conducted by admin-
istering the drug by any of several routes (oral, intrave-
nous, intramuscular, intraperitoneal, subcutaneous, or
dermal). The route chosen usually is that intended to
be used clinically. Rats and mice are generally used
for acute toxicity work; however, rabbits are commonly
used when the route of administration is dermal.

If a drug is to be given parenterally, acute vein and
muscle irritation studies are commonly conducted in
rabbits. These studies help assure that a new parenteral
formulation will not cause unnecessary pain or tissue
damage in people. They are also useful in developing
new formulations for parenteral use with minimal
potential for such effects. In a vein irritation study,
groups of drug-treated and vehicle-treated rabbits are
given injections via the lateral ear veins. The reason
rabbits are used for this test is because the lateral ear
veins are large enough, long enough, and easily visible,
so as to facilitate making the injections and identifying
the injected portion for subsequent sampling for histo-
logical examination. The animals are observed during
the injection and at intervals (such as 2–4 h) afterward
for indications of discomfort during the injection and
of swelling, erythema, or tenderness of the injection
site. Twenty-four hours after injection, the animals
are killed, and the injection site veins are examined histo-
logically for evidence of tissue damage or inflammation.

In a typical muscle irritation study, groups of male
rabbits are given intramuscular injections of 1.0 ml of
drug formulation or vehicle with a 23-gauge needle
inserted vertically to a depth of about 15–20 mm into
the sacrospinalis muscle. The injection site is marked
by drawing a circle of ink around the site. The animals
are observed during the injection and daily thereafter
for 7 days for discomfort during injection and for signs
of swelling, erythema, or tenderness at the injection
site. On 1, 3, and 7 days after injections, blood samples
are taken for measurement of creatine phosphokinase
activity. Elevation of this enzyme in blood is an
indication of muscle damage. Also, 1 and 7 days after
injection, rabbits from each group are sacrificed and
the muscle tissue surrounding the injection site taken
for histological examination for evidence of tissue
damage or inflammation.

Subchronic and Chronic Toxicology

Repeat-dosing toxicity studies are conducted to deter-
mine what side effects will arise from repeated admin-
istration of a drug at lower dosages than those used in
acute toxicity studies and to determine safe dosages to
be used in the initial human clinical trials. These stud-
ies range in duration from 1 to 2 weeks to 1 to 2 years.
The length of studies required for a drug depends
mainly upon the duration of treatment and the
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intended clinical dosing regimen. (This is discussed
further under Governmental Guidelines). These studies
are conducted in stages so that the results of one study
can be used to design the subsequent study of longer
duration. The first are usually 2 weeks in length
followed by 1-month, 3-month, 6-month, and then
1-year studies. Parallel subchronic and chronic studies
are almost always conducted in two species, usually the
rat and dog, because there is a large historical data
base for these species and they are easy to work with,
relatively economical to house, and readily available
from commercial vendors. However, special circum-
stances may dictate that other species be used. For
instance, if a drug causes excessive vomiting in dogs,
which are known to be particularly sensitive to such
effects, then some other non-rodent species such as
the monkey may have to be used. Also, if the absorp-
tion or metabolic handling of a drug in the rat or
dog is found to be markedly different from that in
humans such that one of these species would not be
a reasonable predictor of toxicity in humans, then
another species would be used.

The usual protocol for subchronic and chronic
studies includes groups of animals containing equal
numbers of both sexes receiving at least three dosage
levels of drug plus vehicle or other control groups.
These animals are observed daily for clinical signs of
toxicity. Their body weights and food consumption
are measured frequently. These three parameters—
clinical signs, body weight, and food consumption—
can be very sensitive indicators of toxicity. Complete
hematology and serum chemistry profiles are deter-
mined at least at the end of the administration period
and in some cases at intervals during the period of
administration. Thorough physical examinations by a
veterinarian or a trained technician are conducted at
regular intervals. Periodic electrocardiograms are com-
monly recorded in studies with dogs. At the end of the
period of drug administration, all the animals are sub-
jected to a complete necropsy under the supervision of
a veterinary pathologist. The tissues are then subjected
to complete microscopic examination by a veterinary
pathologist to detect morphologic alterations in the tis-
sues that may have resulted from drug administration.
In some cases it may be desirable to allow some ani-
mals from the drug-treated groups to live for a period
of time after the end of drug administration to deter-
mine if any drug-related changes will disappear upon
withdrawal of the drug.

As mentioned, the results of the subchronic and
chronic studies are used to help determine the dosage
to be used in the initial human clinical trials. To do
this, the lowest dosage causing no toxicity (the no-
toxic-effect dosage) is determined for each study,
and a safety factor is applied depending on the species.
For instance, for rats the no-toxic-effect dosage is

divided by 10 and for dogs by 6 to arrive at an estimate
for the initial human dosage. These factors are derived
from the observations that laboratory animals can
usually tolerate higher dosages of drugs and other che-
micals without exhibiting toxicity than can humans
and that the differences in tolerance vary with differ-
ences in basal metabolic rate, which in turn varies with
body surface area to weight ratio. This ratio varies by a
factor of approximately 10 in rats and 6 in dogs
relative to humans. The descriptions of toxic effects
elicited in the subchronic and chronic studies allow
clinicians conducting clinical trials to know which side
effects to anticipate so as to protect the patient volunteers.

Reproductive Toxicology

Reproductive toxicology covers the entire process of
reproduction from mating to pregnancy, birth, wean-
ing and, sometimes, the reproductive function of subse-
quent generations. The species most commonly used in
these studies are rats and rabbits, although in special
circumstances, other species such as mice, dogs, or
monkeys may be used. A series of studies is usually
conducted so as to cover all the phases reproduction.
Within each study, groups of animals corresponding
to untreated controls and two or three drug-treated
groups are used.

One type of typical study, usually conducted in rats,
provides information on fertility and general reproduc-
tive performance, particularly on gonadal function,
estrous cycles, mating behavior, conception rates, and
early stages of gestation. This study is usually referred
to as a fertility study. Mature male rats are treated with
the drug for 28 days prior to mating. This period is
considered to be sufficient to detect effects on male
reproductive organs when used in conjunction with
thorough histological evaluation of testes. This fertility
study in male animals is conducted prior to large-scale
(Phase III) clinical trials in men. Female rats are treated
for 14 days and then mated to treated males. Daily
vaginal inspections are made and the finding of sperm
or a copulation plug is considered as Day 0 of preg-
nancy. The females are sacrificed on Day 13, and the
number of live and dead embryos, the number of
implantation sites, and the number of copora lutea
on the ovaries determined. Some of the dams may be
allowed to deliver normally, and the newborn pups
are counted, examined, sexed, and weighed. The pups
are again weighed and counted on Days 4 and 21
(weaning). From this test, preimplantation death,
derived from the number of implantation sites in the
uterine horns compared to the numbers of corpora
lutea on the respective ovaries, postimplantation death,
derived from the number of resorption sites compared
to the number of implantation sites in the uterus, and
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the survival and growth of the offspring are deter-
mined. This study is generally conducted prior to any
clinical trials involving women of childbearing poten-
tial. However, in the USA and Europe, women of
childbearing potential confirmed to be non-pregnant
and using effective birth control may be enrolled in
Phase I and Phase II (usually small-scale) studies prior
to completion of the female fertility study.

The second typical study, commonly called the
teratology study, is usually conducted in two species,
rats and rabbits. Rabbits are commonly used as a sec-
ond species in Segment 2 studies because after the
thalidomide tragedy in the early 1960s, rabbits were
found to be more susceptible than were other com-
monly used laboratory species to the teratogenic effects
of thalidomide, one of the few proven human terato-
gens. In the Segment 2 test, inseminated females are
treated only during the organogenesis period, which
for rats and mice are Days 6–15 and for rabbits are
Days 6–18 of gestation. One day prior to birth, the
dams are sacrificed and the fetuses delivered by cesar-
ean section. The fetuses are weighed, sexed, and exam-
ined for gross abnormalities. The fetuses from each
treatment are then randomly divided into two groups.
One group is preserved in fixative for subsequent soft
tissue examination. In the other group, the tissues are
cleared and the skeletons stained for skeletal examina-
tion. The main endpoints in this study are numbers of
live and dead fetuses, sex ratio of the fetuses, fetus
weights, grossly observable abnormalities, and soft
tissue and skeletal abnormalities. This test procedure
was developed based on the well-established principle
that the embryo is most susceptible to induction of
birth defects during the organogenesis period. Previous
exposure of the dam, as in the Segment 1 test, can lead
to infertility or elevation of detoxification mechanisms,
and thus to underestimation of the potential of a com-
pound to cause birth defects. A separate phase of test-
ing was developed to specifically assess the occurrence
of birth defects. This study is usually completed prior
to any human studies involving women of childbearing
potential (proven non-pregnant and using effective
birth control) in Europe and Japan and prior to
large-scale Phase III studies involving women in the
USA.

In a third type of study, called the perinatal/
postnatal test, pregnant females are treated during
the last quarter of pregnancy and through lactation
until weaning. The weanlings are necropsied to detect
any internal anomalies. The purpose of this study
is to determine the effects of the drug on late fetal
development, labor, delivery, lactation, neonatal viabi-
lity, and growth. It also assesses potential effects on
neonates due to drug being excreted in the mother’s
milk. The endpoints for this study are the numbers
of live and dead pups, the sex ratio of the pups, the

numbers of surviving pups at 4 and 21 days after birth,
and the growth and development of the pups. Postna-
tal testing of pups commonly includes developmental
indices such as days on which the following events
occur: balanopreputial separation in males, vaginal
opening in females, eye opening, pinna unfolding, and
incisor eruption. Tests for reflex development and learn-
ing and memory are also commonly included. The repro-
ductive competence of the offspring may also be tested.
The potential of a compound to induce changes in these
endpoints can be masked by infertility in the fertility and
general reproductive performance study, which would
lead to insufficient numbers of offspring to detect a
change. This study must be completed prior to applying
for marketing approval.

Mutagenicity

New drugs are routinely screened for their potential to
cause gene mutations and/or chromosome aberrations
by in vitro tests. An in vivo test is also required by
most regulatory agencies. Further mutagenicity tests
in whole animals are usually conducted only if the in
vitro tests prove inconclusive or questionably positive.
A new drug showing a strong positive response in an in
vitro mutagenicity test probably would not be devel-
oped. In vivo tests serve to determine whether a drug
has potential to cause genetic alterations under condi-
tions closer to those that one would obtain under clin-
ical use. The significance of these studies to the safety
of a drug is twofold. First, a drug that causes genetic
damage could produce such damage in the sperm or
ovaries of the patient and thus potentially cause
genetic abnormalities in the children of that patient.
Second, it is widely accepted that any agent capable
of causing genetic damage is also likely to be a carcino-
gen. The most common in vivo tests for genetic
damage are chromosome damage tests and the domi-
nant lethal test in mice or rats.

Chromosome damage can be assessed in mice and
rats by bone marrow cytogenetic analysis and by bone
marrow micronucleus assay. In both methods, bone
marrow is examined after animals have been treated
with either a single high dose or after several (2–4)
daily doses of thedrug. After the single dose, bone mar-
row is collected 6, 24, and 48 h after dosing for cytoge-
netic analysis or 24, 48, and 72 h after dosing for
micronucleus determination. After the repeat dosing
schedule, bone marrow is collected 6 h or 24–30 h after
the last dose for cytogenetic or micronucleus assay,
respectively. For cytogenetic analysis, the animals
are treated with colchicine 2–3 h prior to euthanasia
to block dividing bone marrow cells in metaphase,
femoral bone marrow is collected and fixed, and
metaphase spreads are prepared on microscope slides.
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After Giemsa staining, the numbers of chromosomes
and their normal or abnormal appearance in meta-
phase spreads are determined. In the micronucleus test,
femoral bone marrow smears are stained with Giemsa
or a fluorescent dye such as acridine orange, and
the numbers of polychromatic erythrocytes containing
micronuclei are determined. Normal polychromatic
erythrocytes contain no nuclei. In the process of red
blood cell maturation, the nucleus is expelled just prior
to the polychromatic erythrocyte stage. Micronuclei
represent chromosomes or chromosome fragments
that are left behind in the cell after expulsion of the
nucleus.

The dominant lethal assay is used to detect muta-
genic damage to male germ cells. The principle behind
this assay is that theoretically there are a large number
of chromosomes that, when damaged, could lead to
lethality during early gestation if included in a ferti-
lized egg. Hence, the target size relative to the genome
is large for dominant lethality, and therefore the test
should be a sensitive indicator of genetic damage. In
this test, male animals (usually rats or mice) are treated
with the drug daily for 5 days. They are then mated
with separate groups of females each week for 8 weeks.
The 8-week interval covers the entire spermatogenic
cycle. The females are killed at midpregnancy, about
14 days after the midweek of mating. At necropsy
the uteri are examined and the numbers of corpora
lutea, living implantations. and dead implantations
are counted. The endpoints for this assay are (1) the
numbers of preimplantation losses, determined by sub-
tracting the numbers of implants from the numbers of
corpora lutei, and (2) the numbers of dead implants.
Agents that cause increased numbers of preimplanta-
tion losses or dead implants compared to vehicle or
historical control levels are considered positive in the
dominant lethal assay. Because of the serial mating
scheme, it is possible to know which stage of spermato-
genesis is affected if a positive result is obtained.

Several transgenic animal models are available for
mutagenicity testing in vivo. The most widely used
are the Big BlueTM and MutaTM Mouse models. These
animals have portions of the E. coli galactosidase
operon inserted into their genome. This bacterial
DNA is used as the target for mutagenicity testing
when the animals are treated with test chemicals. After
chemical treatment, the bacterial DNA is removed
from the tissues and packaged into bacterial viral
(phage) particles. The phages are used to infect bac-
teria growing on agar plates. The bacteria multiply to
form colonies that can be counted. Because of a color
reaction that can be catalyzed by the galactosidase pro-
tein, a color reaction formed in the bacterial colonies
can be used to assess the presence or absence of muta-
tions formed in the target DNA from virtually any
tissue within the treated mice.

Carcinogenicity

Carcinogenicity bioassays are long-term studies in
mice and rats conducted according to standard guide-
lines established by the National Cancer institute[10]

and the International Conference on Harmonization.[11]

In these studies the animals are treated repeatedly
for periods of 18–24 months for mice and of 24
months for rats. Treatment is by a route consistent
with the intended clinical route. The study design
usually includes vehicle control and two or three
drug-treated groups. The highest dosage is selected
as the maximum dosage that will be tolerated by
the animals. This dosage may cause minimal signs
of toxicity but should cause no more than a 10%
decrement in body weight gain compared with control
groups and should not cause toxicity, other than that
related to a neoplastic response, that would be pre-
dicted to shorten the animal’s natural life span. This
high dosage is necessary to give a maximum test of
the potential of a new drug to cause cancer. The ani-
mals are examined frequently for palpable masses. At
the end of the treatment period, the animals are
necropsied and histologic examinations of thetissues
are conducted with particular attention given tothe
detection and identification of tumors. Recently,
transgenic strains of mice that allow detection of a
carcinogenic response within 6 months of treatment
rather than 2 years have become available. Examples
of these are the P53þ/� (P53 knockout), TG.AC and
the rasH2 mouse models. These animals contain dele-
tions of genes involved in suppressing the formation
of tumors. The use of these animal models is justified
based upon the fact that these same genes are known
to be involved in many human tumors. Thus, the
mechanisms leading to enhanced tumorigenic
response in these animals is known to be relevant to
human tumorigenesis.

Primary Irritation Testing

If a new drug is intended to be applied to the skin or
eyes, one of the first tests to be conducted would be
to determine if the drug, or the formulation containing
the drug, will cause irritation of the skin or eyes. Even
if a drug is intended only for dermal application, eye
irritation testing may also be required because of the
possibility of inadvertent exposure to the eyes. For
instance, an antibiotic intended for topical treatment
of acne would be applied on the face, and the potential
for eye contact would be considerable. These tests are
usually conducted in rabbits because of their widely
accepted sensitivity to dermal and ocular irritation
and because of the scientific literature describing such
tests in rabbits. Other species, such as guinea pigs or
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mice, may be used for dermal irritation studies under
special circumstances.

A typical dermal irritation assay is conducted as
follows. Six male albino rabbits are be clipped free of
hair on the back. One area of skin is left intact, whereas
another is abraded in a tic-tac-toe pattern with the
point of a hypodermic needle so as to incise the super-
ficial epidermis layer without causing bleeding. The test
material, 0.5 ml of liquid or 0.5 g of solid or semisolid is
applied to each site under a 1 � 1 in. gauze pad. The
entire trunk of the animal is wrapped with an imper-
vious material and held in place with tape for 24 h.
The patches are then removed and excessive material
wiped off. The skin reactions are scored at 24 and
72 h after the initial application according to a scheme
such as that listed in Table 2.

The mean values of the six rabbits for erythema and
eschar formation at 24 and 72 h for both intact and
abraded skin (four values) are added. The mean
values of the six rabbits for edema at 24 and 72 h (four
values) are also added. The total of eight values is
divided by 4 to give the primary irritation index.
Values of 5 or greater are considered indicative of a
positive irritant.[12]

A typical ocular irritation test is conducted as
follows. Six albino rabbits of the same sex are given
thorough ophthalmological examinations within 24 h
before use to ensure absence of preexisting ocular
damage. The animals would be firmly but gently
restrained. The test formulation is be placed in one eye
of each animal by gently pulling the lower lid away from

the eyeball (conjunctival cul-de-sac) to form a cup
into which the test substance is dropped. The lids are
then gently held together for one second and the animal
released. The other eye, remaining untreated, serves
as a control. For testing liquids, 0.1 ml is used. For solid,
paste, or particulate substances, the amount used must
have a volume of 0.1 ml weighing not more than
100 mg. The eyes of each rabbit would be examined
24, 48, and 72 h after treatment. After the 24-h exami-
nation, the treated eyes may be rinsed with tap water
or saline. At this time the eyes may also be examined with
the aid of fluorescein stain. One drop of fluorescein
sodium ophthalmic solution USP is dropped directly on
the cornea. After flushing out the excess fluorescein with
tap water or saline, injured areas of the cornea appear
yellow and are best seen under ultraviolet illumination.
At each examination period, the eyes of each rabbit are
scored for ocular reaction according to a scheme such
as that listed in Table 3.

The test may be considered positive if three or more
animals exhibit positive reactions at any observation
period. Equivocal tests are repeated. For humane
reasons, formulations known to be corrosive or to be
severely irritating in the dermal irritation test are
assumed to be ocular irritants and not tested.[13]

Antigenicity Testing

New drugs may undergo testing for antigenicity
depending upon the chemical structure (suspected of
being a sensitizer because of similarity to known sensi-
tizers) or because of the intended use of the drug. For-
mulations intended for topical use are usually tested
for delayed contact sensitivity. However, new drugs
intended for systemic use are sometimes tested for their
potential to induce anaphylaxis. These tests are com-
monly conducted in guinea pigs, but rats or mice are
sometimes used.

Delayed contact hypersensitivity can be evaluated
by several standard protocols in guinea pigs. A typical
procedure is to sensitize groups of 10 guinea pigs each
by injecting 0.1 ml (0.05 ml for the first injection) of a
0.1% suspension or solution of test material intrader-
mally in the upper dorsal area three times per week
for a total of 10 injections. Additional groups are simi-
larly treated with a positive control compound such as
dinitrochlorobenzene and a negative control (saline).
About 2 weeks after the tenth injection, the animals
are challenged by intradermal injection of 0.05 ml of
the respective test compound, positive control, or sal-
ine in the dorsal lumbar area. The animals are shaved
at least 18 prior to each injection. At 24 and 48 h after
each sensitizing and challenge injection, the area of
skin around the injection site is graded for erythema
and edema according to the scheme shown in Table 4.

Table 2 Dermal irritation scoring system

Skin reaction Valuea

Erythema and eschar formation

No erythema 0

Very slight erythema (barely perceptible) 1

Well-defined erythema 2

Moderate to severe erythema 3

Severe erythema (beet redness) to slight
eschar formation (injuries in depth)

4

Edema formation

No edema 0

Very slight edema (barely perceptible) 1

Slight edema (edges of area well

defined by definite raising)

2

Moderate edema (raised
approximately 1 mm)

3

Severe edema (raised more than 1 mm
and extending beyond the area of exposure)

4

aThe value recorded for each reading is the average value of the six or

more animals subjected to the test.

122 Animals in Drug Development



A
m

or
–A

ut
o

The erythema and edema grades are recorded sepa-
rately. A dermal irritation score for each sensitizing
injection and the challenge injection for each animal
are calculated by adding the 24-h and 48-h scores for
both erythema and edema (four scores) and dividing
by 4. The dermal irritation scores obtained from the
initial sensitizing injection and the challenge injection
for each animal are used to determine whether sensiti-
zation had been produced. When the challenge score
exceeds the initial irritation score for a given animal
by 1 or more, the animal is considered sensitized.

The potential of a compound to induce anaphylaxis
can be evaluated in both active systemic anaphylaxis

(ASA) and passive cutaneous anaphylaxis (PCA) tests
in guinea pigs or rats.[14,15] In both tests, the test com-
pounds and positive and negative control substances
are injected subcutaneously or intraperitoneally three
times per weektogroups of 6–10 animals for a total
of 6 injections. In the ASA test, the animals are chal-
lenged 2 weeks after the final sensitization injection
intravenously with the respective test compound or
positive or negative control and observed for signs of
anaphylaxis. These would be graded as:

Negative: No anaphylactic symptoms

Mild: Restlessness, rubbing of the nose or ears,
coughing, espiratory acceleration, or piloerec-
tion

Moderate: Urination, defecation. dyspnea, or
ataxic gait

Severe: Convulsion followed by recovery

Fatal: Death by a fatal anaphylactic reaction

In the PCA test, serum is collected from the sensi-
tized animals 2 weeks after the final sensitization injec-
tion. This serum is diluted with saline to a dilution of
1/8 or more and injected intradermally on the backs
of previously untreated guinea pigs. Four hours later,
these guinea pigs are given intravenous injections of
1.5–2.0 ml of saline containing 0.5% Evans Blue plus
the respective test compound or positive or negative
control. Thirty minutes after the intravenous injection,
the animals are examined for the presence of blue areas
of skin surrounding the earlier intradermal injections.
A blue spot having a diameter of 5–10 mm is consid-
ered a positive reaction.

Table 3 Ocular irritation scoring system

Ocular reaction Score

Cornea

No ulceration or opacity 0

Scattered or diffuse areas of opacity
(other than slight dulling of normal
luster, details of iris clearly visible)

1a

Easily discernible translucent areas,

details of iris slightly obscured

2

Nacreous areas, no details of
iris, size of pupil barely discernible

3

Opaque cornea, iris not
discernible through the opacity

4

Iris

Normal 0

Markedly deepened rugae, congestion,

swelling, moderate circumcorneal hyperemia,
or injection, any of these or any combination
thereof, iris still reacting to light (sluggish
reaction is positive)

1a

No reaction to light, hemorrhage,
gross destruction (any or all of these)

2

Conjuctivae

Blood vessels normal 0

Some blood vessels definitely
hyperemic (injected)

1

Diffuse, crimson color, individual

essels not easily discernible

2a

Diffuse beefy red 3

No swelling 0

Any swelling above normal
(includes nictitating membranes)

1

Obvious swelling with partial
eversion of lids

2a

Swelling with lids about half closed 3

Swelling with lids more than half closed 4
aReadings at these numerical values or greater indicate positive

response.

Table 4 Dermal hypersensitivity scoring scheme

Skin reaction Score

Erythema and eschar formation

No erythema 0

Very slight erythema (barely perceptible) 1

Well-defined erythema 2

Moderate to severe erythema 3

Severe erythema (beet redness) to slight
eschar formation (injuries in depth)

4

Edema

No edema 0

Very slight edema (barely perceptible) 1

Slight edema (edges of area
well defined by definite raising)

2

Moderate edema (raised

approximately 1 mm)

3

Severe edema (raised more than 1 mm and
extending beyond area of exposure)

4
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Governmental Requirements

Governmental regulatory agencies such as the USFDA
have established guidelines describing the kind of
safety tests that should be conducted in animals in
order to have a new drug approved for use in clinical
trials and in order to get approval of a new drug
application (NDA) for marketing. The rationale and
circumstances for conducting reproductive, mutageni-
city, carcinogenicity, irritation, and sensitization stu-
dies have already been mentioned. Tables 5 and 6
summarize the requirements for acute, subacute, and
chronic toxicity studies for pharmaceutical products
intended for use in humans. These descriptions are
limited to the requirements of the United States, Japan,
and Europe because these areas represent the largest
pharmaceutical markets in the world today. These
requirements have been developed at the International
Conference on Harmonization to provide uniformity
among the three regions.[16] Phases I, II, and III refer
to the different phases of human clinical trials. Phase I
refers to the initial trials, limited to one or a few doses
to determine absorption, pharmacokinetics, and an
initial estimate of safety. Phase II refers to larger-scale
studies to establish safety and to get an initial estimate
of clinical efficacy. Phase III refers to the final,
large-scale, multicenter trials aimed at establishing
efficacy.

CARE OF LABORATORY ANIMALS

Proper care of laboratory animals used in research is a
basic requirement to assure the validity and reproduci-
bility of the results obtained. Animals used in drug
research are subject to the strictest standards of care
beginning with the animal supplier. For the most
commonly used laboratory animals, these standards
of care often apply for the entire life of the animal.
Guidelines for proper care of research animals are
provided by the Department of Health and Human
Services. The American Association for the Accredita-
tion of Laboratory Animal Care provides the service
of certifying laboratories complying with those guide-
lines. All reputable industrial drug development
houses strive to achieve and maintain certification by
the association.

Sources of Laboratory Animals

Laboratory animals for drug research in industry are
virtually always obtained from reputable animal
suppliers who observe strict standards of care of the
animals they provide. Animals that are not properly
cared for often result in lost time—and therefore lost
money—in drug development.

Examples of suppliers of laboratory animals are
listed below.

Charles River Labs
251 Ballardvale St.
Wilmington, MA 01887-1000
www.criver.com

COVANCE Research Products
R.D. No. 2
Swampridge Rd.
Denver, PA 17517
www.covance.com

Table 5 Duration of repeated dose toxicity studies to

support phase I and II trials in the EU and phases I, II and
III trials in the United States and Japana

Minimum duration of repeated

dose toxicity studies

Duration of clinical trials Rodents Non-rodents

Single dose 2–3 weeksb 2 weeks

Up to 2 weeks 2–4 weeksb 2 weeks

Up to 1 month 1 month 1 month

Up to 3 months 3 months 3 months

Up to 6 months 6 months 6 monthsc

6 months 6 months Chronicc

aIn Japan, if there are no Phase II clinical trials of duration equiva-

lent to the planned Phase III trials, conducting longer duration

toxicity studies should be considered, as given in Table 6.
bIn the EU and United states, 2-week studies are the minimum dura-

tion. In Japan, 2-week non-rodent and 4-week rodent studies are

needed. In the United States, as an alternative to 2-week studies,

single dose toxicity studies with extended examinations can support

single dose human trials.
cData from 6 months of administration in non-rodents should be

available before the initiation of clinical trials longer than 3 months.

Alternatively, if applicable, data from a 9-month non-rodent study

should be available before the treatment duration exceeds that which

is supported by the available toxicity studies.

Table 6 Duration of repeated dose toxicity studies to

support phase III trials in the EU and marketing in all
regionsa

Minimum duration of

repeated dose toxicity studies

Duration of clinical trials Rodents Non-rodents

Up to 2 weeks 1 month 1 month

Up to 1 month 3 months 3 months

Up to 3 months 6 months 3 months

3 months 6 months Chronic
aAlso reflects the marketing recommendations in the three regions

except that a chronic non-rodent study is recommended for clinical

use >1 month.
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Harlan Sprague Dawley
P0. Box 29176
Indianapolis, IN 46229-0176
www.harlan.com

Jackson Laboratories
600 Main St.
Bar Harbor, ME 04609
www.jax.org

Kuiper Rabbit Ranch
5317 W 41st St.
Gary, IN 46468

Marshall Farms USA, Inc.
5800 Lake Bluff Rd.
North Rose, NY 14516

Taconic Farms
273 Hover Ave.
Germantown, NY 12526
www.taconic.com

A complete listing of licensed animal dealers in the
United States can be obtained from the Lab Animal
website (http://guide.labanimal.com.)

Governmental Guidelines

The Animal Welfare Act enacted in 1966 (Public Law
89-544) and amended in 1970 (Public Law 91-579) and
1976 (Public law 94-279) contains provisions to ensure
that animals intended for use in research receive
humane care and treatment. Implementing rules and
regulations are published in the Code of Federal
Regulations (CER), Title 9 (Animals and Animal
Products), Subchapter A-Animal Welfare, Parts 1, 2,
and 3.

The U.S. Department of Health and Human
Services publishes the Guide for the Care and Use of
Laboratory Animals, Publication No. (NIH) 78-23.
This was prepared by the Committee on Care and
Use of Laboratory Animals of the Institute of Labora-
tory Animal Resources of the National Research
Council. The ‘‘guide’’ contains recommendations
regarding housing, sanitation, husbandry, veterinary
care, personnel qualifications, personal hygiene, occu-
pational health, and physical plant.

The National Institutes of Health (NIH) requires
that grantees and contractors using live, vertebrate
animals in projects supported by NIH follow the
guidelines prescribed in the guide. The Public Health
Service further requires that grant-seeking institutions

either be accredited by the American Association for
Accreditation of Laboratory Animal Care (see later)
or have an institutional committee that reviews its
animal facilities and practices for compliance with
the guide.

American Association for Accreditation
of Laboratory Animal Care (AAALAC)

AAALAC is a non-profit corporation directed by
representatives of 24 scientific and professional organi-
zations that are members of the corporation. It was
organized in 1965 to conduct a voluntary program
for the accreditation of laboratory animal care facil-
ities and programs. AAALAC encourages optimal care
for laboratory animals by providing a mechanism for
peer evaluation of animal care programs by the scien-
tific community. Humane treatment of laboratory ani-
mals, protection of personnel from hazards associated
with the use of animals, and control of variables that
could affect animal research adversely are among the
principal objectives of the accreditation program. Ani-
mal care facilities of applicant institutions are visited
and a thoroughly evaluated by two experts in labora-
tory animal science, who submit a detailed report to
the Council on Accreditation. Following the standard
listed in the Guide for the Care and Use of Laboratory
Animals, the Council determines whether AAALAC
accreditation should be granted. Accredited facilities
submit annual reports on the status of their animal
facilities to AAALAC, and site visits to accredited
facilities are conducted at least every 3 years. These
annual reports and site visits determine whether
accreditation will be continued. Full accreditation by
AAALAC is accepted by the NIH as assurance that
the animal facilities are evaluated in accordance with
their policy on laboratory animals.
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INTRODUCTION

Aseptic processing is a widely used methodology in the
health care industry for the preparation of sterile mate-
rials. The term aseptic processing as it is applied in the
pharmaceutical industry refers to the assembly of ster-
ilized components and product in a specialized clean
environment. The clean environment may be a conven-
tional human scale classified clean rooms or an
environment engineered to further reduce the likeli-
hood of contamination by reducing (or as much as is
possible eliminating) direct human contact with the
product and components being assembled ‘‘asepti-
cally.’’ The idea of sterile products manufactured asep-
tically is inherently contradictory, a demonstrably
sterile product cannot be produced aseptically using
even the most advanced technology available today.
Nevertheless, on any given day millions of putatively
sterile dosage form units are produced using aseptic
techniques that in the literal sense are inadequate to
achieve sterility. A sterile product is one that is free
from all living organisms, whether in a vegetative or
spore state. This is an absolute condition, something
cannot be partially or nearly sterile, the presence of a
single viable organism represents a failure of the pro-
duct, and the systems (environment, equipment, and
procedures) used to produce it. Asepsis, that state in
which all aseptically filled sterile products are manu-
factured, cannot be established as ‘‘sterile.’’ Asepsis is
commonly defined as a condition in which living
pathogenic organisms are absent.

Putting aside the classical definitions, one must
consider the real difficulty in establishing an aseptic
environment, let alone a sterile one. The practitioner
is left with a insurmountable task, to somehow create
an environment free of any organisms, but also one
(with the exception of isolators) in which personnel
must be present to perform critical functions. The
problem is further compounded if it recalled that
personnel are considered the single greatest source of
microbial contamination in aseptic processing. Recent
experiments have shown that personnel clothed in
new, sterile clean room garments slough viable con-
tamination at a rate of roughly one viable particulate

to 10,000 non-viable particles. During slow deliberate
movements with the best possible clothing, operators
will slough particulate and viable organisms. There-
fore, the probability of human borne microbial con-
tamination being released in the conventional clean
room is one over the course of any reasonably long
operational shift. With this fact in mind, how then is
one to accomplish a truly sterile or even aseptic
environment? Especially when we must consider that
many organisms that are normally non-pathogenic,
can under certain circumstances become opportunisti-
cally pathogenic. Among those circumstances are a
debilitated condition of general health in the patient,
or, as is increasingly common, immunological insuf-
ficiency due to age or pre-existing condition.

Other than the obvious considerations of proper
facility design, sterilization validation, and sanitization
procedures (all of which are discussed elsewhere in this
encyclopedia), the focus of attention must be on the
personnel and the activities which they must perform.
These actions are broadly termed, aseptic technique,
and like any other human activity they can be accom-
plished in a variety of ways. In order to better under-
stand aseptic technique, some general guidance and
examples of good and bad technique can be used to
delineate what should and should not be permitted.

The fundamental concept behind every aseptic pro-
cessing activity is that non-sterile objects must never
touch sterile objects. This is often accomplished by
the establishment of a ‘‘sterile field’’ in which the core
activities are performed. All of the surfaces of the
gowned human operator must be always considered
non-sterile. Non-sterile objects including the operators
hands must never be placed between the source of the
air and a sterile object. The operators’ hands and arms
must always be kept at a level beneath that of open
product containers. Sterile components should under
no circumstances be touched directly with gloved
hands, a sterilized tool should always used for this pur-
pose. Since gloved hands and arms will enter the sterile
field they must never touch walls, floors, doors, etc.
Strenuous lifting and moving of tanks, trolleys, etc.
must not be done by operators assigned to work within
or near the sterile field, because the more strenuous the
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activity the higher the level of particle generation, and
at least some of the particulate released by the operator
will surely by viable microorganisms.

Some of the techniques to avoid include: reaching
over exposed sterile objects to make adjustments
beyond them; correcting a stopper feed problem with a
gloved hand; touching face, eye shield, or any other
non-sterile object with gloves; taking an air sample
directly over open containers; continuously standing
inside flexible partitions that mark the boundary of the
sterile field; breaking up clumps of components with
gloved hands. Each of these actions exposes the sterile
objects to undue risk of contamination from the person-
nel. Certainly there are more ways to contaminate the
‘‘sterile field’’ than we can imagine. For this reason,
the procedures used in and around the ‘‘sterile field’’
must be carefully defined and followed closely by all
personnel. These procedures should follow the general
principles outlined above and are evaluated in a media
fill simulation and performed in an identical fashion
during aseptic processing. It is beneficial to define in
writing how each procedure is to be performed and train
the operators in these exact procedures.

Worst Case

No discussion of aseptic processing validation can be
considered complete without some mention of ‘‘worst
case.’’ As initially defined by the FDA, worst case
included consideration of numbers of personnel, tem-
perature, relative humidity, and other aspects.[1] This
aspect has been adopted with some degree of modifi-
cation by industry which has included some, but cer-
tainly not all of the FDA guidance. Some of the
more common worst case situations which industry
employs include: number of personnel, maximum hold
time for containers and other items prior to filling, num-
ber and type of interventions performed. It is impor-
tant to note that the determination of worst case
conditions in a aseptic processing has been largely
intuitive and highly subjective. Quantitative risk analy-
sis is rarely if ever undertaken to establish and categor-
ize actual modes of failure. Thus, worst case conditions
for tests are established largely by precedence rather
than actual data. The most significant worst case con-
dition that is employed is the use of a microbiological
growth media itself. Because the majority of aseptic
formulations have either a preservative system and
some products are inherently inhibitory or non-sup-
portive of microbial growth, the media represents a
substantially more favorable environment for the sur-
vival of microorganisms. The protocol prepared for
the aseptic processing validation effort should delin-
eate where worst case type considerations have been
incorporated into the experimental plan. Throughout

this document, recommendations will be made to worst
case assumptions where choices in the definition of the
validation effort must be made.

PREREQUISITES

The validation of aseptic processing should be pre-
ceded by the formal validation of the various systems,
which contribute to the sterility assurance of the mate-
rials to be produced. In essence that mandates that the
facility, HVAC system, sterilization procedures for
the product contact surfaces, equipment, components
and product, sanitization/disinfection procedures for
the suite, and personnel gowning. Merely listing the
activities, which must be completed, serves to indicate
the magnitude of the effort required to prepare for
the aseptic processing validation effort. It is sometimes
tempting to begin the validation of aseptic processing
while these tasks are still underway, especially when
one considers that it is universally accepted that the
primary source of microbial contamination in an asep-
tic process are those activities which are performed by
gowned personnel (Table 1).

It should be evident that virtually all of the items
that top the list are either performed by or corrected
by the human operator. The impact of the remaining
factors is widely acknowledged to be of secondary con-
sideration. Yet proceeding with the validation of asep-
tic processing before completing the validation of the
supportive processes and systems raises the risk of
failure unnecessarily and makes failure resolution well
nigh impossible. Obviously, given the significance of
human borne contamination as a risk factor, training
and qualification of operators is a significant prerequi-
site to aseptic process validation. However, in an
effort to move validation along quickly many firms
do not emphasize training or even take short cuts with

Table 1 Most likely sources of microbial contamination
in aseptic processinga

� Personnel borne contaminants

� Human error
� Non–routine operations during aseptic process
� Assembly of sterile equipment prior to use

� Mechanical failure
� Inadequate or improper sanitization
� Transfer of materials within APA

� Routine operations during aseptic process
� Airborne contaminants
� Surface contaminants

� Failure of sterilizing filter
� Failure of HEPA filter
� Inadequate or improper sterilization
aFrom most to least likely. (From Ref.[2].)
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personnel education. Fortunately the various valida-
tions, which are required, are well documented in the
literature and the practitioner should have no difficulty
finding information on their execution.[3]

REGULATORY AND HISTORICAL
PERSPECTIVES

Aseptic processing activities are evaluated through
process simulations in which a microbiological growth
medium is utilized in the process in lieu of the product.
The media is incubated after completion of the process
to evaluate the procedures utilized. When utilized to
evaluate aseptic filling, it is more narrowly defined as
‘‘a means of validating the aseptic assembly process
that involves the use of a microbiological growth nutri-
ent medium to simulate sterile product filling opera-
tions.’’[4] This technique was first applied in the late
1940s by Rhode, and incorporated into a World
Health Organization guideline in the mid 1970s.[5] In
the late 1980s, the PDA developed one of the first
guides to the execution of media fills for the evaluation
of aseptic processing.[6] Several years afterwards the
U.S. Food and Drug Administration defined its aseptic
processing requirements for the first time.[7] Additional
guidance has been developed by other regulatory and
pharmacopeial sources, which have defined the
required activities.[8–12] The PDA latest guidance docu-
ments provide perhaps the most comprehensive source
of information on process simulation tests.[4,12] The
desire to evaluate aseptic processing activities other
than sterile drug filling has made for some adaptation
of the classical media fill test, and for this reason the
term process simulation test has come into vogue to
embrace a wider range of aseptic processing activities.
Process simulation tests can be defined as a means for
‘‘evaluating an aseptic process employing methods that
closely approximate those used for sterile materials
using an appropriate placebo material.’’[12] As men-
tioned previously, central to the evaluation of an
aseptic process is the inclusion of the required interven-
tions which must be performed. Any process simula-
tion that does not properly evaluate employee aseptic
technique and does not fully consider the process
human interface is technically invalid.

THE MECHANICS OF MEDIA FILL (PROCESS
SIMULATION) EXECUTION

The conduct of aseptic processing validation ordinarily
requires the use of a microbiological growth medium in
lieu of the product. The PDA/PhRMA joint task force
of Validation of Sterile Bulk Processes has outlined
some process simulation methodologies which do not

require the use of media (see later discussion on this
subject), but aside from bulk applications process
simulation testing has become essentially synonymous
with media fill.[12]

Media Sterilization

The execution of a media fill begins with the steriliza-
tion of the liquid media. This can be accomplished
using either bulk sterilization of the liquid media in a
large (glass or stainless steel) container or by filtration
with a sterilizing grade filter. The choice of sterilization
method is based on considerations of the volume of
media required, growth promotion requirements, and
filtration rate for the media. Provided that the media
is introduced into the process at or before the point
in which the production process being simulated
becomes sterile, the choice of sterilization method is
open. Whether the media be sterilized by filtration or
by steam in bulk, there is no benefit to be gained from
requiring that the sterilization method used be ident-
ical to that for the production materials. It is often
suggested that a media fill test can be used to verify
formulation bioburden control and process filter vali-
dation; however, this is not the case because as already
pointed out the growth promoting and physical char-
acteristics of media are far different from those of
nearly all pharmaceutical preparations. Sterilization
validation is established independent of the process
simulation, and is the appropriate activity in which to
confirm the appropriateness of the methods employed.

Manufacturing Activities

Once the sterile medium is in place the simulation can
begin in which the aseptic processing steps are executed
through the conclusion of the process. In many cases
the simulation entails the filling of the product into
its final container and explains its more commonly
used name—media filling. To conclude however that
media filling is all that is required in the validation of
aseptic processing ignores the many possible human
interventions which can take place during the manu-
facturing and prefilling activities. Many sterile dosage
forms require the execution of a significant number of
complex aseptic manipulations after the materials
become sterile. Suspensions, creams, ointments, implants,
and liposome formulations are among the more common
examples of processes where aseptic processing involves
activities other than filling of containers. In the more
ordinary production of sterile solutions there are manu-
facturing activities such as sampling and integrity testing
of filters which can potentially expose sterile materials to
contamination. Thus, a process simulation must include
all of these prefilling activities in order to mimic the
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actions routinely performed in production of sterile
materials. Understanding these additional requirements
makes it evident why process simulation has come into
vogue as a more appropriate description for this activity
as opposed to more restrictive media filling. Evaluation
of aseptic manufacturing activities can be achieved
independently of the filling process using a variety of
methods.[12] If performed as part of an integrated activity
with filling, the evaluation of the filled containers serves
as verification of both aseptic manufacturing and filling
practices.

The bulk production of sterile drug products such
as antibiotics, corticosteroids, insulin, and certain
biotechnology products requires that a number of
processes be carried out under aseptic conditions.
These processes can be evaluated in a manner adapted
from those employed for aseptic filling processes.
A joint PDA/PhRMA task force has developed the
definitive guidance document on this subject.[12]

Aseptic Filling

Media is filled into sterile containers using methods
identical to those required for production of the sterile
product. This activity has been the subject of numerous
papers and several surveys of industry practice.[2,13–18]

Attention must be paid to the specifics of the aseptic
filling process itself. The range of sterile dosage forms,
which can be produced, encompasses variations in con-
tainer type, container size, formulation, lot size, filling
speed, and other aspects which should be embraced in
the design of the validation program. Each of these
must be given careful consideration in the definition
of the program requirements and a sound rationale
for the selection of the test conditions included in the
validation protocol. Presented later are brief discus-
sions of some of the issues to be addressed and some
recommendations for execution. While the focus of
these points is on activities during the simulated filling
of containers, many of these are relevant to both the
manufacturing of sterile bulk materials and the com-
pounding of bulk sterile formulations.

Product-Related Considerations

Type of container

Sterile products are aseptically filled into a variety of
containers including glass and plastic bottles, metal
and plastic tubes, ampules, and plastic bags. The variety
of these containers is matched by the variety of methods
required to prepare them for use in the aseptic filling
process. Where a filling line is used to fill different
types of containers, the differences in sterilization

and handling suggest that each type should be assessed
independently of the others. Attempting to identify a
worst case situation when different sterilization meth-
ods, handling issues, and sealing mechanisms are
employed is tenuous at best. One container substi-
tution that is always valid is the use of a container that
allows the most effective and less intrusive reading of
the results. For example, clear containers of identical
dimensions should always be substituted for opaque
containers provided closure feeding and/or sealing
are not affected.

Type of product

The process simulation should encompass the proce-
dures used in the entire filling process. Thus, for
lyophilized product, the aseptic loading of the freeze
dryer should be a part of the simulation. A suspension
product that utilizes a recycle loop around the filling
machine would be validated using an identical set-up
even though the media being filled does not require
such a set-up. Similarly, the validation of a powder fill-
ing process should include a placebo material passed
through the powder handling system and then filled
into the container. When placebo materials are used
development tests to ensure that the ratio of placebo
to media does not result in a failure of the placebo/
media mixture to support microbial growth are neces-
sary. Any special filling or handling activities that are
specific to the product being simulated should be a part
of the media fill. It is acceptable to add additional
steps, such as liquid filling, to a powder fill process to
allow for direct incubation of the filled units. Such
additional steps may increase the potential for contami-
nation of the filled units in the process simulation
relative to the production filling process, but their
inclusion is often unavoidable and represents an
additional worst case challenge to the process. In some
instances, the use of filling of control units, i.e., vials filled
with liquid media but not the placebo powder may be
beneficial as a means of assessing these add-on activities,
which are not a routine part of the aseptic filling process.[4]

In complex processes, the process simulation may be
divided into steps. Provided that the steps overlap, they
can cover the entire process and allow for isolation of
contamination to a specific portion of the overall
aseptic process. This practice is employed commonly
for freeze drying, where an number of vials can be filled
and sealed without transfer to the freeze dryer as a
means of distinguishing between contamination derived
from the aseptic filling and contamination derived from
the lyophilizer loading and freeze drying process.[4]

Detailed advice on the more common product types
can be found in PDA’s most recent document of process
simulation testing.[4]
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Filling speed

The extremes of filling speed on the line should be con-
sidered in the validation planning. The use of the
slowest normal filling speed may increase the potential
for contamination ingress via deposition from the sur-
rounding environment. The use of the fastest normal
speed may increase the potential for human inter-
vention by increasing the number of routine and non-
routine line interventions. The likely impact of fill
speed will depend upon personnel population, proxim-
ity of personnel to the sterile field, and number of inter-
ventions. A rationale should be developed for the
process simulation strategy chose. For example, in
the initial validation of a filling line, one fill might be
performed at the slowest speed, and two at the highest
speed. In routine evaluation of the line, the speeds
would be alternated.

Container size

The size of the containers being filled is viewed in a
manner similar to fill speed. The largest container
(often filled at the slowest speed because of its large fill
volume) often has the largest opening, so the potential
for microbial entry from the environment should be
the greatest for that size. At the other extreme, the
smallest container (often filled at the highest speed by
virtue of its lower fill volume), represents the greatest
handling difficulty. Smaller containers are generally
more fragile, and less stable, and thus would be more
prone to breakage and jamming in the equipment.
Any container that presents additional handling steps
or is more prone to breakage or instability should be
included in the validation program, as it may represent
a greater challenge to the aseptic process than either
the largest or smallest container processed on the line.
As such it may represent an additional worst case to be
addressed.

Closure system

One of the more common differences between products
is the closure system. Closure systems are selected for
compatibility with the formulation, and in some cases
differences in formulation may be create differences
in handling difficulty. A stopper that is more prone
to clumping or jamming in the tracks of the stopper
bowl will necessitate additional interventions not
present with other stoppers of similar size and thus
would be considered worst case situations. There are
a number of specialized closure systems designed to
facilitate the delivery of an aseptically filled product.
As these systems have sealed interstitial spaces where
product contact can occur during administration of
the drug product, the simulation procedure for these

product configurations should include this space and
media should be allowed to contact these surfaces dur-
ing the incubation.

Fill volume

The volume of media filled into the containers need not
be the routine fill volume for the container. It should
be of sufficient volume to contact the container-closure
seal surfaces and sufficiently large to allow for easy
inspection of the filled units postincubation. Despite
the lower fill volume, the speed of filling should match
that used for the routine filling of the product being
simulated. Smaller containers should not be over-filled
as sufficient air must be available in the container
headspace to support the growth of aerobic organisms
and problems have been encountered where the liquid
media essentially fills the entire container.

Filling Process Related Considerations

Filling lines

Considering the number of permutations of container,
closure system, and other product attributes that must
be encompassed in a process simulation program, it
should be evident that only in the simplest of situa-
tions would a single set of media fills be adequate to
provide coverage of all aseptic processes performed.
Where multiple lines are present in the facility, each
should be considered independently. Process simula-
tion results of one line are not predictive of results
on another because the contamination rate is primarily
dependent upon human performance. Even identical
equipment in two clean rooms designed to the same
standard will not give uniform results unless the aseptic
technique of the operators is at the same level of
performance.

Duration of fill

The duration of the media fill is one of the more
contentious issues. In general, media fills should be
sufficiently long to include all of the required interven-
tions. Using that requirement alone, a typical media fill
might be at least 3–4 h long. Ideally a media fill should
utilize more units than are in the product being simu-
lated. This approach is normally followed for all
batches up to 5000 units. As the number of units in
batch increases current practice is to fill at least 5000
units, and increase the number as the batch size
increases. For very large batches or long the campaigns
common in blow/fill/seal or isolator systems, media
fills interspersed with blank units (either empty or
water filled) are used to maintain operating conditions

Aseptic Processing: Validation 131



A
m

or–A
uto

during the simulation. Where this is done, media is
filled before and after all planned routine and non-
routine interventions, and conversion to media is per-
formed after any unplanned non-routine interventions
(see following section). Media filled units interspersed
with blank units has been a technique used to validate
processes that may run for several days. In these cases
media is generally filled at the beginning to evaluate set
up and then again at the end to evaluate the ability of
the process to maintain asepsis for the full length of the
longest approved campaign. Filling a large number of
units as may be possible on a high speed filling
machine is not a substitute for a realistic simulation
of the process. A high speed filler could fill 5000 or
more units in less than 15 min of filling time, yet that
would hardly be considered an acceptable practice.

Interventions

In virtually all aseptic processing activities, operator
interventions are required to complete the process.
Understanding the types of interventions required
and how they are incorporated into the validation
program is essential to protocol development.

Aseptic Assembly. The first interventions performed
are those that prepare the equipment for the aseptic
process. This entails the removal of sterilized materials
and equipment items from the autoclave and transfer
to the location where the aseptic processing activities
will be performed. This is ordinarily followed by the
assembly/preparation of the equipment for the pro-
cess. Aseptic assembly in which sterilized parts are
removed from protective materials, installed and
adjusted in preparation for the aseptic process are
perhaps the most potentially invasive of all of the
activities which must be performed. The operator must
be meticulous in their execution of these tasks to pre-
vent the inadvertent contamination of product contact
surfaces. Strict adherence to the principles of aseptic
technique described earlier is essential. These interven-
tions are a necessary part of every aseptic activity, and
it is common to identify the first containers filled as
they may be more indicative of potential problems with
the aseptic assembly. For this reason, the validation
program should include process simulations that
include containers filled immediately after the set-up
of the equipment.

Routine Interventions. The execution of the aseptic
process ordinarily requires a number of repetitive
activities such as: product and component replenish-
ment, weight checking, operator breaks, and environ-
mental monitoring. Each of these is a required part
of the process, and cannot be eliminated. They should
be included in the process simulation and performed

by the operators in a consistent fashion using defined
methods and practices.

Non-Routine Interventions. During the course of the
aseptic filling process there may be instances where a
non-routine or corrective intervention is required.
These usually occur in relation to difficulties with
components or equipment aspects. Containers can
break, jam in the conveyor, or fall over on a turntable.
Stoppers can jam in the stopper track, clump in the
bowl, or fail to seat properly. Problems with the equip-
ment can include: weight adjustments, minor leakage,
sensor failure, or rail adjustment. Each of these will
require a corrective operation by the line operator to
return the line to proper operation. Unlike routine
interventions, these are not a required part of every
process, but in order to assess their potential impact
on the aseptic process the more prevalent of these
should be included in every media fill. To the extent
that these non-routine interventions can be considered
repetitive, i.e., weight adjustments, stopper jams, etc.
their proper execution should be described in a pro-
cedure and adhered to by the operators. Non-routine
interventions may occur randomly or not at all during
an aseptic filling process. To ensure that they are a part
of the process simulation, they should be performed as
if they were a required part of the simulation. Thus,
even if the fill weights during the simulation are cor-
rect, the line should be stopped and an adjustment
made to demonstrate the acceptability of the methods
employed. Given the breadth of possible non-routine
interventions, which may be possible during a batch,
it may not be possible to simulate all of them. The
simulation protocol should address those the firm
has identified as more commonly required. Firms should
make a concerted effort to minimize the number and
extent of these non-routine interventions. It may be
possible to reduce the need to perform them by improv-
ing component quality by tighter AQLs on incoming
components, tighter controls on preparatory activities,
repairs or upgrades to equipment, and similar activities.
Such measures can contribute substantially to the
reliability of the process and patient safety.

New Interventions. If during the conduct of a batch or
a process simulation, the need for an intervention not
previously evaluated in a process simulation may
occur. The firm should allow for this eventuality and
assess the intervention during its execution via super-
visory observation. Further evaluation of the new inter-
vention in a follow-up media fill should also be considered.

Documenting Interventions. It can be beneficial to
define in some detail the permitted interventions for
a given aseptic process in an SOP. This practice
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eliminates any subjectivity regarding what is permitted,
and also allows for the establishment of a defined
method for performing the intervention. The SOP
can be employed in training of the operators and used
as guidance in both routine aseptic processing and pro-
cess simulation. Documentation of routine processing
and process simulation should include details on the
interventions (routine and non-routine) performed.
The list of interventions required during routine filling
can help to define the media fill program by estab-
lishing which are more common and should be given
precedence in the process simulation. The required
interventions can also be used as the initial justification
for improvements to the procedures, components, and
equipment used in the aseptic process. In the absence
of such documentation during the process simulation,
it is difficult to defend the acceptability of the inter-
vention during routine processing. The use of video
tapes as a means of both documenting interventions
during media fills, and as a training tool for operators
in the proper execution of an intervention is becoming
more prevalent.

Environmental Considerations

Environmental monitoring

An aseptic processing activity is ordinarily supported
by monitoring of the environmental air and surfaces in
proximity to the process. The purpose of this monitor-
ing is to confirm the acceptability of the environment
during the process execution. There are a number
of environmental sampling methodologies that are
appropriate for this purpose each having particular
advantages and disadvantages.[19,20] There are also a
number of regulatory and pharmacopoeial references
that delineate microbial levels considered acceptable
for aseptic processing environments.[1,21–23] Each of
these documents has defined the microbial conditions
under which aseptic processing operations should be
conducted in a slightly different manner. This situation
could prove problematic for those endeavoring to com-
ply with all of the requirements simultaneously except
that in the years since the FDA’s guideline on aseptic
processing was published, aseptic processing capabili-
ties have improved substantially. The microbial limits
which may have once proved so daunting are now
routinely observed in the majority of aseptic processing
applications. Twenty years ago in this industry it was
in vogue to speak of the importance of identifying
trends in environmental monitoring results. It is recog-
nized today, that trends no longer exist and that the
presence of a detectable microorganism in a critical
location is a rare event.[24] With such stellar perfor-
mance near routine, some change in the paradigms

relative to the performance of environmental monitor-
ing relative to aseptic processing are necessary:

� The sensitivity of environmental sampling systems
may be insufficient to detect microorganisms in
critical environments with any degree of accuracy.

� Increased sampling in a effort to detect the already
low levels of microorganisms is unlikely to be
successful and can actually put the product at risk
by increasing personnel incursions into the sterile
field.

� Equipment and components have improved in
quality to the extent, that environmental monitor-
ing may be the most invasive intervention during
an aseptic process (an undesirable situation).

� The detection of contamination of any type in an
environmental sample from a critical environment,
sterility testing or a filled container during a process
simulation has become a rare event.

With these views in mind, environmental monitor-
ing must be viewed in a new light. The following
insights may prove useful to the practitioner:

� To paraphrase the Hippocratic Oath, the first rule
of environmental monitoring should be ‘‘to do no
harm.’’ Sampling in a effort to detect micro-
organisms should not increase the potential for con-
tamination of sterile materials.

� No amount of sampling could ever establish the
acceptability of filled containers of sterile product.

� The sampling and enumeration of microorganisms
is perhaps more prone to inadvertent contami-
nation than the aseptic process itself.

� The identification of a recoverable organism in the
environment is a random event and may have no
relationship to the integrity of the ‘‘sterile field,’’
or the sterility of the goods being produced. In fact,
given the presence of human operators (including
the individual performing the sampling) how could
one not expect to find occasional contamination?

� There are no ‘‘smoking guns,’’ establishing linkage
between sterility test failure isolates, media fill con-
taminants and environmental isolates is extremely
difficult.

Despite these somewhat negative perspectives,
environments must still be monitored, and the levels
of microorganisms controlled at levels that reconfirms
the continued acceptability of the environmental con-
ditions. Air sampling, using either active or passive
sampling methods should be performed during the
execution of the process. Surface sampling is best per-
formed after thecompletion of the aseptic process to
prevent the inadvertent contamination of product con-
tact surfaces during the process. The vast majority of
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the samples taken should be devoid of contamination;
however, the incidental detection of a recoverable
organism from even product contact surfaces postpro-
cess should not be cause for undue alarm. The sam-
pling of the environment is also an aseptic process,
and subject to its own flaws.

Personnel monitoring

The evaluation of microbial contamination on opera-
ting personnel is a necessary part of the overall
program. Sampling should be considered from a per-
spective similar to that described above for environ-
mental air and surfaces. In this context samples
should be taken from hands and other gown surfaces
only at the conclusion of the aseptic process. It is sug-
gested that sampling of the operators be performed on
every exit from the aseptic area. Unlike environmental
air and surface samples, it is unrealistic to expect that
all of these samples will be free of detectable organ-
isms, nevertheless the individuals should be able to
consistently meet the levels established for them.
Individuals who demonstrate a repeated pattern of
non-conformance with the expected microbial levels
should be subjected to corrective measures. The actions
taken could include retraining, aseptic processing
reevaluation and gowning recertification (see following
section). Personnel undergoing these corrective mea-
sures would be assigned duties outside the aseptic
processing area until they have reestablished accept-
able performance.

Personnel Considerations

Preparatory training

Some firms have adopted specialized aseptic processing
exercises to evaluate and prepare personnel being
introduced to aseptic processing activities for the first
time. These tests can take the form of hand filling,
media transfers, and other procedures designed to
challenge the aseptic technique of the individual in
the absence of the mechanical equipment. Only after
successful completion of the hands-on manipulations
would an individual be considered for further training
as an aseptic operator. Whether this type of evaluation
is performed or not, it is generally accepted that
new personnel should actively participate in a media
fill before they would be allowed to perform those
same activities during a production batch. Additional
lecture and demonstration type training of personnel
is also necessary in aspects of microbiology, aseptic
technique, gowning, equipment operation, and of
course CGMP.

Gowning certification

Personnel assigned work in aseptic processing areas are
ordinarily subjected to initial and periodic certification
of their ability to gown in the prescribed manner.
Gowning certification includes sampling of a variety
of gown surfaces in addition to those normally evalu-
ated during routine monitoring.[24] For new personnel,
this might be successfully performed three times before
they are permitted access to the aseptic corp. Annual
or semiannual sampling reconfirms that personnel
are still able to gown properly. Gowning certification
is generally extended to include other individuals,
i.e., supervisors, maintenance workers, housekeeping
personnel who must access the aseptic area, but who
do not perform any activities related directly to the
sterility of the products being manufactured.

Personnel participation

Virtually all aseptic processing operations require the
active participation of human operators who are
required to perform important tasks during the process
in a manner that avoids the contamination of sterile
materials, components, and surfaces. Their success in
performing these tasks is assessed in the process simu-
lation as they perform the routine and non-routine
interventions, which comprise their participation in
the aseptic process. In order to establish that each of
the operators is capable of successfully performing
their duties their periodic participation in a process
simulation is required. Set-up and line operators
should be a part of not less than one process simula-
tion per year. Individuals such as line mechanics and
environmental samplers should be managed in a simi-
lar manner. Partici-pation requires more than mere
presence in proximity to the aseptic process, it must
include active execution of the interventions to which
they are normally assigned. Supervisory staff and
others, such as maintenance personnel who do not
perform process related aseptic interventions should
not be considered in the validation program.

One of the personnel concerns addressed by the
FDA in its guideline on aseptic processing concerned
the maximum occupancy in the aseptic processing
room.[1] A simple means of accomplishing this is
to designate a maximum occupancy for each room.
Process simulations are then conducted at that level
of staffing, and procedures are followed during routine
operation in which a person must exit the room before
another can enter whenever the maximum number of
personnel are present in the room.

Where a firm operates on multiple shifts, the second
and third shift should be included in the program as
well to demonstrate the acceptability of their perfor-
mance as well. Managing a large operation with large
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numbers of personnel, multiple filling lines and
insuring that only personnel who have participated in
a related media fill are allowed to perform aseptic
processing can be a complex task.

Media Considerations

Media selection

The choice of a growth medium for use in the process
simulation requires consideration of the organisms
expected to be found in the environment, with empha-
sis on human derived contaminants from the operating
personnel. With this in mind, the conventional choice
is a general purpose medium capable of growing a wide
range of common aerobic microorganisms.[4] The
usual choice is Soybean–Casein Digest Medium, also
known as Tryptic Soy Broth, the same medium used
in sterility testing. In some instances, other media
might be appropriate. If filling is performed in an
isolator under a total nitrogen environment, then
an anaerobic medium such as Fluid Thioglycollate
Medium might be more appropriate for the purposes
of the simulation.

Use of anaerobic media

The sterility testing of parenteral products includes
testing with both aerobic and anaerobic media. When
media fills became common in industry during the
mid-1970s the use of anaerobic media was considered
a standard part of every aseptic processing validation
program.[16] Operational experience over recent years
has indicated that the difficulty in establishing a truly
anaerobic environment on a ordinary manned filling
line are such that their execution is no longer com-
mon.[2] Recognition that the predominant source of
microorganisms in a clean room are personnel, the
conduct of anaerobic media fills for other than special
circumstances is unwarranted. Furthermore, anaerobic
media fills are not required by any current regulatory
body, as they also recognize that the focus of the effort
should be on human borne contamination which can
survive in air.

Media incubation conditions

An area of particular divergence in industry practice in
the execution of media fills is that of incubation condi-
tions.[2] Cogent arguments can be made for incubation
at a variety of temperatures. Some firms use only a sin-
gle temperature in the range of 20–35�C. Other firms
have chosen to incubate for 7 days at 20–25�C, and
then move the filled containers to 30–35�C. An almost
equal number have chosen to incubate for 7 days at

30–35�C, and then move the filled containers to
20–25�C. The lack of consensus suggests that the selec-
tion of incubation conditions is likely a minor concern.
The suitability of the conditions employed, whatever
they might be is established by the conduct of growth
promotion studies (see following section). The one
constant in this area is the duration of the incubation
period which is almost universally set at 14 days.[2]

Media growth promotion

The central issue in any discussion of appropriate
media to use, the need to perform anaerobic media fills,
selection of incubation conditions and the one that
supports all of the decisions made in these areas, is
the growth promotion studies. These establish that
the medium used in the process simulation can success-
fully support the growth of microorganisms. Conven-
tional practice is to test the media against a panel of
organisms such as Bacillus subtilis, Candida albicans,
Pseudomonas aeruginosa, Staphylococcus epidermi-
dis, and Aspergillus niger. The use of one or perhaps
two of the most common environmental isolates in
the growth promotion studies is highly recommended
as these may be the most likely to be encountered in
a contaminated unit. Failures of the challenge organ-
isms to grow voids the media fill and requires a repeat
of the media fill. In media challenges where a powder is
added to the media, studies demonstrating acceptable
growth promotion are required.[4] Process simulations
using media performed in antibiotic product facilities
will sometimes require the addition of inactivating
enzymes to the media in order to obtain acceptable
growth promotion results as even trace amounts of
antibiotics can inhibit the growth of some organisms.

ACCEPTANCE CRITERIA

Over the last 20–30 years, nothing has proven more
controversial in the validation of aseptic processing
than the selection of a acceptance criterion to use.
The first regulatory requirements for media fills was
published by WHO in the 1960s and had a criterion
of 0.3%. Thus, a media fill of more than 1000 filled
units would be considered acceptable if no more than
three of those units were found contaminated after
incubation.[5] This limit lasted until the early 1980s
when PDA prepared its first guidance on the validation
of aseptic processing.[6] The PDA document drew
upon what was at that time the first survey on aseptic
processing practice which had been conducted by
PMA, and suggested a criterion of 0.1% of the units
filled.[16] This suggestion was at the time considered
quite radical at the time as it seemingly raised the
bar substantially. Interpretations of limit definition
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were made by Ronald Tetzlaff, at that time an
employee of the Food and Drug Administration.[14,15]

These drew upon suggestions made in PDA’s second
document on aseptic processing validation where a
Poisson distribution was used to project the contami-
nation over a large batch.[25] FDA’s first official state-
ment on acceptance criteria for process simulations
was provided in their 1987 aseptic processing guide-
line.[1] The FDA guideline stated, ‘‘Test results should
show, with a high degree of confidence, that the prob-
ability of a product becoming contaminated during
aseptic processing is very low. In general, test results
showing a probability of contamination of not
more than one in 1000 are acceptable.’’ With the pub-
lication of this document, PDA’s 1980 limit had been
echoed by a regulatory agency, and this limit remains
FDA’s current official position. PDA continued its
work on aseptic processing through the conduct of
industry surveys in 1986 and again in 1992.[17,18] These
efforts established that industry performance was
continually improving and that 0.1% was almost
universally accepted by industry on a global basis.
The Parenteral Society (TPS) developed its first guid-
ance on the validation of aseptic processing, and this
placed greater emphasis on statistical treatment of
the acceptance criteria than prior documents.[9] This
document profoundly influenced a ISO document that
was then in preparation and a second controversy was
born.[26] The emphasis placed on statistics in both these
documents made many uncomfortable. While math-
ematically correct the extension of the acceptance cri-
terion tables to include larger numbers of filled units
created an awareness of the statistical approach that
had not existed previously. Inherent in the statistics,
as the number of units filled in a media fill increased,
the allowed number of contaminated units increased
as well. While one contaminated unit in 1000 contain-
ers seemed acceptable, it is statistically equivalent to
10 contaminated units in 16,970 units. This seemed
to many as an unacceptably large number of positives
units in any size batch. Official EU guidance was pro-
vided for the first time in 1996 with the publication of
their annex 1 on sterile medicinal products.[8] The
annex suggested that, ‘‘The contamination rate should
be less than 0.1% with 95% confidence level.’’ This was
provided without elaboration, thus while the limit was
clearly statistical the implications of the TPS and
ISO efforts were not addressed. The clearest response
to the TPS and ISO statistical data treatment was
developed by the PDA.[4] The PDA guidance
states the following: ‘‘Despite the number of units filled
during a process simulation test or the number of
positives allowed, the ultimate goal for the number of
positives in any process simulation test should be zero.
A sterile product is, after all, one that contains no
viable organisms.’’ The PDA that originally introduced

the Poisson approach for evaluation of media fills,
has revised its perspective, and now believes that stat-
istical treatment of the data is invalid. The Poisson
method is appropriate for the evaluation of a low inci-
dence of a random event, which is no longer believed
to be consistent with how sterile materials become
contaminated during aseptic processing. When first
introduced it was assumed that contamination in
an aseptic process could be derived from a variety of
sources, and that any statistical approach that
addressed that possibility as a random event was con-
sidered appropriate. With the execution of many more
media fills, substantial improvements in facilities and
equipment, and an increased awareness of the human
contribution to microbial contamination views have
changed substantially. It is now a widely held belief
that contamination in aseptic processing is the result
of human derived contamination resulting from
improper technique in the execution of a required
intervention. Thus, there is nothing random about
the contamination, its source is known and its elimin-
ation certainly more possible than ever. This PDA view
represents the latest thinking relative to acceptance cri-
teria. The tenants of PDA’s latest effort are provided
in Table 2.

Additional publications which have provided
acceptance criteria for aseptic processing validation
have been prepared by both CEN and PIC.[10,11] These
have attempted to reconcile the differences between the
ISO document and the PDA guidance. The essence of
these documents is the following. ‘‘Ideally the contami-
nation rate should be zero. However, currently the
accepted contamination rate should be less than 0.1%
with a 95% confidence level.’’ This appears to be an
effort to have it both ways, and it is unclear whether
the two perspectives can really be reconciled so easily.

The most recent industry survey on aseptic proces-
sing was published by PDA in 1997.[2] It attempted
to address the statistical nature of the limits as actually
practiced, however the response to questions in that
area are inconclusive. It did include evidence that
several firms had adopted acceptance criteria tighter
than 0.1%, suggesting that another round of accept-
ance criterion definition might be in the offing. The
most recent commentary on acceptance criteria is that
provided by USP in draft chapter, 1116.[27] The USP
expanded upon PDA’s 1996 position, and established
ever tighter requirements, ‘‘The goal is zero contami-
nation. In an individual run not more than one positive
unit in 5000 filled units. In a series of three media fills,
two of the three media fills should have no contami-
nation present.’’

Perhaps the simplest means of establishing an
acceptance criteria (and perhaps to define one’s entire
program) is to follow the pack, and develop a firm’s
entire aseptic processing validation program based
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upon the latest survey information.[2] What is certainly
clear is that aseptic processing performance has
improved substantially over the last 20 odd years and
that firms should monitor their practices against their
peers and regulatory expectation on a continuing basis.
What was acceptable in the past is not acceptable
today, and there can be little doubt that further tight-
ening of the criteria can be expected in the future.

Technologic Advances

The production of sterile products has benefited from
at least two novel production methods: blow-fill-seal
and isolation technology. Each of these can offer a
substantial reduction in the amount of operator inter-
action with sterile materials. In blow-fill-seal (and the
closely related form-fill-seal), the product container is
created only seconds before it is filled and sealed. This
has distinct advantages over more conventional filling
where containers are exposed to the manned aseptic
filling environment. A number of process simulation
studies have established that the blow-fill-seal method
is capable of protecting the contents of the sealed
container to a greater extent than a ordinary clean
room.[28–30] Isolation technology enjoys similar results
using an entirely different approach in which personnel
are removed from the operating environment.[31,32]

Isolation technology, which is a direct evolution of
glove boxes, places operating personnel outside a
sealed (physically or via an air pressure differential)
enclosure in which the aseptic process is conducted.
The enclosure can be treated with a sterilizing gas
which can render the interior surfaces free of micro-
organisms. This treatment when combined with the
elimination of direct personnel presence in the aseptic
environment, makes the isolator perhaps the ideal tool
for sterile drug production.[33]

STERILITY ASSURANCE FOR
ASEPTIC PROCESSING

To this point in this effort, the validation of aseptic
processing has been described as closely related to
media filling or process simulation. In reality the
relationship between simulation and routine pro-
duction is not a direct one. A completely successful
media fill program does not establish the sterility of
anything other than itself. The next lot, or for that
matter the previous one, may be sterile or not. The
absence of contaminated units in a media fill merely
demonstrate that the facility, personnel, and proce-
dures are capable of preventing contamination in that
media fill. Demonstrating that capability for routine
filling is quite a different thing, and at the present time
cannot be accomplished with other than a destructive
sterility test of every filled unit. Ultimately the prac-
titioner can only infer that because media fills are suc-
cessful, that similar success is also possible during
routine production. There is a common misunder-
standing that the 0.1% or maximum of one in 1000
units is a sterility assurance level. That is most defi-
nitely not the case, it is nothing more than a maximum
allowable contamination rate during the process simu-
lation. There is no accepted means for establishing the
sterility assurance level of aseptically filled products, it
might be termed the ‘‘holy grail’’ of sterile production.
We perform media fills to demonstrate a capability,
and with significant limitations we infer from that
effort that we can produce sterile drug products using
aseptic processing. At the present time, this is perhaps
as close as we can get to the ‘‘validation of aseptic pro-
cessing.’’ Despite this most basic of constraints, media
fills represent the only means of even approximating
what occurs when aseptic processing is performed.
Demonstrating the capability of producing sterile pro-
ducts will have to be sufficient for industry needs.

Table 2 PDA views on aseptic processing validation acceptance criterion

� The test methodology must simulate the process as closely as possible.
� Rationale for the chosen methodology and limits must be justifiable and documented.
� Test methodology should be sensitive enough to confirm a low process simulation test contamination rate, and the

selected limit must be routinely achievable.
� Any positive unit indicates a potential problem, regardless of run size. All positives should be identified and should

result in a thorough, documented investigation.

� Process simulation test contamination rates approaching zero should be achievable using automated production lines
in well-designed aseptic processing facilities, blow-fill- seal and form-fill-seal and in isolator-based systems.

� Processes conducted in older facilities or employing considerable product handling or manual operation may not be
capable of achieving near-zero contamination rates. Nevertheless, such processes must be capable of a process

simulation test contamination rate not exceeding one in 1000 when 3000 units are filled.
� For batch sizes smaller than 3000 units, process simulation tests should at least equal the batch size. No positives

should be allowed due to the low sensitivity of small runs.

� When more than 3000 units are filled, caution should be used when deciding to increase the allowable number of
positives based on arithmetic extrapolation.

(From Ref.[4].)
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CONCLUSIONS

Demonstrating success with aseptic processing requires
process simulation studies closely matching the routine
production activities. As the range of sterile products
manufactured by aseptic processing is quite extensive,
this mandates that the practitioner be prepared to
adapt the general guidance provided in this effort to
their particular situation. The more closely the simula-
tion matches the production activities, the clearer indi-
cation that success with the simulation means success
in routine operation. A well founded process simulation
program affords the firm confidence in their routine
operation that cannot be obtained by any other means.

It is important to consider however, that at the cur-
rent level of technology, particularly manned aseptic
processing, uncertainty is an inherent feature. The fact
that process simulation tests are merely a snapshot in
time has been recognized since media fills became a
standard feature of aseptic process validation in the
late 1970s. Guaranteeing safety to the end user is not
as simple as successful media fill tests, ‘‘good’’ environ-
mental monitoring results, and successfully completed
sterility tests. Even when these data appear satisfactory,
uncertainty exists. Although human nature detests
uncertainty, particularly in fields where numerical
values are widely stated, scientific rationality requires
us to recognize that we cannot test or monitor uncer-
tainty away. Only by thorough training, supervision
and reduction of human borne contamination hazards
can the likelihood of contamination be controlled. For-
tunately, it appears certain from the absence of data to
the contrary that aseptically produced health care pro-
ducts are very safe when produced in accordance with
current industry standards. Certainly as the industry
process capabilities continue to evolve our products will
become safer still, and perhaps someday the uncertainty
associated with aseptic processing will be so low that we
can consider these products truly sterile.
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INTRODUCTION

By definition, oxygen is an absolute requirement for
aerobic life, but it may also be viewed as toxic under
certain conditions. A chemical reaction that usually
takes place at ambient temperature between atmos-
pheric oxygen and an organic compound is generally
defined as autoxidation. The phenomena of autoxida-
tion are commonly observed in everyday life. For
example, the browning of fruit, deterioration of edible
oils, and degeneration of old rubber bands are the
results of autoxidation. In the human body, reactive
oxygen species (ROS) produced during autoxidation
processes are also commonly encountered. This is a
normal part of human physiology, as long as defense
systems are effective, but overproduction or failure to
scavenge free radicals can result in toxic biological
responses that can yield deterioration and degeneration
of cells, tissues, or organisms.

There are numerous reports suggesting that free
radicals are involved in various human disease states
(Table 1). Pathological phenomena related to autoxi-
dation are due to reactive oxygen species, and most
age-related diseases can be explained through reactions
of free radicals with biological substances. A notable
case is cancer or, more specifically, carcinogenesis.
Free radicals play a critical role in the initiation of car-
cinogenesis by damaging nucleic acids and producing
a variety of lesions. For example, 8-hydroxyguanine,
5-hydroxymethyluracil, and thymine glycol are formed
by the attack of hydroxyl free radicals on deoxyribo-
nucleic acid (DNA), and these mutations may be viewed
as a cause of carcinogenesis. Another free radical-
related disease state is stroke. Damage to the brain
due to central nervous system (CNS) ischemia is
caused by injury resulting from the interruption of
blood flow (i.e., lack of oxygenation) which is then
followed by reoxygenation of the brain (ischemia/
reperfusion). It appears that all or most aerobic
tissue suffers damage once it undergoes an ischemia/
reperfusion insult. The severity depends on many fac-
tors, one of which is the length of the ischemic period.

Considerable evidence is now accumulating that injury
occurs almost exclusively during the reperfusion phase,
and that the injury is due to oxygen free radical-
mediated oxidative stress. Furthermore, some neuronal
pathologies, such as Alzheimer’s disease, may relate to
lipid peroxidation of cell membranes by free radicals.

Autoxidation phenomena could be completely pre-
vented by total exclusion of oxygen or other oxidizing
substances from a biological system. This is generally
not practical, but changes in endogenous factors, such
as addition of inhibitors, may decrease the reaction rate
or prolong the induction period. However complete
prevention of autoxidation is unlikely. Substances that
can suppress autoxidation are termed inhibitors or
antioxidants. Preventive inhibitors decrease the rate
of autoxidation by suppressing the rate of initiation
reactions. Antioxidants in the true sense are substances
that can inhibit propagation steps; that is, they inter-
rupt autoxidation chain reactions. Other types of
inhibitors, for instance, antiozonants, are not biologi-
cally relevant but may be important in industry (e.g.,
protective coatings). Antioxidants are known to inhibit
carcinogenesis or atherosclerosis. For example, vita-
mins and phenolic compounds can function as chemo-
preventive agents. The mechanism of action and the
biological role of autoxidation and antioxidants are
discussed in this article.

AUTOXIDATION

Autoxidation Reactions

The majority of compounds that are subject to autoxi-
dation are unsaturated substances or highly condensed
polymers, and the target of ROS is commonly the diene
functionality—or double bonds. Autoxidation of unsatu-
rated lipids is a good model to demonstrate this
mechanism. The initial reaction between molecular
oxygen and a polyunsaturated fatty acid (PUFA)
occurs as RH þ O2 ! ROOH, which involves the
movement of a double bond as well as the insertion
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of oxygen. In general, there is a ‘‘spin barrier’’ that
prevents the direct addition of ground-state molecular
oxygen in a single step to an organic compound. In the
case of autoxidation, since direct addition is eliminated
by the spin barrier, the alternatives are: i) electron
transfer (i.e., redox reactions) involving, for example,
a transition metal ion or ii) the participation of free
radicals, whereby the addition of a radical to molecular
oxygen can give rise to another radical.[1]

The important features of autoxidation are auto-
catalytic and free radical chain reactions. The rate of
oxidation is initially slow and increases as the reaction
progresses. However, once autoxidation is initiated,
the reaction continues until the reaction substrate or
catalytic factor becomes extinct. In short, unsaturated
lipids undergo three reaction phases: initiation, propa-
gation, and termination. The participation of reactive
oxygen radicals in autoxidation reactions is summa-
rized in the following reaction steps.

Initiation : X� þ RH! R� þ XH

Propagation : R� þ O2 ! RO2
�

RO2
� þ RH ! ROOH þ R�

Termination : RO2
� þ RO2

� ! Stable product

RO2
� þ R� ! Stable product

R� þ R� ! Stable product

Initiation is perhaps the process most difficult to
define. This is because of the very low concentration of
radicals and the likelihood of there being more than one
process, since a large number of different radicals can
abstract hydrogen from RH to form R�. For example,
X� may be a transition-metal ion, a radical generated
by photolysis or high-energy irradiation, a radical
obtained by decomposition of a hydroperoxide (e.g.,
RO�), or a radical formed from an exogenous initiator.
The two propagation reactions form the basis of the
chain-reaction process. The autoxidation reaction is
generally assumed to be a very fast reaction with
almost no activation energy. A major consequence of
this phase is that the concentration of R� is much smaller
than that of RO2

�. Like initiation processes, termination
reactions may also be divided into those involving
organic free radicals exclusively, and those in which

metal ions participate. Of the termination processes
involving R� or RO2

�, the biomolecular reaction

RO2
� þ RO2

� ! inert products

has received the most attention since this is likely to be
the most important termination reaction under physio-
logical conditions.

Autoxidation of unsaturated lipids is affected by
many factors, so that none can be considered exclusively
prooxidative or antioxidative. The rate of autoxidation
is increased with reactivity of the autoxidizing substrate,
concentration of reactants (the number of active sites
and the concentration of oxygen), modified physical
factors (e.g., a rise in temperature or by irradiation),
and especially with an increase in the rate of initiation
reactions.[1] The rate of chain initiation reactions is
increased mainly by factors that increase free radical
function in autoxidizing systems, for example, ultra-
violet, X-Ray, or ionizing radiation. In various reactant
systems, such as fats, oils, and biological membranes,
heavy metals and their derivatives are important initia-
tors of autoxidation reactions. The reaction rate,
however, is suppressed by factors such as a reduction
in the number of active sites, a decrease in the partial
pressure of oxygen by a suitable selection of physical
factors, and a decrease in the reaction temperature.
The most important, however, is the reduction of
initiation rate (i.e., the level of free radicals capable of
chain initiation). Substances actively suppressing the
concentration of the free radicals are antioxidants.
Other substances are also very effective in suppressing
autoxidation, particularly those eliminating free radical
precursors (e.g., sulfur compounds that cause reduction
of lipid hydroperoxide).[2] Substances deactivating ozone
(antiozonants) or singlet oxygen, which protect against
irradiation, or heavy metals (metal scavengers), also
act as inhibitors of lipid autoxidation.

Lipid Peroxidation

Oxidative damage to membrane lipids (i.e., lipid per-
oxidation in biological systems) has been studied for
many years. Lipid peroxidation is a primary event pro-
duced by oxidative stress or as a consequence of tissue
damage, which can exacerbate tissue injury, due to

Table 1 Structural and functional alterations of biological entities produced by radicals or ROS

Structure alterations Functional alterations Disease

Lipid peroxidation Increased permeability of membrane Cancer
Protein adducts Impaired response of membrane to signals Stroke
Hemoglobin adducts Altered enzyme activity Alzheimer’s disease

Reduced affinity of binding proteins Rheumatoid arthritis

Altered uptake of oxidized entities Cataract
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the potential cytotoxicity and genotoxicity of the end
products of lipid peroxidation. Membrane lipids with
double bonds are most susceptible to oxidation. Lipid
peroxidation can reduce membrane fluidity, leading to
increased rigidity throughout the hydrophobic space of
membranes, decreased permeability, osmotic fragility,
and altered activity of certain membrane-bound
enzymes and transport systems.[3]

Membrane lipid peroxidation can change the activity
of essential membrane proteins such as Naþ/Kþ-
ATPase. As a consequence, rates of ion pumping may
be altered.[4] Two well-characterized products of lipid
peroxidation, malondialdehyde and 4-hydroxynonenal,
have been shown to react with critical biomolecules
that may have a key role in the development of certain
pathological states. Microsomal lipid peroxidation
forms mainly 4-hydroxy-2-nonenal with minor amounts
of 4-hydroxy-2-octeal, 4-hydroxy-2-decenal, and
4-hydroxy-2-undecenal. a,b-Unsaturated aldehydes,
such as 4-hydroxynonenal, are highly reactive electro-
philic reagents that react easily with thiols by Michael
addition to the CH¼CH double bond.[1,5] Aldehyde
adducts of lipid peroxidation have been shown to induce
glutathione depletion in hepatocytes, and corresponding
abnormal liver function.[6,7] Free hemoglobin, in the
presence of xanthine/xanthine oxidase, will also pro-
mote the peroxidation of arachidonic acid and unsatu-
rated fatty acids within normal cellular membranes.
Furthermore, hemoglobin or red cell lysates cause brisk
peroxidation of crude murine brain homogenates. This
hemoglobin-driven peroxidation is blocked by an iron
chelator (i.e., desferrioxamine) which indicates that iron
released from heme is responsible.[8]

Peroxides can play a physiological role in the cell
but also mediate processes leading to heart disease
and carcinogenesis.[9–11] Fatty acid peroxidation may
also be related to free radical-mediated metabolic
activation of carcinogens or drugs, which lead to the
initiation of carcinogenesis or cytotoxicity. Modification
of membrane function as a consequence of lipid peroxi-
dation includes uncoupling of oxidative phosphorylation

in mitochondria, alteration of liver endoplasmic
reticulum functions, and modification of the ionic perme-
ability of phospholipid membranes. Radiation-catalyzed
lipid peroxidation of erythrocyte membranes increases
permeability to Naþ, Kþ, and Caþþ. Ultimately,
peroxidation leads to gross destruction of membranes,
as demonstrated by release of lysosomal enzymes in irra-
diated lysosomes, hemolysis in irradiated erythrocytes,
and release of various enzymes by disruption of the liver
plasma membrane.

FREE RADICALS AND DEFENSE SYSTEMS

Free Radicals and Defense Systems

A free radical may be broadly defined as a molecule or
ion containing an unpaired electron (Table 2). Although
most radicals are reactive and undergo dimerization or
other reactions in which the unpaired electron becomes
paired some radicals such as nitroxide radicals
(R2NO�) are relatively stable. A major source of radicals
in biological systems is molecular oxygen. This very reac-
tive molecule is essential to the life of higher organisms,
but nevertheless can be considered dangerous in excess.

Superoxide anion (O2
��) and hydrogen peroxide

(H2O2) are normal metabolites in mammalian cells pro-
duced during the biological reduction of oxygen. The
occurrence of oxidative radical reactions in biological
systems is usually associated with cellular electron trans-
fer chains of the mitochondria and certain enzyme activi-
ties. Free radicals are further generated during the course
of specialized physiological reactions, such as the release
of O2

�� and H2O2 by endothelium non-inflammatory
cells, which might serve as cell signals promoting growth
responses. Furthermore, environmental factors as well as
the metabolism of xenobiotics are significant sources of
free radicals, although their actual contribution to the
redox state of the cell is difficult to assess.

Although of modest chemical reactivity, O2
�� and

H2O2 contribute to the formation of more reactive

Table 2 Principal reactive oxygen intermediates formed by cells

ROS Function

Superoxide anion, O2
�� One-electron reduction products of O2, produced by phagocytes; formed in autoxidation

reactions; generated by oxidases (heme protein).

Hydrogen peroxide, H2O2 Two-electron reduction product of O2; formed from O2
�� by dismutation or directly from O2.

Reactivity of O2
�� and H2O2 amplified in the presence of heme protein.

Hydroxyl radical, HO� Three-electron reduction product of O2
�� generated by Fenton reaction; transition metal

(iron, copper)-catalyzed Haber–Weiss reaction; formed by decomposition of peroxynitrite

produced by the reaction of O2
�� with NO�.

Nitric oxide, NO� Generated from arginine via NO synthase in an O2-dependent reaction; in the absence of O2,
formed by Fe2þ-mediated non-enzymatic generation from tissue NO2

�.

(Adapted in part from Ref.[15].)
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species via various redox reactions. It is currently
accepted that the reaction of both O2

�� and H2O2 with
suitable metal complexes yields HO�. Fenton-type reac-
tions requires both O2

�� and H2O2 as precursors of
HO�. This proceeds via an intermediate catalyst, such
as a transition metal chelate, which reacts to produce
HO�.[12] HO� may account for some aspects of mito-
chondrial damage, such as oxidative impairment of
mitochondrial DNA. The requisite conditions for
HO� formation by mitochondria are met during mito-
chondrial electron transfer: mitochondria are a major
source of HO� generated by H2O2 cleavage.

Haber�Weiss reactions : Fe3þ þ O2
��

! Fe2þ þ H2O2

Fenton reaction : Fe2þ þ H2O2

! Fe3þ þ HO� þ HO�

Another type of one-electron transfer reaction that
contributes to the formation of oxyradicals involves
the quenching of carbon center radicals (R�) by mol-
ecular oxygen. This reaction leads to the formation
of peroxyl radicals (R-OO�), which generally have quite
different reactivities from those of the parent R�

species. As a result of the reactivity of these species
toward unsaturated fatty acids, the propagation steps
of lipid peroxidation follow the initiation step. These
propagation steps occur at membrane hydrophobic
sites, and the length of the chain reaction is determined
by the availability of reactants, PUFA and O2, and of
chain-breaking antioxidants such as a-tocopherol,
carotenoids, and ubiquinone.

In cells, the first line of defense against these reactive
species is represented by primary antioxidant defenses
involving enzymes that specifically remove free radicals
or oxidants, such as superoxide dismutase, glutathione
peroxidase, and catalase. In general, aerobes do not
express an excess of antioxidant defenses, although
these systems are often inducible by elevated O2 if
sufficient time for adaptation is allowed. Moreover,
endogenous antioxidants may not prevent damage by
ROS at ambient O2. Thus, animals rely on a second
line of defense in the form of repair systems, the most
important of which removes mutagenic lesions in DNA
induced by ROS. Superimposed on such defenses are
inducible proteins such as heme oxygenase-1. Heme
oxygenases remove the prooxidant heme and produce
the antioxidant bilirubin in the process.[13] Additional
protection is provided by dietary antioxidants. The
physiological role of some of these is well established
(e.g., vitamin E and ascorbate), whereas the role
of others (e.g., flavonoids, carotenoids) is currently
uncertain. However, dietary antioxidants appear to
be important in delaying/preventing certain human

diseases, especially cardiovascular disease and some
types of cancer.[14]

Antioxidants

Natural antioxidants such as non-enzymatic dietary
components are not specific but can scavenge organic
and inorganic radicals. These agents are found in
numerous plant materials and commonly include an
aromatic ring as part of their molecular structure.
There are a variety of cyclic ring structures that are
generally associated with one or more hydroxyl groups
to provide a labile hydrogen and a basis for free radical
formation. These antioxidants can be classified as
water soluble or lipid-soluble, depending on whether
they act primarily in the aqueous phase or in the
lipophilic region of cell membranes. Hydrophilic anti-
oxidants include ascorbic acid and urate. Ubiquinols,
retinoids, carotenoids, flavonoids, and tocopherol are
representative lipid-soluble antioxidants (Fig. 1).
Plasma proteins, glutathione, and urate are endogen-
ous, whereas ascorbic acid, carotenoids, retinoids,
flavonoids, and tocopherols constitute some of the
dietary antioxidants. These compounds possess the
potential to scavenge and quench various radicals
and ROS. Certain radical scavengers are not recycl-
able, however, others are recycled through the
intervention of a series of enzyme systems or other
non-enzymic antioxidant systems.

Based on safety and other pragmatic reasons, the
number of active substances used as antioxidants is
restricted to a few phenolic substances. The flavonoids
are an unusually large group of naturally occurring
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phenolic compounds ubiquitously distributed in the
plant kingdom (Fig. 2). These aromatic compounds
are formed in plants from the aromatic amino acids,
phenylalanine, tyrosine, and acetate units. Phenylala-
nine and tyrosine are converted to cinnamic acid and
p-coumaric acid that condense with acetate units
to form the cinnamoyl structure of the flavonoid.[15]

Flavonoids are generally known to be plant, flower,
leaf, and fruit pigments. They are responsible for the
brilliant shades of blue, scarlet, orange, etc., in flowers,
fruits, and leaves. They are found in various fruits,
vegetables, nuts, seeds, grains, spices, and herbs, as well
as in beverages such as tea, cocoa, and wine. Dietary
exposure to flavonoids is significant. The average diet
in the United Kingdom and United States may contain
up to 1 g of mixed flavonoids per day. Their dietary
intake far exceeds that of vitamin E (a monophenolic
antioxidant) and b-carotene.[15]

Flavonoids act as potent metal chelators and free
radical scavengers. They are powerful chain-breaking
antioxidants.[16] Moreover, flavonoids are known to pos-
sess vitamin C stabilizing and antioxidant-dependent
vitamin C sparing activities. They are also known
to increase the absorption of vitamin C. In addition,
flavonoids are known to modify the activities of a host
of enzyme systems including protein kinase C, protein
tyrosine kinase and various other kinases, aldose
reductase, myeloperoxidase, NADPH oxidase, xanthine
oxidase, phospholipase, reverse transcriptases, ornithine
decarboxylase, lipoxygenase, cyclooxygenase, and so on.
Some of these enzyme systems are critically involved in
immune function, carcinogenesis, cellular transforma-
tion, and tumor growth and metastasis. The physiologic
and pathologic processes affected by flavonoids are
diverse and numerous, and include secretion, mito-
genesis, platelet aggregation and adhesion to endothelial
surface, cell motility and malignant cell proliferation,
cancer metastasis, and function/expression of adhesion
molecules in various mammalian cell types. The antiox-
idant function and enzyme-modifying actions of flavo-
noids could account for many of their pharmacological
activities.[15]

Quercetin and other flavonoids are effective inhibi-
tors of O2�-production by cells. Quercetin is a potent
inhibitor of human neutrophil degranulation and
O2�-production, and also inhibits the phosphorylation
of neutrophil proteins accompanying neutrophil acti-
vation by phorbol myristate acetate.[17] Quercetin can
also suppress lipid peroxidation in several biological
systems, such as mitochondria, microsomes, chloro-
plasts, and erythrocytes. Silymarin, a 3-OH flavone
present in Silybum marianum (the European milk
thistle), protects rat liver mitochondria and micro-
somes from lipid peroxide formation induced by
Fe2þ-ascorbate and NADPH-Fe3þ-ADP systems.[18]

Soybean isoflavonoids have shown antioxidative potency

and prevent peroxidative hemolysis of sheep, rat, and
rabbit erythrocytes.[15] Quercetin and silybin[19] were
reported to exert a protective effect by the decrease in
the xanthine dehydrogenase/oxygenase ratio observed
during ischemia/reperfusion in the rat. The enzyme
(xanthine oxidase) implicated in tissue oxidative injury
after ischemia/reperfusion is a source of ROS that is
formed from a dehydrogenase during ischemia. The pro-
tective effect of quercetin and silybin on the xanthine
dehydrogenase/oxidase ratio is due to inhibition of the
dehydrogenase.

PROOXIDANTS

A prooxidant is an agent that can induce oxidative
stress, which is defined as a shift in the prooxidant–
antioxidant balance toward oxidant activity. Oxidative
stress induced by a prooxidant in a biological system
manifests itself as increased production of bioactive
free radical species, a decrease or modulation of
antioxidant defenses, and/or an increase in oxidative
damage. The fine balance between the oxygen center
radicals and antioxidants may be dependent on the
concentration of prooxidant, oxygen tension, and inter-
actions with other antioxidants.

Vitamins

Carotenoids

Carotenoids are a well-characterized class of pigments
widely distributed in nature and responsible for the
bright colors of various fruits and vegetables. Some
of the more than 600 different carotenoids are well
known, such as b-carotene, which is widely used as a
precursor of vitamin A, a food colorant, and a food
additive.[20] These compounds have been shown to
function as enhancers of gap–junction communication,
stimulants of immune responses, and quenchers of
electronically excited species, such as singlet oxygen and
triplet sensitizers.[21–23] The action of b-carotene and
other carotenoids as antioxidants has recently attracted
widespread attention. Carotenoids are thought to
scavenge free radicals, and the antioxidant action of
b-carotene and other carotenoids has been observed
with in vitro andin vivo systems.[24,25] However, carote-
noids do not have structural features commonly associa-
ted with chain-breaking antioxidants. The extensive
system of conjugated double bonds in their molecules
imparts a prooxidant character and makes them very
susceptible to attack by free radical species (Fig. 3).

The development of either a harmful or beneficial
cellular response by carotenoids will depend on their
antioxidant or prooxidant characteristics, which are
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determined by various factors in the intra- and extra-
cellular environments such as oxygen tension and
b-carotene concentration. When an inappropriate
prooxidant activity of carotenoids develops in normal
cells, the reactive oxygen metabolites generated could
induce damage to lipids, proteins, and DNA. This
effect alters normal regulatory functions and can
damage cellular integrity or induce neoplastic transfor-
mation. Some human intervention trials indicate that
carotenoid supplements are of little or no value in
preventing chronic disease, such as cardiovascular dis-
ease and cancer, and may actually increase lung cancer
incidence in smokers.[20] In contrast, when carotenoids
act as prooxidants in already transformed cells, they
could induce beneficial effects, such as inhibiting the
growth and development of malignant lesions and/or
producing tumor cytotoxic effects.[26]

Although it has been reported that carotenoids may
prevent normal cells from becoming transformed
through their antioxidant activity, there is much evi-
dence indicating that they may also block the growth
of cells already transformed through their prooxidant
action. Carotenoid autoxidation has been suggested
to occur at a higher level in tumor cells than in normal
cells. In tumor cells, therefore, it can be hypothesized
that the prooxidant properties of carotenoids prevail
over the antioxidant properties.[27] In addition, some
studies have shown that carotenoids act as prooxidant
agents selectively in tumor cells by increasing the
expression of heat-shock proteins[28] and enhancing
the formation of lipid peroxidation products, further
reducing the levels of oxygen-protective enzymes and
stimulating the expression of tumor necrosis a-factor.

Ascorbates

Ascorbate is an essential vitamin that must be taken
from external sources. It is marketed as a dietary
supplement because of its antioxidant properties.
Several epidemiologic studies suggest that antioxidant
vitamins in sufficient concentrations inhibit heart dis-
ease and cancer. However, there is considerable uncer-
tainty about the optimal level of intake. Substantial

evidence shows that ascorbate can also act as an
oxidant, depending on the environment in which the
molecule is present. It can induce cell death, nuclear
fragmentation, and internucleosomal DNA cleavage
in human myelogenous leukemic cell lines.[27] More
recently, it was reported that dietary supplementation
of 500 mg/day of vitamin C to healthy volunteers for
6 weeks results in significant prooxidant effects. This
is exemplified by an increase in lymphocytes with typi-
cal markers of DNA damage, mediated by oxygen
radicals such as 8-oxoguanine and 8-oxoadenine.[29]

Vitamin C supplementation is able to significantly
affect CYP2E1-catalyzed drug metabolism in the rat
and is linked to an overgeneration of the superoxide
anion in hepatic microsomes. Generation of a super-
oxide anion induced by vitamin C supplementation
provides a plausible explanation for the observed
damage to DNA in peripheral blood lymphocytes.[30]

Ascorbate is a reducing agent in brain tissue homo-
genate but has an oxidizing effect in brain slices. A
hypothesis put forth to explain the oxidative effects
of ascorbate in cortical slices proposes that extracellu-
lar ascorbate is oxidized to dehydroascorbate which is
rapidly carried into cells via a glucose transporter. The
dehydroascorbate in cytosol is then reduced back to
ascorbate, and, during the reduction process, cellular
components are oxidized (Fig. 4).[31]

Tocopherols

Vitamin E, the major lipophilic antioxidant of exogen-
ous origin in tissues, is the collective name for the eight
major naturally occurring molecules, four tocopherols
and four tocotrienols, that qualitatively exhibit the
biological activity of a-tocopherol. a-Tocopherol is
generally regarded as the most important lipid-soluble
antioxidant in plasma, circulating lipoproteins,[32] and
tissues, whereas g-tocopherol and tocotrienols are present
in these tissues at much lower concentrations (Fig. 5).

In an investigation of the antitumor activities of
a-tocopherol acid succinate and acetate, the acid succi-
nate form inhibited the growth of oral carcinoma cells,
while stimulating the growth and differentiation of
normal keratinocytes.[33] The acetate form increased
thymidine incorporation and mutant p53 expression
in cancer cells, thereby increasing proliferation and

ROO·
β-C

ROO-β-C· β-CO + RO· Prooxidant effect

ROO-β-C-OO·

RHβ-C

Prooxidant effect  (ROO-β-C-OOH)  +  R·Autooxidation of β-C

O2

Fig. 3 Proposed reaction pathway of b-carotene prooxidant

activity. b-C, b-carotene; ROO�, peroxyl radical; ROO-b-C�,
b-carotene radical; ROO-b-C-OO�, b-carotene peroxy radi-
cal; b-CO, b-carotene epoxide; RO�, alkoxy radical. (Adapted
in part from Ref.[26].)
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expression of the cyclin regulator p34cdc. Vitamin E
treatment reduced the time required for wound healing
in the oral cavity and increased the in vitro growth of
endothelial cells.[34] Platelet adhesion was also inhib-
ited, resulting in a possible reduction in thrombosis.
The mechanism of action for this response appears to
be blockage of the prostaglandin pathway at the site of
cyclooxygenase activity, and it is a plausible mechanism
that supports the use of vitamin E in periodontal
disease.[27]

The antioxidative activity of vitamin E is converted
to prooxidant activity when mild conditions were

used to initiate oxidation. A prooxidant effect of a-
tocopherol on lipid peroxidation was found only when
the samples were virtually free of ascorbate, or if the final
concentration of ascorbate in the samples was physiolo-
gically low. Adding ascorbate to a near-physiological
final concentration restored the antioxidant activity of
a-tocopherol under mild oxidative conditions.[35]

Retinoids

Retinoids, metabolic and synthetic derivatives of
vitamin A, have been shown to function as effective
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antioxidants and inhibit the peroxidation of PUFA in
lipid bilayers. For example, several retinoids inhibit
ascorbate-dependent, iron-catalyzed lipid peroxidation
in rat liver microsomes and brain mitochondria.
Retinol palmitate was shown to function as an anti-
oxidant in rat heart and brain tissues.[36] However,
retinoic acid was shown to stimulate the rate of 2,20-
Azobis(2-Amidinopropane)-initiated autoxidation of
linoleic acid in sodium dodecyl sulfate micelles, and
this observation may account for the prooxidant effect
of retinoic acid in this system.[37] In addition, possible
detrimental effects of retinoids (e.g., promotion of
tumor growth), increase in low-density lipoproteins
(LDL) and triglyceride, and exacerbation of preexist-
ing autoimmune disease have all been reported.[38]

Phenolics

Phenolics are one of the major groups of non-essential
dietary components that have been associated with the
inhibition of atherosclerosis and cancer. The bioactiv-
ity of phenolics may be related to their antioxidant
behavior, which is attributed to their ability to chelate
metals, inhibit lipoxygenase, and scavenge free radicals.
However, phenolics can also function as prooxidants
by chelating metals in a manner that maintains or
increases their catalytic activity (Fig. 6). Also, poly-
phenolics reduce metals, thereby increasing their ability
to form free radicals from peroxide.

Flavonoids

Flavonoids, especially, those with catechol or phyro-
gallol groups, obviously are prone to autoxidation
reactions.[38] In a recent paper by Morgan et al.[39], the
prooxidative and antioxidative properties of phenolics
from soybeans and other legumes were documented.
The primary phenolics (phenolic acids) and flavonoids
were able to reduce ferric to ferrous ions and were able
to chelate and alter the catalytic activity of iron. Most
of the phenolics tested were also able to inhibit oxida-
tion of linoleic acid micelles and ferrous ion-catalyzed
oxidation of glutamine synthase, presumably through
free radical scavenging and removal of iron from cataly-
tic sites via chelation. Although flavonoids inhibited oxi-
dation in certain systems, they did not protect against all

forms of oxidative damage. The phenolics chelated iron,
but this metal ion was still catalytically active and able to
oxidize both deoxyribose and DNA. Prooxidant activity
of phenolics has also been observed for carnosol,
carnosic acid, quercetin, rutin, and luteolin.[39]

It was also found that pH was essential in determin-
ing the oxidative role of phenolics. In general, a
decrease in pH increased iron-reducing activity and
reduced the ability of phenolics to chelate and inhibit
the catalytic activity of iron. Increasing pH increased
deoxyribose and DNA oxidation. Inhibition of lipid
oxidation was also influenced by pH, with g-resorcyclic
acid being antioxidative at pH 5.8 and prooxidative
at pH 7.4. Hydrobenzoic acid was antioxidative, and
apigenin-7-glucoside was prooxidative at pH 7.4, yet
neither had an effect on lipid oxidation at pH 5.8.
These results suggest that the pH of biological tissues
could also influence the antioxidative/prooxidative
activity of phenolics.[40]

A possible mechanism of cytotoxicity in polyphe-
nols may be related to their prooxidant properties.[41]

Flavonoids autoxidize in an aqueous medium and
may form highly reactive HO� radicals in the presence
of transition metals. In addition, polyphenols and fla-
vonoids may act as substrates for peroxidase and other
metalloenzymes, yielding quinone- or quinomethide-
type prooxidant and/or alkylating products. The
prooxidant character of polyphenol cytotoxicity is
supported by the formation of activated oxygen species
during gallic acid induced apoptosis, and by the
enhancement of gallic and caffeic acid induced apopto-
sis by non-toxic concentrations of copper ions.[42]

Catechins, such as (�)-epicatechin and (�)-epigallo-
catechin abundant in green tea, possess the antioxida-
tive and prooxidative characteristics of Cu2þ-induced
LDL oxidation. In the initiation phase, LDL oxidation
was inhibited by addition of catechin. In contrast, dur-
ing the propagation phase of LDL oxidation, catechins
served as accelerators of oxidation. Depending on
redox status, they might form reactive oxidation pro-
ducts such as semiquinones and quinones and function
to stimulate oxidative reactions.[42]

Quercetin, a highly studied antioxidant flavonoid has
the potential to inhibit free radical processes in cells by:
a) scavenging O2

��; b) blocking lipid peroxidation; c)
reacting with peroxyl or lipid peroxyl radicals; d) inhi-
biting formation of HO�; and e) chelating iron ions.
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Fig. 6 Antioxidant and prooxidant functions of ubiquinone.
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The biological effects of quercetin are believed to result
from its antioxidant properties. Recently, it was clearly
demonstrated that quercetin could function both as an
antioxidant and a prooxidant, depending on concentra-
tion and free radical sources and their location in the
cell. Also, quercetin was observed to be cytotoxic in a
dose-dependent manner. Although the exact mechanism
of cytotoxicity has not yet been fully elucidated, it may
involve formation of O2

�� or its metabolite o-quinone
(Fig. 7). Such species are known to be toxic and to bind
irreversibly to various cell constituents by covalent
binding with sulfhydryl groups or other essential
groups.[43]

Catecholestrogens

The antioxidant properties of estrogens have been
demonstrated in many in vitro and in vivo studies.[44–46]

For instance, estrogens inhibit the oxidation of LDL,
the peroxidation of lipids, and the oxidation of choles-
terol. The administration of 17b-estradiol to ovariecto-
mized pigs inhibits the oxidation of LDL. This effect
has also been observed in postmenopausal women
after administration of 17b-estradiol. These antioxidant
activities of estrogens are believed to explain the lower
rate of heart disease in premenopausal women, or post-
menopausal women treated with estrogen, compared to
that of men.[47]

In contrast, prooxidant effects of estrogens have
been established in other model systems.[48] 17b-
estradiol or other estrogens induce single-strand breaks
or 8-hydroxylation of guanine bases of DNA in Syrian
hamsters treated with these hormones. Moreover,
metabolites of estrogen or diethylstilbestrol in the pres-
ence of peroxidase and DNA induce 8-hydroxylation

of guanine bases. In addition to oxidant-induced
damage of DNA, estrogens have also been shown to
generate lipid peroxidation and oxygen-radical-
mediated oxidation of amino acid residues of proteins,
resulting in carbonyl-containing moieties.[48]

Estrogens may exhibit either pro- or antioxidant
activities depending on the nature of their metabolites
and concentrations (Fig. 8). Pharmacological concen-
trations of parent hormones or their metabolites clearly
have antioxidant properties. This inhibitory mechanism
may be based on the free radical scavenging action
of thephenol moiety of estrogen. In contrast, 2- or
4-hydroxyestradiol enhances the oxidation of LDL by
decreasing lag times of lipid peroxidation by 40–50%
compared to control values in the absence of estrogen.
The catechol structure of catecholestrogens appears to
be necessary for this prooxidant activity, as the parent
hormones and other estrogen metabolites do not pos-
sess any detectable oxidant activity. Therefore, the in
vivo prooxidant activity of estrogens may be dependent
on their conversion to catecholestrogen metabolites in a
specific organ or species. The mechanism of prooxidant
activity of catecholestrogens is likely based on the
reduction of metal ions, specifically Cu2þ to Cuþ, by
the catecholestrogen metabolites. The lipid oxidation
of LDL by Cuþ generated hydroxyl radicals, which
further initiate oxidation of lipids.[49]

DISEASES ASSOCIATED WITH
FREE RADICALS

Ischemia/Reperfusion Injury

The syndrome of ischemia/reperfusion (I/R) injury
has been characterized in recent years for the heart,
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brain, intestine, kidney, and other organs. This phe-
nomenon consists of a paradoxical increase in tissue
injury during the reperfusion period in an organ that
has sustained relatively minor damage during a period
of ischemia. It is now evident that reperfusion tissue
injury is mediated through oxidant mechanisms asso-
ciated with the generation of oxygen-based radicals.
ROS have been implicated in both the myocardial dys-
functions that are observed during reperfusion following
short periods of ischemia (the stunned myocarium) and
the irreversible injury to cardiac myocytes that occurs
during reperfusion after longer periods of ischemia.[50]

Infusions of high concentrations of the catechola-
mines, epinephrine, or norepinephrine into experimental
animals are known to produce myocellular mitochon-
drial swelling, myofibrillar disruption, plasma membrane
blebbing, and myocardial necrosis. It has been suggested
that these cardiotoxic effects result not from the cate-
cholamines themselves but from the production of
O2
�� and H2O2 formed by a complicated series of reac-

tions during the autoxidation of catecholamines. It was
observed that vitamin E deficient rats were more sensi-
tive to the cardiotoxic effects of isoproterenol, whereas
myocardial damage induced by this synthetic catechola-
mine was reduced when the diet was supplemented with
vitamin E. However, the results of studies demonstrating
protection by antioxidants against catecholamine-
induced myocardial necrosis must be interpreted with
caution since accumulation of neutrophils, a major

source of oxygen radicals, has been observed in such
model.[51]

Carvedilol, a potent antioxidant, prevents the
lipoperoxidation of mitochondrial membranes, which
suggests a strong contribution to the known cardiopro-
tective activity of this compound through protection of
mitochondrial function.[52]

A similar cardioprotective benefit is achieved by
agents and antioxidant enzymes that scavenge hydro-
xyl radicals (or reduce their formation), but not by
agents that reduce superoxide anion production. Some
compounds of plant origin that have been shown to
protect against ischemic injury are procyanidine from
Vitis vinifera,[53] resveratrol from red wine,[54] and
ginseng extract.[55]

Cancer Carcinogenesis

The progression of tumor formation may be slow,
often taking 10 years or more. It is important that
carcinogenesis can be viewed as a multistage, micro-
evolutionary process. It is generally agreed that cancer
can be derived from a single abnormal cell, and work
with experimental systems shows that carcinogenesis is
divisible into three major stages: initiation, promotion,
and progression. Initiation is a heritable aberration of
a cell. Such initiated cells can undergo transformation
to malignancy if promotion and progression follow.
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Initiation appears to be irreversible and can result from
DNA damage. Promotion, however, is affected by
factors that do not alter DNA sequences; it involves
the selection and clonal expansion of initiated cells.
This process is partly reversible and accounts for
a major portion of the lengthy latent period of carcino-
genesis. The final stage of tumor formation is the pro-
gression of a benign growth to a malignant neoplasm.
There is loss of growth control, an escape from the
host defense mechanism, and metastasis.

Certain initiators, such as radiation or chemical
carcinogens, can induce the production of various free
radicals and subsequent DNA base sequence alteration.
In addition, cells of the immune system (e.g., neutrophils
and macrophages) produce O2

�� and H2O2, which have
been associated with the induction of experimental
cancers. Oxygen free radicals and methyl radicals are
known to damage DNA. In some cases, such free radi-
cals may arise in reactions catalyzed by ferric and cupric
ions localized in the vicinity of cellular DNA. Free
radical mediated DNA damage can have serious conse-
quences on an organism unless the damage is repaired.
Although oxygen free radical effects can lead to
DNA damage, they may also directly affect the protein
components of the DNA repair apparatus. Unrepaired
DNA alterations are inherited as mutations.

Oxygen radicals and related species may also
be involved in tumor-promotion. Tumor-promoting
phorbol esters not only can induce changes in cellular
genes leading to some of the phenotypic characteristics
of tumor cells, but they also can stimulate inflamma-
tory leukocytes to release superoxide. The release of
superoxide by phagocytic cells following stimulation
with phorbol esters is proportional to their tumor-
promoting activity. Low levels of both O2

�� and H2O2,
products of the ‘‘respiratory burst,’’ can promote
fibroblast growth, possibly fibroblasts that harbor an
oncogene or a mutated protooncogene. Also, low levels
of superoxide can stimulate growth or growth
responses in a variety of cell types when added exogen-
ously to culture medium. In particular, these species
stimulate the activation and translocation of protein
kinase C, as well as the expression of early growth-
regulated genes such as the protooncogenes c-fos and
c-myc. Superoxide and/or hydrogen peroxides might
function as mitogenic stimuli through biochemical
processes common to natural growth factors. Thus,
signaling of growth responses involving released super-
oxide or hydrogen peroxide may be mediated through
the oxidative modification of components of the signal
transduction pathway. It is also possible that oxidative
inactivation of serum protein inhibitors allows pro-
teases to remodel the cell surface, thereby facilitating
(modulating) the action of normal growth factors.[56]

A final and decisive step in carcinogenesis is the
invasion and metastatic spread of the tumor to various

body spaces and cavities. This appears to be facilitated
by the activation of genes for the release of proteolytic
enzymes. Although high levels of immune cells appear
to favor cell killing, lower numbers of immune cells
can favor metastasis. Again, the released superoxide
may serve to promote metastatic growth. Alternatively,
superoxide could inactivate serum antiproteases,
some of which are extremely sensitive to oxidative
inactivation.[57]

In addition, lipid peroxidation is associated with
some phases of carcinogenesis. There is increasing evi-
dence that covalent binding of carcinogens or toxic
substances to cellular macromolecules, particularly
those carrying genetic information, is the primary
event in the initiation of carcinogenesis. Thus, covalent
binding to macromolecules could be the basis of many
pathological changes induced by toxic substances.
The ultimate forms of xenobiotics are believed to be
reactive electrophilic metabolites, which combine with
nucleophilic groups of macromolecules. It is also pos-
sible that miscoding or mutagenesis may be of minor
importance in the initial events of chemical carcino-
genesis, and that genetic transpositions, including
relatively large regions of the genome, may be more
relevant.[58]

The DNA adducts, deoxyadenosine and deoxygua-
nosine, which are induced by malondialdehyde, the
end-product of lipid peroxidation, accumulate in
human breast tissues. These adducts are present at
relatively higher concentrations in breast cancer cells
compared to normal breast cells.[59] In a recent study,
serum antioxidative vitamin levels and lipid peroxida-
tion were compared in gastric cancer patients.[60] The
level of serum ascorbic acid, a-tocopherol, b-carotene,
and retinol were assessed. The levels of ascorbic acid in
patients with gastric carcinoma were less than one-fifth
of that in the control group, and the production of
b-carotene and a-tocopherol were decreased, as well.

Neuronal Disease

Lipid peroxidation of biological membranes gives rise
to degeneration of synapses and neurons, and may be
observed in stroke, or neuronal disorders such as
Alzheimer’s, Parkinson’s, and Huntington’s diseases.
Oxidative stress and damage are accepted features of
neural degeneration. The pathological presentation of
Alzheimer’s disease, the leading cause of senile dementia,
involves regionalized neuronal death and accumulation
of intraneuronal and extracellular lesions.[61] 4-Hydroxy-
nonenal mediates oxidation-induced impairment of
glutamate transport and mitochondrial function in
synapses.[62] Amyloid b-protein may be involved in
modulation of membrane lipid peroxidation. Amyloid
b-protein fragments 25–35 [A-beta (25–35)] inhibit
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lipid peroxidation at low concentrations as a result of
physicochemical interactions with the membrane lipid
layer.[63] Further, there is close association between
increased levels of the antioxidant enzymes superoxide
dismutase and heme oxygenase-1 and cytoskeleton
abnormalities found in Alzheimer’s disease.[64]

DETECTION AND CHARACTERIZATION
OF FREE RADICALS

ROS have been involved in the pathogenesis of a
variety of human diseases. Their injury potential and
pathologic role demand quantitative methods that
are diagnostic of the process and that meet basic
analytical criteria regarding accuracy, reliability, sensi-
tivity and specificity. In addition, the determination
and quantification of antioxidant activity is necessary
for the discovery and evaluation of drug candidates.[65]

However, because of their reactive nature and short
half-lives, it is difficult to quantify ROS. Alternatively,
analyses involving secondary or end products pro-
duced by the attack of ROS on lipids, enzymes, or
other cellular components are generally preferred. In
spite of recent advances in technology, however, these
indirect methods often give misleading results due to
their poor specificity and sensitivity.

Chemiluminescence Measurements

Chemiluminescence is the production of light generated
from chemical sources. The quantum yield of photons
for intrinsic (non-stimulated) or native reactions are
low but organic substances are able to undergo an
oxidative reaction that can be sufficiently exothermic
to produce an emitting state. Generally, the light pro-
duced is in the visible range (400–600 nm), but UV or
infrared emission is possible.

Due to potential variability and low intensity of
native chemiluminescence, enhancer compounds have
been introduced.[66] These compounds were selected
primarily as a result of their high quantum efficiency
and photon yield after oxidation. Luminol and luci-
genin are enhancers for oxygenation when added to
an in vitro biological system and form high levels of
excited-state products and chemiluminescence. These
compounds react with all species of oxidants to form
3-aminophthalate and N-methylacridone, respectively.
The excited electrons in these compounds revert to
their ground state with the emission of energy as light,
which can be detected by photomultipliers. The sensi-
tivities of luminol and lucigenin vary. Luminol detects
H2O2, HO�, hypochloride, peroxynitrile and lipid per-
oxy radicals, whereas lucigenin is particularly sensitive
to the superoxide radicals. Chemiluminescence may be

utilized as a direct non-invasive method for measuring
ROS, and for detection of lipid hydroperoxide, phos-
pholipid and cholesterol hydroperoxide if cytochrome
c–heme is added prior to luminol.

Thiobarbituric Acid (TBA) Assays

The TBA test is perhaps the most widely used method
for determining lipid peroxidation. The representative
adduct of lipid peroxidation, malondialdehyde, forms
a 1 : 2 adduct with TBA that can be measured by
spectroscopy or fluorometry. The general procedure, of
which there are numerous variations, simply involves
heating a small quantity of the test substance for a
defined period of time in an aqueous acidic solution
of TBA, and then measuring the absorbance (535 nm)
of the red color which is produced in the TBA reaction.
It should be considered as an index of oxidative stress
that represents primarily lipid peroxidation.[67]

Chemical Measurement of
Superoxide Radical

The reduction of yellow nitroblue tetrazolium (NBT)
to blue formazan is applied as a probe of O2

�� gener-
ation in biological systems. This reaction is utilized in
demonstrating the role of phagocytes (neutrophils
and monocytes/macrophages) in the host response to
infection and inflammation. Oxygen is rapidly reduced
via a complex NADPH-oxidase system composed of a
flavoprotein and a cytochrome. The cytochrome has a
sufficiently low midpoint potential to allow the direct
catalytic transfer of electrons from NADPH to oxygen
resulting in the production of superoxide.

The respiratory burst of phagocytic cells can be
assessed by incubating a suspension of cells in an
isotonic solution of the yellow oxidized nitroblue
tetrazolium dye. During this process, the soluble dye
interacts with the cytoplasmic components associating
with the oxidant species generated. NBT reduction by
activation cells in the presence of superoxide dismutase
has been shown to be markedly reduced,[68] which
suggests the major oxidant species responsible for the
reduction of dye to a black-blue deposit called forma-
zan is superoxide. The overall degree of NBT reduction
in a given cell population can be quantified by measur-
ing the concentration of reduced NBT or formazan
spectrophotometrically.

Cytochrome c Reduction Assay Using
a HL-60 Cell Culture System

HL-60 is an acute human premyelocytic leukemia cell
line derived by Collins, Gallo, and Gallagher,[69] of

Autoxidation and Antioxidants 151



A
m

or–A
uto

which about 10% spontaneously differentiate. Various
differentiation inducers, such as DMSO, TPA (12-O-
tetradecanoylphorbol 13-acetate), or retinoic acid, lead
to the differentiation of HL-60 cells through the mono-
cyte or granulocyte pathways. HL-60 cells treated with
DMSO appear as granulocytes with morphological and
functional changes including production of superoxide
anion and phagocytosis. Respiratory burst due to phago-
cytosis produce ROS such superoxide anion in the
non-mitochondria oxidase system. In a simple assay pro-
cedure, HL-60 cells differentiated by treatment with 1.3%
DMSO are stimulated to produce superoxide anion by
addition of TPA, and cytochrome c oxidized by superox-
ide anion is measured by absorbance at 550 nm.[70]

Xanthine/Xanthine Oxidase Assay

Xanthine oxidase is an obvious candidate for the pro-
duction of oxygen free radicals. This enzyme is localized
in the liver, small intestinal mucosa, and vascular endo-
thelial cells, and catalyzes the hydroxylation of many
purine substrates. It converts hypoxanthine to xanthine
and then to uric acid in the presence of molecular oxygen
to yield superoxide anion. During ischemia, xanthine
dehydrogenase is converted to the oxidase form. At the
same time, ATP is degraded to hypoxanthine that accu-
mulates in ischemic tissue. On reperfusion, with the
readmission of large quantities of molecular oxygen in
the presence of high concentrations of hypoxanthine that
is the other substrate for xanthine oxidase, there may be
aburst of superoxide anion production. With in vitro
systems, antioxidant activity can be measured by the
absorbance of uric acid (292 nm) which is produced
by xanthine oxidase. If a test sample inhibits the enzyme,
xanthine oxidase cannot produce uric acid from
xanthine.[71]

DPPH Assay

DPPH (1,1-diphenyl-2-picryhydrazyl) is a purple-colored
stable free radical that is reduced to the yellow-colored
diphenylpicrylhydrazine by free radicals. The DPPH
assay measures one electron, such as hydrogen atom
donating activity and hence provides a measure of free
radical scavenging activity. This assay is suitable for the
initial screening of multiple samples, such as plant
extracts. Reaction mixtures containing test samples
dissolved in DMSO and DPPH in absolute ethanol
are incubated at 37�C for 30 min in a 96-well plate and
absorbance measured at 515 nm.[72]

CONCLUSIONS

As summarized in this article, ROS are involved
in reactions of importance in human disease states.

A mechanistic understanding of these pathological
processes is beginning to emerge. As a result, inter-
vention strategies can be devised and antioxidants are
receiving a great attention as potential drugs. While
it is clear that prevention of oxidative damage should
have a beneficial effect on human health in general,
the possibility of prooxidant activity leading to adverse
health effects must be strongly borne in mind. A
number of assay systems are currently available for
thorough characterization of the large number of
potential antioxidants which are known, or for the dis-
covery of new chemical entities. With these tools and
prudent preclinical and clinical studies, it should be
possible to devise dietary strategies or pharmaceutical
preparations that will reduce morbidity and mortality.

ACKNOWLEDGMENT

The authors extend great thanks to Dr. Ghee T. Tan for
review of this manuscript. Laboratory work conducted
in this area is supported by program project P01
CA48112 awarded by the National Cancer Institute.

REFERENCES

1. Chan, H.W.-S. The mechanism of autoxidation. In Autoxi-
dation of Unsaturated Lipids; Chan, H.W.-S., Ed.;
Academic Press: London, 1987; 1–16.

2. Gardner, H.W.; Kleiman, R.; Weisleder, D.; Inglett, G.E.
Cysteine adds to lipid hydroperoxide. Lipids 1977, 12,
655–660.

3. Dobretsov, G.E.; Borschevskaya, T.A.; Petrov, V.A.;
Vladimirov, Y.A. The increase of phospholipid bilayer rigid-
ity after lipid peroxidation. FEBS Lett. 1977, 84, 125–134.

4. Lenz, M.L.; Michael, L.H.; Smith, C.V.; Hughes, H.;
Shappell, S.B.; Taylor, A.A.; Entman, M.L.; Mitchell, J.R.
Glutathione disulfide formation and lipid peroxidation dur-
ing cardiac ischemia and reflow in the dog in vivo. Biochem.
Biophys. Res. Commun. 1989, 164, 722–727.

5. Kuo, C.-L.; Vaz, A.D.N.; Coon, M.J. Metabolic activation
of trans-4-hydroxy-2-nonenal, a toxic product of membrane
lipid peroxidation and inhibitor of P450 cytochromes. J.
Biol. Chem. 1997, 272, 22,611–22,616.

6. Cadenas, E.; Müller, A.; Brigelius, R.; Esterbauer, H.; Sies,
H. Effects of 4-hydroxynonenal on isolated hepatocytes.
Biochem. J. 1983, 214, 479–487.

7. Alin, P.; Danielson, U.H.; Mannervi, K.B. 4-hydroxyalk-2-
enals are substrates for glutathione transferase. FEBS Lett.
1985, 179, 267–270.

8. Sadrzadeh, S.M.H.; Graf, E.; Panter, S.S.; Hallaway, P.E.;
Eaton, J.W. Hemoglobin: a biological fenton reagent. J.
Biol. Chem. 1984, 259, 14,354–14,356.

9. Egan, R.W.; Paxton, J.; Kuehl, F.A., Jr. Mechanism for
irreversible self-deactivation of prostaglandin synthetase. J.
Biol. Chem. 1976, 251, 7329–7335.

10. Harlan, J.M.; Callahan, K.S. Role of hydrogen peroxide
in the neutrophil-mediated release of prostacyclin from
cultured endothelial cells. J. Clin. Invest. 1984, 74, 442–448.

11. Whorton, A.R.; Montgomery, M.E.; Kent, R.S. Effect of
hydrogen peroxide on prostaglandin production and cellu-
lar integrity in cultured porcine aortic endothelial cells. J.
Clin. Invest. 1985, 76, 295–302.

152 Autoxidation and Antioxidants



A
m

or
–A

ut
o

12. Lesnefsky, E.J. Tissue iron overload and mechanisms
ofiron-catalyzed oxidative injury. In Free Radicals in
Diagnostic Medicine. A Systems Approach to Laboratory
Technology, Clinical Correlations, and Antioxidant
Therapy, Advances in Experimental Medicine and Biology;
Armstrong, D., Ed.; Plenum Press: New York, 1994; 366,
129–146.

13. Gutteridge, J.M. Iron in free radical reactions and antioxi-
dant protection. In Free Radicals, Oxidative Stress, and
Antioxidants. Pathological and Physiological Significance;
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SCOPE

Addressed in this article are polymers that, because of
their current and future applications, require that they
interface with living tissues for predetermined periods.
Obviously, the physical presence of these polymers in
the biological environment must be transient, and their
physicochemical properties are expected to meet the in-
use requirements and allow their transport or clearance
from the application site when the intended efficacy is
achieved. The transport or clearance of those polymers
while in contact with tissues is termed bioabsorption.
Hence, the term bioabsorbable polymers is used to denote
all transient polymeric materials, regardless of their chem-
ical type, origin, and mode of clearance or absorption
from the application site. Bioabsorbable polymers can
be derived from naturally occurring polysaccharides
and proteins, totally synthetic polymers, or combinations
of natural and synthetic components, and they may be
transported from the application site through the follow-
ing: 1) dissolution followed by diffusion, with or without
a simple ion-exchange process to achieve solubility; 2)
chemical chain dissociation of insoluble materials and
their conversion to small particles suitable for phago-
cytosis or to soluble chain fragments that may also be
metabolizable; or 3) enzymatic dissociation of the insolu-
ble polymers to soluble moieties. Major types of bioab-
sorbable polymers and possible modes of bioabsorption
are discussed in the following section. This section also
provides some technological details on bioabsorbable
materials based on soluble or solubilizable chain mole-
cules and on polymers that can be converted to soluble
forms without undergoing scission of any covalent bonds.
Then an important class of polymers that undergo bioab-
sorption through depolymerization and chain scission is
discussed. This section also includes a discussion on the
newly available absorbable gel-former liquids. Through-
out both sections, brief discussions relevant to the appli-
cation of bioabsorbable polymers address topics such as
polymer processing and applications.

MAJOR TYPES OF BIOABSORBABLE
POLYMERS AND POSSIBLE MODES
OF BIOABSORPTION

The chemical structure of the chain molecules is the
major factor that determines the mode of bioabsorption.

About two decades ago, most bioabsorbable polymers
were natural polymers or derivatives thereof. Scientific
interest in totally synthetic bioabsorbable polymers has
grown considerably since the early seventies because
of their relatively low tissue reaction and because of
their more predictable in vitro and in vivo properties
as compared with the natural materials. Bioabsorbable
polymers can be classified into three major groups: sol-
uble, solubilizable, and depolymerizable. The structural
features and possible mode of bioabsorption of these
polymers are outlined as follows.

Soluble Polymers

Soluble chain molecules are usually water-soluble,
natural, modified natural, or synthetic materials. These
polymers are characterized by having hydrogen-
bonding, polar groups that are responsible for their
water-solubility and their transport in the biologic
environment. The solubility of these polymers is depen-
dent, to a great extent, upon the type of these polar
groups (hydroxyl, carboxyl, amido, or amino) and
the location in the chain (as part of the main chain
or side groups). Molecular weight[1] and branching of
the polymer chain also play a key role in determining
the polymer solubility. Examples of water-soluble
polymers and the type of polar groups they carry are
given in Tables 1 and 2.

Some of the most important water-soluble polymers
belong to the family of polysaccharides. Soluble poly-
saccharides were discussed in a review by Franz[2] on
polysaccharides in pharmaceutical formulations. Due
to their industrial importance, key characteristics and
typical applications of those polysaccharides are listed
in Table 3. In addition to those noted in Table 3, the
oxidation of cellulose (to convert 16–24% of its pri-
mary hydroxyl groups to carboxyl groups) produces
oxidized cellulose, a fibrous white powder. It is used
as a bioabsorbable hemostatic agent. The bioabsorp-
tion may be partly attributed to solubilization through
the carboxylate moieties.

Blends of different polysaccharides and plasticizers
are commonly used in pharmaceutical formulations,
particularly those geared for controlled release.
Due to its importance, the physical compatibility of
these blends was examined by a number of investi-
gators. Sakellariou and associates[3] studied the
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polymer–polymer interaction in blends of ethyl cellulose
with a few cellulose derivatives (hydroxypropyl methyl-
cellulose, hydroxypropyl cellulose, hydropropyl methyl-
cellulose phthalate, and cellulose acetate phthalate) and
polyethylene glycol-6000. They noted that hydroxy-
propyl methylcellulose phthalate and cellulose acetate
phthalate exhibited initial interaction and mutual disper-
sion owing to the presence of the phthalyl groups.

The growing interest in new or modified water-
soluble polymers or combinations thereof to meet
the needs of contemporary pharmaceutic technology
is illustrated by a few of the recent studies outlined
below. McCormick, Blackman, and Elliott[4] have
relied on copolymerization as an effective means to
modify water-soluble polymers, as illustrated in a
recent communication. The effect of alkyl side groups
on the properties of polyelectrolytes was examined
earlier by Dubin and Strauss.[5,6] Pantar and Rao,[7]

who were also interested in developing polyacrylamide
(PAAm) having enhanced dissolution rates, noted the
following: 1) the rate of dissolution of this polymer
increased when it is prepared in the presence of poly-
ethylene glycols (PEG) 200 and 400; 2) heterogeneous
PAAms were found to have occluded the PEG; and
3) incorporation of PEG decreased with the increase
in its molecular weight. Gelation and properties of
hydrogels based on water-soluble polymers remain
important areas, as stressed in a review by Ross-
Murphy and McEvoy.[8] The gamma ray-induced cross-
linking of PAAm with a dose of over 50 kg produces
hydrogels that absorb water by 1000–1500 wt%.[9]

Barbucci et al.[10] synthesized new polymers with amido
and amino groups in the side chains and demonstrated
the importance of hydrophobic interaction on the proto-
nation of these polymers leading to their solubilization.
Association of water-soluble polymers and formation of
hetero-pairs by intermolecular complex formation have
been the subject of early investigations and hold great
promise for future research.[5,6,11–15]

A review by Drobnik and Rypàcek[16] summarized
key findings and some theories on the fate of
water-soluble polymers in living organisms, using a

compartmentalized model to discuss the polymers’
pharmacokinetics and their movement across several
biologic barrier membranes in an organism. Compart-
ments of this model are characterized by similarity in
the mechanism of crossing the biologic barriers. Thus,
the plasma circulation is viewed as the central and
the only compartment across which the exchange of
compounds between remote parts of the body may
be accomplished. Intracellular exchanges were associa-
ted with a large intracellular compartment entailing all
cells in the body. The authors discussed in some detail
the participation of cells of the reticuloendothelial sys-
tem (RES), kidney tubular epithelium, and liver hepa-
tocytes. The lymph system and interstitium were
denoted as important compartments in dealing with
synthetic, water-soluble polymers. Ways in which
water-soluble, endogenous and exogenous polymers
cross compartmental barriers include transendothelial
passage, transport into the lymphatic system, glomeru-
lar filtration, tubular secretion, intestinal transport,
and biliary transport. In their discussion of compart-
mental barrier crossing, the authors indicated that
water-soluble polymers cannot pass across a lipo-
protein membrane by any type of diffusion process
without the interruption of the membrane integrity
and the development of defects in the cell surface.
These defects can be caused by polyelectrolytes or a
high concentration of polyethylene glycol. On the
other hand, a common process by which polymers
can cross a biologic membrane is invagination of the
membrane, that is, the formation of a vesicle that buds
inward and separates from the membrane. This pro-
cess, in which the macromolecules enter the cell
completely enclosed in a membrane vesicle containing
some extracellular fluid, is generally termed endocyto-
sis. The authors indicated that vesicle transport seems
to be the only way in which synthetic polymers can
overcome the lipoprotein membrane barrier. Drobnik
and Rypàtcek[16] also discussed the mechanism of sto-
rage in cells and elimination via the respiratory system.
Although the authors stressed the role of endocytosis in
transporting large molecules across biologic barriers,

Table 1 Types of polar groups in typical examples of water soluble polymers

Polar group Natural polymers Modified natural polymers Synthetic polymers

–OH Dextran and alginic acid Hydroxyethyl cellulose and
hydroxypropyl cellulose

Polyvinyl alcohol, polyhydroxyethyl
methacrylate, and low-molecular-weight
polyethylene oxide

–C–O–C Dextran Hydroxyethyl cellulose and
hydroxypropyl cellulose

Polyethylene oxide and copolymers
of ethylene and propylene oxide

–COOH Alginic acid Carboxymethyl cellulose Polyacrylic acid

–CO–NH2 — — Polyacrylamide

–CO–NH– — Gelatin Polylysine

–C–NH2 — — Polylysine
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the passive diffusion of soluble polymers of less than
20,000 molecular weight was not excluded. Polymers
addressed in this section may or may not undergo
limited changes during their residence in the organism.
The changes may consist of modifications that have
minor effects on their mode of transport, absorption,
and eventual elimination from the organism. The chain
modification may be associated with hydrolytic reac-
tions, oxidative processes, and/or conjugation (usually
through esterification, acylation, or alkylation) but are
not expected to introduce major changes in the chain
molecular weight or solubility.

Solubilizable Polymers

The second group of bioabsorbable polymers, namely,
the solubilizable macromolecules, may be viewed as
derivatives of the water-soluble polymers as outlined
in Tables 2 and 3 or as a subgroup of the depolymeriz-
able soluble polymers, which are described in Table 4.
The solubilizable macromolecules can be insoluble
calcium or magnesium salts of carboxylic or sulfonic
acid bearing synthetic chains that undergo dissolution
in the organism by cation exchange with alkalic metal
salts. From this point on, the bioabsorption of these
materials follows the same pattern as those noted for
the water-soluble polymers. In addition, a solubilizable
polymer can conceptually be a synthetic insoluble
macromolecule that undergoes limited in-chain or side-
chain scission to produce water-soluble, lower molecular
weight fractions. For instance, a polyether–ester
copolymer of polyethylene glycol diol with glycolic acid
and/or an aliphatic diacid may undergo hydrolysis to a
water-soluble polyethylene oxide and low molecular
weight polyester fragments that undergo further
hydrolysis to water-soluble monomeric species. The bio-
absorbability of polymethyl cyanoacrylate may also in

part be attributed to hydrolysis of the ester and/or the
cyano group attached to the polyethylene main chain to
create water-soluble polymeric moieties, which are trans-
ported and eliminated from the living organism earlier
for intrinsically water-soluble polymers as discussed.

Depolymerizable Polymers

The third class of bioabsorbable polymers are those
made of chains that undergo depolymerization to
simple organic compounds in the living organism.
The depolymerization may take place via an enzyme-
catalyzed or chemically induced scission of the polymer
chains, as in the case of collagen or polyglycolic
acid, respectively. Most, if not all, the enzymatically
depolymerizable (or simply degradable) polymers are
naturally occurring chains such as collagen or fermen-
tation products, as in the case of poly-b-hydroxybuty-
ric acid (PHB).[17] In addition, enzyme-degradable (or
depolymerizable) polymers can be water-soluble (e.g.,
gelatin, pectin, hyaluronic acid, and protamine sulfate)
or water-insoluble (e.g., collagen). A list of the water-
soluble depolymerizable polymers is given in Table 4.
Depending on their molecular weight, movement
of the water-soluble polymers across the biologic
membrane can take place by passive diffusion or endo-
cytosis (or pinocytosis) as for low and high molecular
weight chains, respectively. In most cases, however,
water-soluble polymers undergo enzyme-catalyzed
chain degradation to essentially monomeric species
that can be metabolized further or excreted as such.
The water-insoluble depolymerizable polymers are
represented by three major naturally occurring poly-
mers and derivatives thereof. The most common types
of water-insoluble depolymerizable polymers are those
based on natural proteins such as collagen and its deri-
vatives (through complex formation with transition

Table 4 Soluble depolymerizable polymers

Name Class of polymer of source Solubilizing groups Other features

Hyaluronic acid (HA)
and its alkali metal salts

Natural polysaccharide from
rooster comb or obtained as a

fermentation product

C–O–C Substituted pyranose cosequences
of glucuronic acid and acetyl

glucosamine

–C–COOH

–C–NH–CO–CH3

–C–OH

Pectin and its alkali
metal salts

Natural polysaccharide from
citrus fruits

–C–O–C Substituted pyranose sequences of
galacturonic acid–C–COOH

–C–OH

Gelatin A hydrolysis product of collagen
(a natural polymer)

Mostly –CO–NH– Major constituent amino acids are
glycine, proline, and hydroxyproline

Protamine (as a sulfate) Natural polymer from fish eggs –COHN– A basic low-molecular-weight protein
with arginine as a dominant amino

acid constituentCOHN
NH

NH

NH2C
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metals such as chromium ions). These are degraded by
collagenase to soluble low molecular or monomeric
species that may be excreted as such or metabolized
further to ammonia water and carbon dioxide.
Chitin, a polysaccharide, and its deacylated derivative,
chitosan, represent the second important type of
insoluble enzyme-degradable polymers. Poly-b-hydroxy-
butyric acid and copolymers b-hydroxybutyric and b-
hydroxyvaleric acid, which are fermentation products,
represent the third type, the relatively new water-insoluble
enzyme-depolymerizable polymers (Table 5). The poly-
saccharide and polyester types of insoluble materials
are likely to undergo enzyme degradation first to water-
soluble low-molecular-weight or monomeric species for
their transport across biologic membranes.

SYNTHETIC BIOCHEMICALLY
ABSORBABLE POLYMERS

Until the late 1960s, collagen-based surgical products
(mainly sutures) dominated the field of absorbable
polymers. However, a few undesirable features associa-
ted with the natural origin of these products motivated
the health care community to develop synthetic,
absorbable polymers with more predictable and
superior properties. In the past two decades, four major
synthetic, biochemically absorbable polymers were
introduced in the form of surgical sutures and allied
surgical devices. These are polyglycolide (PGA);
90/10 poly(l-lactide-co-glycolide) (90/10 PLG); poly-
p-dioxanone (PDS); and copolymers of polytrimethy-
lene carbonate and glycolide.[18–20] Other forms of
lactide–glycolide copolymers and their blends have
been converted to absorbable staples.[21,22] Although
several forms of polylactides, including the optically
pure poly-l-lactide, have been discussed extensively
by many investigators,[23,24] their marketing as useful
health-care products is hardly existent. A major poten-
tial use of these polymers is likely to be in the area of
bone augmentation. The degradation of the lactide-
glycolide systems and PDS was examined by a few

authors.[18,25–27] Although the bioabsorption of these
polymers is considered to be chemically driven, a few
authors advocate that lactide-glycolide polymers[28,29]

and caprolactone polymers[30] undergo enzymatic
degradation.

Synthetic bioabsorbable polymers other than those
made mostly from glycolide, lactide, or p-dioxanone
have been described in the technical and patent litera-
ture.[18,31–34] Dominant among these polymers are the
polyoxalates,[18,33,34] poly(carbalkoxyalkyl 2-cyano-
acrylates),[35] polyanhydrides,[36,37] and absorbable
organometallic or inorganic polymers such as poly-
phosphazenes[38] and phosphate glass as composites
in absorbable organic matrices.[39] Different types of
polyalkylene oxalates and isomorphic copolyoxalates
(based on 1,6-hexanediol and 1,4-trans-cyclohexanedi-
methanol) have been patented as useful bioabsorbable
materials with tailored bioabsorption profiles, depend-
ing on their chemical structure, molecular weight, and
morphology.[33,34] These polymers were noted as useful
for the production of many surgical implants (includ-
ing sutures) and surface lubricants. Polyanhydrides
such as poly(trimethylene-bis-p-oxybenzoic anhydride),
poly(terephthalic anhydride), and their copolymers with
poly(sebacic anhydride) have been synthesized, and their
degradation as bioabsorbable materials was studied by
Leong and co-workers.[36] These polymers were indi-
cated to be non-toxic and non-mutagenic.[37] Other
polymers that have been described as bioabsorbable
include copolymers of polytrimethylene malonate
and p-dioxanone,[40] polyalkylene oxamates,[34] poly-
esteramides,[41] poly-p-malolactone,[42] copolymers of
dl-lactide and ethylene oxide,[43] copolymers of substi-
tuted glycolic acid and glycine,[44] and polyorthoesters.[45]

Modulation of the properties of biochemically absorb-
able polymers to impart certain desirable properties has
been achieved by Shalaby and his co-workers.[18,46,47]

To increase the bioabsorption of poly-p-dioxane, a small
proportion of codimeric sequences based on morpholine-
dione were introduced into the polymer main chain.[48] In
order to improve the radiation stability of polyglycolide
and poly-p-dioxanone, copolymers and/or melt-blends

Table 5 Typical examples of natural enzyme depolymerizable waterinsoluble polymers

Polymer Class of polymer or source Special comments

Collagen A protein, the main constituent
of connective tissues and the

organic component of bones

It contains high concentrations of glycine (33%) and
proline (13%); it also contains hydroxyproline (10%)

and the uncommon hydroxylysine (10%)

Chitin A natural polysaccharide obtained
from crab shells

The chain is based on acetylated glucosamine units;
the natural polymer can be converted to the
acid-soluble partially deacetylated product chitosan

Poly-b-hydroxybutyrate

and copolymers

Aliphatic polyesters of 3-hydroxybutyric

acid (HB) and copolymers of HB and
3-hydroxyvaleric acid (HV)

Prepared by fermentation; most polymers are

crystalline thermoplastic film and fiber-forming
materials and dissolve in certain organic solvents
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of these polymers with a polyester based on phenylene-
diglycolic acid or carboxymethylated p-hydroxy
benzoic acid were prepared and converted to radiation-
sterilizable surgical articles.[46,47,49–52] Typical examples
of the biochemically absorbable polymers and an outline
of their key properties and/or applications are given in
Table 6. The newly developed class of absorbable gel-
former polymers is addressed below.

ABSORBABLE GEL-FORMERS AND THEIR
USE AS INJECTABLE CARRIERS

Growing interest in developing absorbable pharmaceu-
tical surgical products that degrade in the biologic
environment to safe byproducts and leave no residual
mass at the application site,[53–59] justified the search
for novel, absorbable gels. In a recent disclosure,[60]

a novel gel-former was described to be based on
absorbable copolymers which, upon hydration, result
in hydrogels that are stabilized by pseudo-crosslinks
provided by a hydrophobic polyester component
covalently linked to a hydrophilic component made
of pharmaceutically acceptable polymer, such as poly-
oxyethylene. The polyester component is made of
safe monomers, such as p-dioxanone, e-caprolactone,
glycolide, lactide, and mixtures thereof. Contrary to a
related study[61] that describes in situ formation of
biodegradable, microporous, solid implants in a living
body through coagulation of a solution of a polymer in
an organic solvent such as N-methyl-2-pyrrolidine, the

new hydrogel-former does not require the use of sol-
vents. Such solvents did include low molecular organic
ones that can migrate from the application site and
cause damage to living tissue, such as cell dehydration
and necrosis. Equally important is the fact that pre-
viously known systems are solid implants that can
elicit mechanical incompatibility and, hence, patient
discomfort in contrast to the new compliant, swollen,
mechanically compatible hydrogels.[60]

The use of absorbable gel-formers may very well
lead to some of the most important applications of
absorbable polymers in the pharmaceutical and biome-
dical industries. Among the recent activities in this area
are uses of the gel-formers in 1) periodontal appli-
cation of antibiotics; 2) antibiotic formulations for
osteomyelitis; 3) intraocular drug delivery; 4) wound
healing and hemostasis; 5) controlling the release of
insulin; 6) controlling the bioavailability of ricin A-
chain; 7) wound repair as a suture adjuvant; 8) modify-
ing absorbable tissue adhesives; 9) intravaginal con-
trolled delivery of misoprostol; and 10) sealing
microporous vascular grafts. These uses are discussed
next.

Periodontal Application

This entails the use of injectable gel-forming formula-
tions for controlled delivery of antibiotics, such as
tetracycline or doxycycline, for combating periodontal
infections for period of 1–4 weeks.[60]

Table 6 Typical examples of water insoluble chemically depolymerizable polymers

General class Specific examples

Key properties and/or

applicationsa

Poly-2-hydroxy acids
and copolymers

Polyglycolic acid (PGA) A, B, F, G
10/90 l-lactide/glycolide copolymer (910 polyglactin) A, B, F
Poly-l-lactide A, B, C, D, F, G

Glycolide/e-caprolactone copolymers A, B, G, H, I
Glycolide/1,5-dioxepan-2-one copolymers A, B, G, H, I
Glycolide/trimethylene carbonate copolymers A, B, F, G

Copolymers of glycolide and polyethylene-p-phenylene diglycolate A, B, G, J

Poly-p-dioxanone and
copolymers

Poly-p-dioxanone (PDS) A, B, F, G
Copolymers of PDS and l-lactide A, B, G
Copolymers of PDS and glycolide A, B, G
Poly-p-dioxanone-co-morpholine-2,5 dione A, B, G

Copolymers of p-dioxanone and polyethlyene-p-phenylene diglycolate A, B, G, J
Copolymers of polytrimethylene malonate and p-dioxanone A, B, G, H

Polyalkylene oxalates Polyesters of C4 to C16 and copolymers A, B, C, D, E, G, H, I
Isomorphic copolyoxalate of cyclic and alicyclic diols A, B, C, D, G

Polyester-amides Polyalkylene oxamate based on b-hydroxy-l-hexanol A, B, G

Polyanhydrides Copolyanhydrides of sebacic and 1,3-propane-bis-(4-oxybenzoate) C, H
aA ¼ Thermoplastic crystalline polymer; B ¼ Melt processable into fibers and films; C ¼ Soluble in certain common organic solvents;

D ¼ Film-former by solution dipping or casting; E ¼ Low-Tm polymer (below 100�C); F ¼ Used to produce surgical devices; G ¼ Patented

as useful polymers for surgical and allied devices; H ¼ Described as useful matrices for drug delivery; I ¼ Patented as a surface coating;

J ¼ Sterilizable by gamma radiation.
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Antibiotic Formulations for Bone Infection

In a Phase I study of an NIH-SBIR program address-
ing osteomyelitis, available results[62] indicate that 1)
selected gel-formers are capable of controlling the in
vitro release of gentamicin and vancomycin for at least
2 weeks; 2) two types of gel-formers can be formulated,
with clinically relevant doses of vancomycin,
into injectable forms; 3) injection of the vancomycin
formulation about the periosteum of the goat tibia
for localized drug delivery; and 4) controlled release
of the vancomycin formulation is feasible without
leading to toxic blood levels.

Injectable Intraocular Delivery Systems

In an SBIR (Phase I) supported by the DOD, the feasi-
bility of using tailored gel-formers to develop an inject-
able, controlled release system for intraocular delivery
of key drugs is being investigated. The available data
indicate that:

1. Injectable gel-formers containing pilocarpine,
naproxen, cyclosporin, and ganciclovir in clini-
cally relevant doses can be prepared.

2. A continued release in a buffered medium for
at least one week can be achieved.

3. Active formulations of the four drugs and a
placebo can be readily injected into the vitreous
cavity of the rabbit eye without eliciting unac-
ceptable, gross tissue reactions.

Burn Wound Healing and
Hemostatic Application

Preliminary results of a study supported by a DOD
grant on wound healing and hemostatic agents (using
hairless rats and rabbits) indicate that:

1. Certain gel-forming formulations can be used
for the controlled delivery of antibiotics to
incisional and burn wounds in hairless rats.

2. Incisional wound repair in hairless rats can be
improved when placebo gel-formers are used.

3. Selected gel-forming formulations can induce
hemostasis in a rabbit animal model.

Insulin Controlled Release Systems

Preliminary study on the use of certain gel-formers
for the controlled release of insulin demonstrates the
feasibility of this concept.[63]

Controlled Release of Ricin A-Chain
and Other Vaccines

This has been the subject of a Phase I SBIR program
supported by the DOD. Results and relevant conclu-
sions of the study[64] are summarized below. Available
results on subcutaneously (sc) administered active
formulations do verify that:

1. Gel formulations can be easily prepared and
appear suitable for scale-up.

2. One sc formulation is capable of releasing
sufficient amounts of ricin A-chain (RAC) to
elicit IgG formation at protective levels over a
period of 4–6 weeks.

3. One formulation provides persistent protection
for at least 6 weeks postimmunization.

4. A correlation can be established between IgG
formation and the composition of the polymeric
carriers.

Available Phase I results do not only fulfill these
criteria but also suggest that:

1. A single-shot, absorbable sc formulation,
GF-II, exhibits potentially unique in vivo per-
formance as it comprises a microparticulate cat-
ion-exchanger.

2. Upon comparing commercial RAC solution
(RAC-L) with GF-II, the latter elicits a more
gradual antibody response that peaks at 10
weeks, and it exceeds a fast-decaying, initially
higher response to RAC-L.

3. In terms of antibody response, GF-II is associa-
ted with higher durability over the 10–20 week
period.

4. GF-II elicits a higher response of IgG-2A than
RAC-L at 6 weeks.

Skin Wound Repair

In a study of skin wound repair, using sutures or staples
on rats, it was shown that covering the wound with gel-
formers allows the use of half the number of interrupted
suture stitches or staples while minimizing scar formation.

Tissue Adhesive Formulation

The addition of certain members of the family of gel-
formers to methoxypropyl cyanoacrylate yields a series
of tissue adhesive formulations, which can be used a
effectively as:

1. Sutures and staples in repairing skin wounds.
2. Affixing elastin-based patches in repairing defects

at certain sties of the gastrointestinal tract.
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Intravaginal Controlled Delivery
of Misoprostol

In a recent study, gel-formers have shown to be effec-
tive carriers for the controlled release of misoprostol in
a newly developed animal model for studying induced
cervical ripening.

Sealing of Microporous Vascular Grafts

The preliminary results of a recent study on expanded
Teflon� vascular grafts show that certain gel-formers
can be used as sealants for these microporous implants.
As sealants, they can also be used as carriers for the
controlled delivery of bioactive agents to prolong
patency of the grafts.
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INTRODUCTION

The U.S. Food and Drug Administration defines ‘‘bio-
availability’’ as ‘‘the rate and extent to which the active
ingredient or active moiety is absorbed from a drug
product and becomes available at the site of
action.’’[1–3] Because, in practice, it is rare that drug
concentrations can be determined at the site of action
(e.g., at a receptor site), bioavailability is more com-
monly defined as ‘‘the rate and extent that the active
drug is absorbed from a dosage form and becomes
available in the systemic circulation.’’ Usually bio-
availability refers to the absorption of a drug from
the gastrointestinal tract following oral administration
of a dosage form. The dosage form may be any type of
product, including a solution, suspension, tablet, cap-
sule, powder, or elixir. Bioavailability can also refer
to the absorption of a drug from other routes of
administration, such as intramuscular (IM) injection,
transdermal patches, ointments and other topical pre-
parations, and implants, which also require absorption
prior to reaching the systemic circulation. As these
routes of administration (e.g., oral, IM, and topical)
deliver the drug to a site outside the vascular system,
they are often referred to as routes of extravascular
administration. The only route of drug administration
that will always result in a bioavailability of 100% is an
intravenous injection, in which the amount of drug
reaching the systemic circulation is equal to the total
administered dose.

The term ‘‘relative bioavailability’’ refers to a com-
parison of two or more dosage forms in terms of their
relative rate and extent of absorption. If an intra-
venous injection is employed as the reference dose,
one can determine the absolute bioavailability of the
test dosage form. Two dosage forms that do not differ
significantly in their rate and extent of absorption are
termed ‘‘bioequivalent.’’

In general, bioequivalence evaluations involve com-
parisons of dosage forms that are ‘‘pharmaceutical
equivalents.’’ Such dosage forms are defined as ‘‘drug

products that contain identical amounts of the ident-
ical active drug ingredient, i.e., the same salt or ester
of the same therapeutic moiety, in identical dosage
forms, but not necessarily containing the same inactive
ingredients, and that meet the identical compendial or
other applicable standard of identity, strength, quality,
and purity, including potency and, where applicable,
content uniformity, disintegration times, and/or dis-
solution rates.’’[1–3] Bioequivalence determinations
may also be made for ‘‘pharmaceutical alternatives,’’
defined as ‘‘drug products that contain the identical
therapeutic moiety, or its precursor, but not necessarily
in the same amount or dosage form or as the same salt
or ester. Each such drug product individually meets
either the identical or its own respective compendial
or other applicable standard of identity, strength, qual-
ity, and purity, including potency and, where appli-
cable, content uniformity, disintegration times, and/or
dissolution rates.’’ In some instance, two pharmaceuti-
cal alternatives exhibit markedly different bioavailabil-
ity, for example, a rapidly absorbed elixir vs. a more
slowly absorbed capsule. In other cases, two different
dosage forms (e.g., a tablet and a capsule) may or may
not exhibit very similar bioavailability.

FACTORS AFFECTING
DRUG BIOAVAILABILITY

Extravascularly administered drugs must traverse sev-
eral barriers to reach the systemic circulation and/or
their site of action. Many studies illustrate that differ-
ences in manufacturing procedures as well as the
composition of the dosage form can affect the bioavail-
ability of a drug product. In addition, the bioavailabil-
ity of a drug product can also be influenced by the
physiology of the patient and other factors, such as
the content of the gastrointestinal tract. The steps
involved in the disposition of an orally administered
solid dosage form and the experimental approaches
that may be used to characterize them are summarized
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in Table 1. Factors affecting the bioavailability of a
dosage form, discussed very briefly here, are discussed
in detail elsewhere in this encyclopedia.

A major factor determining the bioavailability of an
orally administered drug product is the dissolution rate
of the drug. A drug must be in solution to be absorbed
from the gastrointestinal tract. Even if the drug pro-
duct is administered as a solution, some dissolution
process may be required in the event the drug pre-
cipitates as a result of low solubility in the fluids of
the gastrointestinal tract.

DRUG PRODUCT FORMULATION

Most drugs are not taken as pure chemicals, but are
formulated into a pharmaceutical dosage form. Such
drug products may be a relatively simple solution, a
compressed tablet-containing binders, fillers, lubricants,
a coloring agent, and the like, or a controlled-release
product. The following are a few of the formulation
and manufacturing variables that could influence the
bioavailability of a drug product:

1. The properties of the drug (salt form, crystalline
structure, formation of solvates, and solubility).

2. The composition of the finished dosage form
(presence or absence of excipients and special
coatings).

3. Manufacturing variables (tablet compression
force, processing variables, particle size of drug
or excipients, and environmental conditions).

4. Rate and/or site of dissolution in the gastro-
intestinal tract.

PHYSIOLOGIC AND OTHER FACTORS
AFFECTING BIOAVAILABILITY

The rate and extent of drug absorption can also be
affected by a wide variety of factors related to the char-
acteristics of the subject/patient receiving the drug
product. These factors are important to consider,
because they can contribute to intrasubject and inter-
subject variability in the treatment of patients. Further,
if not well controlled during the course of a bioavail-
ability study, these factors can bias the study results
and confound interpretation of the data. Examples
include the following:

1. Contents of the gastrointestinal tract (fluid vol-
ume and pH, diet, presence or absence of food,
bacterial activity, and presence of other drugs).

2. Rate of gastrointestinal tract transit (influenced
by disease, physical activity, drugs, emotional
status of subject, and composition of the gastro-
intestinal tract contents).

3. Presystemic drug metabolism and/or degrada-
tion (influenced by local blood flow; condition
of the gastrointestinal tract membranes; and
drug transport, metabolism, or degradation in
the gastrointestinal tract or during the first pass
of the drug through the liver). Age, sex, race, dis-
ease, body size, time of day, and physical activity.

Other factors related to the subject or patient, if not
recognized or controlled, can also influence the assess-
ment of drug bioavailability and product bioequiva-
lence. For example, bioavailability studies typically
involve the collection of blood and/or urine specimens

Table 1 The disposition and evaluation of orally administered solid dosage forms

Steps involved in disposition Experimental approaches

Dosage form reaches stomach/intestine Measurement of pH or scintigraphy

Dosage form disintegrates into small particlesa In vitro disintegration testing

Drug dissolves in gastrointestinal fluids In vitro dissolution testing
Drug reaches gastrointestinal wall/membrane In vitro drug transport studies

Drug is returned to gastrointestinal lumen

by P-glycoprotein efflux pump

In vitro drug metabolism studies

Drug is metabolized by intestinal enzymes In situ/In vivo hepatic perfusion studies
Drug is absorbed into hepatic circulation

Drug reaches systemic circulation Assay of drug in blood, plasma or serum

Drug is excreted in urine Measurement of drug excretion in urine
Drug is metabolized Measurement of metabolite(s) in blood

and/or urine

Drug and/or active metabolite reaches its site of
action and causes a pharmacologic response

Measurement of onset, duration, and intensity of
pharmacologic response

Response is unrelated to desired therapeutic activity Determination of clinical efficacy in patients

Response related to desired clinical response

aSome dosage forms are designed to remain intact, e.g., certain controlled-release products.
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to determine drug appearance in the systemic circu-
lation. Thus, physiologic and pharmacokinetic pertur-
bations that affect the concentration of drug measured
in these fluids can potentially influence the results and
interpretation of the study. Examples include changes
that alter: (i) the rate, extent, and/or route of metab-
olism (e.g., coadministered drugs that compete for or
induce drug-metabolizing enzymes); (ii) the rate and/
or extent of drug elimination by the kidney (e.g., kid-
ney disease and/or competition and changes in urine
pH that affect renal transport mechanisms); (iii) the
degree of binding of the drug to plasma or tissue pro-
teins (e.g., age-related changes in plasma-binding
proteins or protein-binding displacements); and (iv)
distribution of drug into the erythrocytes. Genetic
polymorphisms in the drug-metabolizing enzymes of
the liver may also contribute to large differences in
the pharmacokinetics of a drug and the interpretation
of bioavailability studies.[4–8] A well-designed bioavail-
ability study must either control or account for the
influence of such variables.

CHARACTERISTICS OF DRUGS WITH
THE GREATEST POTENTIAL FOR
A BIOAVAILABILITY PROBLEM

The total number of marketed drug products known to
exhibit a significant bioavailability problem is rela-
tively small. Thus, one point of view is that the bioa-
vailability has been overemphasized and that for
most drug products, it is not a matter of concern.
Another point of view is that those products that exhi-
bit a bioavailability deficiency in a carefully controlled
study provide ample evidence of the potential for many
drug products that have not yet been studied to present
a bioavailability problem.

With minor exceptions, the US Food and Drug
Administration has required that bioavailability and
bioequivalence of a drug product be demonstrated
through in vivo studies. However, a ‘‘Biopharmaceu-
tics Classification System (BCS)’’ was recently pro-
posed, which divides drugs into classes based on their
solubility, permeability, and in vitro dissolution rate.[9]

This classification system could be used to justify the
waiver of the requirement for in vivo studies for
‘‘rapidly dissolving drug products containing active
moieties/active ingredients that are highly soluble
and highly permeable.’’ If adopted by the Food and
Drug Administration, the bioavailability and bioequi-
valence of drug products meeting these requirements
could be demonstrated using in vitro solubility, per-
meability, and dissolution studies. On the other hand,
drugs that are poorly permeable, poorly soluble,
and/or formulated in slowly dissolving dosage forms
would be considered as more likely to demonstrate a

bioavailability problem, and would not be candidates
for the waiver of in vivo bioavailability studies.

To provide some guidance as to which drugs have
the greatest potential for a bioavailability problem,
the US Food and Drug Administration published a
summary of the type of evidence that may be employed
to assess the importance of establishing the bioavail-
ability of a given drug:[3]

1. Data from clinical trials or bioequivalence
studies that indicate a bioequivalence problem.

2. The drug has a narrow therapeutic range, and
the concentrations of the drug in the patient
must be carefully adjusted.

3. A lack of bioequivalence could have serious
medical consequences.

4. Physicochemical evidence that:

a. The drug has low solubility in water and/or
the dissolution rate of the dosage form is slow.

b. The particle size, crystalline structure, and
other factors of the drug can affect the dis-
solution and bioavailability.

c. The drug product contains a high ratio of
excipients to active ingredients, or the pro-
duct may require excipients to enhance
absorption or contain excipients that inhibit
absorption.

5. Pharmacokinetic evidence that:

a. The absorption of the active drug is limited
to a specific region of the gastrointestinal
tract.

b. The extent of absorption is low.
c. There is rapid metabolism such that rapid

dissolution and absorption are required for
effectiveness.

d. The product required special formulations
to stabilize the drug in the gastrointestinal
fluids.

e. The drug exhibits dose-dependent pharma-
cokinetics.

Drugs that meet one or more of the criteria given
above and have been shown to exhibit significant dif-
ferences in the bioavailability of marketed dosage
forms include digoxin, quinidine, furosemide, nitrofur-
antoin, prednisone, chloramphenicol, theophylline,
chlorpromazine, phenytoin, amitriptyline, and phenyl-
butazone.

BCS

The goal of correlating in vitro drug dissolution and
in vivo bioavailability data engendered the BCS.[1]
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The BCS permits classification of drug substances
based upon the key determinants of rate and extent
of drug absorption from immediate release solid oral
dosage forms—aqueous solubility, gastrointestinal per-
meability, and dissolution. The BCS provides four dis-
tinct classes of drug substances (http://www.fda.gov/
cder/guidance/3618fnl.pdf):

Class 1: High Solubility High Permeability

Class 2: Low Solubility High Permeability

Class 3: High Solubility Low Permeability

Class 4: Low Solubility Low Permeability

Solubility class is assigned on the basis of the vol-
ume of an aqueous medium required to dissolve the
highest dose strength in the pH range of 1–7.5. A drug
is classified as highly soluble, if the drug can be dis-
solved in a volume of �250 ml of aqueous media. A
volume of 250 ml estimates the amount of water
(approximately 8 ounces), administered to fasting
human volunteers during a typical bioequivalence study.

Systemic bioavailability is the product of fraction of
dose absorbed (fa), fraction of dose escaping gut
metabolism (fg), and fraction of dose escaping first-
pass metabolism (F �). Permeability class is based upon
fa, which may be estimated either in vivo or in vitro by
direct measurement of mass transfer across human
intestinal epithelium. In vivo methods include: (i) mass
balance studies using unlabeled, stable-isotope labeled,
or a radiolabeled drug substance; (ii) oral bioavailabil-
ity using a reference intravenous dose; or (iii) intestinal
perfusion studies either in humans or an acceptable
animal model. Suitable in vitro methods involve the
use of either excised human/animal intestinal tissues
or cultured epithelial monolayers. All of these methods
are deemed appropriate for drugs whose absorption is
controlled by passive mechanisms.

However, drug substances for which fa may be
affected by active transport processes [e.g., the efflux
transporter P-glycoprotein (P-gp)] may require further
model characterization to prevent misclassification of
their permeability class. For example, functional
expression of efflux transporters must be determined
in cultured human or animal epithelial monolayers.
At this time, the FDA recommends limiting the use
of non-human permeability test methods to drug sub-
stances whose absorption is controlled by passive
mechanisms. When applying the BCS, an apparent
passive mechanism may be inferred when one of the
following conditions is satisfied: (i) a linear pharmaco-
kinetic relationship between dose and a measure of
bioavailability (e.g., area under the plasma concen-
tration–time curve, AUC) is demonstrated in humans;

(ii) in vivo or in situ permeability in an animal model
is independent of drug concentration in the initial
perfusion fluid; or (iii) in vitro permeability is
independent of initial donor fluid concentration and
transport direction using an in vitro cell culture model
known to express functional efflux transporters.
Finally, if evidence of gastrointestinal instability is
lacking, a drug substance is classified as highly per-
meable if its extent of absorption in humans is �90%
of an administered dose based on either mass balance
determination or comparison to a reference intra-
venous dose.

Immediate release solid oral dosage forms are classi-
fied as either having rapid or slow dissolution rates.
Immediate release dosage forms are those for which
�85% of the labeled amount dissolves within 30 min.
Dissolution testing must be performed with US Phar-
macopeia (USP) Apparatus I at 100 rpm (or Apparatus
II at 50 rpm) in a volume of �900 ml of each of the fol-
lowing: (i) 0.1 N hydrochloric acid or simulated gastric
fluid USP without enzymes; (ii) a pH 4.5 buffer; and
(iii) a pH 6.8 buffer or simulated intestinal fluid USP
without enzymes. Test (T) and reference (R) product
dissolution profiles may be compared using a similarity
factor (f2)

f2 ¼ 50 � log
n

½1 þ ð1=nÞ

�
X

n

t¼ 1

ðRt � TtÞ2��0:5 � 100
o ð1Þ

Values of f2 > 50 (or closer to 100) ensure sameness
or equivalency of the two dissolution profiles and thus
performance of the test and reference products being
compared. The profile comparison using f2 is
unnecessary if �85% of the labeled amount of both
the test and the reference products dissolve in 15 min
using each of the aforementioned dissolution media.

Biowaiver

In vivo differences in drug dissolution may explain
observed bioavailability differences between two phar-
maceutically equivalent solid oral dosage forms. How-
ever, for high permeability drugs with rapid dissolution
relative to gastric emptying, bioavailability is likely
independent of the dissolution rate and/or gastric
emptying time. Thus, for immediate release solid oral
dosage forms with rapid in vitro dissolution, the BCS
may be used to justify a waiver (i.e., biowaiver) of in
vivo bioavailability/bioequivalence studies for Class 1
drug substances, with the caveat that inactive ingredi-
ents found in the dosage form must not significantly
affect absorption of the active moiety. Moreover, the test
and reference products should have similar dissolution
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profiles. For prodrug biowaiver requests, permeability
must be determined either for the prodrug, assuming
that the conversion to the active moiety occurs after
intestinal permeation, or for the drug if conversion
occurs prior to intestinal permeation. Drugs with
narrow therapeutic indices or those designed for absorp-
tion from the oral cavity do not qualify for BCS-
based biowaivers.

Biowaivers for immediate release solid oral dosage
forms may also be granted for Level 3 scale-up and
postapproval changes (SUPAC). For example, a full
bioequivalence study may be waived when an accept-
able in vivo/in vitro correlation (IVIVC) has been
demonstrated (http://www.fda.gov/cder/guidance/
cmc5.pdf). In general, the likelihood of an IVIVC is
low for Class I, III, and IV drug products, as defined
by the BCS. For high solubility drugs (BCS Classes
I and III), dissolution is assumed to be rapid. Thus,
the rate of drug absorption will be controlled by either
gastric emptying (Class I) or permeability (Class III).

EXPERIMENTAL DETERMINATION
OF BIOAVAILABILITY

Types of Studies

Several methods can be used to determine the bioavail-
ability or bioequivalence of a drug product. The vast
majority of bioavailability studies involve the adminis-
tration of the test dosage form to a group of healthy
human subjects, followed by collection and assay of
drug concentration in blood (plasma or serum) sam-
ples. The second most frequent type of study utilizes
urinary excretion measurements. Occasionally other
types of biologic material such as saliva, cerebrospinal
fluid, bile, or feces are also collected. For a few drugs,
for which assay methods are not available for the
determination of drug concentrations in biologic fluids,
a pharmacologic response may be measured. Finally,
some bioavailability assessments have been made on
the basis of a determination of the therapeutic response
of patients to a given dosage form. However, this type
of study is usually restricted to drugs that are active at
the site of administration (e.g., topical) but are not
intended to be available in the systemic circulation.
For approval by the US Food and Drug Administra-
tion, pharmacokinetic, pharmacodynamic, clinical,
and in vitro studies are recognized (in descending order
of preference) as acceptable approaches to document
the bioavailability or bioequivalence of a drug product.

Blood level studies

The primary basis for blood concentration studies is
the assumption that two dosage forms that exhibit

superimposable blood concentration–time profiles in
a group of subjects should result in identical thera-
peutic activity in patients. Fig. 1 illustrates a theoretical
blood concentration–time curve after the oral adminis-
tration of a drug product. The key parameters to note
from this figure are the maximum blood concentration
(Cmax), the time (Tmax) of occurrence of the maximum
blood concentration, and the total area under the
blood concentration–time curve (AUC). The value of
Tmax provides a means to assess the rate of absorption
of the drug. The Tmax is independent of the amount of
drug absorbed, but is inversely related to the absorp-
tion rate. Thus, the faster the absorption of a drug,
the shorter will be the Tmax. The value of Tmax is also
influenced by the rate of elimination of the drug from
the body. However, if one assumes elimination rate
does not change during the period when two or more
dosage forms are being tested in a given subject, then
observed differences in Tmax will reflect absorption rate
differences among the test products. The interpretation
of Cmax is somewhat more complicated because it is a
function of both the rate of absorption and the extent
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Fig. 1 Drug concentration in blood vs. time plots illustrat-
ing calculation of Cmax, Tmax, and AUC.
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of absorption, as well as the elimination rate. Thus, as
the amount of drug absorbed increases and/or the
rate of absorption increases, the Cmax also increases,
assuming no change in elimination rate. A determi-
nation of the extent of drug absorption is usually based
on a measure of AUC, which is directly proportional
to the fraction of the administered dose that reaches
the systemic circulation and is independent of the rate
of absorption. The calculation of AUC is commonly
accomplished using the linear trapezoidal rule, illus-
tration in Fig 1. The blood concentration–time curve
is divided into a series of geometric sections, and the
area encompassed by each section is determined from
the trapezoidal rule:

AUC ¼ 1=2 � ðDtÞ � ðC1 þ C2Þ ð2Þ

where Dt is the time interval between the collection of
two blood samples of concentrations C1 and C2. The
units of AUC are given as the product of concentration
and time (e.g., mg/L � hr). If blood samples are not
obtained for a sufficient period of time to result in a
zero drug concentration in the final sample, it is neces-
sary to estimate the portion of the AUC remaining
after the final sample. Eq. (3) gives the relationship
between the AUC (0–t) for the portion of the curve
to the last sample taken at time t, and the total AUC
(0–1)

AUCð0�1Þ ¼ AUCð0�tlastÞ þ Clast=K ð3Þ

where Clast is the last measurable drug concentration,
tlast is the time at which it was collected, and K is
the apparent first-order elimination rate constant esti-
mated from the terminal slope of the log-linear plot
of concentration vs. time. In studies involving blood
sampling intervals after the peak that are relatively
long compared with the half-life of the drug, the use
of the logarithmic trapezoidal method has been recom-
mended to estimate the postpeak AUC.[10]

The value of AUC (0–1) may also be expressed as
given in Eq. (4) for a drug whose disposition in the
body can be described by a one-compartment
pharmacokinetic model.

AUCð0�1Þ ¼ F � D=CL ð4Þ

where F ¼ the fraction of dose absorbed

D ¼ the administered dose

CL ¼ the total body clearance of the drug

Thus, a comparison may be made between two differ-
ent dosage forms on the basis of the ratio of their
respective AUC (0–1) values. Assuming equivalent

doses are given and the clearance of the drug remains
constant during the time the two doses are adminis-
tered, the ratio of the AUCs will be directly
proportional to the ratio of the fraction of each dose
absorbed, that is, the extent of absorption.

Fig. 2 illustrates the types of plasma concentration
time data that might be obtained during the testing
of three different bioinequivalent formulations of a
drug. Products A and C are absorbed at the same rate,
based on identical Tmax values, but B is more slowly
absorbed, as shown by the longer time required to
achieve Cmax. Products A and B appear to be absorbed
to the same extent on the basis of very similar values
for AUC. However, product C is obviously less
completely absorbed, as shown by the lower AUC.

All of the foregoing discussion assumes the absorp-
tion and elimination of the drug do not exhibit
dose-dependent pharmacokinetics. For example, if
the metabolism of a drug is a saturable process, the
total AUC may be significantly increased for a rapidly
absorbed dosage form, because the initial blood drug
concentrations exceed the metabolic capacity of the
body to eliminate the drug. Non-linear pharmacoki-
netics may also be caused by changes in the clearance
of a drug owing to factors such as non-linear drug
binding to plasma and/or tissue proteins. Thus, for a
drug such as disopyramide, the AUC does not increase
in proportion to the administered dose.[11,12] This is the
result of a decrease in drug binding as drug con-
centration increases. Thus, it is necessary to measure
free drug concentration in the plasma, rather than
total drug concentration (free þ bound), for disopyr-
amide bioequivalence studies. Other mechanisms that
can contribute to non-linear pharmacokinetics and
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Fig. 2 Drug concentration in blood vs. time after single

doses of product A (rapidly and completely absorbed), pro-
duct B (slowly and completely absorbed), and product C
(rapidly absorbed, but only 50% as completely absorbed as
products A and B).
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complicate the interpretation of bioequivalence data
have been reviewed by Tozer and Tang-Liu.[13–16]

The interpretation of non-superimposable blood
concentration–time profiles for drugs that exhibit
non-linearity must be done with caution. Further, bio-
availability and bioequivalence studies of such drugs
may need to include multiple-dose protocols to further
define the effect of differences in the rate and extent of
absorption on the steady-state drug concentrations.

Urinary excretion studies

The estimation of bioavailability on the basis of
appearance of drug in the urine is an attractive alterna-
tive to blood sampling, because it represents a non-
invasive method. This approach is particularly useful
for drugs that have the urine as the site of activity
(e.g., urinary tract antiseptics such as nitrofurantoin
and methenamine). The method is also useful for drugs
that are extensively excreted unmetabolized in the
urine, such as certain thiazide diuretics and sulfona-
mides. Often a less-sensitive analytical method is
required for urine concentrations compared with blood
concentrations. If the urine concentrations are low,
assaying larger sample volumes is relatively easy. The
primary disadvantage to urinary excretion studies is
that they require the collection of samples for a longer
period of time to ensure complete recovery of absorbed
drug. In addition, the subjects must be careful to
completely void at each collection time and to avoid
accidentally discarding any samples. As with the
assessment of bioavailability from blood levels, urinary
excretion studies also generally assume the pharmaco-
kinetics are not dose dependent. If renal excretion is a
saturable process, the percentage of drug excreted
unmetabolized in the urine may not reflect the rate
and extent of the drug absorption.

The three major parameters examined in urinary
excretion bioavailability studies are the cumulative
amount of drug excreted unmetabolized in the urine
(
P

Xu); the maximum urinary excretion rate (ERmax);
and the time of maximum excretion rate (Tmax). In sim-
ple pharmacokinetic models, the rate of appearance of
drug in the urine is proportional to the concentration
of drug in the systemic circulation. Thus, the values
for Tmax and ERmax for urine studies are analogous
to the Tmax and Cmax values derived from blood level
studies. The value of Tmax decreases as the absorption
rate of the drug increases, and ERmax increases as the
rate and/or the extent of absorption increases. The
value for

P

Xu is related to the AUC and increases
as the extent of absorption increases.

The calculation of ER is based on Eq. (5)

ER ¼
�

X

Xu2 �
X

Xu1

�

=ðt2 � t1Þ ð5Þ

where
P

Xu1 and
P

Xu2 represent the cumulative
amount of drug recovered in the urine samples
obtained at sampling times up to t1 and t2, respectively.
When constructing a plot of ER vs. time, or for the
determination of ERmax, the values for time are taken
to be the midpoint of the urine collection period, that
is, the midpoint between t1 and t2. Thus, estimates of
Tmax and ERmax from urinary excretion data provide
less information on the rate of drug absorption than
can be obtained from analysis of the blood concen-
tration–time profile, largely because of the fact that
there is a limit to frequency at which urine can be read-
ily collected.

When sufficient urine samples have been collected to
ensure that no significant amount of drug remains to
be excreted, the cumulative urinary recovery is symbo-
lized as

P

Xu1. The relative extent of absorption of
drug from two dosage forms may then be expressed
as the ratio of the

P

Xu1 values. However the value
of
P

Xu1 is a function of the fraction (F ) of adminis-
tered dose (FD ) absorbed, the renal elimination rate
constant (ke), and the rate constant for overall elimin-
ation (K) from the systemic circulation, as expressed in
Eq. (6).

X

Xu1 ¼ F � D � ke=K ð6Þ

Assay of other biologic material

For a few drugs such as theophylline, saliva drug con-
centrations have been employed to supplement the col-
lection of blood samples. However, the intersubject
and intrasubject variability in saliva/plasma ratios
have generally precluded the sole use of saliva drug
concentrations to assess bioavailability. For some
drugs such as cephalosporin antibiotics, clinical studies
may also include a determination of appearance of
drug in other body fluids such as the cerebrospinal
fluid and bile.

One might initially think that assessing the extent of
drug absorption after oral administration would be
possible by simply quantitating the amount of drug
excreted in the feces. Such determinations occasionally
provide useful data. For example, if subjects receive the
drug as an enteric-coated tablet or some other solid
dosage form and the product is recovered intact in
the feces, there is little question regarding the lack of
bioavailability. However, the data obtained from fecal
recovery studies must be carefully interpreted. If drug
is analytically measured in a fecal sample, this does
not establish that the drug was not absorbed. For
example, certain drugs undergo extensive enterohepa-
tic recycling and/or excretion in the saliva. Thus, a
drug could be fully bioavailable, and yet a portion of
the administered dose could be found in the feces.
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Further, the absence of intact drug in the feces is not
proof of absorption because the drug may be degraded
during its transit through the gastrointestinal tract.

Assessment of bioavailability from
pharmacologic response

Topical application of a corticosteroid does not gener-
ally result in measurable blood concentrations of the
drug. Thus, bioavailability and bioequivalence deter-
minations for these drug products may involve
measurement of dermatologic vasoconstriction (i.e.,
skin blanching), a pharmacodynamic response. A few
studies have attempted to relate quantitatively a phar-
macologic response to the oral bioavailability of a
drug. For example, a relationship between the extent
and duration of serum glucose concentration reduction
and the bioavailability of two dosage forms of tolbuta-
mide were demonstrated.[17,18] Others have employed
pharmacologic end points that were not necessarily
related to the therapeutic activity of the test
drug. For example, attempts have been made to relate
pharmacologic responses such as changes in pupil
diameter, electrocardiogram readings, or electroence-
phalogram readings to the time course of a given drug
in humans and animals. However, pharmacologic data
tend to be more variable, and demonstrating a good
correlation between the measured response and the
amount of drug available from the dosage form may
be difficult. Further, the potential exists that the mea-
sured response may be owing to a metabolite whose
concentration is not proportional to the concentration
of the parent drug responsible for therapeutic
activity.[19]

Assessment of bioavailability from
therapeutic response

Because the ultimate goal of drug therapy is to achieve
some therapeutic response in a patient, ideally the
assessment of drug product efficacy should be studied
in patients requiring the drug. Unfortunately, the
quantitation of patient clinical response is too impre-
cise to permit anything approaching a reasonable esti-
mation of the relative bioavailability of two dosage
forms of the same drug. Thus, there are good reasons
to utilize healthy volunteers rather than patients. Bio-
equivalence studies are usually conducted using a cross-
over design in which each subject receives each of the
test dosage forms. It is assumed that the physiologic
status of the subject does not change significantly over
the duration of the study. If patients were utilized, this
assumption could be less valid because of changes in
their disease state. Further, unless multiple-dose proto-
cols were employed, a patient who might actually

require the drug for the disease would be able to
receive only a single dose of the drug every few days
or perhaps each week. To avoid such problems, one
could test each product in different groups of patients,
but this would require the use of a large number of
subjects and careful matching of the various patient
groups. Another problem is that many patients receive
more than one drug, and the results obtained from a
bioavailability study could be compromised because
of a drug–drug interaction. Finally, an ethical question
would arise in the case in which a particular product
was believed to be defective. Thus, a patient requiring
treatment with a given drug would need to consent to
receive a product that might not provide sufficient
drug to result in adequate treatment. Because of these
considerations, the general conclusion is that most
bioequivalence studies should be carried out with
healthy subjects. However, for drugs that are not
designed to be absorbed into the systemic circulation,
and are active at the site of administration, clinical
studies in patients are the only means to determine
bioequivalence. Such studies are usually conducted
using a parallel rather than a crossover design. Exam-
ples include studies of topical antifungal agents, drugs
used in the treatment of acne, and agents such as
sucralfate used in ulcer therapy.

Other experimental approaches

The current bioequivalence regulations of the US Food
and Drug Administration describe several types of
experimental approaches in addition to those involving
human testing.[3]

Use of Experimental Animals. Animal studies are
not acceptable for bioequivalence determinations
unless data obtained with animals have been correlated
with data obtained in human studies, ensuring that the
bioavailability of a dosage form in animals is closely
related to that in humans. Animals are known to differ
from humans in terms of gastrointestinal tract charac-
teristics, metabolism, distribution, and excretion. For
the study of solid dosage forms, relatively large ani-
mals such as dogs or monkeys must be employed.
Although such studies can provide useful data during
the development stages of a drug formulation and
may provide useful alternates to human studies for
drugs that are quite toxic to humans (e.g., cancer
drugs), in general, animal studies are not acceptable
as the final assessment of the bioavailability of a dos-
age form.

In Vitro Methods. In recent years, there has been
great interest in the development of laboratory test sys-
tems that can simulate the disintegration and dissol-
ution of a drug product in the human gastrointestinal
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tract. The development of such devices is desirable as a
means to reduce the need for human testing. One of the
early approaches to relate in vivo bioavailability data
to in vitro measurements employed testing based on
the time required for a solid dosage form to disinte-
grate in a particular solvent. The official apparatus
employed for such testing is described in the USP
XXIV.[20] However, the problem with this method is
that the measurement of the time required for a dosage
form to break into small particles may not necessarily
relate to the dissolution rate of the drug. The current
USP XXIV describes one official in vitro disintegration
apparatus (i.e., basket-rack assembly) and two official
dissolution apparatus (i.e., one with a paddle and one
with a basket-stirring element) for the evaluation of
solid dosage forms.[20] Although these methods are
well established and used extensively, few in vitro/in
vivo correlations between dissolution data and human
bioavailability data have been established. In vitro dis-
solution testing is useful as a standard for monitoring
product quality and can be used to distinguish between
dosage forms for which a bioavailability problem is
known to exist. However, the USP acknowledges
that many of the formulation factors that affect the
performance of a drug product during in vitro dissol-
ution testing may only sometimes affect the in vivo
bioavailability of the drug (i.e., dissolution testing
may identify subtle differences in the characteristics
of the dosage form that are not relevant to its in vivo
performance).[20] Thus, in vitro dissolution testing can-
not necessarily be assumed to relate to the in vivo bio-
availability of a given dosage form. In conducting
dissolution studies, the choice of an appropriate sol-
vent is very important. Dissolution experiments should
be conducted using conditions that mimic the environ-
ment in the gastrointestinal tract. Typical dissolution
studies employ 0.1 N hydrochloric acid, water, or a
buffer as the dissolution media. Simulated gastric
fluid (pH 1.2) with or without pepsin and simulated
intestinal fluid (pH 6.8) with or without pancreatin
are also commonly employed for in vitro dissolution
testing. It is widely recognized that the dissolution of
controlled-release dosage forms may be pH dependent.
Thus, the US Food and Drug Administration recom-
mends that dissolution testing for controlled-release
dosage forms be conducted over a wide range of pH
values, including 1–1.5, 4–4.5, 6–6.5, and 7–7.5, with
multiple time determinations to better characterize
the dissolution properties of the dosage form.[1–3]

Bioequivalence determinations for products containing
cholestyramine resin (used to control cholesterol)
represent a novel in vitro approach to bioequivalence
testing. Generic versions of such drug products
are evaluated in vitro by determining the rate and
extent of the interaction of different bile salts with
the resin.

Experimental Design

The proper design of a bioavailability or bioequiva-
lence study is essential to the collection of meaningful
data. Studies must include a sufficient number of sub-
jects and collect blood or urine samples at appropri-
ately spaced intervals to accurately characterize the
pharmacokinetics of the drug product(s) and make
statistically relevant conclusions regarding their bio-
availability and bioequivalence. Amongst other factors,
study design must consider the characteristics of the
study population (e.g., age, weight, gender, race, and
health), the timing of dose administration, meals, and
blood sample collection, and the time interval (i.e.,
washout period) between consecutive administrations
of the drug products. In a bioequivalence study involv-
ing two or more dosage forms, the sequence of product
administration must also be carefully considered to
minimize experimental bias. The purpose of these rig-
orous controls on experimental design and conduct is
to minimize the variability associated with pharma-
cokinetic (e.g., clearance, volume of distribution, and
absorption) and physiologic (e.g., gastric emptying
and pH) factors, such that the variability observed dur-
ing the study is more closely related to the performance
of the drug product(s) under consideration.

Crossover designs vs. other designs

The most common type of study uses a crossover
design in which each subject receives each of the test
products. In such a design, differences among dosage
forms, subjects, and sequences of administration can
be readily estimated. In essence, each subject serves
as his own control. Crossover designs have also been
developed to minimize the effects of residual or carry-
over effects, which could occur if the administration of
a given dosage form had an influence on the bioavail-
ability of a subsequently administered product. Table 2
illustrates a crossover design that could be employed to
evaluate the relative bioavailability of three dosage
forms (A, B, and C) in a group of 12 human subjects.

Table 2 Three-way crossover design for bioequivalence
study

Dosing Period

Subject Period 1 Period 2 Period 3

1 and 2 A B C

3 and 4 A C B

5 and 6 B A C

7 and 8 B C A

9 and 10 C A B

11 and 12 C B A
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Note that there are six possible sequences for the
administration of each of the three products. Further,
each subject receives each of the three products, and
each dosing period contains all three products. The
value of such a design is that it minimizes any bias
relating to subject and dosing sequence effects. Repli-
cate study designs, in which each subject receives the
test and reference drug product on more than one
occasion, are currently being evaluated as an alterna-
tive method to examine the bioequivalence of drug
products.

Single-dose vs. multiple-dose studies

Bioavailability studies intended to determine the dispo-
sition of a drug, particularly those involving new chemi-
cal entities, must include both single-and multiple-dose
administration. However, most bioequivalence studies,
which compare the bioavailability of two or more
dosage forms, usually employ only single-dose admin-
istration for each product, under fasting conditions.
One major exception is bioequivalence studies of
controlled-release products. The US Food and Drug
Administration requires both single-and multiple-dose
administration as well as a determination of the effect
of food on the absorption of the drug from the dosage
form.[1–3] However, the requirement of multiple-dose
studies in the assessing the bioequivalence of con-
trolled-release products has received much attention
recently and may be abandoned, with the thought that
single-dose studies provide more sensitive information
to assess the performance of these products.

Multiple-dose studies are more difficult to control
and expose the subjects to more drug. However, mul-
tiple-dose study designs also have advantages. They
are more representative of how drug products are
usually used by patients, and they also require fewer
blood samples and less-sensitive analytical methods.
Such studies require a sufficient number of doses to
permit the achievement of steady state, which may be
defined as the point where the amount of drug being
absorbed into the body is equal to the amount being
eliminated from the body. A general rule is that dosing
must continue for approximately five biologic half-
lives to be within approximately 95% of steady state.
Once steady state has been reached, the area under
the blood concentration–time curve during a single
dosing interval should be equal to the value of the
AUC (0–1) from a single dose (assuming dose-inde-
pendent clearance of the drug). Thus, it is necessary
to obtain blood samples over only a single dosing
interval at steady state to determine the AUC. The
dosing interval selected for sampling (e.g., 7 a.m.
through 7 p.m. at steady state, if dosing occurs every
12 hr) should be identical for each study phase.
Because the disposition of the drug could vary as a

function of time of day, comparing an AUC deter-
mined during the period 7 a.m. through 7 p.m. for one
product and the AUC determined from 7 p.m. through
7 a.m. for a second product would not be valid.

An example of the results of a steady-state study,
with dosing every 6 hr, is illustrated in Fig. 3. The phar-
macokinetic data employed to generate the results
shown in Fig. 3 were identical to those used for
Fig. 2. The results demonstrate the influence of the rate
and extent of absorption on the steady-state plasma
concentrations. The lower plasma concentrations
shown for product C reflect the lower extent of absorp-
tion for this product. Products A and B have the same
extent of absorption, but differ in rate of absorption.
Product A is more rapidly absorbed than product B,
and thus there is a greater fluctuation between the
maximum and minimum concentrations at steady state.

Other study design considerations

In the design or evaluation of the results of a bioavail-
ability or bioequivalence study, it is important to
establish that adequate numbers of subjects were stud-
ied and that an adequate number of blood and/or
urine samples were collected. As in most scientific stu-
dies, the use of too few subjects precludes reaching
meaningful conclusions regarding the significance of
differences that may be observed. Moreover, values
for Tmax, Cmax, or ERmax cannot be accurately determ-
ined if the time intervals between samples are too great.
Further, accurate estimates of AUC and/or total uri-
nary recovery of drug are not possible if blood and/
or urine collections are terminated prematurely. As a
general rule, collecting blood samples for at least two
to three biologic half-lives is desirable, and urinary
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Fig. 3 Drug concentrations in blood vs. time after multiple
doses of three products administered every six hours. The
products (A, B, and C) are the same as those illustrated in
Fig. 2.
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excretion studies should include urine collections for
five to seven biologic half-lives. Some extension of
these guidelines may be necessary if the study involves
controlled-release dosage forms that may result in
absorption for a prolonged period. If data are not
available for the half-life of a drug, a reasonable guide-
line is to continue blood sampling until blood concen-
trations have declined to less than 10% of the peak
concentrations. Similarly, urine collections should be
continued until significant quantities of drug are no
longer being excreted. A typical bioavailability study
utilizes from 12 to more than 24 healthy subjects who
have no history of any disease that could affect the
disposition of the test drug. The subjects are required
to refrain from taking any drugs other than the test
compound for a period (usually one week or more)
prior to the study and throughout the course of the
study. Certain drugs such as enzyme inducers could
affect the disposition of the test drug. Further, depend-
ing on the specificity of the assay, other drugs may
interfere in the quantitation of the drug of interest.
Usually only subjects between the ages of 18 and 40
are employed unless there are specific reasons for
employing other subject populations. Both male and
female subjects should be included in the study, as well
as subjects of differing race; realizing, of course, that
the heterogeneity that one may accommodate in a
study of 12 subjects is limited, if statistically meaning-
ful comparisons are to be made between the groups.
Finally, for typical single-dose studies, the subjects
are required to fast from approximately 12 hr before
the dose until 4 hr after the dose unless the objective
of the study is to determine the influence of food on
absorption of the drug.

Analytical methodology

One of the most important considerations in any bio-
availability study is the validity of the analytical
method. In addition to being reproducible, it must be
sufficiently sensitive to permit the detection of low-
drug concentrations in the biologic sample. After
single-dose administration, drug concentrations in
plasma are frequently in the low microgram or nano-
gram per milliliter range. Further, the method must
be specific for unmetabolized drug and be capable of
accurately determining drug concentrations in the
presence of metabolites of the drug and the constitu-
ents of blood and/or urine. Most analytical methods
involve some type of cleanup step such as solvent extrac-
tion, to separate the drug from the biologic fluid. In
addition, most assays employ some type of chromato-
graphy, often using either gas chromatography or high-
performance liquid chromatography. Assay validation
is a critical component of any bioavailability or bio-
equivalence study and should consider the accuracy,

precision, sensitivity, specificity, linearity, and repro-
ducibility of the analytical method. The stability of the
drug during storage in the biologic sample must also
be given careful consideration.

Analysis and Interpretation of Data

Bioequivalence studies are usually intended to demon-
strate that two or more formulations do not differ sig-
nificantly (i.e., that the products are therapeutically
equivalent and interchangeable). Once the data from
a bioequivalence study is collected, statistical methods
must be applied to determine the level of significance of
any observed differences. Statistical comparisons of
the Cmax and AUC are performed after log transform-
ation. Log transformation is appropriate because (i)
many biologic and pharmacokinetic parameters are
log-normally distributed and (ii) it is the ratio of Cmax

and AUC between drug products, and not the absolute
difference between the mean values, that is most rel-
evant for comparison. Two, one-sided statistical tests
at a 0.05 level of significance are performed using the
log-transformed data from the bioequivalence study.
It is important to note that 90% confidence intervals
(CIs), and not the mean values, of Cmax and AUC
are employed to make this comparison and assure
the bioequivalence of the drug products. In other
words, the 90% CI for the mean Cmax and mean
AUC for the drug product must be between 80% and
125% of the respective mean values for the reference
dosage form (e.g., a drug product with a mean Cmax

of 83% of the reference product with a 90% CI of
79–87% would not be considered bioequivalent). In
fact, if the mean Cmax or mean AUC of the drug pro-
duct differs by more than 10–15%, the CI is likely to
fall outside the 80–125% range. Typically an analysis
of variance (ANOVA) method appropriate for the
study design is applied to evaluate differences among
dosage forms, subjects, and treatment periods. Mean
Tmax values are also computed, but unless large differ-
ences are observed, they are generally not used for the
bioequivalence determination, largely owing to the fact
that Tmax values are highly dependent on study design
and the time at which blood samples were collected.

CONCLUSIONS

The measurement of the bioavailability and bioequiva-
lence of drug dosage forms is commonplace. The
numerous reasons for the increased use of such studies
include: rapid growth of the generic drug industry;
an increased awareness of the effect of dosage form
on the rate and extent of drug absorption; the develop-
ment of more sensitive and reliable analytic methods to
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quantitate drugs and metabolites in the body; and the
need to have a means to evaluate the vivo performance
of a dosage form by a means other than clinical trials
in patients. Clearly bioavailability and bioequivalence
studies have become a routine part of the drug product
approval process by governmental agencies. Such stu-
dies provide valuable information regarding the dispo-
sition of a drug in humans and the factors that may
influence the performance of a product. These data
are useful in the development of new dosage forms
and assist in the preparation of appropriate labeling
for a drug product. Finally, bioequivalence studies
have become an essential part of the comparison of
pharmaceutically equivalent products manufactured
by different pharmaceutical firms.

ARTICLES OF FURTHER INTEREST

Absorption of Drugs, p. 19.
Biopharmaceutics, p. 208.
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INTRODUCTION

A wide variety of delivery systems have been developed
for the purpose of prolonging the release and, ulti-
mately, bioavailability of drugs to the body. Examples
include the transdermal patch, oral dosage forms such
as osmotic pumps and swellable hydrophilic polymer
matrices, and various types of polymer-based parent-
eral depot formulations.[1,2] Depot sustained release
formulations can overcome limitations associated with
oral or transdermal administration routes. Several of
these limitations include poor drug stability in the GI
tract, low drug permeability through the GI mucosa
or stratum cornea, rapid clearance from first-pass
metabolism, and the need for delivery for more than
a few days. Many interesting and successful parenteral
depot systems for sustained release applications have
been developed. Such systems can be distinguished into
degradable and non-degradable delivery systems based
on the properties of the polymers.

One example of a non-degradable delivery system
is Norplant� (Wyeth-Ayerst) which has been shown
successful in prevention of pregnancy for up to five
years.[3] This delivery system consists of six small,
closed tubes made of a silicone rubber copolymer of
dimethylsiloxane and methylvinylsiloxane (Silastic�)
and is implanted subcutaneously by scalpel incision
or via trocar. Each tube contains 36 mg of the proges-
tin hormone levonorgestrel. At termination of the
dosing regimen, a non-degradable delivery system like
this requires a secondary surgical procedure to retrieve
the implanted device from the body. Such a retrieval
procedure can be undesirable for several reasons
including the added cost, the possibility of complica-
tions during retrieval, the risk of infection, and the lack
of patient compliance. Although Norplant� is widely
considered a safe and highly cost-effective method of
contraception,[4] there nevertheless has been a precipi-
tous drop in demand for this product in the United
States since 1994. This decrease in interest has been
attributed, in large part, to the difficulties associated
with removal of the implanted rods along with the
publicity created by these clinical problems.[5]

Consequently, polymers that can degrade into
biologically compatible components under physiologic
conditions present a far more attractive alternative for
the preparation of drug delivery systems. The use of
biodegradable polymers precludes the need for retrie-
val at the conclusion of the dosing regimen, thereby
avoiding the potential complications associated with
the use of non-degradable systems. Degradation may
take place by a variety of mechanisms, although it
generally relies on either erosion or chemical changes
to the polymer. Degradation by erosion normally takes
place in devices that are prepared from soluble poly-
mers. In such instances, the device erodes as water is
absorbed into the system causing the polymer chains
to hydrate, swell, disentangle, and, ultimately, dissolve
away from the dosage form. Alternatively, degradation
could result from chemical changes to the polymer
including, for example, cleavage of covalent bonds
or ionization/protonation either along the polymer
backbone or on pendant side-chains. A number of
degradation schemes have been described that charac-
terize how chemical degradation of the polymer or
of polymer–drug conjugates can be utilized to achieve
drug release.[6,7]

The most widely studied biodegradable polymers
include those which undergo chemical degradation
through random hydrolysis of the covalent bonds con-
stituting the backbone of the polymer chains. Random
chain scission results in a reduction in the molecular
weight of the polymer. As this process continues over
time, polymer chains become progressively shorter
resulting, at some point in time, in the loss of
mechanical integrity in the dosage form. Ultimately,
the degradation process proceeds until polymer frag-
ments are degraded to soluble oligomers or individual
monomers. As a necessity due to this process, bio-
degradable polymers and their degradation products
must be biologically compatible and non-toxic. Conse-
quently, the monomers typically used in the prepara-
tion of biodegradable polymers are often molecules
that are endogenous to biological systems. The most
common class of biodegradable polymers is the hydro-
lytically labile polyesters prepared from lactic acid,
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glycolic acid, or combinations of these two molecules.
Polymers prepared from these individual monomers
include poly(D,L-lactide) (PLA), poly(glycolide) (PGA),
and the copolymer poly(D,L-lactide-co-glycolide) (PLG).

The distinctions between chemical and erosion
degradation mechanisms, however, are by no means
absolute, and there are instances where both processes
contribute to the overall degradation and resorption
of a drug delivery system. For instance, copolymers
of glutamic acid and ethyl glutamic acid have been
studied for the release of the narcotic antagonist
naltrexone.[8] In this case, hydrolysis of the ethyl ester
side-chain converts this copolymer to the soluble poly-
mer poly(glutamic acid). Following hydrolysis, the
polymer device erodes as the soluble polymer chains
dissolve away from the device. In addition, there are
many other examples where both chemical degradation
and physical erosion are involved in the final disinte-
gration and resorption of the dosage form. In this
regard, the terms such as ‘‘biodegradable’’ and ‘‘bio-
erodible’’ are sometimes used interchangeably in the
literature while, at other times, they can be used to
refer to distinct degradation processes. Consequently,
care should be taken when reviewing the literature
to interpret how these terms are being used. In some
cases, the term ‘‘biodegradation’’ is limited to the
description of chemical processes (chemical changes
that alter either the molecular weight or solubility of
the polymer) while ‘‘bioerosion’’ may be restricted to
refer to physical processes that result in weight loss
of a polymer device.

OVERVIEW

Polymers first developed in the search for biodegrad-
able suture materials have proven to be useful and
successful for long-term drug delivery applications.
Biodegradable polymers are highly desirable in these
situations because they degrade in the body to biologi-
cally inert and compatible molecules. By incorporating
drug into biodegradable polymers, dosage forms that
release the drug over a prolonged length of time
can be prepared in a variety of shapes and sizes. No
secondary surgical procedures are needed after
completion of the dosing regimen since the remaining
polymer dosage form will be degraded and cleared by
the body. As a result, biodegradable polymers offer a
novel approach for developing sustained release drug
delivery systems that are simple and convenient to
the patient.

Many different biodegradable polymer chemistries
have been proposed for these applications; however,
the most common and successful are the polyesters
that were first investigated as degradable sutures. These
polymers include poly(glycolide), poly(D,L-lactide), and

their related copolymers poly(D,L-lactide-co-glycolide).
Many commercial products based on these materials
are currently on the market, including Decapeptyl�,
Lupron Depot�, and Sandostatin LAR�. In traditional
parenteral depot applications, biodegradable polymers
have been used simply as inert carrier vehicles. Prepa-
ration of the dosage form was carried out, by various
means, by simply incorporating the drug into the poly-
mer matrix. However, the effective delivery of new drug
therapies, including peptides, proteins, and genetic- and
cell-based drugs, places greater demands on the perfor-
mance of the polymer platform. Consequently, new
polymer chemistries and novel dosage form design are
being investigated in attempts to produce tailor-made
dosage forms that are capable of enhancing the delivery
and efficacy of these drugs.

HISTORY

The use of biodegradable polymers in drug delivery
applications grew from the search for polymers that
could be employed as degradable sutures. Synthetic
polymers such as poly(glycolic acid) were first devel-
oped in the 1950s;[9] however, their poor hydrolytic
stability made them unsuitable for permanent appli-
cations. This attribute, however, made these materials
useful for applications such as sutures that could
benefit from their ability to degrade in the presence of
moisture.[10,11] Examples include Dexon� and Vicryl�

sutures prepared from poly(glycolic acid) and poly-
(lactide-co-glycolide), respectively.[10,12] The utility of
these materials as degradable sutures further led to
their application in the development of sustained
release drug delivery formulations. In 1970, Yolles
et al. reported the use of the poly(lactic acid) biodegrad-
able system for delivery of the narcotic antagonist
cyclazocine.[13] At about the same time, a number of
other drugs including anticancer agents,[14] steroids,[15]

and other narcotic antagonists[16–18] were reported
to be delivered from biodegradable formulations.
Many reviews catalog the early development of this
technology for the sustained delivery of a variety of
small molecule drugs.[19–21]

More recently, the growth of biotechnology has
led to the identification of many potent and powerful
protein- and gene-based macromolecular drugs. How-
ever, delivery of these drugs to the body in an
efficacious manner without sacrificing the quality of
life of the patient continues to be a major obstacle.
Gastric proteases and low permeability across the gas-
trointestinal epithelium mean that macromolecular
drugs have poor bioavailability via the oral route.
Instead, these drugs are normally dosed by injection
(e.g., subcutaneous, intramuscular, or intravenous).
However, the short biological half-lives of these
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molecules requires that frequent parenteral injections
be performed in order to maintain treatment efficacy.
Despite the obvious need to develop long-term delivery
systems for these highly valuable drugs, the application
of this technology has been fraught with obstacles.[22–24]

Polymer–drug interactions, processing conditions,
and the internal pH, temperature, and moisture levels
within the implanted device have contributed to diffi-
culties retaining drug stability before being released
from the implanted device.

In spite of these complications, considerable achieve-
ments have been made in the development of bio-
degradable delivery systems for proteins and, in
particular, bioactive peptides. Most of the commercial
success over the past decade has been achieved using
the polyester PLA and the various copolymers of
PLG. In particular, a number of biodegradable delivery
systems have been developed for synthetic analogs
of luteinizing hormone-releasing hormone (LHRH).
Sanders et al., for instance, demonstrated the release
of nafarelin acetate for over 30 days from microsphere
formulations of PLG with a 50 : 50 molar ratio of
the lactide and glycolide monomers (50 : 50 PLG).[25]

The first such system to the market was Decapeptyl�

(Ipsen Biotech), a microsphere depot formulation for
treatment of prostate cancer (Fig. 1).[26] This product
delivers 3.75 mg of an LHRH analog over a 30-day per-
iod. More recently, TAP Pharmaceuticals (Deerfield,
IL) commercialized a series of depot microsphere
formulations of the LHRH analog leuprolide acetate
under the trade name Lupron Depot�. Products
prepared from either PLG or PLA are presently avail-
able that can provide peptide release over 1, 3, and 4
months.[3] Lupron Depot� formulations are indicated
for the treatment of endometriosis,[27] prostate cancer,[28]

and precocious puberty in children.[29]

In contrast to these microsphere formulations,
Zoladex� (AstraZeneca) is a small implantable cylin-
der (approximately 1 mm in diameter and 10 mm in
length) containing goserelin acetate in a polymer
matrix of 50 : 50 PLG. This system delivers approxi-
mately 3.6 mg drug over a 1-month period and is
indicated for the treatment of prostate cancer. A second
Zoladex� system containing 10.6 mg goserelin has also
been developed to release the drug for over 3 months.[3]

The synthetic somatotropin analog octreotide
acetate has been successfully formulated into a micro-
sphere formulation composed of PLG. This product,
Sandostatin LAR� (Novartis), has been used for
acromegaly treatment[30a,30b] as well as the treatment
of diarrhea and flushing episodes associated with meta-
static carcinoid.[31] The depot formulation, given once
monthly, is reported to be as well tolerated and effec-
tive as octreotide solutions that require long-term sub-
cutaneous dosing 2–3 times daily (Fig. 2). This example
clearly illustrates the potential for biodegradable
sustained release formulations to significantly improve
quality of life.

In December 1999, the first protein biodegradable
depot formulation received regulatory approval.
Nutropin-Depot� (Genentech) contains somatotropin,
a recombinant human growth hormone (rhGH) having
a molecular weight of 22,125 D, within PLG micro-
spheres. Protein activity was preserved by preparing
the microspheres from an insoluble zinc–hormone
complex (Fig. 3).[32]

While many different polymer chemistries have been
developed for drug delivery applications, only one
class of polymer beside the polyesters has received reg-
ulatory approval. Gliadel� is a thin wafer containing
the chemotherapeutic agent carmustine (BCNU) in
a polyanhydride polymer matrix. Gliadel� received
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Fig. 1 Serum LH and testosterone

concentrations of 22 human subjects
treated at 5 week intervals with the
biodegradable depot formulation

Decapeptyl (3 mg LHRH per dose).
(From Ref.[26].)
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conditional approval in 1996 as an adjunct therapy
following surgical removal of recurrent glioblastoma
multiforme (GBM) tumors.[3]

Obviously, the regulatory status of polyesters means
that these materials dominate the field as far as
commercial development is concerned. However, there
is a myriad assortment of polymers that continue to be
developed for drug delivery applications. These efforts
are aimed at developing new polymeric materials
designed specifically to overcome obstacles in drug

delivery, bioavailability, or stability. Additionally, new
engineering or processing techniques are also being
developed to aid the design of novel dosage forms that
can enhance drug delivery characteristics and the use
of these polymeric materials in a variety of new bio-
medical applications.

FACTORS AFFECTING POLYMER
SELECTION

Both synthetic polymers and those derived from
naturally occurring sources have been evaluated in
biodegradable drug delivery applications. Examples
of several classes of biodegradable polymers are
presented in Table 1. There are a variety of polymer
properties or attributes to be considered when selecting
a biodegradable polymer. Many of these are listed in
Table 2. One of the most critical considerations is the
regulatory requirement for a particular application.
If an application requires rapid development and com-
mercialization, then the polymer selection will most
likely be made from among those polyesters that have
already received regulatory approval. Another factor
to consider is whether to use homopolymers consisting
of a single monomeric repeat unit or copolymers
containing multiple monomer species. If copolymers
are to be employed, then the relative ratio of the differ-
ent monomers may be manipulated to change polymer
properties. It should be noted that polymer composi-
tion would directly dictate many of the polymer physi-
cochemical properties listed in Table 2 including bulk
hydrophilicity, morphology, structure, and the extent
of drug–polymer interactions (e.g., drug solubility in the
polymer). Ultimately, these properties will all influence
the performance of the drug delivery system via changes
to the relative rates of mass transport (e.g., water in and
solute or drug out of the system) and the degradation
rate of both the polymer and the device.

In addition to polymer composition, the thermal
attributes of the polymer, as described by the glass
transition temperature (Tg) and melting temperature
(Tm), can also affect the mass transport rates through
the polymer as well as the polymer processing charac-
teristics and the stability of the dosage form. Below the
glass transition temperature, the polymer will exist in
an amorphous, glassy state. When exposed to tempera-
tures above Tg, the polymer will experience an increase
in free volume that permits greater local segmental
chain mobility along the polymer backbone. Conse-
quently, mass transport through the polymer is faster
at temperatures above Tg. Often, polymer processing,
such as extrusion or high-shear mixing, is performed
above Tg. On the other hand, the greatest stability
during storage of a polymer device may be obtained
at temperatures below Tg, where solute diffusion is
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Fig. 2 The influence of Sandostatin LAR biodegradable

depot formulation on the mean plasma growth hormone con-
centrations in humans. Plasma concentrations are shown
over a 24 hour period 28 days after administration of a sec-
ond monthly 20 mg dose of Sandostatin LAR, �. For com-

parison, plasma concentrations are provided for untreated
controls, &, and for patients receiving multiple daily subcuta-
neous octreotide injections, D. (From Refs.[30a,30b].)
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Fig. 3 Serum human growth hormone (hGH) levels in
immunosupressed rats receiving three monthly doses of a
biodegradable depot formulation containing 7.5 mg rhGH.
(From Ref.[32].)
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much slower and more subtle changes in polymer
properties (e.g., tackiness) are reduced.

The presence of plasticizers, such as residual solvent
or dissolved solutes including the drug or other
additives, will tend to lower polymer Tg. Conversely,
features that hinder segmental motion along the poly-
mer, such as greater chain rigidity, bulky side groups,
and ring structures, would tend to increase Tg. Finally,
the presence of charged groups on a polymer can also
influence drug release from the device. The number
and density of ionized groups along the polymer
backbone, on the side-chain groups, or at the terminal
end-groups of the polymer chains can all vary the
extent of polymer–polymer and polymer–drug inter-
actions. In this manner, ionizable groups can affect
drug solubility in the polymer and, correspondingly,
the release rate from the polymer. A number of reviews
which describe in detail of the relationship between
polymer properties and performance in drug delivery
applications have been published.[33,34]

FACTORS AFFECTING DRUG RELEASE

Aside from the physicochemical properties of the
polymer itself, there are additional factors that can
influence drug release and the performance characteris-
tics of the dosage form. Examples of these factors are
highlighted in Table 3. Dosage forms can be formu-
lated into a wide range of geometries and physical

forms and sizes. The appropriate selection would
depend on the flexibility with which a polymer can
be processed, the desired route of administration, the
duration of action, and the stability of the drug under
processing conditions. Additionally, the drug distribu-
tion in the dosage form can be either homogeneous
(a monolithic or matrix system) or heterogeneous
(reservoir system). Finally, the rate and mechanism
by which the polymer degrades can also influence
drug release and, potentially, drug stability follow-
ing administration. If necessary, systems can be
designed so that release of the drug load is completed
before polymer degradation begins to affect the
integrity of the dosage form. Conversely, a dosage
form can also be designed in a way that polymer
degradation and device erosion can both contribute
to drug release.

Based on the above reasons, polymers possessing a
variety of degradation rates and mechanisms have
been developed; however, hydrolysis still remains the
predominant degradation mechanism for polymers
that are most commonly used in drug delivery applica-
tions. Many polymers that are susceptible to hydro-
lysis, for example, the polyesters PLA and PLG,
degrade by random hydrolysis that takes place
homogeneously throughout the bulk of the polymer
device. In contrast, other classes of polymers, such as
the polyanhydrides and polyorthoesters, have been
developed in an attempt to yield hydrolysis only at
the outer surface of the device that is exposed directly

Table 1 Common classes and examples of biodegradable polymers

Type Class Examples

Synthetic polymers Polyamide Polyamino acids, Polypeptides
Polyester Poly(glycolide)

Poly(D,L-lactide)
Poly(D,L-lactide-co-glycolide)

Poly(E-caprolactone)
Poly(dioxanone)
Poly(hydroxybutyrate)

Polyanhydride
Polyorthoester
Polyphosphazene

Polyphosphoester Polyphosphate
Polyphosphonate
Polyphosphite

Naturally occurring polymers Polysaccharides Dextran

Chitosan
Alginate
Starch
Hyaluronic acid

Polypeptides, Proteins Collagen

Gelatin
Bovine serum albumin (BSA)
Human serum albumin (HSA)
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to the aqueous environment. When this so-called
surface-erosion process is achieved, hydrolysis is
believed to take place in a heterogeneous manner,
and the polymer device degrades from the outside
toward the center.

Reservoir systems are designed to have the drug
deposited inside of a polymer membrane. In such
systems where the polymer membrane serves as the

barrier, drug release is controlled by Fickian diffusion
of the drug through the membrane, and the release rate
can be described by the following relationship:

dMt

dt
¼ ADCs

tm
ð1Þ

where Mt is the mass of drug released at time t, A is the
surface area of the barrier membrane, D is the diffu-
sion coefficient of the drug in the membrane, Cs is
the solubility of the solute in the polymer, and tm

is the membrane thickness.[35] As long as the drug con-
centration in the reservoir remains well above satura-
tion and the membrane thickness is small relative to
the other dimensions of the device, this relationship
indicates that the drug release rate should be constant
over time (zero-order) so long as release was diffusion
controlled. Because biodegradable polymers are chemi-
cally unstable, they are generally not used to prepare
reservoir delivery systems. The potential for these
polymers to degrade prematurely thereby releasing
the remaining contents of the drug reservoir presents
a safety concern.

More typically, therefore, biodegradable polymers
are used to prepare matrix (monolithic) systems in
which the drug is dispersed or dissolved homoge-
neously throughout the polymer. Matrix systems can
be prepared in a multitude of forms including films,
sheets, cylinders, rods, and microparticles (e.g., micro-
spheres and nanospheres). Drug is initially released
from the exposed, outer surfaces of this type of dosage
form. As these regions become depleted of drug,
release continues as drug is transported from increas-
ingly deeper regions of the dosage form. Because the
diffusional path length gets continuously longer during
the release process, diffusion-controlled release from
matrix systems is not zero-order. Based on a thin-slab
geometry, Higuchi derived a relationship which, when

Table 2 Properties affecting polymer selection,

manufacture, and performance

Property Examples

Regulatory and toxicology
status

Monomer or copolymer
composition

Molecular weight Mw, Mn

Molecular weight distribution Polydispersity ratio
(Mw/Mm)

Molecular architecture Linear polymers
Branched polymers
Crosslinked network

Tacticity Isotactic

Syndiotactic
Atactic

Secondary structural
attributes

Helicity
beta-structure

Morphology Amorphous

Semicrystalline
Crystalline

Thermal transition
temperatures

Melting temperature, Tm

Glass transition

temperature, Tg

Ionization Side-chains
Main-chain end groups

Table 3 Device attributes affecting performance

Property Attribute Examples

Design of delivery device Shape/geometry Cylinder or rod
Microparticles (microsphere, microcapsule, nanoparticle)
Film or sheet

Viscous gel or liquid

Drug distribution Homogeneous (matrix or monolithic system)
Heterogeneous (reservoir system)

Formulation Drug loading
Excipients

Porosity

Degradation Rate
Mechanism Homogeneous degradation (bulk)

Heterogeneous degradation (surface-erosion)
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differentiated, yields the following prediction for the
diffusion-controlled release rate from a matrix system:[35]

dMt

dt
¼ A

2

DSsð2CL � CsÞ
t

� �1=2

ð2Þ

where A is the area of the polymer slab, CL is the drug
loading in the device and the remaining variables are
the same as defined in Eq. (1). This relationship suggests
that when diffusion-controlled release is achieved, the
drug release rate will decrease proportionately with
t�1/2, assuming that polymer degradation does not
contribute to drug release.

Results obtained by quantitatively monitoring drug
release from monolithic matrix systems indicate that
low-molecular-weight drugs can be released at rates
that are consistent with a diffusion-controlled mechan-
ism. High-molecular-weight drugs such as peptides and
proteins, however, generally have little permeability
through the polymer phase due to their low polymer
solubility and diffusion rates. Consequently, these
molecules are unlikely to be released from monolithic
systems by purely diffusion-controlled mechanisms.
Instead, release of peptides and proteins from polymer
matrices needs to be aided by additional mechanisms
that can facilitate mass transport out of the device.[36]

For example, release can be enhanced by the formation
of pores or channels that are created by the continuous
dissolution and removal of soluble components, such
as the drug or other formulation excipients, from the
polymer matrix. Alternatively, drug release can also
be enhanced by polymer degradation and the sub-
sequent erosion of the device itself. A variety of
mathematical models have been proposed to correlate
the effects of both polymer degradation and drug
diffusion on the overall release rate.[20,37,38]

In a special case, novel systems have been developed
that are capable of providing zero-order drug release
profiles. Surface-eroding polymers in which polymer
degradation takes place only at the outer surfaces of
the device have been prepared. When drug release
can be limited to regions undergoing degradation, a
constant drug release profile is possible. In this case,
the polymer degradation rate can be used to control
the release rate of the drug. Hopfenberg developed
a mathematical model to correlate this type of drug
release system so long as the surface area remains con-
stant during the degradation process.[39] The cumula-
tive fraction of drug released at time t was described by:

Mt

M1
¼ 1 � 1 � k0t

CLa

� �n

ð3Þ

where k0 is the zero-order rate constant describing the
polymer degradation (surface-erosion) process, CL is

the initial drug loading throughout the system, a is
the system half-thickness (i.e., the radius for a sphere
or cylinder), and n is an exponent that varies with
geometry [n ¼ 1, 2, and 3 for slab (flat), cylindrical,
and spherical geometry, respectively].[39]

COMMON CLASSES OF
BIODEGRADABLE POLYMERS

Polyesters

A variety of hydrolytically labile polyesters have been
evaluated in drug delivery applications. Several
examples are listed in Table 4. Among these, however,
poly (glycolide), poly(lactide), and various copolymers
of poly(lactide-co-glycolide) are the ubiquitous choice
because of their proven safety and lack of toxicity,
their wide range of physicochemical properties, and
their flexibility to be processed into a variety of physi-
cal dosage forms. These polymers and copolymers are
prepared by anionic ring-opening reaction of highly
purified glycolide and lactide monomers, the cyclic
dimers of glycolic acid and lactic acid, respectively.
Stannous octoate (tin(II) 2-ethyl hexanoate) is the
chain initiator most commonly used in the synthesis
of polymers for pharmaceutical applications. Because
the lactide monomer possesses two chiral carbons,
polymerization may be performed using D-lactide (the
D-,D- cyclic dimer), L-lactide (the L-,L- cyclic dimer),
or the meso-lactide (the D-,L- cyclic dimer). Synthesis
of poly(D,L-lactide) (PLA), though, is most commonly
performed by copolymerization of a racemic mixture
of the D- and L-lactide monomers. In a similar manner,
the copolymer poly(D,L-lactide-co-glycolide) (PLG) is
generally prepared using varying ratios of the glycolide
to a racemic blend of D-/L-lactides. Because PLA
and PLG are prepared from distinct monomer species,
there exists the possibility that polymerization
may result in a non-random sequence of monomer
species.[21] Compositional heterogeneity can lead to
variability in properties between polymer lots. Histori-
cally, this has been problematic for PLG polymers
containing 50% glycolide (50 : 50 PLG).

Homopolymers of poly(D-lactide) and poly(L-lactide)
tend to be semi-crystalline. As a result, water transport
into these polymers is slow. Because of the slow uptake
of water and the structural integrity introduced by crys-
tallites, degradation rates of these polymers tend to
be relatively slow (i.e., 18–24 months).[21] In contrast,
poly(D,L-lactide) (PLA) is amorphous and is observed
to degrade somewhat faster (i.e., 12–16 months). Adding
increasing proportions of glycolide into PLA lowers Tg

and generally increases polymer hydrophilicity. These
PLG copolymers generally remain amorphous as long as
the glycolide content remains within the range of about
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0–70 mole%. In contrast, poly(L-lactide-co-glycolide) is
amorphous when the glycolide content is 25–70 mole%.
The most rapid degradation rate (i.e., 2 months) is
observed in PLG copolymers containing 50% glycolide.
Poly(glycolide), despite being semi-crystalline, is found
to degrade relatively fast (i.e., 2–4 months) even com-
pared to the amorphous PLA. This is attributed to the
much greater hydrophilicity of the glycolide over the
lactide. Actual degradation times, though, will depend
on environmental conditions, polymer molecular weight,
system geometry and morphology, and processing
conditions.[21,40,41]

After exposure to and equilibration in an aqueous
environment, polyesters degrade by hydrolysis that
occurs homogeneously throughout the bulk of the

polymer device. Evidence commonly used to support
such a conclusion is that the bulk degradation of the
polymer device (as indicated by weight loss) lags
behind the decrease in polymer molecular weight over
time (Fig. 4). However, other studies have provided
evidence of non-homogeneous hydrolytic degradation
under certain circumstances. Devices prepared from
amorphous polyesters including PLA and 75 : 25
PLG have been reported to exhibit accelerated degra-
dation within the interior of the device.[42] This
phenomenon has been attributed to acid-catalyzed
polymer hydrolysis resulting from the build-up in these
regions of acidic oligomers and monomers during the
degradation process. In these instances, the devices
are either large in physical dimensions or they are

Table 4 Common polyester structures

Polyester linkage O
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Poly(glycolide), PGA

Poly(D,L-lactide), PLA

Poly(ε-caprolactone)

Poly(dioxanone)
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non-porous, meaning that the acidic by-products
cannot be readily washed away from the interior of
the device. Alternatively, heterogeneous degradation
in semi-crystalline polymers such as poly(glycolide)
results from the preferential diffusion of water into
the amorphous regions. As a result, degradation occurs
in the amorphous regions leaving behind crystalline-
rich portions that hydrolyze more slowly.[43,44] Initially
amorphous polymers such as PLA and 75 : 25 PLG
have also been found to exhibit heterogeneous degra-
dation, reportedly through the crystallization of poly-
mer fragments rich in L-lactide during the course of
hydrolysis.[43]

Many reviews describing the development of
polyester-based biodegradable drug delivery systems
have been published.[21,22,40,45] Much work has been
performed in evaluating these materials for delivery
of proteins[36] and vaccines.[46] More recently, novel
chemical and engineering approaches have been dis-
covered to make crosslinked hydrogels and three-
dimensional porous matrices for a wide range of
biomedical applications including, protein and gene
delivery as well as cell therapy.

Polyanhydrides

Historically, polyanhydrides were developed in the tex-
tile industry during the first half of the 20th century as
alternate fiber materials.[47,48] However, the modern
polyanhydrides that are currently under investigation
as drug delivery platforms represent a novel class of
polymer that, unlike the polyesters, has been specifi-
cally developed for biodegradable applications. In par-
ticular, these polyanhydrides were specifically prepared
in attempts to produce surface-eroding dosage forms.

The anhydride linkages of these polymers are, in
general, more hydrolytically labile than the polyester
bond. In order to achieve a surface-eroding mechanism,
polymers are generally prepared from very hydro-
phobic monomers in order to minimize water penetra-
tion into the bulk of the device. By doing this,
hydrolysis of the labile anhydride linkages would be
restricted to the outer exposed surfaces of the polymer
device. A wide variety of aliphatic and aromatic
monomers have been used to prepare surface-eroding
polyanhydride polymers (Table 5). Aliphatic polyanhy-
drides are normally prepared from dicarboxylic acids
such as adipic acid, sebacic acid (SA), dodecanoic acid,
and fumaric acid (FA). Additionally, diacidic fatty acid
monomers (fatty acid dimers, or FAD) have also been
used. Polymers with increasing hydrophobicity can
be made from aromatic monomers including phthalic
acid and various carboxyphenoxyalkanes such as CPM,
CPP, and CPH (Table 5). High-molecular-weight poly-
anhydrides are usually synthesized by first converting
the dicarboxylic acid monomer to mixed anhydride
prepolymers using acetic anhydride followed by poly-
merization of prepolymers using polycondensation
reaction in the melt.

Typically, homopolymers are not studied because they
possess unfavorable characteristics rendering their hand-
ling and manufacture difficult. Poly(SA), poly(CPP), and
poly(FA) are semicrystalline and thus suffer from either
being brittle or having high Tm. Conversely, poly(FAD)
is a liquid. Therefore, polyanhydrides are often prepared
as copolymers of aliphatic and/or aromatic monomers.
The most common copolymers under investigation in
drug delivery applications include poly(FAD-SA) and
poly(CPP-SA).

Studies on aliphatic polyanhydrides have shown
that increasing the alkyl chain length (e.g., from
n ¼ 4 to 12) of the dicarboxylic acid monomers
increases polymer hydrophobicity resulting in a
decrease in both polymer degradation and drug release
rates.[49] These trends in degradation were observed
both in vitro and in vivo. While poly(FAD) is amor-
phous, the degree of crystallinity observed in poly-
(FAD-SA) copolymers increased directly once the
SA content was raised above 30 mole%. In spite of this,
raising the SA content has been shown to increase the
degradation rate. This can be attributed to the greater
hydrophilicity of SA relative to FAD.[50] In contrast,
poly(CPP-SA) copolymers are semicrystalline across
the entire range of composition, yielding the lowest
degree of crystallinity when the SA content is between
15 and 70 mole%. While having little influence on poly-
mer crystallinity, changes in copolymer composition
can affect polymer degradation rates. Fig. 5 shows the
relative in vitro degradation rates of poly(CPP-SA)
copolymers containing 0–79 mole% SA. In these sam-
ples, degradation of 100% poly(CPP) was estimated
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Fig. 4 Degradation profiles of cylindrical PLG rods incubated
at 37�C in vitro. Degradation is exhibited by the percent change
over time of the sample weight, &, and number-average mole-

cular weight (Mn), &. (Adapted from Ref.[25].)
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(by extrapolation) to require over 3 years, whereas
copolymers containing the highest amounts of SA
degraded as quickly as 1–2 weeks. The initial motivation
for synthesizing polyanhydrides was to prepare devices
that degrade at a constant rate by a surface-erosion pro-
cess. To this end, nearly zero-order degradation profiles
were achieved for over a 6-day period for discs prepared
from poly(SA) and also from poly(CPP-SA) containing
80 and 20% SA. Similarly, poly(CPP) and 85 : 15
poly(CPP-SA) also showed constant degradation profiles
that lasted for a period of several months.

Degradation of poly(FAD-SA) has also been
reported to be nearly zero-order based on the rate of
SA release from the polymer.[50] However, evidence
suggests that devices prepared from these polymers do
not necessarily degrade by a purely surface-erosion
mechanism. Cumulative release profiles of individual

monomers released from a degrading poly(CPP-SA)
matrix indicated that SA was released at a much faster
rate than was CPP. Other studies have shown that,
similar to certain polyesters, amorphous regions in
poly(CPP-SA) will preferentially hydrolyze first, leaving
behind a network of pores surrounding the remaining
crystalline-rich structures.[48] These findings suggest that
while polyanhydrides are able to provide degradation
behavior that is consistent with a surface-erosion mechan-
ism, the actual processes involved in polymer degradation
and erosion of the device can be more complicated.

The release of a number of drugs from polyanhydride
matrices has been studied including ciprofloxacin,[49]

p-nitroaniline,[47,51] cortisone acetate,[51] insulin,[51]

and a variety of proteins.[50] In many instances, drug
release was reported to coincide with polymer degra-
dation. The biocompatibility of polyanhydrides has

Table 5 Common polyanhydride structures

Polyanhydride linkage

Poly(sebacic acid), SA

Poly(fumaric acid), FA 

Poly(erucic acid dimer) or
poly(FAD), (FAD, fatty acid dimer)

Poly(terephthalic acid), TA (para-)
Poly(isophthalic acid), IPA (meta-)

Poly[bis(p-carboxyphenoxy) alkanes]
m = 1      poly[1-bis(p-carboxyphenoxy)methane], CPM

m = 3     poly[1,3-bis(p-carboxyphenoxy)propane], CPP

m = 6     poly[1,6-bis(p-carboxyphenoxy)hexane], CPH
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also been assessed in a number of studies.[51–54] The
only commercial product that has received regulatory
approval is Gliadel�. This product is a thin wafer
(1.45 cm in diameter, 1 mm in thickness) containing
7.7 mg carmustine(BCNU), and is prepared from 20 : 80
poly(CPP-SA). As many as 8 wafers are implanted in
the cavity created after surgical removal of recurrent
glioblastoma multiforme, an aggressive form of brain
cancer. Studies show that BCNU release from Gliadel�

wafers is controlled by both drug diffusion and erosion
of the polyanhydride matrix.[55]

Polyorthoesters

A series of polyorthoesters has been under develop-
ment since 1970 in efforts to prepare surface-eroding
biodegradable polymers specifically for drug delivery
applications.[56–61] The first hydrolytically labile poly-
orthoesters were synthesized by polycondensation of
a diol (either 1,6-hexanediol, HD, or cis/trans-1,4-
cyclohexane dimethanol, CHDM) with an orthoester
(diethoxy tetrahydrofuran, DETHF). This polymer
was initially called ChronomerTM and was developed
at the Alza Corporation (Palo Alto, CA) by Choi
and Heller (Table 6). Later the name was changed to
Alzamer�; development of these polymers has since
been discontinued. Hydrolysis of Alzamer� produces
the corresponding diol along with g-hydroxybutyrol-
actone which rapidly opens its ring structure to form
g-hydroxybutyric acid. Because polymer hydrolysis
was acid catalyzed, production of this by-product
accelerated the rate of degradation of the remaining
polymer. In order to avoid catastrophic self-accelerated
hydrolysis, the polymer was usually stabilized by the
addition of an inorganic base such as sodium carbonate.

In attempts to overcome the limitations of these
polymers, Heller developed alternate polyorthoesters
at SRI International (Palo Alto, CA). The second gen-
eration polyorthoesters were prepared by the addition
of a diol with the cyclic diketene acetal, 3,9-diethyli-
dene-2,4,8,10-tetraoxaspiro [5.5] undecane (DETOU)
(Table 5). When prepared with varying ratios of these
two diols (i.e., HD and CHDM), polyorthoesters pos-
sessing a wide range of mechanical properties could be
obtained. Increasing the HD composition from 0 to
100% lowered the polymer Tg from over 100�C to
about 20�C accordingly.[57] In addition, the Tg of
DETOU polyorthoesters can be further reduced by
synthesis using linear diols of successively longer alkyl
chain length. Increasing the alkyl length from n ¼ 6 to
n ¼ 12 lowers Tg from 20 to 0�C.[59] The reduction in
glass transition temperatures of these polymers reflects
the increased chain flexibility of the diol component.

DETOU polyorthoesters, because of the hydro-
phobic nature of the monomers are found to degrade
relatively slowly in vitro with only 15% weight loss
after about 150 days and 60% weight loss after 325
days. These polymers are also shown to hydrate slowly
(i.e., adsorbing about 0.3–0.75 wt% of water). While
degradation of the DETOU polyorthoester is also
acid-catalyzed, the degradation products do not gener-
ate any acidic species. Heller suggested that a faster
polymer degradation could be achieved by the addition
of acidic excipients into thepolymer matrix. When
1 wt% suberic acid was added to a DETOU poly-
orthoester polymer prepared with 1,6-hexanediol, a
complete release of naltrexone pamoate was achieved
in vitro in 30 days.[57] Conversely, the polymer can be
stabilized against hydrolysis by the addition of a base
such as magnesium hydroxide.

One potential limitation to the use of blended
excipients to regulate polymer degradation rates is the
likelihood that the excipient could diffuse out of the
device before polymer degradation has terminated. For
acidic additives, this would cause polymer erosion to
slow down significantly, meaning that polymer residues
would remain in the implanted tissue site for a long time.
To avoid this possibility, novel approaches have been
developed to retain acidic species within the polymer.
For example, hydrolytically labile ester bonds have been
incorporated into the polymer network. Degradation of
these groups produced acidic species that remained
covalently attached to that polymer system over time.

Reaction of a triol such as 1,2,6-hexanetriol with a
DETOU prepolymer permits the formation of a cross-
linked network. Rod-shape polymer systems (2.4 mm in
diameter) were fabricated containing 30 wt% levonor-
gestrel and 7 wt% micronized Mg(OH)2 as a stabilizer.
These devices contained 1 wt% 9,10-dihydroxystearic
acid to modify polymer erosion rate. SEM photo-
micrographs of the rods show evidence of surface
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Fig. 5 Degradation profiles (percent weight loss) of com-
pression-molded poly[bis(p-carboxyphenoxy) propane anhy-

dride] (PCPP) containing varying ratios of sebacic acid (SA).
The copolymers were incubated in 0.1 M pH 7.4 phosphate
buffer at 37�C. (From Ref.[47].)
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erosion following implantation for up to 16 weeks.
A degradation zone is observed to move progressively
toward the center of the rod while, at the same time,
erosion causes this region to become increasingly more
porous as the polymer continues to degrade.[56]

Heller and colleagues at Advanced Polymer Systems
(Redwood City, CA) continue to develop additional
polyorthoesters with a variety of physical properties
and potential applications.[60,61] Generally speaking,
polyorthoesters do possess the potential to exhibit
surface-eroding behavior. However, several issues that
may limit the commercial application of this class of
polymers are still present. One issue is that synthesis
of these polymers involves complicated monomers
and polymerization chemistry. The second issue is, to
date, the toxicology and biocompatibility of these
polymers and their degradation products have not
yet been fully characterized. Finally, the requirement
for pH-regulating additives such as acids and bases

can be undesirable in applications where the drug
stability is affected.

Phosphorus-Containing Polymers

There are two common classes of phosphorus-containing
polymers, the phosphazenes (Table 7) and phosphoesters
(Table 8). In both cases, polymers possessing a range of
chemical, physical, and mechanical properties can be
synthesized through simple changes in monomer side-
chain substitution. Polyphosphazenes contain alter-
nating phosphorus-nitrogen double and single bonds
and are synthesized by reaction of poly(dichloropho-
sphazene) with organic nucleophiles such as alkoxides,
aryloxides, or amines.[62,63] Polymer prodrugs have been
prepared in which the drug entity is covalently attached
to the polyphosphazene. Examples of these systems
include the drugs procaine, benzocaine, and heparin.

Table 6 Common polyorthoester structures

Polyorthoester linkage

Polyorthoester I, with:

O O

n

n

O-R2

CHR1

O O

O

Polyorthoester II (synthetic scheme)

R1

R1 = 1,6-hexanediol, HD: CH2
6

R1 = cis/trans-cyclohexyl dimethanol, CHDM:

CH2 CH2

O

O
+

diol

HO OH

DETOU

O

O

R1

n

O

O O

O

OO R1
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More typically, however, side-chain substituents are
selected in order to vary polymer hydrophobicity as well
as the hydrolytic stability of the phosphazene bond.
Copolymers containing varying ratios of imidazole
and methylphenoxy side-chains have been prepared
(Table 7).[62] Increasing the imidazole content of these
polymers increases the reactivity toward hydrolysis of
the phosphazene linkages. After 600 hours in phosphate
buffer, a polyphosphazene containing 20% imidazole
lost only 4% weight due to degradation, whereas another
polymer containing 45% imidazole lost over 30% weight.
The suitability of these polymers as drug delivery plat-
forms was evaluated using p-nitroaniline, progesterone,
and bovine serum albumin as model drugs.[62]

Polyphosphazenes have also been prepared using
modified amino acid ester side-chain substituents[63]

(Table 7). Studies show that the polymer containing
the smallest hydrophobic side-chain constituent,
glycine ethyl ester, exhibited the most rapid degrada-
tion. This was attributed to the lower steric hindrance
that the small side-chain group could provide in

protecting the phosphazene bond from hydrolytic
attack. Cast films of this polymer were degraded in
vitro by 40% (as determined by percent mass loss) after
1200 hours (50 days), whereas polymers containing
longer amino acid side-chain constituents such as ala-
nine ethyl and benzylalanine ethyl esters lost only
10–15% weight during the same time interval. Substitu-
tion at the a-carbon of the amino acid side-chain,
therefore, seemed to provide a greater influence on
the rate of polymer hydrolysis than the overall hydro-
phobicity of the ester substituent. Characterization of
polymer degradation products indicated that these
polymers degraded to phosphates, glycine or alanine,
ethanol or benzyl alcohol,and ammonia. Drug release,
as was demonstrated using ethacrynic acid and the azo
dye Biebrich Scarlet, followed the same trends as did
polymer degradation whereby the fastest release rates
were exhibited by theglycine ethyl ester polymer. Poly-
phosphazenes have been studied for the delivery of
proteins,[64] naproxen[65,66] and colchicine,[67] as well
as in periodontal treatments.[68]

Table 7 Common phosphorus-containing polymers—polyphosphazenes

R1

R1 and R2 side-chain substituents:

R2

CH3

NH C OCH2 CH2 CH3

O

N
N

O

N

Polyphosphazene linkage

Methoxyphenoxy

Imidazole

Ethyl glycine

Ethyl alanine

Ethyl benzylalanine

n

P

NH C OCH CH2 CH3

CH3 O

NH C OCH CH2

CH3 O
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The class of phosphoester-based polymers includes
polyphosphates, polyphosphonates, and polypho-
sphites (Table 8). A series of phosphoesters based on
bisphenol A (BPA) have been prepared and evaluated
in drug delivery applications.[69,70] Polymerization was
carried out by interfacial polycondensation reaction of

the diol (BPA) with a phosphodichloridate. Selection
of either an alkyl- or alkoxide-substituted dichloridate
resulted in the synthesis of either the phosphonate
or phosphate polymer, respectively. High-molecular-
weight polymers (Mw between 20–40 kDa) with Tg of
103–115�C were synthesized. The uptake of water

Table 8 Common phosphorus-containing polymers—polyphosphoesters

R1O

Polyphosphate linkage

Polyphosphonate linkage

Polyphosphite linkage

Bisphenol A (BPA) polyphosphoesters

BPA-EP, poly(ethyl phosphonic acid-BPA)

BPA-EOP, poly(ethyl phosphate acid-BPA)

BPA-PP, poly(phenyl phosphonic acid-BPA)

BPA-POP, poly(phenyl phosphate acid-BPA)

n

O P

O

O

R2-O

R1O

n

O P

R2

O

R1

R1   =

R1   =

R1   =

R1   =

O

n

O P

R2

O OC

n

CH3

CH3

P

O

R1

O

CH2 CH3

CH2O CH3
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and swelling of these polymers, both in vitro and
in vivo, increased with the increasing relative hydro-
philicity of the phosphate substituent. The aliphatic
polyphosphate BPA-EOP exhibited the greatest water
uptake and swelling during degradation, whereas the
aromatic polyphosphonate BPA-PP exhibited the least.
Degradation rates increased with polymer hydrophili-
city. For example, the percentage weight loss in BPA-
EOP and BPA-PP samples was 35 and 10%, respectively,
following implantation in rabbits for 30 weeks.

Other diols have been used to prepare polyphos-
phoesters including1,4-bis(hydroxyethyl)-terephthalate
(BHET) and trans-cyclohexane dimethanol (T-CHDM).
The synthesis and characterization of various polypho-
sphoesters have recently been reviewed.[71] Of particular
interest is a polyphosphoester prepared by polycondensa-
tion of an oligomeric polyester diol with ethylphosphodi-
chloridate (EOP). In this case, the diol pre-polymer was
synthesized using ethylene glycol or 1,2-propylene glycol
to initiate the ring-opening condensation reaction of a
cyclic lactide. This polymerization was carried out in
order to prepare a low-molecular-weight oligomeric
polyester diol that was then polymerized with EOP. The
product, actually a poly(lactide-co-phosphate), exhibited
faster degradation as the phosphate content increased.
This polymer is currently being investigated by Guilford
Pharmaceuticals (Baltimore, MD) for delivery of the
chemotherapeutic agent paclitaxel.[72]

NEW DIRECTIONS

A wide variety of approaches are continuously being
pursued in the quest for improved biodegradable drug
delivery systems. New and modified polymer chemis-
tries that offer distinctive degradation and drug
delivery attributes are being identified and evaluated.
At the same time, innovative engineering and manufac-
turing methods are under development to fabricate
devices and physical platforms having novel three-
dimensional structural attributes. In certain instances,
these products make it possible to treat entirely new
therapeutic applications using biodegradable devices.
One approach is through the preparation of bio-
degradable crosslinked polymer networks. When cross-
linking is carried out using hydrophilic polymers,
hydrogels that absorb a significant amount of water
(for example, greater than 10 wt%) can be produced.
Crosslinking can generally be achieved via three differ-
ent means: by formation of covalent bonds, by ionic
interactions, and by formation of highly entangled
chain networks. Degradation of crosslinked polymer
networks can take place by either breaking the cross-
links or the polymer backbone bonds, or by slow
disentanglement and dissolution of the polymer net-
work. The highly swollen, three-dimensional structure

of hydrogels has been an attractive feature to researchers
in developing delivery systems for macromolecular
drugs. A number of polymers derived from naturally-
occurring constituents including alginate,[73] dextran,[74]

collagen,[75] gelatin,[76] and albumin[77] have been
employed to prepare hydrogels. Alternatively, proven
biocompatible polymers such as PLA and PLG[78] and
poly(g-benzyl-L-glutamic acid)[79] have also been used
to prepare crosslinked, synthetic hydrogels. In addition,
a variety of biodegradable hydrogels based on other
types of constituents have also been synthesized.[80]

New approaches have been taken to design and
engineer novel biodegradable drug delivery platforms.
Highly porous polymer platforms with controlled pore
density and size have recently been synthesized by the
formation of either sponge-like or entangled fibrous
matrices.[81,82] These systems are currently being
investigated as extracellular matrices for cell therapy.
Matrices loaded with viable cells capable of releasing
bioactive agents are being investigated as implantable
artificial organs. In certain studies, hepatocytes incor-
porated into PLA matrices were shown to remain
viable for 14 days. In other studies, transplanted hepa-
tocytes were shown to be capable of forming new liver-
like tissue.[83] Another example is the artificial pancreas
in which the islet cells were incorporated into fibrous
PGA matrices for the glucose-responsive release of
insulin.[84] Other polymers, such as polyphosphazene,
have also been investigated for cell therapy,[85] while
alginate hydrogels have been explored for islet trans-
plantation.[86] The implantation of biodegradable
polymer platforms seeded with osteoblast cells[87] or
incorporated with bone-derived growth factors[88] have
been studied for induction of skeletal tissue growth.
The growing applications of biodegradable polymer
scaffolds in cell therapy and tissue engineering have
been recently reviewed in several articles.[81,83,89,90]

CONCLUSIONS

This is an exciting time for the development of bio-
degradable drug delivery platforms. The sustained
delivery of drugs to the body has, practically speaking,
become a reality as numerous products have passed
regulatory review and proven to be commercially suc-
cessful. New polymers continue to be developed while,
at the same time, new therapeutic applications are
being increasingly recognized.
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INTRODUCTION

Biomedical drug analysis has been important for many
years and has become the cornerstone for the devel-
opment and formulation of new chemical entities.[1]

However, escalating interest, most recently as a com-
ponent of patient care, has launched drug assay to the
forefront of applied analytical chemistry.[2–6] The topic
covered herein is the accurate assessment of the concen-
tration of a known drug, or of a particular metabolite of
a known drug, in biological material such as blood or
urine or tissue fluid. These techniques have also become
critical in the new areas of forensic and clinical toxicol-
ogy.[7] The strategy is inextricably linked to knowledge
of the metabolism and pharmacokinetics of the drug in
question,[8–13] because knowledge of metabolism governs
the techniques used to ensure specificity and selectivity.
The pharmacokinetic properties of the governed drug,
in turn, determine the detection limits that are required.

Drugs and their metabolites are found in complex bio-
logic matrices such as blood, urine, saliva, cerebrospinal
fluid (CSF) and solid tissues. In many cases, the concen-
trations to be measured are in the microgram to nano-
gram or picogram levels. These matrices normally
contain large amounts of endogenous compounds. Such
compounds can interfere in the chemical and physical
analytical methods used to detect and determine the
materials of pharmacological interest. Consequently,
unless some ultraspecific method of analysis is available
for the substance of interest, physical separation of that
substance from other interfering substances is usually
necessary before quantitative determination can be
achieved. To this end, most drug analyses must involve
a separation step and a detection step. The separation
step removes the drug from the biologic matrix. This
separation can employ columns, solid phase extraction,
solvent extraction, or a simple deproteination of plasma
with a liquid chromatography solvent such as acetonitrile.

In more recent years, supercritical fluid extraction has
been found to be useful for the extraction of low to
moderately polar compounds. The requirements in
any particular case depend on the characteristics of
the matrix, the drug, and the drug metabolites. The
concentration range of the drug is also obviously
important, as it will determine the methods selected
for the separation and analytical procedures.

CHEMICAL BASIS FOR DRUG AND
METABOLITE EXTRACTION

Many drugs are more lipophilic than the constituents
of the matrices in which the compound needs to be
separated from in the analyte of interest. This is the
basis of Brodie’s principle, which uses the least polar
solvent that adequately extracts the drug from the
biologic matrix.[2] However, in contrast, most drug
metabolites are more polar than their precursors, so
that simple differential solvent extraction systems can
be used to separate drugs and their metabolites. For
example, nitroglycerin can be quantitatively removed
from plasma by extraction into heptane, hexane, or
pentane. However, its metabolites, glycerol-dinitrate
and glycerol-mononitrate, are not extractable into
these solvents.

Sometimes drugs and their metabolites are extracta-
ble into the same solvents. For example, chlorpromazine,
demonomethylchlorpromazine, dedimethylchlorproma-
zine, and chlorpromazine sulfoxide are extractable into
heptane.[11] However, adjustment of the pH of the
aqueous medium to various values between 4 and 11
permits selective extraction of one or another of the
compounds. An example of the application of this prin-
ciple is that chlorpromazine analysis utilizes a pH 4.6
backwash, which leaves most of the chlorpromazine in
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the heptane and all of the metabolites in the aqueous
medium and permits a specific chlorpromazine assay
(Fig. 1).

An important step forward in drug detection
analysis utilizes techniques as the Bratton–Marshall
approach in the sulfadimidine assay. This drug is con-
verted to an azo dye in the Bratton–Marshall assay.
However, the acetyl metabolite, if it is to be assayed,
requires hydrolysis back to sulfadimidine and appli-
cation of a different assay calculation. Unfortunately,
the necessary hydrolysis conditions cause some decom-
position of the unmetabolized drug, which leads to
analytical errors.[12] These errors, however, can be
overcome with liquid chromatography approaches.

While analytical derivatizations are an effective
way for extracting compounds, these often require
additional steps in the analytical procedure and can
introduce side products that may interfere with the
analysis. Solid phase extraction has provided an alter-
native method to this process. The advantage of solid
phase extraction is that the reagents, derivatives, and
side products are maintained on the solid phase. As
needed, these derivatives and side products can be
selectively eluted after the desired derivative has been
formed on the column. In addition, this method can
eliminate potential problems associated with emulsion
formulation that may occur with liquid–liquid extrac-
tion of compounds from the biological matrix. Finally,
solid phase extraction is easily amenable to automation
with other analytical detection methods such as gas
and liquid chromatography. The phases used in solid
phase extraction are the standard ones employed in
other extraction methods.[14]

Supercritical fluid extraction is an alternative method
for the extraction of low to moderately polar com-
pounds. This method involves the use of super- and sub-
critical carbon dioxide for the extraction of compounds
from various matrices. An advantage of this method is
that it reduces the number of hazardous or expensive
chemical solvents during the extraction procedures. In
recent studies,[15] supercritical fluids have been suggested
to be a powerful alternative to other extraction methods.
The use of supercritical fluid extraction for isolating
drugs from various dosage forms and biological matrixes
has been reported for fluconazole, benzodiazepines,
acylovir, and morphine. The use of superfluid extraction
can result in reduced sample handling, protection from
conditions that can cause degradation, such as light, heat
or oxygen, high loadability of samples, ability to conduct
trace analysis, and a greater assurance against undesired
chemical reactions during the extraction procedure.
While carbon dioxide is the most commonly used agent
for supercritical fluid extraction, its non-polar character-
istics may limit its usefulness. To offset this limitation,
polar organic solvents have been added to aid in the
extraction efficiencies. There are several considerations
that must be taken into consideration when using super-
critical fluid extraction methods. While the solubility of
the analyte in the supercritical fluid is important, it does
not always ensure extractability. It is important to
consider the location of the analyte in the matrix, as
the interaction of the analyte with the active sites of
the matrix must be disrupted for extractability. As such,
this might require a longer extraction time, higher
extraction pressure, higher extraction temperature, and
a higher concentration of a modifier. Recovery is best
assessed in terms of the recovery from native samples
rather than from spiked samples.

During the last 25 years, gas chromatography and,
even more so, liquid chromatography and liquid chro-
matography–mass spectrometry have become selective
detection steps of choice, such that non-specific extrac-
tions are satisfactory, with specificity introduced by the
chromatographic column and quantitative detection
achieved with the chromatography detector. There is
now a vast literature on chromatographic drug assays,
with a seemingly endless supply of separation data.
Many separations involve derivatization steps follow-
ing conventional chromatography work-up principles.

In the last 10 years, developments in biomedical drug
analysis have mostly involved gas or high-pressure liquid
chromatography, the latter using ultraviolet (UV) or
visible light absorption or emission, or electrochemical
oxidation or reduction as a means of detection or immu-
noanalysis. The introduction of liquid chromatography–
mass spectrometry is quickly becoming the gold
standard method due to the fact that these methods
are specific, sensitive, precise, and fast. These approaches
probably account for more than 90% of methods
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Fig. 1 Dependence of extraction of chlorpromazine and

three of its model metabolites into heptane containing 1.5%
isoamyl alcohol on pH. The graph shows the percentage
remaining in the aqueous solutions when equilibrated with
equal volumes of the solvent mixture. (From Ref.[11].)
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currently in use. Both chromatographic and immunoas-
say approaches have their advantages and disadvan-
tages. For example, chromatography prior to detection
can be time-consuming. Immunoanalysis that relies on
high specificity of mammalian antibodies for specific
molecules for which they are tailored often obviates
the need for separation steps.

CHROMATOGRAPHY

Chromatography is characterized by a mobile phase
that moves through an open bed or a column with a
stationary phase. The components of mixtures brought
into the chromatographic system are separated because
of their different relative affinities for the mobile and
stationary phases. Solutes with a low affinity migrate
with greater velocity through the system (column or
bed) than components with a high affinity for the sta-
tionary phase. The migration rates depend on the
structures of the solute molecules, the compositions
of the stationary and mobile phases, and environmen-
tal factors, such as the temperature.

Chromatographic systems can be classified accord-
ing to whether the mobile phase is a gas or a liquid,
hence the distinction between gas chromatography
(GC) and liquid chromatography (LC). The stationary
phase can be a liquid or a solid. Frequently applied
systems are gas–liquid chromatography (GLC),
liquid–liquid chromatography (LLC), and liquid–solid
chromatography (LSC). In paper chromatography
(PC), paper is used as a support for the (liquid) station-
ary phase. In thin-layer chromatography (TLC), an
adsorbent layer, such as silica gel, is fixed to a suitable,
inert plate, such as glass; the adsorbent can function
either as the stationary phase or as a support for a
liquid stationary phase. In column chromatography
(CC) the system is closed—the stationary phase is
contained in a glass or metal column through which
the mobile phase moves.

The great success of chromatography is due largely
to the development of chromatographic systems with a
very high degree of separation power and extremely
sensitive detectors.

Gas–Liquid Chromatography (GLC)

GLC is a separation process used for analysis of vola-
tile substances and some non-volatile substances that
can be made volatile by chemical derivatization. His-
torically, it was the first chromatographic method
applied to trace analysis in biologic matrices. The sam-
ple to be analyzed is volatilized by flash evaporation
and moved, in a relatively inert carrier gas, along a
column that contains a liquid stationary phase coated

onto an inert, solid support. Due to the variety of dif-
ferential affinities, the various analytes in the sample
have for the mobile and stationary phases, separation
occurs and some components are eluted from the col-
umn before others. Each analyte is detected as it
emerges from the column by a detector that operates
as a transducer.

Only in relatively few instances can a biologic
sample be injected directly into a gas chromatograph.
Ordinarily, some preliminary purification must be
accomplished. Depending on the compound to be
analyzed, the purification procedure may be simple
or rigorous. Analysis of steroids requires multiple
extractions with solvents, but some methods for the
determination of blood alcohol allow direct injection
of whole blood into the gas chromatograph. The sam-
ple preparation depends on the number of compounds
in the unknown, their concentrations, the presence of
interfering substances, and the column material used.

After purification, this sample may require further
manipulation before injection into the gas chromato-
graph. Some substances in a family of compounds
are so similar that they cannot be well separated from
one another unless they are first converted into deriva-
tives such as silyl ethers. By converting the compounds
into ethers, the molecules are made larger and are more
readily separated from one another.

A suitable solvent must be used for sample injection.
The solvent most frequently used in GC are acetone,
alcohol, choloroform, hexane, and other volatile organic
solvents. Aqueous solutions are very rarely used in gas
chromatographic analysis.

The sample (about 1–15 m) is injected from a micro-
syringe into the gas chromatograph through an injec-
tion port sealed with a rubber septum. The injection
port is surrounded by a metal block that is heated by
an independent heating unit to a temperature consider-
ably higher than that of the column. The temperature
of the injection block is determined by the boiling
point of the least volatile compound in the mixture,
usually about 50–100�C above the column tempera-
ture. The evaporated sample is moved through the col-
umn by an inert carrier gas, such as argon or nitrogen.
The speed with which the main mass of the injected
sample moves along the column depends upon the
pressure of the gas flow and the temperature of the col-
umn. The column temperature is maintained by an
enclosure in an oven that operates independently of
the heating element for the injection port and the oven
used to heat the detector chamber.

The time required for an individual component to
emerge from the column is referred to as that
compound’s retention time under the conditions of
temperature and pressure stated. Each compound has
its own characteristic retention time, forming the basis
for gas chromatographic separation. The separation of
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the various components is governed by the partition
coefficient between the gas phase in which the sample
travels and the liquid phase, which is the column coating.

Columns may be constructed of packed metal or glass,
or of empty or coated glass or nylon capillaries. Metal and
glass columns may be straight, coiled, or U-shaped, range
in length from 1 to 6 m long, and have a bore of about
0.5 cm. Capillary columns are usually of very narrow bore
(0.1 cm) and about 25 m in length. The longer the column,
the more efficient, in general, is the separation.

Column packing consists of two essential ingredi-
ents—the inert supporting phase and the stationary
liquid phase. The solid supporting phase is usually an
insert material of uniform particle size. Diatomaceous
earth is a frequently used solid support, although celite,
firebrick, and glass beads are also used. The particle
size is important in achieving the maximum separation
or efficiency. However, smaller particles inhibit the
flow rate of gas due to the increased resistance of the
denser medium.

The liquid phase of the column packing is actually
responsible for separating the various components of
the mixture. The principal characteristics of the com-
pounds to be considered are polarity and volatility.
The liquid column coating should be non-volatile
and thermostable. Its boiling point should be approxi-
mately 250–300�C higher than the optimum tempera-
ture at which the analysis will be conducted, and it
should have low viscosity. High-viscosity liquids
decrease column efficiency. The melting point should
ensure that the coating becomes liquid at the optimum
temperature of analysis.

Non-polar column coatings include silicone oil,
hydrocarbons, and esters of high molecular weight
alcohols, and dibasic acids. Polyethylene glycols,
polyesters, ethers, carbohydrate esters, and derivatives
of ethylenediamine are widely used polar liquid phases.

Column-packing material may be purchased
already prepared. In fact, columns can be purchased
already packed with the desired inert and liquid phases
ready for insertion into the chromatograph.

As each component in the mixture is eluted from the
column, it is detected by one of several detecting
devices. The signal recognized by the detector is con-
verted into electrical energy in the electrometer. This
small signal is amplified and made to drive a pen on
the recorder, where it is registered as a peak.

The recorder tracing gives two different kinds of
information: 1) identification of a compound by its
retention time (time it takes for the peak to appear
after injection of the sample) and 2) quantitation of
the compound by comparison of the area under the
unknown peak with the area under a standard peak
corresponding toa sample of the same analyte of
known concentration.

The function of the detector is to identify and quan-
titate the various components that have been separated
by the column and that are carried through the detec-
tor by the carrier gas. Although many different types
of detectors are used in GC, only a few are used in bio-
medical applications. All of these produce a very small
electrical current that varies in proportion to the quan-
tity of the compound in the effluent carrier gas. This
small electrical current is then amplified by the electro-
meter to a level sufficient to drive the recorder pen.
Because very small amounts of solute (in the range of
10�10 mol) are present in biologic analysis, the detec-
tors used must be extremely sensitive and stable.

The thermal conductivity detector responds to all
types of compounds and has a sensitivity of approxi-
mately 10�8 mol solute. However, it is sensitive to tem-
perature changes as well as to changes in the flow rate
of the carrier gas. In this detector, a thin filament of
wire is placed at the end of the column and is heated
by passing an electrical current through it. When the
effluent gas passes over the wire, a temperature change
occurs, which changes the resistance in the wire. When
the carrier gas contains various components of the
sample, a greater temperature change is caused than
with the carrier gas alone, and a greater change in
resistance in the wire and a greater change in the flow
of current through the wire are produced. In actual
practice, two detectors are used. One detector is the
reference cell through which only carrier gas passes,
and the other is the cell through which the carrier gas
plus the vaporized sample components pass. These two
detectors are placed in a balanced electrical circuit that
is adjusted by various resistors with only carrier gas
flowing through both detectors so that no flow of electri-
city occurs. When solute is in the carrier gas passing
through one detector, there is a change in resistance
and current flows through the electrometer. The ampli-
fied signal is then recorded as a peak on the chart.

Organic compounds ionize when burned in a hydro-
gen air flame. If two electrodes at a potential difference
of approximately 150 V are inserted into this flame, dif-
ferences in conductivity of the flame can be measured
as the solutes elute from the column and are burned.
This isthe principle on which the flame ionization
detector is based. In the usual flame detector, the col-
umn effluent ismixed with hydrogen. This mixture is
fed into the flame jet of the detector. The jet is a
thin-walled stainless steel tube that also acts as one
electrode. The other electrode is a fine platinum wire
held above the jet. The response of this detector is
practically instantaneous. It is not affected as much
as the thermal conductivity detector is by changes in
temperature and carrier gas flow rate. It is very sensi-
tive and can detect approximately 10�10–10�15 mol
solute.
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In the argon ionization detector, argon is used as the
carrier gas. Atoms of argon are ionized by b particles
from a radioactive source as they enter the detector.
The ionized argon atoms collide with solute organic
molecules, where upon secondary electrons are pro-
duced, giving rise to a current proportional to the
concentration of solute in the carrier gas. The current
is amplified and recorded in the usual way. The second-
ary electrons also generate more argon ions to replace
those deactivated in the collisions with solute molecules.
This type of detector is relatively unaffected by
variations in temperature and carrier gas flow rate. Its
sensitivity is approximately the same as that of the
hydrogen flame detector (i.e., 10�10–10�15 mol solute).

The electron capture detector has a source of low-
energy ionizing radiation. The electrons that strike
the solute molecules have just enough energy to pene-
trate the electrical field of the molecule and be cap-
tured, but not enough energy to break the molecule
into ions. The original electrical signal is decreased
by electron capture. Compounds that contain halogen
atoms and certain polar functional groups are most
easily detected by electron capture. If the compounds
to be analyzed do not contain halogen atoms, they
must be halogenated prior to chromatography. The
detector is more sensitive to temperature fluctuations
than the argon ionization detector, but is relatively
insensitive to changes in carrier gas flow rate. This
detector is extremely sensitive and can detect 10�15–
10�20 mol solute.

Occasionally, as in the case of extremely complex
biologic samples, GC alone does not provide sufficient
specificity or sensitivity for desired analysis. In these
cases, using the ultimate detector, the mass spectro-
meter (MS) may be advantageous. In GC–MS, the
effluent gas from the chromatograph is fed directly
into the vacuum chamber of the mass spectrometer,
where the separated solutes it contains are ionized
either by impact with a beam of electrons that have
about 70 eV energy or by collision with ionized atoms
or molecules of a reactant gas (chemical ionization),
which itself is ionized as a result of electron impact.
The ionized analyte molecules are accelerated by a
strong magnetic or electric field and after traveling
some distance over a curved path, are allowed to fall
on a photographic plate or are collected by an ioniza-
tion detector. The locations of darkened areas (analyte
ion impact regions) on a photographic plate depend
upon the ratio of ionic mass to charge (m/z) and, with
some knowledge of the natural abundances of isotopes
of the atoms that comprise the analyte molecules, can
be used to identify and quantitate the analytes. In some
cases, an ionization detector equipped with a time dis-
criminator can be used to distinguish between the arri-
val times of the ions of various mass-to-charge ratios
(time-of-flight MS) and thereby identify the various

species. Current GC–MS occupies a position of great
importance in pharmacological research laboratories
as it makes possible the identification and structure
determination of metabolites that are present in quan-
tities too small to be detected by other means.

The application of the combined GC–MS approach
is illustrated by trifluoperazine data (Fig. 2).[11] Plasma
of treated patients contains trifluoperazine itself. In the
assay method, a trace (less than 1% of total) of radio-
labeled trifluoperazine is added to the sample. Also
added is an excess of a deuterated version of trifluo-
perazine. The deuterated version acts as both ‘‘cold
carrier’’ (ensuring adequate extraction of trifluopera-
zine) and as the mass spectrometer internal standard.
The radio-labeled trifluoperazine is used to evaluate
extraction. The mass spectometer monitors at one or
more of the m/z values for both ‘‘cold’’ original tri-
fluoperazine and deuterated trifluoperazine (generally
407 and 410, the parent ion m/z values). Quantitation
is by standard MS ratio techniques.

HIGH-PERFORMANCE LIQUID
CHROMATOGRAPHY (HPLC)

Notwithstanding the great analytical successes brought
about by GLC, the method does have serious limita-
tions. In particular, the necessity of application to
volatilized, thermally stable compounds is very
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Fig. 2 GC–MS analysis of trifluoperazine. The diagram

shows traces at mass to charge ratios (m/e) of 407 and 410,
at various attenuation settings (�5, �10, �20, and �50) for
blank plasma, blank plasma with trifluoperazine added,

and plasma of a treated patient. The method detects ‘‘endo-
genous’’ trifluoperazine (m/e 407) and deuterated trifluoper-
azine internal standard. (Reproduced from the Journal of
Pharmacy and Pharmacology).
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restrictive, as a majority of pharmaceuticals and their
metabolites are charged species at intermediate pH
(aliphatic amines encompass more drugs than any
other chemical class). Large molecules, such as
peptides, are unstable in the injection port of the gas
chromatograph and are also difficult to analyze by
GLC. However, liquid–liquid partition chromatogra-
phy is amenable to the analysis of ionic and large mole-
cules as heating is not necessary. LLC, moreover, has
the advantage over GLC in that the chemical natures
of both the mobile and stationary liquid phases affect
separability and thus analytical selectivity, whereas in
GLC, only the stationary phase influences separation
chemically. In LLC, either the more or less polar liquid
phase may be used as the mobile phase. The latter is
called normal-phase chromatography and the former
reverse-phase chromatography.

The principal reason why LLC did not take prece-
dence over GLC in the early days of analytical chro-
matography was the time-consuming aspect of the
former due to slower mass transfer in the liquid phase.
Because transfer of solute molecules between mobile
and stationary phase occurs by diffusion, the much
higher viscosity of liquid relative to that of a gaseous
mobile phase results in diffusion rates about 105 times
slower in the liquid; that is, partition equilibrium in the
column is established very slowly. Additionally,
because separation efficiency increases with increasing
column length and the higher viscosity of a liquid
results in slower longitudinal movement than in the
case of a gas, increasing the efficiency of the separation
by using a longer column increases the time of analysis.

The only way to increase the rate of diffusion of
solutes is to raise the temperature substantially, but
this would lead to problems in thermally unstable ana-
lytes. The alternative is to reduce the distance through
which the molecules diffuse. Efficient separation then
requires the use of smaller particles for column pack-
ings. This apparently simple expedient has evolved into
a new practice of LC that is competitive with GLC in
speed and resolution of complex mixtures and applic-
able to many more materials than GLC.[16–19] Packing
materials comprised of particles as small as 5 mm are
currently available. Smaller particles are extremely
difficult to handle and give an almost impermeable
column. To solve this problem, solid glass beads of
30–50 mm in diameter can be coated with a layer of
porous material. These are called pellicular beads.
The porous layer may serve as a solid stationary phase
or be coated with a very thin layer of liquid stationary
phase with an extremely large surface area.

The thin film of stationary phase, if untreated, may
be rinsed away by mobile phase under the high
pressures used. One method of dealing with this is
chemically bonding the liquid phase to the solid sup-
port. Porous silica beads are esterified with various

alcohols that form the corresponding silicate esters.
These esterified, siliceous packings are not thermally
stable and are subject to hydrolysis and exchange with
lower alcohols. Another type of chemically bonded
packing utilizes silicone polymers, which are more
stable because of their 3D cross-linked structure. For
charged analytes, ion-exchange resins or celluloses
are often used as packing materials.

Columns packed with small particles require high
inlet pressures in order to give a reasonable flow rate.
Pressures of 30–300 atm are commonly employed in
the small columns used (2–3 mm in diameter) and flow
rates are typically 0.5–3 ml/min.

HPLC apparatus consists of a mobile-phase reser-
voir, a sample injection system, a column, a detector,
and a recorder. The operation of most of these compo-
nents is self-evident, and a schematic diagram of an
HPLC apparatus is shown in Fig. 3.

The smaller columns and faster flow rates place
rigid requirements on the detection system. Flow-
through detectors with low dead volumes and high
sensitivity are necessity. The dead volume within the
detector should be no more than a tenth of the analyte
peak volume. Because highly efficient LC columns can
give peak volumes of the order of the 50 ml, a detector
volume of about 5 ml is desirable.

For biomedical trace analysis, three types of detec-
tors are currently popular—the absorption photo-
metric detector, the fluorescence detector, and the
electrochemical detector. Although there are other
kinds of detectors, only these have the ability to detect
10�9–10�12 g of analyte, the kind of detectability
needed in biomedical analysis, especially where small
amounts of drugs are concerned.

The most widely used detectors, the absorption
photometric detectors, are those based on the absor-
bance of UV light. They are not universal in applica-
tion,[19] but a great many substances do absorb UV
radiation, including all substances having P-bonding
electrons and also those with unshared (non-bonded)
electrons, such as olefins, aromatics, and compounds
containing C¼O, C–S, -N¼O, and N¼N. In UV
detectors, the absorbance A is directly proportional

FM

FMFC
DPR

ACIP

oven

RC

Fig. 3 Block diagram of a high-performance liquid chroma-
tograph; R is the reservoir for the mobile phase, P the pump,

IP the sample injection part, AC the analytical column, RC
the reference column, D the detector, FC a fraction collector
(for preparative work), and FM mobile-phase, flow-rate
meters.
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to sample concentration and obeys Beer’s Law:
A ¼ mCl where m is the molar absorptivity, l is the cell
path length, and C is the sample concentration. UV
detectors are essentially non-destructive of the sample.
The short residence time of the sample in the detector
flow cells, a few seconds or less, minimizes damage to
compounds sensitive to UV light. Spectrophotometric
detector cells of two different types have been most
commonly used in commercial HPLC systems.[16] In
the Z-configuration type (Fig. 4), the mobile phase
moves halfway along one window of the cell, travels
the distance between the two windows in line with
the light beam, and goes out along the other window.
A split-stream or H-flow pattern (Fig. 5) is utilized in
the second type of flow cell to minimize noise and drift
due to possible flow fluctuations. The mobile phase
flows into the center of the optical path, is split, and
goes in opposite directions. At both ends of this optical
path, the mobile phase sweeps the cell windows and
is recombined in an upper bore. This cell has an
optical path with dimensions of about 1 mm in dia-
meter and 10 mm in length, with an internal volume
of about 10 ml.

Two types of photometers are used in HPLC—
the fixed-wavelength filter photometer and the
variable-wavelength spectrophotometer. These use a
low-pressure mercury arc lamp as a light source, a
transmission or interference filter to isolate a narrow
band of wavelengths of light with which to excite the
sample, and a photodiode to detect the light trans-
mitted through the sample.

Most commercial fixed-wavelength UV detectors
take advantage of the intense line source of 254-nm
radiation in the low-pressure mercury arc lamp. The
high intensity of the radiation provides excellent detect-
ability for the small-aperture microvolume flow cells
required in HPLC. Concentration of most of the radia-
tion in a narrow-wavelength band places less demand
on optical filters and enhances the linear range of the
detector.

The 254 nm wavelength has a wide range of applica-
tions. Biologically important compounds, such as

L

M

M

Fig. 4 Schematic diagram of the Z cell: the Z-cell-M is the
path of the mobile phase, and L is the optical path through
the quartz window and the sample in the mobile phase.

M

M

L

Fig. 5 Schematic diagram of the H cell: M is the path of the
mobile phase and L is the optical path.
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aromatic amino acids, proteins, enzymes, and nucleic
acid constituents, absorb strongly at 254 nm. Due to
its inherently high sensitivity and the broadness of
most UV absorption bands, the 254 nm detector is use-
ful for many compounds whose maximum absorption
is not at 254 nm. Nevertheless, UV detectors that offer
detection at either 254 or 280 nm or at both wave-
lengths are also available. The 280 nm detectors
employ a phosphor screen to convert 254 nm mercury
arc radiation to 280 nm and generally sacrifice some
linear dynamic range due to the relatively large band-
width of the phosphor emission.

In recent years, advances in pump and column tech-
nology greatly expanded the usefulness of HPLC. As
chromatographers applied HPLC to increasingly com-
plex separations, the need arose for an absorbance
detector with selectable UV wavelengths to optimize
sample response and discriminate against interferences
and also with sub-254 nm detection capability to allow
detection of compounds such as carbohydrates and
fatty acids. This need led to the development of the
more sophisticated variable-wavelength UV detector.
These detectors use a continuum source, such as a
deuterium lamp (190- to 400 nm output), and a mono-
chromator to isolate the narrow-wavelength bands
desired. Usually, one can isolate a 2- to 16 nm band-
width centered about the nominal wavelength. The
deuterium lamp-monochromator-photomultiplier tube
(or diode array) system is more expensive than the
mercury lamp-filter–photodiode system of a fixed-
wavelength detector.

The emission of light by molecules in solution that
have been excited by the absorption of UV or visible
light is the basis of the fluorescence detector.[20]

The fluorimeter is a very sensitive and selective
detector that is applicable to many compounds, including
certain metabolites, amino acids, vitamins, and many
drugs excited by UV radiation. In addition, fluorescent
derivatives of many non-fluorescent substances, such as
steroids, can be prepared.[19] HPLC fluorescence
detectors are similar to normal fluorimeters. Most
fluorescence detectors are filter instruments, although
variable-wavelength grating fluorimeters have been
developed specifically for HPLC. Filters generally
pass light in a wider band than do the monochroma-
tors, and this frequently turns out to be an advantage
because the detector does not need to be specifically
tuned for each compound as it elutes. Furthermore,
the filter detector is much less expensive than the
variable-wavelength grating detector.

At excitation wavelengths and concentration ranges
where the simple absorbance fluorescence is linear with
concentration, the fluorimetric detector is susceptible
to the usual interferences that hinder fluorescence
measurements, mainly background fluorescence and
quenching.

In the operation of a fluorimeter, the light from a
UV source is filtered and focused on the cell. Fluores-
cence is emitted by the sample in all directions so that
the emitted light can be measured with the detector at
right angles to or (rarely) in line with the path of excit-
ing light (Fig. 6). The excitation wavelength is then
blocked by a filter, and the intensity of the emitted
energy is measured by a photocell. Almost all of the
non-halogen-containing solvents that are used with
the UV-absorbance detectors can be used with the
fluorescence detector. Halogenated solvents, such as
CH2Cl2 or CHCl3, should be used with care because
they tend to ‘‘quench’’ or diminish fluorescence. The
solvent has a strong effect on the intensity of fluores-
cence. For instance, quinoline is non-fluorescent in
hexane but fluorescent in ethanol.

Flow cells that can be used for both fluorescence
and absorption measurements have been designed.
Quantitation can be considerably improved by simul-
taneously monitoring the absorbance and fluorescence
signals. Such concurrent measurement extends the lin-
ear dynamic range for the fluorescent samples. At high
sample concentrations, where the absorbance at the
excitation wavelength is greater than 0.01, fluorescence
response becomes non-linear. At these higher concen-
trations, however, the light absorbance of the sample
is often measurable and linear with concentration.

M

D

S

F1

F2

L2

L1

Fig. 6 Schematic diagram of a fluorescence detector: S is the
source of exciting light. F1 and F2 are filters for the exciting
and emitted light, respectively; M is the position of the

mobile phase containing tube with respect to the excitation-
emission arrangement. The path of the mobile phase is per-
pendicular to the plane of the page. D is the detector, and

L1 and L2, are the paths of the fluorescent light detected
using the right angle and in-line geometries, respectively.
When the in-line arrangement is employed, F2 and D would
be colinear with S, F1, and L2.
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Fluorescence, however, is often detectable at concen-
trations up to 10�6 times lower than those where
absorbance is detectable. Native fluorescence is less
common than absorption of UVor visible light. In this
regard, fluorescence may be thought to bemore selec-
tive or less applicable in range than absorption,
depending on one’s point of view.

Electrochemical detectors are based upon the volta-
metric oxidation or reduction of separated analytes at
a micro- or thin-film electrode. A number of pharma-
cologically active compounds that are aldehydes,
ketones, or quinones (such as doxorubicin), or nitro
compounds (such as nitrofurantoin) are amenable to
reduction at a mercury or platinum electrode; elec-
tron-rich indole derivatives and catecholamines can
be oxidized at these electrodes. An important condition
that must be fulfilled for electrochemical detection to
be practicable is that the mobile phase must be capable
of conducting an electrical current. This makes electro-
chemical detection particularly useful in reversed-
phase liquid chromatography, where buffered water
mixed with one or more organic cosolvents is usually
the mobile phase.

The selectivity inherent to electrochemical detection
is derived from the differences between the oxidation
or reduction half-wave potentials exhibited by different
analytes. Even when two or more analytes have nearly
the same half-wave potentials, complexing agents or
alterations in mobile-phase composition can be used
to differentiate between analytes. In order to carry
out the electrochemical quantitation of an analyte,
the potential difference between the working micro-
electrode and the reference electrode is maintained at
a value that lies on the plateau of the oxidation or
reduction wave (voltamogram) of the analyte of inter-
est. The diffusion current thus measured, which is due
to the oxidation or reduction of the analyte, is propor-
tional to the area under the analyte peak eluted. In
order for absolute quantitation to be effected, the dif-
fusion current of a standard sample of the analyte must
also be measured for comparison with that of the
unknown sample.

Commercial electrochemical detectors whose cells
are directly connectable to the postcolumn efflux of
the HPLC apparatus are available from a number of
manufacturers. This method of detection is compar-
able in sensitivity to detection by absorption spectro-
scopy when the amperometric circuit is operated as a
DC pulse polarograph.

Liquid Chromatography–Mass Spectrometry

Liquid chromatography–mass spectrometry (LC–MS)
is quickly becoming a very common analytical method
due to its selectivity and sensitivity, and the increased

availability of bench top instruments at reasonable
costs for research groups.[7] Since the 1970s, there have
been numerous ways to remove the mobile phase in
order to ionize the analyte, including fast atom bom-
bardment, as well as particle beam, thermospray,
electrospray, and atmospheric-pressure chemical ioni-
zation. In recent years, the most common and universal
technique appears to be LC–MS that employs electro-
spray and atmospheric-pressure ionization techniques.
The advantage of electrospray is that it enables the
determination of compounds with large masses (e.g.,
peptides) or those that are very polar (e.g., quaternary
amines, phospholipids, etc.). The key is that these com-
pounds must be ionizable in solution. As such, the
mobile phase often includes a small quantity of a vola-
tile acid or base. It may be necessary to add this volatile
acid or base just prior to the electrospray detection pro-
cess. Atmospheric-pressure ionization techniques, in
contrast, are more suitable for compounds with lower
molecular mass and a moderate polarity.

IMMUNOASSAY

Immunoassay methods have become increasingly
important in the field of biomedical analysis.[21,22] Ana-
lyses of nanomolar and picomolar amounts of large
biopolymers present in biologic matrices, unassayable
by other techniques, have provided biochemists with
much essential information. Additionally, diagnostic
methodologies have evolved, with immunoassays
becoming centrally important in the analysis of drugs,
pesticides, hormones, and proteins. Their low cost and
adaptability to automation, coupled with their sensitiv-
ity and specificity, have made them competitive with
chromatographic methods in diagnostics.

Immunoanalytic methods are largely based upon
the competitive binding that occurs between a labeled
and unlabeled ligand for highly specific receptor sites
on antibodies. The analysis of this competitive binding,
effected by measuring some physical or chemical prop-
erty associated with the label, allows the construction
of a standard curve that represents a measured physi-
cal signal that is altered by changes in distribution of
bound labeled ligand as a function of the concentra-
tion of the unlabeled ligand. Unknown ligand (analyte)
concentrations are extracted from this calibration
curve.

Separation of the signal corresponding to either the
bound or free-labeled analyte from that of the total
labeled analyte population can be accomplished in
two ways. The first involves physical separation of
the protein (antibody) bound fraction from the free
fraction of labeled analyte. This can be accomplished
by a salting-out procedure, using a salt such as ammo-
nium sulfate or a polymer such as polyethylene
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glycol, to precipitate the excess and analyte-complexed
antibody, followed by centrifugation. Alternatively,
solid phase techniques are possible, in which drug or
antibody is attached to a solid surface (beads, tube
wall, dip sticks, etc.) and competition between reac-
tants in the liquid phase and the solid phase is followed
by their physical separation. These techniques are
known as heterogeneous immunoassays and are required
in radioimmunoassay, where the labels employed are
radioactive, usually either 125I or 3H, and there is no
way to distinguish, in situ, between the radioactivities
of the free and antibody-bound labeled material. Also,
the majority of immunoassay methods in which the label
is an enzyme, e.g., enzyme-linked immunosorbent assays
(ELISA), are heterogeneous. Homogeneous immunoas-
says make up the second category, in which physical
separation of bound from free labeled ligand is not
required. Signals that are different for the bound and
free-labeled ligands are obtained from the solution,
which contains all the participating analytic species.
The signal-producing species may be derived enzymati-
cally when the label is an enzyme whose substrate
turnover rate is reduced upon ligand–antibody associa-
tion, or the label can be a fluorophore. In this case, envir-
onmental effects imposed on specific label populations
can lead to signal modification.

Separation-free, homogeneous immunoassay proto-
cols offer several advantages in comparison to hetero-
geneous methods. Because no separation is involved,
the number of procedural steps is decreased, which
decreases the time required per assay. Additionally,
because the physical transfer step is avoided, potential
sample loss related to this step is eliminated. Drugs
with low molecular weights (amphetamines, digoxin)
are commonly measured by separation-free homoge-
neous immunoassay protocols.[23]

Most immunoassays currently employed in the bio-
medical field are either radioimmunoassays, enzyme
immunoassays, or luminescence immunoassays (includ-
ing fluorescence immunoassays [FIA] and chemilumin-
escence immunoassays). Although radioimmunoassay
is currently the most sensitive of these (10�12–10�15 M
concentrations are often detectable), due to the problems
inherent to dealing with radioactive materials, such as
licensing, radiation hazard, short shelf-life of expensive
radioisotopes, the expense of the counting equipment,
and the tedium associated with heterogeneous immu-
noassay, it has fallen, in popularity, behind the non-
isotopic methods of analysis.

In the enzyme-multiplied immunoassay techniques
(EMIT), the antigen or antibody is labeled with an
enzyme (e.g., iysozyme, alkaline phosphatase, horse-
radish peroxidase, or glucose-6-phosphate dehydro-
genase) instead of a radioisotope. For example, an
alkaline phosphatase-labeled drug can be made to
compete with an unlabeled drug for binding sites on

a drug-directed antibody. When the enzyme-labeled
drug is bound to the antibody, the enzyme loses its
activity (ability is bound to the antibody, the enzyme
loses its activity i.e., ability to hydrolyze phosphates).
However, the free enzyme-labeled drug retains its enzy-
matic activity. If a potentially absorbing or fluorescing
organic phosphate whose optical properties are altered
by the condition of esterification by phosphate is put
into the solution that contains enzyme-labeled drug,
drug-directed antibody, and unlabeled drug, only that
fraction of the labeled drug population not bound to
the antibody is capable of generating the absorption
of the fluorescence spectrum of the hydrolyzed phos-
phate. In turn, the amount of absorptiometrically or
fluorimetrically measured, hydrolyzed phosphate
depends upon the concentration of unlabeled drug
added to the test solution, as it is this concentration
that ultimately determines how much enzymic activity
is released to the solution. Commercial EMIT kits
based upon absorptiometric (colorimetric) estimation
of enzymatically oxidized NADH to quantitate a vari-
ety of drugs have been popular for several years. The
sensitivity is not especially high, with drug concentra-
tions down to about 0.5 mm being detectable. The mea-
surement of the light emitted by a fluorescent or
chemiluminescent enzyme substrate is capable of
extending the limits of detection of the analyte down
to 10�9–10�12 M.

FIA involves the measurement of the fluorescence
of a luminescent label (a fluorophore) that participates
at some level of a competitive immunochemical bind-
ing system, and whose spectral properties in most
homogeneous systems vary with differences in the con-
centrations of the analyte. Fluorescent labels are used
in homogeneous and heterogeneous immunoassay sys-
tems; they may be bound to antigens, antibodies, or
solid phases, or they may exist free in solution as
enzyme substrates. A fluorescent label to be used in
homogeneous immunoanalysis should fulfill several
requirements. Since the fluorescent signal must be mea-
sured in a serum matrix, the probe should have a high
fluorescence quantum yield, and the excitation and
emission maxima of the probe should occur at wave-
lengths longer than those of the serum. Excitation
and emission spectra of dilute serum occur at 280
and 340 nm, respectively. For a fluorescent label to
be useful in a serum solution, it must emit at 50 nm
or more to longer wavelengths or at wavelengths
greater than 400 nm.

To date, the most popular fluorescent labels for FIA
have been those derived from the long-wavelength,
strongly emitting xanthene dyes fluorescein isothiocya-
nate (FITC) and lissamine rhodamine B (RB200).[23]

The isothiocyanates or isocyanates of these fluorophores
can be used to label primary and secondary aliphatic
amines in aqueous solutions by simple procedures.
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Consequently, they can be used to label antibiotics or
alkylamine-substituted drug molecules. Even those drugs
that do not have indigeneous alkylamino groups can
often be labeled by introducing bridging groups (e.g.,
aminoethyl) that are amenable to coupling with the
isothiocyanate or isocyanate functions.

Heterogeneous FIAs can be carried out with the aid
of the same separation procedures used in radioimmu-
noassay. The more expedient homogeneous FIAs
usually require quenching, enhancement, or shifting
of the fluorescence ofthe label upon binding of the
labeled drug to its antibody. Occasionally, a second
antibody, directed at the antidrug antibody, is used in
a ‘‘double-antibody’’ method to precipitate the bound
labeled and unlabeled drug or to alter the optical
properties of the label in such a way as to make the
analysis more sensitive.[24,25]

Homogeneous FIAs often can be affected even
when there is no obvious change in the intensity or
spectral position of fluorescence of the label upon
binding to the antibody. If light-polarizing polymer
films are used to polarize the exciting light and analyze
the fluorescence of the sample excited by polarized
light, it will generally be observed that the amount of
fluorescence that reaches the detector is considerably
smaller in those samples where a greater amount of
antibody binding is extant, all other things being equal.
This is a result of the higher degree of polarized fluor-
escence emitted from the labels affixed to the slowly
rotating antibody. The polarized emission is more effi-
ciently attenuated by the analyzer-polarizing film than
by the unpolarized light emitted by the rapidly rotat-
ing, labeled drug molecules that are not bound to
macromolecules. This phenomenon forms the basis of
fluorescence polarization immunoassay. The decrease
in fluorescence measured with decreasing labeled drug
binding occurs as a result of increasing unlabeled drug
(analyte) concentration and can be used to construct a
calibration curve from which the concentrations of
unknown drug samples can be determined when their
polarized fluorescences are measured. Fluorescence
polarization immunoassay probably accounts for most
of the FIAs currently performed.

Chemiluminescence immunoassay,[25,26] a technique
that has rapidly gained popularity because its sensitiv-
ity is comparable to that of radioimmunoassay, is in a
sense a variation of FIA. In the 1930s, the first work on
chemiluminophores was published, but it was not until
the 1980s that chemiluminescence was first tried in
immunoassays. Due to the increased use of automated
immunoassay analyzers, chemiluminescence has
become one of the most common immunoassay detec-
tion methods used in the clinical laboratory setting.[27]

Chemiluminescence (also called bioluminescence when
it occurs in fireflies and some dinoflagellates, coelente-
rates, and fungi) is fluorescence. However, what is

usually thought of as fluorescence is light emission
caused by prior light absorption by the emitting mole-
cule. This is properly termed photofluorescence or
photoluminescence. Chemiluminescence occurs in the
oxidation products of some highly strained, highly
reduced molecules (e.g., peroxyoxalate esters and
amino-substituted cyclic hydrazides of phthalic acid).
The oxidation of the latter results in initial products
that possess such great quantities of thermal energy
from the reaction that they spontaneously (without
photoexcitation) become electronically excited and
subsequently fluoresce as a means of achieving the
state of lowest energy. The oxidations are frequently
catalyzed by metal ions and occur at appreciable rates
only when the precursors of the chemiluminescent
species (the labels) are freely diffusible in solution
(i.e., they will not generate light rapidly when bound
to antibodies or perhaps prior to release in an enzy-
matic reaction). In this sense, they are analogous to
many of the fluorescent labels. However, photofluores-
cence analysis entails the measurement of light emitted
by a fraction of an even smaller fraction of molecules
that absorb light for an instant. In chemiluminescence,
it is possible to gather and integrate the light output
associated with the chemiluminescent reaction over
the entire course of the reaction. Consequently, very
low detection limits can be attained if the luminescence
efficiency of the chemiluminescent reaction is reason-
ably good (0.1). Unfortunately, very few chemilumi-
nescent reactions have high luminescence efficiencies
so that the choice of labels is much more restricted
than in FIA. Older chemiluminophores (luminol, isolu-
minol, and dioxetanes) were insoluble in aqueous
buffers, which complicated the labeling process. How-
ever, the new acridinium chemiluminophores incorpo-
rate a unique sulfopropyl substituent that conveys high
aqueous solubility that enhances sensitivity and overall
assay robustness.[27] Chemiluminescence immunoassay
is a field whose popularity is on the rise, and this may
inspire the discovery of new labels.

CAPILLARY ELECTROPHORESIS

Capillary electrophoresis is an exciting, new, high resolu-
tion separation technique useful for the determination of
drugs and their metabolites in body fluids. The first
commercial capillary electrophoresis instruments began
to emerge on the market in 1988. Today approximately
a dozen companies manufacture electrokinetic capillary
instrumentation, with many of these fully automated,
that comprise auto samplers with computerized data
evaluation.[28] Capillary electrophoresis involves the
electrophoretic separations of minute quantities of mole-
cules in solution according to their different velocities in
an applied electrical field. The velocity of these molecules
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in solution is directly proportional to their charge; there-
fore, the more positively charged molecules are detected
first.[23,29] Capillary electrophoresis is capable of separat-
ing and quantifying cations, anions, and uncharged
molecules simultaneously after the injection of very
small sample sizes (1 nl) that are about 1000 times smal-
ler than typical HPLC samples.[28,30] The separation pro-
cess takes place in a narrow-bore, electrolyte filled, fused
silica capillary, typically 25–75mm in diameter by 100 cm
in length, with a detection window about 50 cm from the
sample loading port. Samples are introduced into the
capillary either by hydrostatic or electrokinetic injection,
after which electro-osmotic flow acts as a pump that
sucks the sample volume into the capillary. Buffers are
used to maintain a constant pH in the capillaries electro-
phoretic solution, and may also be used to adjust the
separation parameters. The capillary is filled with the
buffer solution and each end of the capillary is immersed
in vials that contain the same buffer solution along with
the systems driving electrodes (Fig. 7). Sample separa-
tion occurs when an electrical field (electrophoresis) is
applied. The migration rate of the sample components
depends on the pH of the buffer and the voltage applied.
Capillary electrophoresis employes a high voltage DC
(5–30 kV) electrical current to induce the electrophoretic
transport and separation of the sample components. The
combined action of electrophoresis and electro-osmosis
transports the sample through the capillary tube to the
systems detector.[23,28–31] Various UV absorbance, fluor-
escence, and mass spectroscopy detectors have been used
in capillary electrophoresis systems. Since UV detection
techniques require the presence of a relatively high drug
concentration in the sample, they have not demonstrated
the sensitivity to quantify drugs in biologic fluids.[28,30]

Hempel reported two methods that have been tried to
remedy these problems.[30] Bubble cells that extend the
UV light path in the capillary detection window have
only slightly increased the detection sensitivity. Another
technique, the Z-shaped capillary flow cell is composed

of a bent capillary tube (Fig. 8) similar to the spectro-
photometric Z-configuration detector cell (Fig. 4). The
Z-shaped capillary flow cell allows a few millimeters of
the capillary to be parallel to the source of light. This
appears to have resolved some of the earlier detector
problems of scattered light. Typically, the length of the
detector cell path in capillary electrophoresis is about
100 times shorter than that of HPLC.[30]

Several different electrophoretic separation techni-
ques have been used to separate an array of large
and small molecules. The two most useful methods
for the analysis of drugs and their metabolites in biolo-
gic fluids are micellar electrokinetic capillary chroma-
tography (MECC) and capillary zone electrophoresis
(CZE).[28,31] MECC is an electrokinetic capillary chro-
matography technique that utilizes surfactants (such as
sodium dodecyl sulfate) in the buffer solution at suffi-
cient concentrations to form micelles. This technique is
dependent on the formation of these micelles, which
will then migrate to an electrode under the influence
of an applied electrical field. There are two distinct
phases in this separation process—an aqueous phase
and a semistationary phase. The capillary exhibits
electro-osmosis where a migration of the charged

DC high voltage power supply

Electrolyte buffer

Detector

Electrolyte buffer

Pt electrode

Direction of electroosmotic flow 
in capillary

Fig. 7 Schematic diagram of a capillary electrophoresis
system.

UV light

Fig. 8 Schematic diagram of a Z-shaped capillary flow cell.
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micelles and a movement of the entire liquid occur
concurrently. The two phases migrate at different velo-
cities, which allows chromatographic separation of the
sample.[28] Electro-osmotic flow and capillary wall
chemistry are critical factors in many of these separa-
tions.[32] MECC is a useful technique for the separation
of both charged and uncharged drugs based on their
ability to partition between the micelles and the sur-
rounding buffer. In addition, it offers the possibility
of directly injecting serum or other proteinaceous
fluids.[28,31] CZE is a non-chromatographic separation
technique. Although CZE does not separate neutral
compounds, it is probably the simplest and most
common of the capillary electrophoresis separation
techniques in use today.[23,28] The separation techni-
ques utilized in CZE are based on differences in the
charge/mass/ratios of the analytes with the most
positively charged analytes detected first. Separation
efficiencies in CZE are typically 10–100 times that of
HPLC separations, with detection sensitivity at the
attomole (10�18 mol) level or less.[23]

Laser induced fluorescence (LIF) detection may be
used for fluorescent analytes, such as the fluoroquino-
lone antibiotics that demonstrate native fluorescence
when excited at 325 nm. However, at the present time,
LIF has seen rather limited use due to the fact that
lasers are only commercially available with a limited
range of wavelengths. This method of detection is still
much too expensive for routine laboratory use, which
is unfortunate considering that LIF has pushed detec-
tion limits to the zeptomole level (10�21 mol).[23,30]

Capillary electrophoresis is an emerging technology
that offers exciting possibilities for the determination
of drugs in biological fluids.

Assessment of Drug Assay Methods

Criteria for assessment include: 1) blank signal; 2)spe-
cificity; 3) precision and accuracy; 4) sensitivity; and 5)
cost. Quantitation is a major issue in drug assay.[10] It
has been said that it is better to be roughly accurate
than precisely wrong. There are few, if any, unique
statistical aspects of drug assay, so there is little need
to consider statistical matters such as coefficients of
variation, in general, in this review. Generally speak-
ing, drug analysts prefer the mean of two estimates
over single assays. Triplicates are rarely of great value.
Use of single estimates is commonly dictated by the
conditions of the biologic investigation; this is
obviously the case when all available biologic sample
is utilized in obtaining a single estimate. All reports
should include data on precision and accuracy of a
method in the hands of those who conducted the work,
even with extensively published, validated, and applied
methods.

Several special aspects of drug assay quantitation
are connected with signal-to-blank ratios and with
pharmacokinetic experiments in particular. First,
blank plasma (in samples from untreated patients) con-
tains materials that give positive signals for the drug of
interest. These signals obviously have to be minimized
(reduction of ‘‘blank’’). The signals of interest typically
ought to be significantly higher than the blank signals.
However, the most interesting scientific conclusions
often depend on the signals close to blank. In the past,
signals less than three times that of the blank were not
used. In fact, this rule of thumb is an oversimplifica-
tion. Signals much smaller than three times blank are
usable, provided they are scientifically and statistically
larger than blank. Whether or not this is so depends on
the precision of the estimate of the blank and the
lowest calibration point. Only a thorough review of the
replication characteristics of the assay method can test
this adequately. Incidentally, as in all assay work, con-
clusions should never be drawn on the basis of signals
above blank but below the lowest calibration point.

Drug analysts must be careful with sample identifi-
cation and handling. For example, plasma, serum, and
blood are likely to contain different concentrations of
drugs. Extraction characteristics from these three
matrices also vary. This has implications for standardi-
zation and data reporting. The absolute rule in setting
up standards is to compare like with like. Of course,
setting up standards with exactly the same mix of con-
taminants and drug metabolites as in the test samples
is never possible, but it can be ensured that the same
matrix is used. Standards should also be subjected to
the same handling conditions as those for experimental
samples in regard to collection and storage, transmis-
sion by carriers between laboratories, and so forth.
Some drug analysts have set up quality control
schemes to test reproducibility of their methods. Con-
trol charts such as those used in clinical laboratories
are obviously useful. Multicenter quality control
schemes have produced some alarming and perhaps
erroneous results. Drug assays can be adversely
affected by a variety of non-specific factors, such as
hemolysis in sample handling, bacterial contamination
of blood collection tubes that lead to enzymatic losses
of drug, anticoagulant interference, centrifugation
conditions, assay contaminants entering samples from
syringes and tubes, and use of antioxidants that cause
reversion of drug metabolites to parent drugs. Only the
application of the principle of comparison of like with
like can overcome these problems.

REFERENCES

1. Brodie, B.B. Physicochemical and biochemical aspects of
pharmacology. JAMA 1967, 202 (7), 600–609.

206 Biologic Fluids: Analysis



B
io

ab
–B

io
ph

ar
m

2. Brodie, B.B.; Udenfriend, S.; Bear, J.E. The estimation of
basic organic compounds in biological material. J. Biol.
Chem. 1947, 168, 299–309.

3. Rowland, N.; Tozer, T.N. Clinical Pharmcokinetics; Lea &
Febiger: Philadelphia; 1980.

4. Evans, W.E., Shentag, J.J., Jusko, W.J., Eds.; Applied
Pharmacokinetics, Applied Therapeutics; San Francisco;
1980.

5. Benet, L.Z.; Massoud, N.; Gambertoglio, J.E. Pharmacoki-
netic Basis for Drug Treatment; Raven Press: New York;
1983.

6. Fedeniuk, R.W.; Shand, P.J. Theory and methodology of
antibiotic extraction from biomatrices. J. Chromat. A.
1998, 812, 3–15.

7. Maurer, H.H. Liquid chromatography–mass spectrometry
in forensic and clinical toxicology. J. Chromat. B 1998,
713, 3–25.

8. Smith, R.V. Determination of drugs and metabolites in
biological fluids. Trac-Trend Anal. Chem. 1984, 3 (7),
178–181.

9. Curry, S.H. Drug assay in therapeutic monitoring. Trac-
Trend Anal. Chem. 1986, 5 (4), 102–105.

10. Curry, S.H.; Whelpton, R.I. Statistics of drug analysis and
the role of internal standards. In Blood Drugs and Other
Analytical Challenges; Reid, E., Ed.; 1978; 29–41.

11. Curry, S.H. Determination of nanogram quantities of
chlorpromazine and some of its metabolites in plasma using
gas–liquid chromatography with an electron capture detec-
tor. Anal. Chem. 1968, 40, 1251–1255.

12. Whelpton, R.; Watkins, G.M.; Curry, S.H. Bratton–mar-
shall and liquid-chromatographic methods compared for
determination of sulfamethazine acetylator status. Clin.
Chem. 1981, 11, 1911–1914.

13. Whelpton, R.; Curry, S.H.; Watkins, G.M. Analysis of
plasma trifluoperazine by gas chromatography and selected
ion monitoring. J. Chromatogr. 1982, 228, 321–326.

14. Rosenfeld, J.M. Solid-phase analytical derivatization:
enhancement of sensitivity and selectivity of analysis. J.
Chromat. 1999, 843, 19–27.

15. Dean, J.R.; Khunder, S. Extraction of pharmaceuticals
using pressurized carbon dioxide. J. Pharm. Biomed. Anal.
1997, 15, 875–886.

16. Byrne, S.H., Jr. Modern Practice of Liquid Chromatogra-
phy; Kirkland, J.J., Ed.; Wiley-Interscience: New York,
1971; 195.

17. Synder, L.R.; Kirkland, J.J. Introduction to Modern Liquid
Chromatography; Wiley-Interscience: New York, 1974; 144.

18. Hamilton, R.J.; Sewell, P.A. Introduction to HPLC; Chap-
man and Hall: London, 1977; 55.

19. Seiler, N.; Demisch, L. Handbook of Derivatives for Chro-
matography; Heyden: London, 1978; 346.

20. Hulshoff, A.; Lingeman, H. Fluorescence detection in chro-
matography. In Molecular Luminescence Spectroscopy:
Methods and Application; Part I; Schulman, S.G., Ed.;
New York, 1985; Chap. 7.

21. Theorell, J.I.; Larson, S.M. Radioimmunoassay and Related
Techniques; Mosby, C.V., Ed.; St. Louis, 1978.

22. Odell, W.D.; Daughaday, W.H. Principles of Competitive
Protein Binding Assays; Lippincott: Philadelphia; 1971.

23. Christian, G.D. Clinical chemistry. Analytical Chemistry;
John Wiley and Sons Inc.: New York, 1994; 611–628.

24. Ullman, E.E., Langen, J., Clapp, J.J., Eds.; Liquid Assay:
Analysis of International Development on Isotopic and
Non-Isotopic Immunoassay; Masson: New York, 1981; 113.

25. Sharma, A.; Schulman, S.G. Fluorescence analytical methods
and their applications. Introduction to Fluorescence Spectro-
scopy; Wiley-Interscience: New York, 1999; 123–158.

26. Karnes, H.T.; O’Neal, J.S.; Schulman, S.G. Luminescence
immunoassay. In Molecular Luminescence Spectroscopy:
Methods and Applications; Part 1; Schulman, S.G., Ed.;
Wiley-Interscience: New York; 1985; Chap. 8.

27. Messeri, G. Chemiluminescence in immunoassays. Amer.
Clin. Lab. 1998, 17 (1), 6–7.

28. Thormann, W.; Zhang, C.; Schmutz, A. Capillary electro-
phoresis for drug analysis in body fluids. Ther. Drug Monit.
1996, 18, 506–520.

29. Brewer, J.M. Electrophoresis. In Clinical Chemistry; Kaplan,
L.A., Pesce, A.J., Eds.; Mosby: St. Louis, 1996; 199–212.

30. Hempel, G. Strategies to improve the sensitivity in capillary
electrophoresis for the analysis of drugs in biological fluids.
Electrophoresis 2000, 21, 691–698.

31. Perrett, D.; Ross, G. Capillary electrophoresis of drugs in
biological fluids. In Bioanalytical Approaches for Drugs,
Including Anti-Asthmatics and Metabolites; Reid, E.,
Wilson, D., Eds.; The Royal Society of Chemistry: Letch-
worth, 1992; 22 (A), 269–278.

32. Baryla, N.E.; Lucy, C.A. Simultaneous separation of catio-
nic and anionic proteins using zwitterionic surfactants in
capillary electrophoresis. Anal. Chem. 2000, 72 (10),
2280–2289.

Biologic Fluids: Analysis 207



B
ioab–B

iopharm

Biopharmaceutics

Leon Shargel
Eon Labs Manufacturing, Inc., Laurelton, New York, U.S.A.

Andrew B.C. Yu
Center for Drug Evaluation and Research, U.S. Food and Drug Administration,
Rockville, Maryland, U.S.A.

INTRODUCTION

Biopharmaceutics is the study of the interrelationship
of the physicochemical properties of the drug [active
pharmaceutical ingredient, (API)] and the drug pro-
duct (dosage form in which the drug is fabricated)
based on the biological performance of the drug
(Table 1).

Biopharmaceutics also considers the impact of the
various manufacturing methods and technologies on
the intended performance of the drug product.
Biopharmaceutics uses quantitative methods and theo-
retical models[1] to evaluate the effect of the drug sub-
stance, dosage form, and routes of drug administration
on the therapeutic requirements of the drug and drug
product in a physiological environment.

Bioavailability is often used as a measure of the bio-
logical performance of the drug and is defined as a
measure of the rate and extent (amount) to which the
active ingredient or active moiety becomes available
at the site of action. Bioavailability is also a measure
of the rate and extent of therapeutically active drug
that is systemically absorbed.

Biopharmaceutics allows for rational design of drug
products to deliver the drug at a specific rate to the
body in order to optimize the therapeutic effect and
minimize any adverse effects. As shown in Table 1,
biopharmaceutics is based on the physicochemical
characteristics of the active drug substance, the desired
drug product, and considerations of the anatomy and
physiology of the human body.[1] Inherent in the
design of a suitable drug product is knowledge of the
pharmacodynamics of the drug, including the desired
onset time, duration, and intensity of clinical res-
ponse, and the pharmacokinetics of the drug including
absorption, distribution, elimination, and target drug
concentration.

Thus, biopharmaceutics involves factors that influ-
ence the: 1) protection and stability of the drug within

the drug product; 2) the rate of drug release from the
drug product; 3) the rate of dissolution of the drug
at the absorption site; and 4) the availability of the
drug at its site of action (Fig. 1).

BIOPHARMACEUTIC CONSIDERATIONS
IN DRUG PRODUCT DESIGN

Drugs are generally given to a patient as a manufac-
tured drug product (finished dosage form) that
includes the active drug and selected ingredients
(excipients) that make up the dosage form. Common
pharmaceutical dosage forms include liquids, tablets,
capsules, injections, suppositories, transdermal systems,
and topical drug products. The formulation and manu-
facture of a drug product requires a thorough under-
standing of the biopharmaceutics.

Each route of drug application presents special bio-
pharmaceutic considerations in drug product design
(Table 2). Systemic drug absorption from an extravas-
cular site is influenced by the anatomic and physiologic
properties of the site and the physicochemical proper-
ties of the drug and the drug product. The anatomy,
physiology, and the contents of the gastrointestinal
tract (GI) are considered in the design of a drug pro-
duct for oral administration. For example, considera-
tions in the design of a vaginal tablet formulation for
the treatment of a fungus infection include whether
the ingredients are compatible with vaginal anatomy
and physiology, whether the drug is systemically
absorbed from the vagina and how the vaginal tablet
is to be properly inserted and placed in the appropriate
area for optimum efficacy. Requirements for an eye
medication include pH, isotonicity, sterility, local irri-
tation to the cornea, draining of the drug by tears,
and concern for systemic drug absorption. An addi-
tional consideration might be the contact time of the
medication with the cornea. Although, increased eye
contact time might be achieved by an increase in visc-
osity of the ophthalmic solution, the patient may lose
some visual acuity when a viscous product is adminis-
tered. Biopharmaceutic considerations for a drugs

The content in this article reflects the view of the authors and does

not represent the view of FDA.
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administered by intramuscular injection include, local
irritation, drug dissolution, and drug absorption from
the injection site.

Biopharmaceutic studies may be performed using in
vitro or in vivo methods (Table 3). In vitro methods
are useful[2–6] to understand the physico-chemical
properties of the drug and drug product and to evalu-
ate the quality of the manufacturing process. Ulti-
mately, the drug must be studied in vivo, in humans
to assess drug efficacy, including the pharmacody-
namic, pharmacokinetic, therapeutic and toxic profiles.
Drug dissolution, absorption, metabolism, and poten-
tial interaction with food and other components in the
GI tract are major biopharmaceutic topics for research
and regulatory considerations in drug development.

A drug given by intravenous administration is con-
sidered complete or 100% bioavailable because the
drug is placed directly into the systemic circulation.
By carefully choosing the route of drug administration
and proper design of the drug product, drug bioavail-
ability can be varied from rapid and complete systemic
drug absorption to a slow, sustained rate of absorption
or even virtually no absorption, depending on the ther-
apeutic objective. Once the drug is systemically
absorbed, normal physiologic processes for distribu-
tion and elimination occur, which usually is not influ-
enced by the specific formulation of the drug. The rate
of drug release from the product, and the rate of drug
absorption, are important in determining the onset,
intensity, and duration of drug action of the drug.

Table 1 Biopharmaceutic considerations in drug product design

Active pharmaceutical
ingredient (API)

Stability Impurities

Solubility Salt form
pH and pKa Particle size
Crystalline form (polymorph) Complexation

Excipient interaction and compatability
Drug product

Type of drug product (capsule, tablet, solution, etc.) Stability
Immediate or modified release Excipients
Dosage strength Manufacturing variables

Bioavailability

Physiologic factors
Route of administration Blood flow
Permeation of drug across cell membranes Surface area

Binding to macromolecules Biotransformation

Pharmacodynamic and
pharmacokinetic considerations

Bioavailability Pharmacokinetics

Therapeutic objective Dose
Adverse reactions Toxic effects

Manufacturing considerations
Production methodology and technology Cost

Quality control/quality assurance Stability testing
Specification of raw materials

Patient considerations Compliance, labeling, and product acceptance Cost

Drug release and 
dissolution

Drug in systemic 
circulation

Drug in tissues

Elimination

Excretion and 
metabolism

Pharmacological or 
clinical effect

Absorption

Fig. 1 Scheme demonstrating the dynamic relationships among the drug, the product, and pharmacologic effect. (From Ref.[1].)
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RATE-LIMITING STEPS IN ORAL
DRUG ABSORPTION

Systemic drug absorption from a drug product consists of
a succession of rate processes (Fig. 2). For solid oral,
immediate release drug products (e.g., tablet, capsule),
the rate processes include: 1) disintegration of the drug
product and subsequent release of the drug; 2) dissolution
of the drug in an aqueous environment; and 3) absorption
across cell membranes into the systemic circulation. In
the process of drug disintegration, dissolution, and
absorption, the rate at which drug reaches the circulatory
system is determined by the slowest step in the sequence.

The slowest step in a kinetic process is the rate-
limiting step. Except for controlled release products,
disintegration of a solid oral drug product is usually

more rapid than drug dissolution and drug absorption.
For drugs that have very poor aqueous solubility, the
rate at which the drug dissolves (dissolution) is often
the slowest step, and therefore exerts a rate-limiting
effect on drug bioavailability. In contrast, for a drug
that has a high aqueous solubility, the dissolution rate
is rapid and the rate at which the drug crosses or perme-
ates cell membranes is the slowest or rate-limiting step.

PHYSIOLOGIC FACTORS AFFECTING
DRUG ABSORPTION

Passage of Drugs Across Cell Membranes

For systemic absorption, a drug must pass from the
absorption site through or around one or more layers

Table 3 Examples of in vitro and in vivo biopharmaceutic studies

Biopharmaceutic
studies (in vivo)

Bioavailability study Measurement of drug in plasma,
urine or other tissues

Acute pharmacologic effect Measurement of a pharmacodynamic
effect, e.g., FEV1, blood pressure,
heart rate, skin blanching

Clinical study Measurement of drug efficacy

Biopharmaceutic
studies (in vitro)

Drug release/dissolution Measurement of the rate of drug
dissolved under specified conditions

Drug permeability Use of CACO2 cells (an isolated
colon cell line) are grown into
membranes to study the intestinal

permeability and gut metabolism
of drugs

Drug biotransformation
(metabolism)

Use of liver cells, homogenates or
isolated cytochrome P450 isozymes

to drug study biotransformation
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Fig. 2 Summary of processes involved following the oral administration of a drug in tablet or capsule form. (From Blanchard, J.
Gastrointestinal absorption. II. Formulation factors affecting bioavailability. Am. J. Pharm. 1978, 150, 132–151.)
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of cells to gain access into the general circulation. The
permeability of a drug at the absorption site into the
systemic circulation is intimately related to the molecu-
lar structure of the drug and the physical and biochem-
ical properties of the cell membranes. For absorption
into the cell, a drug must traverse the cell membrane.
Transcellular absorption is the process of a drug move-
ment across a cell. Some polar molecules may not be
able to traverse the cell membrane, but instead, go
through gaps or ‘‘tight junctions’’ between cells, a pro-
cess known as paracellular drug absorption. Some
drugs are probably absorbed by a mixed mechanism
involving one or more processes.

Passive diffusion

Passive diffusion is the process by which molecules
spontaneously diffuse from a region of higher concen-
tration to a region of lower concentration. This process
is passive because no external energy is expended.
Drug molecules move randomly forward and back
across a membrane (Fig. 3). If the two regions have
the same drug concentration, forward-moving drug
molecules will be balanced by molecules moving back,
resulting in no net transfer of drug. For a region
that has a higher drug concentration, the number of
forward-moving drug molecules will be higher than
the number of backward-moving molecules, resulting
in a transfer of molecules to the region with the lower
drug concentration, as indicated by the big arrow. Flux
is the rate of drug transfer and is represented by a
vector to show its direction. Molecules tend to move
randomly in all directions because molecules possess
kinetic energy and constantly collide with each another
in space. Only left and right molecule movements are
shown in Fig. 3, because movement of molecules in
other directions would not result in concentration
changes because of the limitation of the container wall.

Passive diffusion is the major transmembrane pro-
cess for most drugs. The driving force for passive diffu-
sion is the difference in drug concentrations on either
side of the cell membrane. According to Fick’s Law
of Diffusion, drug molecules diffuse from a region of
high drug concentration to a region of low drug
concentration

dQ=dt ¼ fDAK=hgðCGI � CpÞ

where dQ/dt ¼ rate of diffusion; D ¼ diffusion coef-
ficient; K ¼ partition coefficient; A ¼ surface area of
membrane; h ¼ membrane thickness; and CGI �
Cp ¼ difference between the concentrations of drug
in the GI tract and in the plasma.

Drug distributes rapidly into a large volume after
entering the blood resulting in a very low plasma drug
concentration with respect to the concentration at the
site of drug administration. Drug is usually given in
milligram doses, whereas plasma drug concentrations
are often in the microgram per milliliter or nanogram
per milliliter range. For drugs given orally, CGI � Cp.
A large concentration gradient is maintained driving
drug molecules into the plasma from the GI tract.

As shown by Fick’s Law of Diffusion, lipid solubi-
lity of the drug and the surface area and the thickness
of the membrane influence the rate of passive diffusion
of drugs. The partition coefficient, K, represents the
lipid–water partitioning of a drug. More lipid soluble
drugs have larger K values that theoretically increase
the rate of systemic drug absorption. In practice, drug
absorption is influenced by other physical factors of
the drug, limiting its practical application of K. The
surface area of the membrane through which the drug
is absorbed directly influences the rate of drug absorp-
tion. Drugs may be absorbed from most areas of the
GI tract. However, the duodenal area of the small
intestine shows the most rapid drug absorption due
to such anatomic features as villi and microvilli, which
provide a large surface area. These villi are not found
in such numbers in other areas of the GI tract.

The membrane thickness, h, is a constant at the
absorption site but may be altered by disease. Drugs
usually diffuse very rapidly into tissues through capil-
lary cell membranes in the vascular compartments. In
the brain, the capillaries are densely lined with glial
cells creating a thicker lipid barrier (blood–brain
barrier) causing a drug to diffuse more slowly into
brain. In certain disease states (e.g., meningitis) the cell
membranes may be disrupted or become more perme-
able to drug diffusion.

Many drugs have lipophilic and hydrophilic substi-
tuents. More lipid soluble drug molecules traverse cell
membranes more easily than less lipid-soluble (i.e.,
more water-soluble) molecules. For weak electrolyte
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Fig. 3 Passive diffusion of molecules. Molecules in solution
diffuse randomly in all directions. As molecules diffuse from
left to right and vice versa (small arrows), a net diffusion

from the high-concentration side to the low-concentration
side results. This results in a net flux (J) to the right side.
Flux is measured in mass per unit area (e.g., mg/cm2).
(From Ref.[1].)
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drugs (i.e., weak acids, bases), the extent of ionization
influences drug solubility and the rate of drug trans-
port. Ionized drugs are more water soluble than non-
ionized drugs which are more lipid soluble. The extent
of ionization of a weak electrolyte depends on the pKa
of the drug and the partition hypothesis (pH) of the
medium in which the drug is dissolved. The Henderson
and Hasselbalch equation describes the ratio of ionized
(charged) to unionized form of the drug and is depen-
dent on the pH conditions and the pKa of the drug:

For weak acids,

Ratio ¼ � ðsaltÞ
ðacidÞ ¼

ðA�Þ
ðHAÞ ¼ 10ðpH�pKaÞ

For weak bases,

Ratio ¼ �ðbaseÞ ðsaltÞ ¼ ðRNHÞ2 ðRNHþ3Þ
¼ 10ðpH�pKaÞ

According to the pH, a weak acid (e.g., salicylic
acid) should be rapidly absorbed from the stomach
(pH 1.2) due to a favorable concentration gradient of
the unionized (more lipid soluble) drug from the sto-
mach to the blood, because practically all the drug in
the blood compartment is dissociated (ionized) at pH
7.4. A weak base (e.g., quinidine) is highly ionized in
acid pH and is poorly absorb from the stomach.
Although many drugs obey by the pH, in practice,
the major site of absorption of most drugs is usually
in the small intestine (duodenum) due presence of a
large surface area and high blood flow.

The drug concentration on either side of a mem-
brane is also influenced by the affinity of the drug for
a tissue component, which prevents the drug from
freely moving back across the cell membrane. For
example, drug that binds plasma or tissue proteins
causes the drug to concentrate in that region. Dicu-
marol and sulfonamides strongly bind plasma proteins;
whereas, chlordane, a lipid-soluble insecticide, parti-
tions and concentrates into adipose (fat) tissue. Tetra-
cycline forms a complex with calcium and concentrates
in the bones and teeth. Drugs may concentrate in a tis-
sue due to a specific uptake or active transport process.
Such processes have been demonstrated for iodide in
thyroid tissue, potassium in the intracellular water,
and certain catecholamines in adrenergic storage sites.

Carrier-mediated transport

Theoretically, a lipophilic drug may pass through the
cell or go around it. If drug has a low molecular weight
and is lipophilic, the lipid cell membrane is not a bar-
rier to drug diffusion and absorption. In the intestine,
molecules smaller than 500 MW may be absorbed by

paracellular drug absorption. Numerous specialized
carrier-mediated transport systems are present in the
body especially in the intestine for the absorption of
ions and nutrients required by the body.

Active Transport. Active transport is a carrier-
mediated transmembrane process that is important
for GI absorption of some drugs and also involved in
the renal and biliary secretion of many drugs and
metabolites. A carrier binds the drug to form a
carrier–drug complex that shuttles the drug across
the membrane and then dissociates the drug on the
other side of the membrane (Fig. 4). Active transport
is an energy-consuming system characterized by the
transport of drug against a concentration gradient,
that is, from regions of low drug concentrations to
regions of high concentrations.

A drug may be actively transported, if the drug
molecule structurally resembles a natural substrate
that is actively transported. A few lipid-insoluble drugs
that resemble natural physiologic metabolites (e.g.,
5-fluorouracil) are absorbed from the GI tract by this
process. Drugs of similar structure may compete for
adsorption sites on the carrier. Because only a certain
amount of carrier is available, the binding sites on
the carrier may become saturated at high drug concen-
trations. In contrast, passive diffusion is not saturable.

Facilitated Diffusion. Facilitated diffusion is a non-
energy requiring, carrier-mediated transport system in
which the drug moves along a concentration gradient
(i.e., moves from a region of high drug concentration
to a region of low drug concentration). Facilitated dif-
fusion is saturable, structurally selective for the drug
and shows competition kinetics for drugs of similar
structure. Facilitated diffusion seems to play a very
minor role in drug absorption.

Carrier-Mediated Intestinal Transport. Various car-
rier mediated systems (transporters) are present at
the intestinal brush border and basolateral membrane
for theabsorption of specific ions and nutrients essen-
tial for the body. Many drugs are absorbed by these
carriers because of the structural similarity to natural
substrates. An intestinal transmembrane protein,
P-Glycoprotein (P-Gp) appears to reduce apparent
intestinal epithelial cell permeability from lumen to

GI lumen

Drug Drug
Carrier 

+ 
Drug

Carrier

BloodIntestinal epithelial cell

Drug 
carrier

complex

Fig. 4 Hypothetical carrier-mediated transport process.
(From Ref.[1].)
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blood for various lipophilic or cytotoxic drugs. Other
transporters are present in the intestines. For example,
many oral cephalosporins are absorbed through the
amino acid transporter.

Vesicular transport

Vesicular transport is the process of engulfing particles
or dissolved materials by the cell. Pinocytosis refers to
the engulfment of small solutes or fluid, whereas pha-
gocytosis refers to the engulfment of larger particles
or macromolecules generally by macrophages. Endocy-
tosis and exocytosis are the processes of moving
macromolecules into and out of a cell, respectively.

During pinocytosis or phagocytosis, the cell mem-
brane invaginates to surround the material, and then
engulfs the material into the cell. Subsequently, the cell
membrane containing the material forms a vesicle or
vacuole within the cell. Vesicular transport is the pro-
posed process for the absorption of orally administered
sabin polio vaccine and various large proteins. An
example of exocytosis is the transport of a protein such
as insulin from insulin-producing cells of the pancreas
into the extracellular space. The insulin molecules are
first packaged into intracellular vesicles, which then
fuse with the plasma membrane to release the insulin
outside the cell.

ORAL DRUG ABSORPTION

Physiologic Considerations

Drugs may be administered by various routes of
administration (Table 2). Except for intravenous drug
administration, drugs are absorbed into the systemic
circulation from the site of administration and are
greatly affected by conditions at the administration
site.

Oral administration is the most common route of
drug administration. Major physiologic processes in
the GI system include secretion, digestion, and absorp-
tion. Secretion includes the transport of fluid, electro-
lytes, peptides, and proteins into the lumen of the
alimentary canal. Enzymes in saliva and pancreatic
secretions are involved in the digestion of carbohy-
drates and proteins. Other secretions such as mucus
protect the linings of the lumen of the GI tract. Diges-
tion is the breakdown of food constituents into smaller
structures in preparation for absorption. Both drug
and food constituents are mostly absorbed in the
proximal area (duodenum) of the small intestinal.
The process of absorption is the entry of constituents
from the lumen of the gut into the body. Absorption
may be considered as the net result of both lumen-
to-blood and blood-to-lumen transport movements.

Drugs administered orally pass through various
parts of the enteral canal including the oral cavity, eso-
phagus, and various parts of the GI tract. Residues
eventually exit the body through the anus. Drugs
may be absorbed by passive diffusion from all parts
of the alimentary canal including sublingual, buccal,
GI, and rectal absorption. For most drugs, the opti-
mum site for drug absorption after oral administration
is the upper portion of the small intestine or duodenum
region. The unique anatomy of the duodenum provides
an immense surface area for the drug to passively dif-
fuse (Table 4). In addition, the duodenal region is
highly perfused with a network of capillaries, which
helps to maintain a concentration gradient from the
intestinal lumen and plasma circulation.

The total transit time, including gastric emptying,
small intestinal transit, and colonic transit ranges
from 0.4 to 5 days. Small intestine transit time (SITT)
ranges from 3 to 4 h for most healthy subjects. If
absorption is not completed by the time a drug leaves
the small intestine, drug absorption may be erratic or
incomplete. The small intestine is normally filled
with digestive juices and liquids, keeping the lumen
contents fluid. In contrast, the fluid in the colon is
reabsorbed, and the lumen content in the colon is
either semisolid or solid, making further drug dissolu-
tion erratic and difficult.

GI motility

Once the drug is given orally, the exact location and/or
environment of the drug product within the GI tract is
difficult to discern. GI motility tends to move the drug
through the alimentary canal so that it may not stay at
the absorption site. For drugs given orally, an ana-
tomic absorption window may exist within the GI tract
in which the drug is efficiently absorbed. Drugs
contained in a non-biodegradable controlled-release
dosage form must be completely released into this
absorption window prior to the movement of the
dosage form into the large bowel. The transit time of
the drug in the GI tract depends upon the pharmaco-
logic properties of the drug, type of dosage form, and
various physiologic factors. Physiologic movement of
the drug within the GI tract depends upon whether
the alimentary canal contains recently ingested food
(digestive or fed state) or is in the fasted or interdiges-
tive state.

Gastric emptying time

After oral administration, the swallowed drug rapidly
reaches the stomach. Because the duodenum has the
greatest capacity for the absorption of drugs from
the GI tract, a delay in the gastric emptying time
will slow the rate and possibly the extent of drug
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Table 4 Drug absorption in the GI tract

Anatomic area Function Affect on drug absorption

Oral cavity Saliva, pH 7, contains ptyalin (salivary amylase),
digests starches. Mucin, a glycoprotein, lubricates
food and may interact with drugs

Buccal and sublingual absorption occurs for
lipid-soluble drugs

Esophagus The esophagus connects the pharynx and the
cardiac orifice of the stomach. The pH is 5–6.

The lower part of the esophagus ends with
the esophageal sphincter, which prevents acid
reflux from the stomach

Tablets or capsules may lodge in this area, causing
local irritation. Very little drug dissolution occurs

in the esophagus

Stomach The fasting stomach pH is about 2 to 6. In the

fed state, the stomach pH is about 1.5 to 2, due
to hydrochloric acid secreted by parietal cells.
Stomach acid secretion is stimulated by gastrin

and histamine. Mixing is intense and pressurized
in the antral part of the stomach, a process of
breaking down large food particles described as

antral milling. Food and liquid are emptied by
opening the pyloric sphincter into the duodenum

Drugs are not efficiently absorbed in the stomach.

Basic drugs are solubilized rapidly in acid. Stomach
emptying influences the time for drug reaching
the small intestine. The food content and osmolality

influenced by stomach emptying. Fatty acids delay
gastric emptying. High-density foods generally are
emptied more slowly from the stomach

Duodenum A common duct from the pancreas and gall bladder
enters the duodenum. Duodenal pH is 6 to 6.5 due
to the presence of bicarbonate that neutralizes the

acidic chyme emptied from the stomach. The pH is
optimum for enzymatic digestion of protein and
peptide food. Pancreatic juice containing enzymes

is secreted into the duodenum from the bile duct.
Trypsin, chymotrypsin, and carboxypeptidase are
involved in the hydrolysis of proteins into

amino acids. Amylase is involved in the digestion
of carbohydrates. Pancreatic lipase secretion
hydrolyzes fats into fatty acids

The main site for drug absorption. An immense
surface area for the passive diffusion of drug to
due to the presence of villi and microvilli forming

a brush border. A high blood perfusion maintains
a drug concentration gradient from the intestinal
lumen and plasma circulation. The complex fluid

medium in the duodenum dissolves many drugs
with limited aqueous solubility. Ester prodrugs
are hydrolyzed during absorption. Proteolytic

enzymes degrade many protein drugs in the
duodenum, preventing adequate absorption. Acid
drugs dissolve in the alkaline pH. Bile secretion

helps to dissolve fats and hydrophobic drugs

Jejunum The jejunum is the middle portion of the small
intestine in between the duodenum and the ileum.
Digestion of protein and carbohydrates continues
after receiving pancreatic juice and bile in the

duodenum, this portion of the small intestine
generally has less contraction than the duodenum
and is preferred for in vivo drug absorption studies

Drugs generally absorbed by passive diffusion

Ileum The ileum, pH about 7, with the distal part as high

as 8, is the terminal part of the small intestine and
has fewer contractions than the duodenum. The
ileocecal valve separates the small intestine

with the colon

Drugs generally absorbed by passive diffusion

Colon The colon, pH 5.5–7, is lined with mucin
functioningas lubricant and protectant.
The colon contains both aerobic and anaerobic

micro-organisms that may metabolize some drugs.
Crohn’s disease affects the colon and thickens the
bowel wall. The microflora may also become more
anaerobic. Absorption of clindamycin and

propranolol are increased, whereas other drugs
have reduced absorption with this disease
(Rubinstein et al., 1988)

Very limited drug absorption due to the lack of
microvilli and the more viscous and semisolid
nature of the lumen contents. A few drugs such

as theophylline and metoprolol are absorbed in this
region. Drugs that are absorbed well in this region
are good candidates for an oral sustained-release
dosage form

(Continued)
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absorption from the duodenum, thereby prolonging
the onset time for the drug. Drugs, such as penicillin,
that are unstable in acid, may decompose if stomach
emptying is delayed. Other drugs, (e.g., aspirin) may
irritate the gastric mucosa during prolonged contact.

Factors that tend to delay gastric emptying include
consumption of meals high in fat, cold beverages, and
anticholinergic drugs. Liquids and small particles less
than 1 mm are generally not retained in the stomach.
These small particles are believed to be emptied due
to a slightly higher basal pressure in the stomach over
the duodenum. Different constituents of a meal will
empty from the stomach at different rates. For exam-
ple, liquids are generally emptied faster than digested
solids from the stomach. Large particles, including
tablets and capsules, are delayed from emptying for
3–6 h by the presence of food in the stomach. Indiges-
tible solids empty very slowly, probably during the inter-
digestive phase, a phase in which food is not present and
the stomach is less motile but periodically empties its
content due to housekeeper wave contraction.

Intestinal motility

Normal peristaltic movements mix the contents of the
duodenum, bringing the drug particles into intimate
contact with the intestinal mucosal cells. The drug
must have a sufficient time (residence time) at the
absorption site for optimum absorption. In the case
of high motility in the intestinal tract, as in diarrhea,
the drug has a very brief residence time and less oppor-
tunity for adequate absorption.

Blood perfusion of the GI tract

The blood flow is important in carrying the absorbed
drug from the absorption site to the systemic circula-
tion. A large network of capillaries and lymphatic
vessels perfuse the duodenal region and peritoneum.
The splanchnic circulation receives about 28% of the

cardiac output and is increased after meals. Drugs
are absorbed from the small intestine into the mesen-
teric vessels which flows to the hepatic-portal vein
and then to the liver prior to reaching the systemic cir-
culation. Any decrease in mesenteric blood flow, as in
the case of congestive heart failure, will decrease the
rate of systemic drug absorption from the intestinal
tract.

Some drugs may be absorbed into the lymphatic cir-
culation through the lacteal or lymphatic vessels under
the microvilli. Absorption of drugs through the lym-
phatic system bypasses the first-pass effect due to liver
metabolism, because drug absorption through the
hepatic portal vein is avoided. The lymphatics are
important in the absorption of dietary lipids and may
be partially responsible for the absorption for some
lipophilic drugs such as bleomycin or aclarubicin
which may dissolve in chylomicrons and be systemi-
cally absorbed via the lymphatic system.

Effect of food and other factors
on GI drug absorption

Digested foods may affect intestinal pH and solubility
of drugs. Food effects are not always predictable. The
absorption of some antibiotics (e.g., penicillin, tetracy-
cline) is decreased with food, whereas other drugs (e.g.,
griseofulvin) are better absorbed when given with food
containing a high fat content. Food in the GI lumen
stimulates the flow of bile. Bile contains bile acids. Bile
acids are surfactants are involved in the digestion and
solubilization of fats, and increases the solubility of
fat-soluble drugs through micelle formation. For some
basic drugs (e.g., cinnarizine) with limited aqueous
solubility, the presence of food in the stomach stimu-
lates hydrochloric acid secretion, which lowers the
pH, causing more rapid dissolution of the drug and
better absorption.

Generally, the bioavailability of drugs is better in
patients in the fasted state and with a large volume

Table 4 Drug absorption in the GI tract (Continued)

Anatomic area Function Affect on drug absorption

Rectum The rectum is about 15 cm long, ending at
the anus. In the absence of fecal material,

the rectum has a small amount of fluid,
(about 2 m) with a pH about 7. The rectum
is perfused by the superior, middle, and

inferior hemorrhoidal veins. The inferior
hemorrhoidal vein (closest to the anal sphincter)
and the middle hemorrhoidal vein feed

into the vena cava and back to the heart.
The superior hemorrhoidal vein joins the
mesenteric circulation, which feeds into the

hepatic portal vein and then to the liver

Drug absorption may be variable depending
upon the placement of the suppository or drug

solution within the rectum. A portion of the drug
dose may be absorbed via the lower hemorrhoidal
veins, from which the drug feeds directly into the

systemic circulation; some drug may be absorbed
via the superior hemorrhoidal veins, which feeds
into the mesenteric veins to the hepatic portal

vein to the liver, and metabolized prior to
systemic absorption
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of water (Fig. 5). However, to reduce GI mucosal irri-
tation, drugs such as erythromycin, iron salts, aspirin,
and non-steroidal anti-inflammatory agents (NSAIDs)
are given with food. The rate of absorption for these
drugs may be reduced in the presence of food, but
the extent of absorption may be the same.

The drug dosage form may also be affected by food.
For example, enteric-coated tablets may stay in the sto-
mach for a longer period of time because food delays
stomach emptying. If the enteric-coated tablet does
not reach the duodenum rapidly, drug release and sub-
sequent systemic drug absorption are delayed. In con-
trast, enteric-coated beads or microparticles disperse in
the stomach, are less affected by food, and demonstrate
more consistent drug absorption from the duodenum.

Food may also affect the integrity of the dosage
form, causing an alteration in the release rate of the
drug. For example, theophylline bioavailability from
Theo-24 controlled-release tablets is much more
rapid[7] whengiven to a subject in the fed rather than
fasted state (Fig. 6).

Some drugs, such as ranitidine, cimetidine, and
dipyridamole, after oral administration produce a
blood concentration curve consisting of two peaks.
This double-peak phenomenon is generally observed
after the administration of a single dose to fasted
patients. The rationale for the double-peak phenom-
enon has been attributed to variability in stomach
emptying, variable intestinal motility, presence of
food, enterohepatic recycling, or failure of a tablet
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Fig. 5 Mean plasma or serum drug levels in healthy, fasting human volunteers (n ¼ 6 in each case) who received single oral
doses of aspirin (650 mg) tablets, erythromycin stearate (500 mg) tablets, amoxicillin (500 mg) capsules, and theophylline
(260 mg) tablets, together with large. (From Welling P.G. Drug bioavailability and its clinical significance. Progress in Drug
Metabolism, Vol. 4; Bridges K.W., Chassea, VD LF., Eds.; Wiley: London, 1980.)
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dosage form. For a drug with high water solubility, dis-
solution of the drug occurs in the stomach, and partial
emptying of the drug into the duodenum will result in
the first absorption peak. A delay in stomach emptying
results in a second absorption peak as the remainder of
the dose is emptied into the duodenum.

Diseases such as Crohn’s disease that alter GI phy-
siology and corrective surgery involving peptic ulcer,
antrectomy with gastroduodenostomy and selective
vagotomy may potentially affect drug absorption.
Drug absorption may be unpredictable in many disease
conditions. Drugs or nutrients or both may also affect
the absorption of other drugs. For example, pro-
pantheline bromide is an anticholinergic drug that
slows stomach emptying and motility of the small
intestine and may reduce stomach acid secretion.
Grapefruit juice was found to increase the plasma level
of many drugs due to inhibition of their metabolism in
the liver.

PHARMACEUTICAL FACTORS AFFECTING
DRUG BIOAVAILABILITY

Biopharmaceutic considerations in the design and
manufacture of a drug product to deliver the active
drug with the desired bioavailability characteristics
include: 1) the type of drug product (e.g., solution,
suspension; suppository); 2) the nature of the excipi-
ents in the drug product; 3) the physicochemical prop-
erties of the drug molecule; and 4) the route of drug
administration.

Disintegration

Immediate release, solid oral drug products must
rapidly disintegrate into small particles and release the
drug. The United States Pharmacopoeia (USP) describes
an official tablet disintegration test. The process of dis-
integration does not imply complete dissolution of the
tablet and/or the drug. Complete disintegration is
defined by the USP as ‘‘that state in which any residue
of the tablet, except fragments of insoluble coating,
remaining on the screen of the test apparatus in the
soft mass have no palpably firm core.’’ The USP pro-
vides specifications for uncoated tablets, plain coated
tablets, enteric tablets, buccal tablets, and sublingual
tablets. Exempted from USP disintegration tests are
troches, tablets which are intended to be chewed,
and drug products intended for sustained release or
prolonged or repeat action.

Disintegration tests allow for precise measurement
of the formation of fragments, granules, or aggregates
from solid dosage forms, but do not provide informa-
tion on the dissolution rate of the active drug. The dis-
integration test serves as a component in the overall
quality control of tablet manufacture.

Dissolution

Dissolution is the process by which a chemical or drug
becomes dissolved in a solvent. In biologic systems,
drug dissolution in an aqueous medium is an impor-
tant prior condition of systemic absorption. The rate
at which drugs with poor aqueous solubility dissolve
from an intact or disintegrated solid dosage form in
the GI tract often controls the rate of systemic absorp-
tion of the drug. Thus, dissolution tests are discrimi-
nating of formulation factors that may affect drug
bioavailability.

As the drug particle dissolves, a saturated solution
(stagnant layer) is formed at the immediate surface
around the particle. The dissolved drug in the satu-
rated solution gradually diffuses to the surrounding
regions. The overall rate of drug dissolution may be
described by the Noyes–Whitney equation which mod-
els drug dissolution in terms of the rate of drug
diffusion from the surface to the bulk of the solution.
In general, drug concentration at the surface is
assumed to be the highest possible, i.e., the solubility
of the drug in the dissolution medium. The drug con-
centration C is the homogeneous concentration in the
bulk solution which is generally lower than that in
the stagnant layer immediate to the surface of the solid.
The decrease in concentration across the stagnant layer
is called the diffusion gradient

dC=dt ¼ DAðCS � CÞh
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Fig. 6 Theophylline serum concentration in an individual

subject after a single 1500 mg dose of Theo-24 taken during
fasting, period during which this patient experienced nausea,
repeated vomiting, or severe throbbing headache. The pat-

tern of drug release during the food regimen is consistent
with ‘‘dose-dumping.’’ (From Ref.[7].)
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where, dC/dt ¼ rate of drug dissolution,
D ¼ diffusion rate constant, A ¼ surface area of
the particle, CS ¼ drug concentration in the stagnant
layer, C ¼ drug concentration in the bulk solvent, and
h ¼ thickness of the stagnant layer.

The rate of dissolution, (dC/dt) � (1/A), is the
amount of drug dissolved per unit area per time (e.g.,
g/cm2 per min).

The Noyes–Whitney equation shows that dissolu-
tion rate is influenced by the physicochemical charac-
teristics of the drug, the formulation, and the solvent.
In addition, the temperature of the medium also affects
drug solubility and dissolution rate.

PHYSICOCHEMICAL NATURE
OF THE DRUG

Solubility, pH, and Drug Absorption

The natural pH environment of the GI tract varies
from acidic in the stomach to slightly alkaline in the
small intestine. Drug solubility may be improved with
the addition of acidic or basic excipients. Solubilization
of aspirin, for example, may be increased by the addi-
tion of an alkaline buffer. Controlled release drug pro-
ducts are non-disintegrating dosage forms. Buffering
agents may be added to slow or modify the release rate
of a fast-dissolving drug in the formulation of a con-
trolled release drug product. The buffering agent is
released slowly rather than rapidly so that the drug
does not dissolve immediately in the surrounding GI
fluid. Intravenous drug solutions are difficult to pre-
pare with drugs that have poor aqueous solubility.
Drugs that are physically or chemically unstable may
require special excipients, coating or manufacturing
process to protect the drug from degradation.

Stability, pH, and Drug Absorption

The pH-stability profile is a plot of reaction rate constant
for drug degradation versus pH and may help to predict
if some of the drug will decompose in the GI tract. The
stability of erythromycin is pH-dependent. In acidic
medium, erythromycin decomposition occurs rapidly,
whereas at neutral or alkaline pH the drug is relatively
stable. Consequently, erythromycin tablets are enteric
coated to protect against acid degradation in the stomach.
In addition, less soluble erythromycin salts that are more
stable in the stomach have been prepared.

Particle Size and Drug Absorption

The effective surface area of the drug is increased enor-
mously by a reduction in the particle size. Because drug

dissolution is thought to take place at the surface of the
solute, the greater the surface area, the more rapid the
rate of drug dissolution. The geometric shape of
the drug particle also affects the surface area, and
during dissolution the surface is constantly changing.
In dissolution calculations, the solute particle is usually
assumed to have retained its geometric shape.

Particle size and particle size distribution studies are
important for drugs that have low water solubility.
Particle size reduction by milling to a micronized form
increased the absorption of low aqueous solubility
drugs such as griseofulvin, nitrofurantoin, and many
steroids. Smaller particle size results in an increase in
the total surface area of the particles, enhances water
penetration into the particles, and increases the disso-
lution rates. With poorly soluble drugs, a disintegrant
may be added to the formulation to ensure rapid disin-
tegration of the tablet and release of the particles.

Polymorphic Crystals, Solvates,
and Drug Absorption

Polymorphism refers to the arrangement of a drug in
various crystal forms (polymorphs). Polymorphs have
the same chemical structure but different physical
properties, such as solubility, density, hardness, and
compression characteristics. Some polymorphic crys-
tals may have much lower aqueous solubility than
the amorphous forms, causing a product to be incom-
pletely absorbed. Chloramphenicol,[9] for example, has
several crystal forms, and when given orally as a sus-
pension, the drug concentration in the body depended
on the percentage of b-polymorph in the suspension.
The b-form is more soluble and better absorbed
(Fig. 7). In general, the crystal form that has the lowest
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Fig. 7 Comparison of mean blood serum levels obtained
with chloramphenicol palmitate suspensions containing vary-
ing ratios of a and b polymorphs, following single oral dose
equivalent. (From Ref.[9].)
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free energy is the most stable polymorph. Polymorphs
that are metastable may convert to a more stable form
over time. A crystal form change may cause problems
in manufacturing the product. For example, a change
in crystal structure of the drug may cause cracking
in a tablet or even prevent a granulation to be com-
pressed into a tablet requiring reformulation of the
product. Some drugs interact with solvent during pre-
paration to form a crystal called solvate. Water may
form a special crystal with drugs called hydrates, for
example, erythromycin forms different hydrates[8]

which may have quite different solubility compared
to the anhydrous form of the drug (Fig. 8). Ampicillin
trihydrate, for example, was reported to be less
absorbed than the anhydrous form of ampicillin due
to faster dissolution of the latter.

FORMULATION FACTORS AFFECTING
DRUG DISSOLUTION

Excipients are pharmacodynamically inactive sub-
stances that are added to a formulation to provide
certain functional properties to the drug and dosage
form. Excipients may be added to improve the com-
pressibility of the active drug, stabilize the drug from
degradation, decrease gastric irritation, control the rate
of drug absorption from the absorption site, increase
drug bioavailability, etc. Some excipients used in
the manufacture of solid and liquid drug products
are listed in Tables 5 and 6. For solid oral dosage
forms such as compressed tablets, excipients may

include: 1) diluent (e.g., lactose); 2) disintegrant (e.g.,
starch); 3) lubricant (e.g., magnesium stearate); and
4) other components such as binding and stabilizing
agents. When improperly used in the formulation, exci-
pients may alter drug bioavailability and possibly
pharmacodynamic activity.

Table 5 Common excipients used in solid drug products

Excipient Property in dosage form

Lactose Diluent

Dibasic calcium phosphate Diluent

Starch Disintegrant, diluent

Microcrystalline cellulose Disintegrant, diluent

Magnesium stearate Lubricant

Stearic acid Lubricant

Hydrogenated vegetable oil Lubricant

Talc Lubricant

Sucrose (solution) Granulating agent

Polyvinyl pyrrolidone
(solution)

Granulating agent

Hydroxypropylmethylcellulose Tablet-coating agent

Titinium dioxide Combined with dye as
colored coating

Methylcellulose Coating or granulating

agent

Cellulose acetate phthalate Enteric coating agent

(From Ref.[1].)

Table 6 Common excipients used in oral liquid
drug products

Excipient Property in dosage form

Sodium
carboxymethylcellulose

Suspending agent

Tragacanth Suspending agent

Sodium alginate Suspending agent

Xanthan gum Thixotropic
suspending agent

Veegum Thixotropic

suspending agent

Sorbitol Sweetener

Alcohol Solubilizing agent,
preservative

Propylene glycol Solubilizing agent

Methyl propylparaben Preservative

Sucrose Sweetener

Polysorbates Surfactant

Sesame oil For emulsion vehicle

Corn oil For emulsion vehicle

(From Ref.[1].)
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Fig. 8 Dissolution behavior of erythromycin dihydrate,
monohydrate, and anhydrate in phosphate buffer (pH 7.5)
at 37�C. (From Ref.[8].)
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Excipients may affect the drug dissolution rate by
altering the medium in which the drug is dissolving
or by reacting with the drug itself. Some common man-
ufacturing problems that affect drug dissolution and
bioavailability are listed in Table 7. For example,
suspending agents increase the viscosity of the drug
vehicle, but may decrease the drug dissolution rate
from the suspension. An excessive quantity of magne-
sium stearate (a hydrophobic lubricant) in the formula-
tion may retard drug dissolution and slow the rate of
drug absorption. The total amount of drug absorbed
may also be reduced. To prevent this problem, the
lubricant level should be decreased or a different lubri-
cant selected. Sometimes, increasing the amount of
disintegrant may overcome the retarding effect of
lubricants on dissolution. However, with some poorly
soluble drugs an increase in disintegrant level has
little or no effect on drug dissolution because the fine
drug particles are not wetted. The general influence
of some common excipients on drug bioavailability
parameters for typical oral drug products is summar-
ized in Table 7.

Excipients may enhance or diminish the rate and
extent of systemic drug absorption. Excipients that
increase the aqueous solubility of the drug generally
increase the rate of drug dissolution and absorption.
For example, sodium bicarbonate in the formulation
may change the pH of themedium surrounding the
active drug substance. Aspirin, a weak acid, in an alka-
line medium will form a water-soluble salt in which
the drug rapidly dissolves. This process is known
as dissolution in a reactive medium. The solid drug
dissolves rapidly in the reactive solvent surrounding
the solid particle. As the dissolved drug molecules
diffuse outward into the bulk solvent, the drug may
precipitate out of solution with a very fine particle
size. The small particles have enormous collective
surface area and disperse and redissolve readily for
more rapid absorption on contact with the mucosal
surface.

Excipients may interact directly with the drug to
form a water-soluble or water-insoluble complex.
If tetracycline is formulated with calcium carbonate,
an insoluble complex of calcium tetracycline is formed
that has a slow rate of dissolution and poor absorption.

Excipients may increase the retention time of the
drug in the GI tract and therefore increase the amount
of drug absorbed. Excipients may act as carriers to
increase drug diffusion across the intestinal wall. The
addition of surface-active agents may increase wetting
as well as solubility of drugs. In contrast, many excipi-
ents may retard drug dissolution and thus reduce drug
absorption.

Shellac used as a tablet coating, upon aging, can
slow the drug dissolution rate. Surfactants may affect
drug dissolution in an unpredictable fashion. Low con-
centrations of surfactants lower the surface tension and
increase the rate of drug dissolution, whereas higher
concentrations of surfactants tend to form micelles with
the drug and thus decrease the dissolution rate. High
tablet compression without sufficient disintegrant may
cause poor disintegration in vivo of a compressed tablet.

IN VITRO DISSOLUTION TESTING

A dissolution test in vitro measures the rate and extent
of dissolution of the drug in an aqueous medium in the
presence of one or more excipients contained in the
drug product. A potential bioavailability problem
may be uncovered by a suitable dissolution method.
The optimum dissolution testing conditions differ with
each drug formulation. Different agitation rates, differ-
ent medium (including different pH), and different dis-
solution apparatus should be tried to distinguish which
dissolution method is optimum for the drug product
and discriminating for drug formulation changes.
The appropriate dissolution test condition for the drug
product is then used to determine acceptable dissolu-
tion specifications.

Table 7 Effect of excipients on the pharmacokinetic parameters of oral drug producta

Excipients Example ka tmax AUC

Disintegrants Avicel, Explotab "  "/—

Lubricants Talc, hydrogenated vegetable oil  "  /—

Coating agent Hydroxypropylmethyl cellulose — — —

Enteric coat Cellulose acetate phthalate  "  /—

Sustained-release agents Methylcellulose, ethylcellulose  "  /—

Sustained-release agents (waxy agents) Castorwax, Carbowax  "  /—

Sustained-release agents (gum/viscous) Veegum, Keltrol  "  /—
aThis may be concentration and drug dependent.

" ¼ Increase;  ¼ decrease; — ¼ no effect. ka ¼ absorption rate constant; tmax ¼ time for peak drug concentration in plasma;

AUC ¼ area under the plasma drug concentration time curve.

(From Ref.[1].)
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The size and shape of the dissolution vessel may
affect the rate and extent of dissolution. For example,
the vessel may range in size from several milliliters to
several liters. The shape may be round-bottomed or
flat, so that the tablet might lie in a different position
in different experiments. The amount of agitation
and the nature of the stirrer affect the dissolution rate.
Stirring rates must be controlled, and specifications
differ between drug products. Low stirring rates
(50–100 rpm) are more discriminating of formulation
factors affecting dissolution than higher stirring rates.
The temperature of the dissolution medium must be
controlled and variations in temperature must be
avoided. Most dissolution tests are performed at 37�C.

The nature of the dissolution medium, the solubility
of the drug and the amount of drug in the dosage form
will affect the dissolution test. The dissolution medium
should not be saturated by the drug. Usually, a volume
of medium larger than the amount of solvent needed to
completely dissolve the drug is used in such tests. The
usual volume of the medium is 500–1000 ml. Drugs
that are not very water soluble may require use of a
very-large-capacity vessel (up to 2000 ml) to observe
significant dissolution. Sink conditions is a term refer-
ring to an excess volume of medium that allows the
solid drug to continuously dissolve. If the drug solu-
tion becomes saturated, no further net drug dissolution
will take place. According to the USP, ‘‘the quantity of
medium used should be not less than three times that
required to form a saturated solution of the drug
substance.’’

Which medium is best is a matter of considerable
controversy. The preferred dissolution medium in
USP dissolution tests is deaerated water or if substan-
tiated by the solubility characteristics of the drug or
formulation, a buffered aqueous solution (typically
pH 4–8) or dilute HCl may be used. The significance
of dearation of the medium should be determined. Var-
ious investigators have used 0.1 N HCl, 0.01 N HCl,
phosphate buffer, simulated gastric juice, water, and
simulated intestinal juice, depending on the nature of
the drug product and the location in the GI tract where
the drug is expected to dissolve. No single apparatus
and test can be used for all drug products. Each drug
product must be tested individually with the dissolu-
tion test that best correlates to in vivo bioavailability.

The dissolution test usually states that a certain
percentage of the labeled amount of drug in the drug
product must dissolve within a specified period of time.
In practice, the absolute amount of drug in the drug
product may vary from tablet to tablet. Therefore, a
number of tablets from each lot are usually tested to
get a representative dissolution rate for the product.
The USP provides several official (compendia) meth-
ods for carrying out dissolution tests of tablets, cap-
sules and other special products such as transdermal

preparations. The selection of a particular method
for a drug is usually specified in the monograph for a
particular drug product.

BIOAVAILABILITY AND BIOEQUIVALENCE

Bioavailability and bioequivalence may be determined
directly using plasma drug concentration vs. time pro-
files, urinary drug excretion studies, measurements of
an acute pharmacologic effect, clinical studies, or in
vitro studies. Bioavailability studies are performed
for both approved active drug ingredients or therapeu-
tic moieties not yet approved for marketing by the
FDA. New formulations of active drug ingredients or
therapeutic moieties must be approved, prior to mar-
keting, by the FDA. In approving a drug product for
marketing, the FDA must ensure that the drug product
is safe and effective for its labeled indications for use.
To ensure that the drug product meets all applicable
standards of identity, strength, quality, and purity,
the FDA requires bioavailability/pharmacokinetic stu-
dies and where necessary bioequivalence studies for all
drug products.

For unmarketed drugs which do not have full New
Drug Application (NDA) approval by the FDA, in
vivo bioavailability studies must be performed on the
drugformulation proposed for marketing. Essential
pharmacokinetic parameters of the active drug ingredi-
ent or therapeutic moiety is also characterized. Essen-
tial pharmacokinetic parameters include the rate and
extent of systemic absorption, elimination half-life,
and rates of excretion and metabolism should be estab-
lished after single- and multiple-dose administration.
Data from these in vivo bioavailability studies are
important to establish recommended dosage regimens
and to support drug labeling.

In vivo bioavailability studies are performed also
for new formulations of active drug ingredients or
therapeutic moieties that have full NDA approval
and are approved for marketing. The purpose of these
studies is to determine the bioavailability and charac-
terize the pharmacokinetics of the new formulation,
new dosage form, or new salt or ester relative to a refer-
ence formulation. After the bioavailability and essential
pharmacokinetic parameters of the active ingredient or
therapeutic moiety are established, dosage regimens
may be recommended in support of drug labeling.

Bioequivalent Drug Products

Bioequivalent drug products are pharmaceutical
equivalents whose bioavailability (i.e., rate and
extent of systemic drug absorption) does not show a
significant difference when administered at the same
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molar dose of the therapeutic moiety under similar
experimental conditions, either single or multiple dose.
Some pharmaceutical equivalents or may be equivalent
in the extent of their absorption but not in their rate of
absorption and yet may be considered bioequivalent
because such differences in the rate of absorption are
intentional and are reflected in the labeling, are not
essential to the attainment of effective body drug con-
centrations on chronic use, or are considered medically
insignificant for the particular drug product studied
[21 CFR 320.1(e)].

Generic Drug Products

A generic drug product is considered bioequivalent to
the reference listed drug product (generally the cur-
rently marketed, brand-name product with a full
(NDA) approved by the FDA) if both products are
pharmaceutical equivalents and its rate and extent of
systemic drug absorption (bioavailability) do not show
a statistically significant difference when administered
in the same dose of the active ingredient, in the same
chemical form, in a similar dosage form, by the same
route of administration, and under the same experi-
mental conditions.

Pharmaceutical equivalents are drug products that
contain the same therapeutically active drug ingredi-
ent(s), same salt, ester, or chemical form; are of the
same dosage form; and are identical in strength and
concentration and route of administration. Pharma-
ceutical equivalents may differ in characteristics such
as shape, scoring configuration, release mechanisms,
packaging, and excipients (including colors, flavoring,
preservatives).

Therapeutic equivalent drug products are pharma-
ceutical equivalents that can be expected to have the
same clinical effect and safety profile when adminis-
tered to patients under the same conditions specified
in the labeling. Therapeutic equivalent drug products
have the following criteria: 1) The products are safe
and effective; 2) The products are pharmaceutical
equivalents containing the same active drug ingredient
in the same dosage form, given by the same route of
administration, meet compendia or other applicable
standards of strength, quality, purity, and identity
and meet an acceptable in vitro standard; 3) The drug
products are bioequivalent in that they do not present
a known potential problem and are shown to meet an
appropriate bioequivalence standard; 4) The drug
products are adequately labeled; and 5) The drug pro-
ducts are manufactured in compliance with current
good manufacturing practice (GMP) regulations.

The generic drug product requires an abbreviated
new drug application (ANDA) for approval by the
FDA and may be marketed after patent expiration of

the reference listed drug product. The generic drug
product must be a therapeutic equivalent to the Refer-
ence drug product but may differ in certain character-
istics including shape, scoring configuration, packaging,
and excipients (includes colors, flavors, preservatives,
expiration date, and minor aspects of labeling).

Pharmaceutical alternatives are drug products that
contain same therapeutic moiety but are different salts,
esters or complexes (e.g., tetracycline hydrochloride
versus tetracycline phosphate) or are different dosage
forms (e.g., tablet versus capsule; immediate release
dosage form versus controlled release dosage form)
or strengths.

In summary, clinical studies are useful in determin-
ing the safety and efficacy of the drug product. Bio-
availability studies are used to define the affect of
changes in thephysico chemical properties of the drug
substance and the affect of the drug product (dosage
form) on the pharmacokinetics of the drug; whereas,
bioequivalence studies are used to compare the bio-
availability of the same drug (same salt or ester) from
various drug products. If the drug products are bio-
equivalent and therapeutically equivalent, then the
clinical efficacy and safety profile of these drug pro-
ducts are assumed to be similar and may be substituted
for each other.

DRUG PRODUCT PERFORMANCE
IN VITRO AS A MEASURE OF
IN VIVO DRUG BIOAVAILABILITY

The best measure of a drug product’s performance is
to give the drug product to human volunteers or
patients and then determine the in vivo bioavailability
of the drug using a pharmacokinetic or clinical study.
For some well characterized drug products and for cer-
tain drug products where bioavailability is self-evident
(e.g., sterile solutions for injection), in vivo bioavail-
ability studies may be unnecessary. In these cases, the
performance of the drug product in vitro is used as a
surrogate to predict the in vivo drug bioavailability.
Because these products have predictable in vivo perfor-
mance as judged by the in vitro characterization of the
drug and drug product, the FDA may waive the
requirement for performing an in vivo bioavailability
study (Table 8).

Drug Products for which Bioavailability
Is Self-Evident

Drug bioavailability from a true solution is generally
considered self-evident. Thus, sterile solutions, lyophi-
lized powders for reconstitution, opthalmic solutions
do not need bioequivalence studies but still must be
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highly viscous solutions may have bioavailability
problems due to slow diffusion of the active drug.

In Vitro–In Vivo Correlation (IVIVC)

In vitro bioavailability data may be used to predict the
performance of a dosage provided that the dissolution
method selected is appropriate for the solid oral dosage
form and prior information has been collected showing
that the dissolution method will result in optimum
drug absorption from the drug product. In general,
IVIVC is best for well absorbed drugs for which the disso-
lution rate is the rate-limiting step. Some drugs are poorly
absorbed and dissolution is not predictive of absorp-
tion.[1] The objectives of IVIVC are to use rate of dissolu-
tion as a discriminating (i.e., sensitive to changes in
formulation or manufacturing process), as an aid in set-
ting dissolution specifications. When properly applied,
IVIVC may be used to facilitate the evaluation of drug
products with manufacturing changes including minor
changes in formulation, equipment, process, manufactur-
ing site, and batch size. (see section on SUPAC).[2,3,10]

Three levels of IVIVC are generally recognized by
the FDA.[10] Level A correlation is usually estimated
by deconvolution followed by comparison of the frac-
tion of drug absorbed to the fraction of drug dissolved.
A correlation of this type is the highest level of correla-
tion and best predictor of bioavailability from the
dosage form. A Level A correlation is generally linear
and represents a point-to-point relationship between in
vitro dissolution rate and the in vivo input rate. The
Level A correlation should predict the entire in vivo
time course from the in vitro dissolution data. Level B
correlation utilizes the principles of statistical moment
analysis, Various dissolution IVIVC methods were
discussed by Shargel and Yu in 1985, 1993, 1999.[1]

The mean in vitro dissolution time is compared to
either the mean residence time or the mean in vivo dis-
solution time. Level B correlation, like Level A correla-
tion, uses all of the in vitro and in vivo data but is not
considered to be a point-to-point correlation and does
not uniquely reflect the actual in vivo plasma level
curve, since several different in vivo plasma level-time
curves will produce similar residence times. A Level
C correlation is the weakest IVIVC and establishes a
single point relationship between a dissolution para-
meter (e.g., time for 50% of drug to dissolve, or percent
drug dissolved in two hours, etc.) and a pharmacokinetic
parameter (e.g., AUC, Cmax, Tmax). Level C correlation
does not reflect the complete shape of the plasma drug
concentration-time curve of dissolution profile.

BIOPHARMACEUTICS CLASSIFICATION
SYSTEM (BCS)

The FDA may waive the requirement for performing
an in vivo bioavailability or bioequivalence study for
certain immediate release solid oral drug products that
meets very specific criteria, namely, the permeability,
solubility, and dissolution of the drug. These character-
istics include the in vitro dissolution of the drug
product in various media, drug permeability informa-
tion, and assuming ideal behavior of the drug product,
drug dissolution and absorption in the GI tract. For
regulatory purpose, drugs are classified according to
BCS in accordance the solubility, permeability and dis-
solution characteristics of the drug (FDA Draft
Guidance for Industry, January, 1999, see FDA web-
site for guidance).[11] Based on drug solubility and
permeability, Amidon et al.[10,12] recommended the fol-
lowing BCS in 1995 (Table 9).

This classification can be used as a basis for setting
in vitro dissolution specifications and can also provide

Table 8 Examples of drug products for which in vivo bioavailability studies may be waived

Condition Example Comment

Drug products for which
bioavailability is self-evident

Drug solution (e.g., parenteral
ophthalmic, oral solutions)

Drug bioavailability from a true solution
is considered self-evident. However,
highly viscous solutions may have
bioavailability problems

In vivo–in vitro correlation (IVIVC) Modified release drug products The dissolution of the drug from the drug

product in vitro must be highly correlated
to the in vivo bioavailability of the drug

Biopharmaceutic classification
(BCS) system

Immediate release solid oral
drug products

Drug must be a highly soluble and highly
permeable substance that is in a rapidly

dissolving dosage form

Biowaiver Drug product containing a lower
dose strength

Drug product is in the same dosage form,
but lower strength and is proportionally
similar in its active and inactive ingredients
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a basis for predicting the likelihood of achieving a suc-
cessful in IVIVC. The solubility of a drug is determined
by dissolving the highest unit dose of the drug in
250 ml of buffer adjusted between pH 1.0 and 8.0. A
drug substance is considered highly soluble when the
dose/solubility volume of solution are less than or
equal to 250 ml. High-permeability drugs are generally
those with an extent of absorption that is greater than 90%.

Solubility

An objective of the BCS approach is to determine the
equilibrium solubility of a drug under approximate
physiological conditions. For this purpose, determina-
tion of pH-solubility profiles over a pH range of 1–8 is
suggested. Preferably eight or more pH conditions
should be evaluated. Buffers that react with the drug
should not be used. An acid or base titration method
can also be used for determining drug solubility. The
solubility class is determined by calculating what
volume of an aqueous media is sufficient to dissolve
the highest anticipated dose strength. A drug substance
is considered highly soluble when the highest dose
strength is soluble in 250 ml or less of aqueous media
over the pH range of 1–8. The volume estimate of
250 ml is derived from typical bioequivalence study
protocols that prescribe administration of a drug

product to fasting human volunteers with a glass
(8 ounces) of water.

Solution stability of a test drug in selected buffers
(or pH conditions) should be documented using a vali-
dated stability-indicating assay. Data collected on both
pH-solubility and pH-stability should be submitted in
the biowaiver application along with information on
the ionization characteristics, such as pKa(s), of a drug.

Determining Permeability Class

Studies of the extent of absorption in humans, or
intestinal permeability methods, can be used to deter-
mine the permeability class membership of a drug.
To be classified as highly permeable, a test drug should
have an extent of absorption >90% in humans. Sup-
portive information on permeability characteristics of
the drug substance should also be derived from its
physical–chemical properties (e.g., octanol : water par-
tition coefficient).

Some methods to determine the permeability of a
drug from the GI tract include: 1) in vivo intestinal
perfusion studies in humans; 2) in vivo or in situ intest-
inal perfusion studies in animals; 3) in vitro permeation
experiments using excised human or animal intestinal
tissues; and 4) in vitro permeation experiments across
a monolayer of cultured human intestinal cells.

Table 9 Biopharmaceutics classification system (BCS)

Condition Comments

Solubility A drug substance is considered highly soluble when the highest dose strength is soluble in 250 ml or
less of water over a pH range of 1–8

Dissolution An immediate release (IR) drug product is considered rapidly dissolving when not less than 85%
of the label amount of the drug substance dissolves within 30 min using the USP apparatus I at
100 rpm (or apparatus II at 50 rpm) in a volume of 900 ml or lessa

Permeability A drug substance is considered highly permeable when the extent of absorption in humans is to
be >90% of an administered dose based on mass balance determination

aMedia include: acidic media (e.g., 0.1 N HCl) or simulated gastric fluid, USP without enzymes, pH 4.5 buffer and pH 6.8 buffer of simulated

intestinal fluid, USP without enzymes (From FDA Draft Guidance, Jan, 1999.)

Table 10 Postapproval change levels

Change level Example Comment

Level 1 Deletion or partial deletion of an ingredient to
affect the color or flavor of the drug product

Level 1 changes are those that are unlikely
to have any detectable impact on
formulation quality and performance

Level 2 Quantitative change in excipients greater that

allowed in a Level 1 change

Level 2 changes are those that could have

a significant impact on formulation quality
and performance

Level 3 Qualitative change in excipients Level 3 changes are those that are likely to
have a significant impact on formulation

quality and performance. A Level 3 change
may require in vivo bioequivalence testing
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When using these methods, the experimental perme-
ability data should correlate with the known extent-
of-absorption data in humans.

Dissolution

The dissolution class is based on the in vitro dissolu-
tion rate of an immediate release drug product under
specified test conditions and is intenended to indicate
rapid in vivo dissolution in relation to the average rate
of gastric emptying in humans under fasting condi-
tions. An immediate release drug product is considered
rapidly dissolving when not less than 85% of the label
amount of drug substance dissolves within 30 min
using the USP apparatus I at 100 rpm or apparatus
II at 50 rpm in a voluume of 900 ml or less in each of
the following media: 1) acidic media such as 0.1 N
HCl or Simulated Gastric Fluid USP without enzymes;
2) a pH 4.5 buffer; and 3) a pH 6.8 buffer or Simulated
Intestinal Fluid USP without enzymes.

BIOWAIVERS

In addition to routine quality control tests, compara-
tive dissolution tests have been used to waive bioequi-
valence requirements (biowaivers) for lower strengths
of a dosage form. The drug products containing
the lower dose strengths should be compositionally
proportional or qualitatively the same as the higher
dose strengths and have the same release mechanism.
For biowaivers, a dissolution profile should be gener-
ated and evaluated using one of the methods described
under Section V in this guidance, ‘‘Dissolution Profile
Comparisons.’’ Biowaivers are generally provided for
multiple strengths after approval of a bioequivalence
study performed on one strength, using the following
criteria: For multiple strengths of IR products with
linear kinetics, the bioequivalence study may be per-
formed at the highest strength and waivers of in vivo
studies may be granted on lower strengths, based on
an adequate dissolution test, provided the lower
strengths are proportionately similar in composition
[21 CFR 320.22(d).[2]] Similar may also be interpreted
to mean that the different strengths of the products
are within the scope of changes permitted under the
category ‘‘Components and Composition,’’ discussed
in the SUPAC-IR guidance.

SCALE-UP AND POSTAPPROVAL
CHANGES (SUPAC)

After a drug product is approved for marketing by
the FDA, the manufacturer may want to make a

manufacturing change. The pharmaceutical industry,
academia and the FDA developed[2,3,5,10,12–17] a series
of guidances for the industry that discuss scale-up
and postapproval changes, generally termed, SUPAC
guidances.[11] The FDA SUPAC guidances are for
manufacturers of approved drug products who want
to change 1) a component and composition of the
drug: product; 2) the batch size; 3) the manufacturing
site; 4) the manufacturing process or equipment;
and/or 5) packaging. These guidances describe various
levels of postapproval changes according to whether
the change is likely to impact on the quality and
performance of the drug product. The level of change
as classified by the FDA as to the likelihood that a
change in the drug product might affect the quality
of the product (Table 10).
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Biosynthesis of Drugs
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BIOSYNTHESIS AND BIOGENESIS

Metabolism is the series of pathways operating when
biological systems synthesize their constituents. Bio-
synthesis is the experimentally established pathway of
formation of secondary metabolites; where experimen-
tal proof is absent, the term biogenesis is used.

SECONDARY METABOLITES

Reaction products that are necessary for the generative
functions (respiration and catabolism) of an organism
are termed primary metabolites; those resulting in pro-
ducts used for other functions are known as secondary
metabolites. Such compounds typically characterize the
individuality of an organism or a group of organisms;
this study is termed chemotaxonomy. Consequently,
the biosynthetic pathways of secondary metabolism
are not random but are highly conserved. Thus, a given
plant family may produce substantial numbers of a
certain type of metabolite (e.g., quassinoids in the
Simaroubaceae), whereas another family produces
quite different metabolites (e.g., monoterpene indole
alkaloids in the Apocynaceae).

THE PRECURSORS

A select group of primary metabolites, predominantly
acetate, shikimic acid, isopentenyl pyrophosphate,
and a few amino acids, is responsible for the diversity
of the 135,000 plant-derived secondary metabolites in
12 major classes (Fig. 1). Only those classes with some
social or economic significance as bioactive agents are
discussed here.

SIGNIFICANCE OF BIOSYNTHESIS

Biosynthetic knowledge is an integral and essential
aspect of natural products chemistry and has recently
assumed high-profile academic and commercial signifi-
cance for biotechnological reasons. It is the foundation
permitting a systematic and rational framework for
organizing the bewildering structural diversity of

mammalian, arthropod, insect, plant, microbial, and
marine secondary metabolites. It provides structural
clues for new metabolites through biogenetic possi-
bilities based on established biosynthetic schemes. It
permits the bioengineering of metabolic pathways for
enhanced yields or the altering of desired product
profiles for greater economic gain. Manipulations at
the genetic level may afford a substantially new array
of metabolites for future drug discovery. Finally, it is
of fundamental human curiosity to discern how sec-
ondary metabolites are produced in living systems.
The modification of such processes at the enzyme or
gene level may be of critical importance in the treat-
ment of mammalian processes involved in disease
states; cholesterol synthesis-inhibiting drugs, such as
mevinolin, are an example.

METHODS IN BIOSYNTHESIS

Biogenetic theories arose as the need to classify diverse
secondary metabolites became apparent. Biosynthetic
experimentation tested hypotheses when the precursors
became available in radio-, and subsequently stable,
isotope labeled forms. It focuses on the study of
precursor relationships (including the stereochemistry
of specific processes) and of the enzymes involved in
the succinct steps in the pathway. A typical experiment
involves the administration of a potential precursor in
labeled form to the organism, at a time when it is
known that the organism is actively producing the
metabolite of interest. After an appropriate period of
time, the organism is processed for the metabolite of
interest and the isotope content located and measured.
Most of the fundamental pathways of natural product
biosynthesis were established using the radioactive iso-
topes of hydrogen and carbon, 3H and 14C. Extensive
use is now made of the stable isotopes of the key atoms
present in natural products, 13C, 18O, 15N, and 2H.

Evaluation of the structural complexity of natural
products, coupled with prior biosynthetic knowledge,
frequently offers a rational overview of the necessary
chemical transformations. This may lead to isola-
tion of the enzymes and perhaps the involvement
of unanticipated intermediates. Although frequently
these pathways are conserved, given the diversity of
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metabolic systems, it should not be assumed that the
same compound will be produced by the same biosyn-
thetic pathway in a different organism, i.e., in one plant
family compared with another.

For biosynthetic experiments to be meaningful, the
precursor must reach the site of synthesis at a time
when the enzyme systems mediating metabolite forma-
tion are both present and active. Secondary metabo-
lism occurs at a discontinuous rate in a given
organism and at different points in the growth cycle
in different organisms. Consequently, establishing a
time for precursor administration to the organism is
critical, if substantial degradation is to be avoided.
Transportation and permeability factors may result
in very low incorporations, even if the organism is
known to be producing secondary metabolites at the
time of the feeding and a known precursor is being
used. Translocation of the precursor to the site of
synthesis may be important in studies with whole
plants or callus tissue. For microorganisms, metabolic
degradation may occur because the growth of cell mass
frequently precedes the initiation of secondary metabo-
lite production.

Use of Radioisotopes

Although a single radiolabel may be adequate to
demonstrate a preliminary precursor relationship
through incorporation, it is preferable to use a

precursor containing two, different, strategically placed
labels. There are two types of these experiments, one in
which two labeled precursors are physically mixed and
the ratio of labels monitored. An example is a feeding
experiment with [2-14C, 4-3H2]-mevalonic acid. A sec-
ond experiment involves using a precursor in which
the two labels are in the same molecule; the use of
[1,2-13C2]-acetate is an example. Double- or multiple-
labeled substrates are used to examine bond-forming
and bond-breaking reactions and to examine the
stereospecificity of enzymatic processes if the
precursor is labeled stereotopically (e.g., [4R-3H]-
mevalonic acid) and is selectively retained in the
product or if the label in the product can be assigned
stereotopically. Techniques are available for distin-
guishing between the prochiral hydrogens on a methy-
lene or a methyl group.

Use and Detection of Stable Isotopes

The common stable isotopes used in biosynthetic stud-
ies are 13C, 2H, 15N, and 18O. Stable isotope-labeled
precursors have replaced radiolabeled precursors in
many biosynthetic studies for the following reasons:
1) no appropriate radiolabeled isotope is available
(e.g., N and O); 2) the detection methods frequently
permit location of the label in the product directly;
and 3) radiocontamination and safety issues are
reduced. The negative aspects of stable isotope studies
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Fig. 1 The biosynthetic origin of secondary metabolites.
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are: 1) detection methods are relatively insensitive
(higher incorporation levels needed); 2) high levels of
enrichment of the label in the precursor are required;
and 3) reasonable quantities of the precursor are
necessary, which can be expensive.

Mass spectrometry and NMR spectroscopy are the
dominant techniques for detecting stable isotopes. MS
offers the advantage that less sample is needed to
establish incorporation, whereas NMR typically
permits direct determination of the labeled site.

Administration of Precursors

When the system under examination is microbial, i.e.,
a plant in tissue culture or a cell-free system, admini-
stration of the precursor is straightforward. For
meaningful conclusions, a profile of formation of the
compound of interest over time is necessary so that
feeding is conducted when there is active product

formation. When intact plants are used, precursor
feeding is more difficult; options are wick feeding
through the stem, root feeding, isolated leaf feeding,
or even direct injection into the stem.

Examining Intermediates

Conclusively establishing the role of potential inter-
mediates in a biosynthetic pathway is a difficult aspect
of biosynthesis. Typically, intermediates accumulate
because subsequent enzymatic reactions are slow.
Organisms also produce shunt metabolites that are
off the main pathway and may not be further metabo-
lized; these will also accumulate. Isolation of an ‘‘inter-
mediate’’ does not, therefore, establish intermediacy.
Trapping experiments are sometimes used to overcome
these problems. In the pathway A) B) C, where A is
a known precursor of C, labeled A and non-labeled B
are fed at the same time. The latter is metabolized to
C and labeled B is produced from A; B is then tempora-
rily available for isolation. An alternative approach for
microbial metabolites is to mutate the organism or add
specific enzyme inhibitors. This may allow intermedi-
ates to accumulate. Incorporation of a labeled, poten-
tial intermediate into a product does not prove that the
intermediate lies on the main biosynthetic pathway. It
may simply serve as a substrate for the enzymes
involved. Only when each of the enzymes in a pathway
has been isolated and characterized, and the substrate
specificity determined, can the intermediates in a
biosynthetic route be characterized.

Enzymes and Genes

Biosynthetic pathways are characteristically under
enzymatic control and proceed with a very high degree
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Fig. 2 The biosynthesis of fatty acids.
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of stereospecificity. Compared with the number of
steps in the pathways of significant natural products,
very few enzymes have been isolated and characterized
and even fewer cloned and expressed. In the future, it
will be very important to be able to express these
enzymes heterologously in more productive systems
so that these biocatalysts can be used for both known
metabolite production and new metabolite generation.

One dream of the biosynthetic chemist is to develop
a system of stabilized enzymes on solid supports, per-
mitting a continuous flow process from precursors to
products. With no variability due to climate or soil
conditions, yields would be totally controllable and
reproducible, and product clean-up would be greatly
simplified, or ideally, unnecessary. With the isolation,
characterization, cloning, and expression of more
enzymes in biosynthetic pathways, the reality of the
dream moves inexorably closer. Already the use of
enzyme systems for directing stereospecific reactions
in organic synthesis has risen dramatically, with a cor-
responding increase in efficiency and enantio selectivity.

Combinatorial Biosynthesis

Another biosynthetic dream is the ability to modulate
predictably the product profile of an organism. In the
microbial and plant tissue culture areas, this can be
achieved randomly by modifying the growth medium
or by challenging the organism with a chemical or other

external agent (such as a fungus), producing metabolic
stress metabolites (allelochemicals). A more controllable
route to altering a metabolic profile in the polyketide
area can be achieved through selectively modifying the
gene sequence of the biosynthetic pathway. Known
collectively as combinatorial biosynthesis, this way
allows new products to be formed for chemical analysis
and biological evaluation.

COMPOUNDS DERIVED FROM ACETATE

Acetyl coenzyme A is the biosynthetically active form
of the two-carbon building block, acetate. It is of cen-
tral importance in mammalian, plant, and microbial
biochemistry, giving rise to the fatty acids, the polyke-
tides, and through mevalonic acid, the terpenes.

Fatty Acid Biosynthesis

The common fatty acids, such as palmitic (C16), stearic
(C18), and arachidonic (C20), have an even number of
carbons. Their chain building process initially involves
a reaction of acetyl CoA with carbon dioxide to afford
the more chemically reactive malonyl CoA, which con-
denses with a second acetate unit. The carbon dioxide
subsequently lost is the same carbon that was added.
It is this specificity that allows correlative experiments
with [1,2-13C2]-acetate. Reduction of the beta carbonyl
group is followed by dehydration and reduction of the
cis-olefin to the saturated fatty acid. Repetition causes
chain extension by two-carbon fragments (Fig. 2).
Unsaturated fatty acids can also result from dehydro-
genation, as shown in the conversion of oleic acid to
arachidonic acid. The latter compound is the precursor
of the prostaglandins (Fig. 3). Branching in fatty acids
may occur either through the initiating acid, through
acylation with a preformed fatty acid, or through reac-
tion of an intermediate olefin with methionine.

The Polyketide Pathway

Aromatic compounds are predominantly formed
through either the shikimate (vide infra) or the
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ketide pathway in 1893, and this was extended theore-
tically (acetate hypothesis) and experimentally by
Birch. Factors involved in the diversity of products
include the chain-initiating unit, the number of units
in the cyclizing chain, condensation reactions occur-
ring between separately formed polyketide chains,
and secondary processes, such as alkylation or halo-
genation. The 1,3-diketone nature of the intermediate
chain leads to a characteristic meta-relationship
between ether or phenolic groups; in shikimate-derived
metabolites these groups are typically ortho-related.

Penicillic acid provides an example of a simple tetra-
ketide whose aromatic ring is cleaved and cyclized, as
shown by experiments with [1,2-13C2]-acetate (Fig. 4).
On the other hand, the pentaketide citrinin is the result
of the cyclization of a linear polyketide chain wherein

three methyl groups are introduced from methionine
(Fig. 5). Hexaketide derivatives are rare. The naphtho-
quinone plumbagin is an example where cyclization
followed by decarboxylation occurs. Griseofulvin is a
heptaketide (Fig. 6) and was one of Birch’s very early
demonstrations of the accuracy of the acetate hypoth-
esis. Anthraquinones, such as islandicin, are octaketide
derivatives; the two alternative modes of cyclization of
the polyketide chain can be distinguished through the
use of [1,2-13C2]-acetate. Xanthones can be produced
through oxidative cleavage of the quinone ring, cycli-
zation and decarboxylation (Fig. 7).

The most clinically significant polyketides are the
anthracyclinone and tetracyclinone antibiotics produced
in Streptomyces cultures. The tetracyclines demonstrate
that chain initiation can occur with a malonamide unit
and that a wide range of reactions can occur after the
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initial aromatic cyclization (Fig. 8). Mixed biosynthesis
is very evident in the macrolide antibiotics, where
various combinations of acetate and propionate form
the chain (e.g., tylosin and nystatin) or only propionate
(e.g., erythromycin) and cyclize to a ring of varying size.
Several plant-derived anthraquinones are of clinical
significance, including the sennosides of senna (Cassia
angustifolia), the aloins of aloe (Aloe vera and related
species), the cascarosides of cascara sagrada (Rhamnus
purshiana), and hypericin of Saint John’s Wort
(Hypericum perforatum; Fig. 9).

SHIKIMATE PATHWAY

The majority of aromatic compounds, including most
alkaloids, are derived through the shikimate pathway.

At the branching point of chorismic acid, either
anthranilic acid, the precursor of tryptophan, or pre-
phenic acid, the precursor of phenylalanine, itself
the precursor of tyrosine and dopa (3,4-dihydroxy-
phenylalanine), is formed (Fig.10). Phosphorylation
at the 3-position, condensation with phosphoenolpyru-
vate, and elimination of phosphoric acid yields choris-
mate from shikimate. Chorismate is also the precursor
of a number of simple, and very important, aromatic
compounds, including salicylic acid, 4-amino-benzoic
acid (PABA), a constituent of folic acid, and
2,3-dihydroxybenzoic acid, a key acylating group of
enterobactin.

Amination at the 2-position and loss of pyruvate
yields anthranilic acid, the precursor of the quinoline
alkaloids, distributed widely in the Rutaceae, and
tryptophan, the precursor of the indole alkaloids
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(Fig. 10). Internal Claisen rearrangement on chorismic
acid yields prephenic acid en route to phenylalanine.
During the course of the hydroxylation of phenylala-
nine to tyrosine, there is a characteristic NIH shift of

the proton at C-40 (Fig. 11). Further hydroxylation
yields dopa, used in the treatment of Parkinson’s
disease. Dopa can oxidize and polymerize to yield
the melanin group of hair, skin, and eye pigments.

Chorismic acid
Claisen

rearr.
O

NH2 NH2

CO2H

CO2H

CO2H

CO2H

O

HO2C

NH2

NH2

CH2 OH

NHCOCHCl2

NO2

HO

Fig. 12 Shikimate-derived metabolites.
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40-amination of chorsimic acid, a Claisen rearrange-
ment, and amination yields 40-aminophenylalanine,
whose importance is as a precursor of chloramphenicol
(Fig. 12).

Oxidative deamination of phenylalanine by pheny-
lalanine ammonia lyase (PAL) and 4-hydroxylation
affords p-coumaric acid, whose derivatives are the
fundamental building blocks of lignin, as well as the
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lignans, such as the potent anticancer agent podophyl-
lotoxin (Fig. 13). The latter is the template for the
drugs, teniposide and etoposide.

20-Hydroxylation of p-coumaric acid, followed
by photocatalyzed isomerization of the double bond
and lactonization, affords 7-hydroxy coumarin (umbel-
liferone). Prenylation at the 6-position, epoxidation,
cyclization, and a retro-aldol reaction afford the
furanocoumarins (Fig. 14); some (psoralen, bergapten)

are known as photosensitizers and find use in the treat-
ment of vitiligo and psoriasis. Coumarin stimulates the
reticulo-endothelial system and served as a model for
anticoagulant drugs, such as dicoumarol and warfarin.

Flavonoids are essentially universal plant pigments
and exist in at least nine different structure classes,
frequently with attached sugar units. They are
derived from a mixed acetate-shikimate biosynthesis.
4-Coumaroyl CoA reacts with a triketide unit to
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Fig. 18 Representative mono-, sesqui- and diterpene derivatives.
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afford 4,20,40,60-tetrahydroxychalcone, which cyclizes
to naringenin under the influence of chalcone isomer-
ase. 3-Hydroxylation and dehydrogenation leads to
the flavanol, kaempferol (Fig. 15), which, along with
quercetin (30-hydroxykaempferol), is widely distribu-
ted. There is very substantial interest in the flavonoids
present in the diet for their wide range of in vitro
activities. Silybum marianum (milk thistle) is used in
Europe as an antihepatotoxic agent for mushroom

poisoning, where the active ingredient is silymarin
(a mixture of flavonolignans).

Isoflavonoids are of limited distribution (Fabaceae,
bean family) and are probably formed through the
epoxidation and rearrangement of the enol form of a
flavone (e.g., the conversion of naringenin to genistein;
Fig. 16). Several isoflavonoids are associated with
strong estrogenic activity, and there is interest in their
potential in the prevention of hormone-dependent
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breast cancer. Rotenoids (e.g., rotenone) from Derris
and Tephrosia species are noted for their insecticidal
and cytotoxic activity.

COMPOUNDS DERIVED FROM
ISOPENTENYL PYROPHOSPHATE

Numerous natural products contain units derived from
a terpene precursor. Built up of five carbon ‘‘isoprene’’

units, they are successively known as hemiterpenes
(C5), monoterpenes (C10), sesquiterpenes (C15), diter-
penes (C20), sesterterpenes (C25), triterpenes (C30), and
tetraterpenes (C40). Successive units may join through
head-to-tail (e.g., farnesol) or tail-to-tail linkages
(e.g., squalene). Isopentenyl pyrophosphate (IPP), derived
from either mevalonic acid or 1-Deoxyxylulose, is the
moiety isomerizing to dimethylallyl pyrophosphate
(DMAPP) and is also the chain extending unit.
Fig. 17 shows the relationships between these terpenes
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Fig. 21 Representative degraded triterpenes and steroids, and the carotenoids.
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and how the steroids are derived from a triterpene
precursor. The formation and occurrence of these
metabolites is widespread, and many derivatives are
essential for mammalian functions (e.g., cholesterol,
steroid hormones, bile acids, vitamin D, and retinols).

Geraniol is the primordial monoterpene, and its
simple derivatives and cyclization products occur in the
oils of many plants, used as flavoring and aromatic
agents (e.g., caraway, coriander, dill, eucalyptus, laven-
der, orange, peppermint, rose, and sandalwood), as well
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Fig. 22 Representative ornithine- and lysine-derived alkaloids.
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as drugs (e.g., camphor, menthol), and insecticides
(e.g., pyrethrins). Chain extension leads to farnesol,
which can dimerize to squalene or undergo its own
molecular modifications to yield the diverse sesquiter-
penes. One of these, artemisinin from Artemisia
annua, is of significance as an antimalarial agent, and
another, (�)-gossypol, is a male contraceptive agent
(Fig. 18).

Several diterpene derivatives are commercially sig-
nificant drugs. Forskolin, from the Indian medicinal
plant Coleus forskohlii, is a potent inhibitor of adeny-
late cyclase and shows promise for congestive heart
failure and bronchial asthma. The gingkolides, from
the leaves of Gingko biloba, are potent inhibitors of
platelet activating factor, and in a specified mixture
with associated flavonoids, they improve peripheral
and cerebrovascular function, hence, their wide use
for senile dementia and memory loss. Taxol, originally
isolated from the yew Taxus brevifolia, is a potent
agent against many forms of cancer, including ovarian

and breast cancer. It acts by promoting the assembly of
microtubules (compare podophyllotoxin, colchicine,
and vincristine). Geranylgeranyl units are also found
in the side chains of chlorophyll a and vitamin K1.
Many Euphorbia species have a latex containing
tigliane esters noted for their powerful skin irritant
and cocarcinogenic activity. Derivatives of an ent-
kaurene alcohol (stevioside, rebaudioside) are non-
cariogenic sweetening agents.

Through a series of cyclizations, squalene oxide
(C30) affords lanosterol in animals and fungi and
cycloartenol in plants (Fig. 19). In both instances, the
intermediate is a protosteryl cation that can also
undergo a series of Wagner-Meerwein rearrangements
to afford the cytotoxic cucurbitacins of melons and
cucumbers. Squalene oxide in a chair-chair-chair-boat
conformation yields the dammarenyl cation, a parent
of numerous triterpene skeleta (e.g., lupane, oleanane,
ursane, and taraxerane) contained in the saponins
found in many foodstuffs, in soaps, and in several
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ginseng, liquorice, Bupleurum, and horsechestnut).

Steroids are degraded triterpene derivatives, and the
different nuclei are classified based on carbon number.

The most significant, from a drug perspective, are the
cholane, pregnane, androstane, and estrane systems.
When a carbon, such as a methyl group, is lost from
the nucleus, the term nor is used.
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In animals, lanosterol undergoes a series of degra-
dative steps (Fig. 20), whose sequence depends on the
organism to afford cholesterol. In photosynthetic
organisms, this role is played by cycloartenol where
the cyclopropane ring is opened. Cholesterol is in
almost every animal tissue, and is derived from cattle
brains and spinal chords, as well as lanolin from sheep
wool. High levels of blood cholesterol are correlated
with a high risk of heart disease and atherosclerosis
(through deposition of cholesterol and its esters in the
artery wall). Thus, an agent that can selectively inhibit
an early stage (HMG-CoA reductase) in cholesterol
biosynthesis in humans, such as mevinolin (lovastatin),
has the effect of reducing serum cholesterol levels.

The steroidal saponins, typically based on a C27

sterol nucleus, are distributed in the Dioscoreaceae,
the Agavaceae, and the Liliaceae, and have a spiroketal

at C-22 (e.g., diosgenin). They are also characterized by
numerous sugar units attached at C-3 and sometimes
elsewhere. Although not employed as drugs, steroidal
saponins are critical for the semisynthesis of important
hormones (estrogens, androgens, and progestins) and
selected anti-inflammatory agents. An example is the
conversion of diosgenin to a dehydropregnenolone
acetate for elaboration to the hormones (progesterone,
testosterone, androstenedione, and estrone) and the
corticosteroids. Microbial transformations are impor-
tant in several of the reaction sequences. Ginsenosides,
the adaptogenic principles of Korean ginseng (Panax
ginseng), are polysaccharide derivatives of a trihy-
droxylated (3b, 12b, and 20S) dammarane nucleus,
and sugar variation occurs at C-3 and C-20 (Fig. 21).

Cardiac glycosides, such as those of Digitalis
lanata, are composed of a polysaccharide unit of three
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or four sugars, including some 2,6-dideoxyhexoses,
linked at C-3 to a modified polyhydroxy (C-3b,
C-12b, and C-14b in the case of digitoxigenin) steroid
nucleus. The modification takes place on a 20-
keto-pregnane through hydroxylation, the addition of

acetate, and cyclization to yield an a,b-unsaturated
butyrolactone. Cucurbitacins, withanolides, ecdysones,
guggulsterone, limonoids, and quassinoids are also
modified triterpene derivatives with potent biological
effects, including high cytotoxicity (Fig. 21).

The carotenoids are tetraterpenes and are formed
through the tail-to-tail coupling of geranyl pyropho-
sphate, followed by cyclizations at each terminal
(e.g., b-Carotene in carrots). They are widely used as
coloring agents for foods, confectionery, and drugs.
b-Carotene is under investigation as an antioxidant
for the prevention of cancer. Cleavage of b-carotene
yields retinol (vitamin A1; Fig. 21). The retinoids are
important signalling agents and regulate many aspects
of cell differentiation, embryonic development, growth,
and vision (rhodopsin is a derivative of 11-cis-retinal
with the protein opsin).

ALKALOIDS

Alkaloids are nitrogenous secondary metabolites
primarily derived from amino acids for both their
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nitrogen content and a portion of their carbon frame-
work. However, the approximately 27,000 known alka-
loids defy a simple definition. Many alkaloids and their
derivatives display profound biological effects and are
of enormous commercial, pharmaceutical, and social
significance. Ornithine, lysine, phenylalanine, and
tryptophan are the principal amino acid precursors.

ALKALOIDS DERIVED FROM ORNITHINE
AND LYSINE

There are three principal groups of alkaloids derived
from ornithine: nicotine, the pyrrolizidines, and the
tropanes, all having significant biological effects.
From lysine are derived the piperidine alkaloids
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(e.g., lobeline, an antismoking agent) and the quinoli-
zidine alkaloids, such as sparteine (an oxytocic agent)
and cytisine (a teratogenic agent; Fig. 22). Only the
alkaloids derived from ornithine will be discussed
here.

Two very different taxa, the Asterales (Solanaceae)
and Geraniales (Erythroxylaceae), formulate the tro-
pane nucleus through similar, but distinct, pathways.
Using[2-14C]-ornithine in solanaceous plants, the
bridgehead carbon C-1 was labeled, precluding an
unbound symmetrical intermediate. In Atropa bella-
donna, ornithine is N-methylated prior to decar-
boxylation to N-methylputrescine. By contrast, in
Erythroxylum coca, the bridgehead carbons C-1 and
C-5 were equally labeled, suggesting that an unbound
putrescine is methylated. Oxidative deamination
affords an aldehyde that undergoes Mannich closure
to yield N-methyl-pyrrolinium; condensation with
acetoacetate affords hygrine-10-carboxylic acid.

Decarboxylation is followed by oxidative cycliza-
tion to tropinone, followed by stereospecific reduction
to the a-Hydroxy group, which is esterified to hyoscya-
mine. The esterifying ester, tropic acid, is an intramo-
lecularly rearranged phenyllactic acid (derived from
phenylalanine). Further elaboration of hyoscyamine
yields scopolamine (Fig. 23). The enzymes for this
transformation are known.

In the biosynthesis of cocaine, the carboxylic acid is
retained as the methyl ester, and after stereospecific

reduction to afford the b-alcohol, benzoylation affords
cocaine (Fig. 23). Although cocaine is widely recog-
nized as a drug of abuse, for many populations in
South America, the chewing of coca leaves is a routine
aspect of the working day and has been for thousands
of years.

There are no drugs based on the pyrrolizidine alka-
loids of the Asteraceae (e.g., Senecio and Symphytum)
and Boraginaceae (Crotolaria). However, these alka-
loids pose a great threat to human and animal health
because of their potential for inadvertent consumption.
In the case of 1,2-dehydro derivatives, such as senecio-
nine, ingestion leads to non-reversible hepatotoxicity.
Pyrrolizidine nucleus formation from two units of
ornithine is shown (Fig. 24).

ALKALOIDS DERIVED FROM
PHENYLALANINE AND TYROSINE

The isoquinoline alkaloids are the second largest group
of alkaloids, numbering about 6000, and can be viewed
as five subgroups—the simple tetrahydroisoquinolines,
the benzylisoquinolines, the phenethylisoquinolines,
the Amaryllidaceae alkaloids, and the monoterpene
isoquinolines. In addition, there are a number of sim-
ple phenethylamine derivatives, including ephedrine
(originally from Ephedra species, but now synthesized)
and pseudoephedrine, used for asthma and nasal
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decongestion, respectively. Khat (Catha edulis) is
widely used as a stimulant in the southeastern Arabian
peninsula and contains cathinone. Tyrosine is the pre-
cursor of the neurotransmitter noradrenaline and the
hormone adrenaline. The hallucinogen mescaline, from
the mushroom Lophophora williamsii, is also a mem-
ber of this series (Fig. 25).

An aldehyde, 4-hydroxy-phenylacetaldehyde, oper-
ating under the influence of the enzyme norcoclaurine
synthase, condenses with dopamine to afford (S)-nor-
coclaurine, the progenitor of all benzylisoquinoline

alkaloids (Fig. 26). Robinson, in 1917, was the first
to suggest the biogenetic derivation of the pavines,
aporphines, morphinans, and protoberberines from a
benzylisoquinoline precursor. These ideas led to a
correct proposal for the structure of morphine and
were expanded to embrace numerous alkaloid classes
(Fig. 27).

Papaverine is one of the few commercial alkaloids
synthesized, rather than isolated. It is used either
alone for various vascular disorders or in combina-
tion as an antispasmodic. The several classes of
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bisbenzylisoquinoline alkaloid are based on the num-
ber of bridges between the units and their orientation.
The alkaloids are common in the Menispermaceae and
the Ranunculaceae. One member of the series, tubo-
curarine, is the prototype for several neuromuscular
blocking agents; an activity based on the ethnobotani-
cal use of the tube curares (Chondrodendron species) is
its use as arrow poisons in the upper Amazon.

Phenol oxidative coupling was proposed by Barton
and Cohen in 1957 to enumerate the relationships

between many of the benzylisoquinoline alkaloid
groups (Fig. 27) and accounts for the importance of
reticuline as a precursor. In the case of berberine, phe-
nolic oxidative coupling occurs between the ortho
benzylic position and the N-methyl carbon (berberine
bridge) to afford scoulerine (Fig. 28). Many of the
enzymes in this pathway have been elucidated by
Zenk and coworkers. The protoberberines themselves
are the precursors of several groups of alkaloids,
including the protopines, the benzophenanthridines
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(e.g., sanguinarine, used as an antiplaque agent) and
the phthalideisoquinolines (e.g., b-Hydrastine, a con-
stituent of Hydrastis canadensis; Fig. 29). Berberine
is a widely used antimicrobial agent, being active
against Staphylococcus, Streptococcus, Proteus, Vibrio,
etc. (Fig. 28).

Morphine and related alkaloids are specific to the
genus Papaver (Berberidaceae), although the antipodal
series of alkaloids is distributed in the Menisperma-
ceae. Early in the biosynthesis of morphine, an inver-
sion at C-1 of (S)-reticuline occurs, followed by
ortho–para0 benzylic coupling to afford salutaridine.
Stereospecific reduction and cyclization-elimination
affords the 4,5-Ether bridge and thebaine. The domi-
nant pathway from this point involves neopinone,
codeinone, codeine, and morphine. Again, most of
the enzymes in this sequence were isolated and charac-
terized by Zenk’s group (Fig. 30).

Morphine binds with very high affinity to several
receptors in the CNS and is a potent analgesic and
central depressant. It is also the prototype for many
semisynthetic derivatives (e.g., naloxone, oxycodone,
ethorphine, nalbuphine, and buprenophine) with
various degrees of analgesic and narcotic properties.
Heroin is diacetyl morphine.

Colchicine is a phenethylisoquinoline alkaloid from
the autumn crocus,Colchicum autumnale (Liliaceae), a
plant used since at least the fifth century to treat gout.
Gloriosa superba (Liliaceae) is an alternative source.
Colchicine inhibits microtubule formation at a specific
site, and at a dose of 10 mg, it causes fatal respiratory
arrest and renal insufficiency. It is used for the preven-
tion and treatment of gout. The biosynthesis remains
unclear; autumnaline has been proposed as an inter-
mediate which undergoes para–para0 coupling to
afford O-methyl androcymbine. Hydroxylation, cyclo-
propane ring formation, and ring expansion affords
colchicine (Fig. 31).

The Amaryllidaceae alkaloids (e.g., lycorine) are
derived from the phenol oxidative coupling of a
C6C2NC6C1 unit. One unit (C6C2N) is derived from
tyrosine, whereas the other (C6C1) is projected to be

derived from phenylalanine, followed by oxidative dea-
mination, hydroxylation, and cleavage of a two-carbon
unit to afford a dihydroxylated benzaldehyde. Para–
ortho0 coupling leads to lycorine, whereas para–para0

coupling affords galanthamine, of interest as a choli-
nesterase inhibitor (Fig. 32).

The monoterpene isoquinoline alkaloids are consti-
tuents of the genus Cephaelis and selected other
Rubiaceae species. C. ipecacuanha (ipecac) is a power-
ful emetic whose active principle is emetine, derived
through the condensation of dopamine and secologa-
nin (Fig. 33). Emetine is also a powerful amebicide,
antiviral, and inhibitor of protein synthesis. It is now
largely replaced by synthetic dehydroemetine.

ALKALOIDS DERIVED FROM
TRYPTOPHAN

Numerous clinically important alkaloids are also
derived from-tryptophan and are frequently referred
to as ‘‘indole alkaloids.’’ They range in molecular
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complexity from the mammalian hormone serotonin to
the complex bisindolic anticancer alkaloid vincristine.
In addition, a number of indole alkaloids, particularly
those in the carbazole series, are found in peppers
(Murraya sp.), and simple derivatives of tryptamine
(e.g., N,N-dimethyl-5-methoxy-tryptamine and psilocy-
bin) are found in several sources (e.g., snuffs, mush-
rooms, and toad skins) with attributed hallucinogenic
properties.

Physostigmine, under investigation for potential
use in Alzheimer’s disease, is possibly formed from
Nb-methyltryptamine through a radical mechanism
involving C-3 methylation and concomitant C-2 cycli-
zation, followed by Nb-methylation (Fig. 34).

The powerful biological effects of ergot have been
known for over 1000 years. Ergot is a fungus (Clavi-
ceps purpurea and species) that grows parasitically
on rye and some other grains, and it produces three
types of ergot alkaloids—the clavines, the simple
lysergic acid-derived, and the peptide lysergic acid-
derived alkaloids. The alkaloids find therapeutic use

as agents for postpartum hemorrhage (methylergono-
vine) and as vasoconstrictors and vasoregulators
(ergotamine and 9,10-dihydroergotamine) for migraine
headaches. More elaborate synthetic derivatives are
also available, including lisuride (for Parkinsonism)
and 2-bromo-a-ergocryptine (for prolactin-secreting
adenomas and Parkinsonism; Fig. 35).

The biosynthetic pathway to the ergoline nucleus pro-
ceeds through 4-dimethylallyl tryptophan (4-DMAT),
chanoclavine-I, agroclavine, and lysergic acid. Two
cis, trans isomerizations occur: one before chanocla-
vine-I and the other before agroclavine, as shown by
experiments with [2-14C]-mevalonic acid and [Z-CH3]-
4-DMAT (Fig. 36). The peptide unit is derived from
a combination of three amino acids, one of which
is always proline. Several genera in the plant family
Convolvulaceae (Rivea, Ipomoea, etc.) also produce
ergot alkaloids.

The largest group of alkaloids is the monoterpene
indole alkaloids, distributed in the Apocynaceae
(mutual exclusion with cardenolides) and in the
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Rubiaceae and Loganiaceae. The molecular acrobatics
of the various systems derived from deglucosylation of
the primordial alkaloid strictosidine accounts for this
stunning structural diversity.

Strictosidine is produced, stereospecifically, from
tryptamine and secologanin by strictosidine synthase,
isolated from several species producing monoterpene
indole alkaloids. The enzyme was cloned and can be
expressed in large quantity (Fig. 37).

After deglucosylation, the pathway proceeds through
a 4,21-Dehydrogeissoschizine derivative to ajmalicine
(an a-Blocking spasmolytic agent, used for tinnitus and
cranial trauma with an ergot derivative). If cyclization
occurs between C-17 and C-18, the yohimbine nucleus
is produced, whose derivatives include the Rauvolfia
alkaloids reserpine and rescinnamine (antihypertensive
activity). Ajmaline, formerly used as an antiarrythmic,
also occurs in Rauvolfia species, and several of the
enzymes in the pathway have been isolated. Recent
considerations suggest that the C-16–C-5 bond may be
formed before the N-4–C-21 bond (Fig. 38).

The subsequent steps from geissoschizine to form the
Strychnos alkaloids, the secodines, the Aspidosperma
alkaloids and the iboga alkaloids remain speculative,
based on low levels of incorporation of early precursors
or alkaloid time course studies. Joining C-2 and C-16
while moving C-3 to C-7, yields the strychnan skeleton

of strychnine (lethal dose 0.2 mg/kg), still used as a
rodenticide in some countries.

If the C-15, C-16 bond is oxidatively cleaved, the
secodine skeleton results (the proposed progenitor of
the Aspidosperma and the iboga systems) through
alternative Diels–Alder type cyclizations to afford
tabersonine and catharanthine. The bisindole alkaloids
of Catharanthus roseus reflect the union of vindoline
and catharanthine to afford anhydrovinblastine;
modification affords the clinically significant alkaloids,
vinblastine (VLB) and vincristine (VCR; Fig. 39). The
alkaloids, particularly VCR, are important as anti-
cancer agents and have led to the development of the
semisynthetic derivatives vindesine and vinorelbine
(Fig. 40). Synthetic approaches are available to join
the monomeric precursors. The enzymatically con-
trolled sequence of reactions from tabersonine to
vindoline has been elucidated.

Through a biomimetic approach, tabersonine is also
the semisynthetic precursor of vincamine, a Eburna
alkaloid isolated from Vinca minor, and is used for cer-
ebral insufficiency in Europe. Tabernanthe iboga has a
long history of use as a stimulant in tropical Africa;
its main active principle is ibogaine, a controlled
substance in many countries (Fig. 40). It is being
actively investigated in the United States for its poten-
tial to induce opium addiction withdrawal.
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Camptothecin, a quinoline alkaloid from Camp-
totheca acuminata (Nyssaceae), is derived from strictosi-
dine through strictosamide (Fig. 41). Originally isolated
in 1966, it biologically inhibits topoisomerase I, and in
1996, two derivatives, topotecan and irinotecan, were
approved for the treatment of ovarian cancer and colon
cancer, respectively. Other derivatives are in clinical trial.

Cinchona species (Rubiaceae) are sources of quinine
and quinidine, containing a quinoline nucleus and
derived through the extensive elaboration of
strictosidine (Fig. 42). The intriguing history of the
antimalarial quinine and its role in world politics over
the past 350 years are legendary. It is frequently the
only antimalarial drug to which patients are not resis-
tant. Its widest use, however, is in the beverage indus-
try in tonic water. Quinidine, an isomer of quinine, is
used to treat cardiac arrythmias.

ALKALOIDS BASED ON A
TERPENE SKELETON

Although a variety of monoterpene alkaloids and some
sesquiterpene alkaloids are known, they are of little

biological interest. By contrast, the diterpene alkaloids
of the Ranuculaceae, for example from Aconitum and
Delphinium species, have profound biological effects.
The principal alkaloids of interest are those related
to aconitine, acting by exciting and paralyzing periph-
eral nerve endings. The plants are some of the most
toxic known, with merely 10 g of aconite root being
lethal. Detoxified root preparations are used as drugs
in several major systems of traditional medicine. Forma-
tion of the acontine nucleus is thought to occur through
a rearrangement of the kaurane skeleton (Fig. 43).

The steroidal alkaloids have a nucleus based on 21,
24, or 27 carbon atoms (Fig. 44). The C21 alkaloids are
pregnane-derived with nitrogen inserted at C-3, at
C-20, or at both positions. They are characteristic of
the Apocynaceae (Funtumia and Holarrhena species)
and the Buxaceae (Buxus species). The Buxaceae also
produces C24 alkaloids based on the cycloartane
skeleton. The most interesting alkaloids are those in
the Solanaceae and the Liliaceae. These are C27 alka-
loids, and examples include solasodine and solanidine;
many derivatives are glycosylated. The alkaloids from
the Liliaceae, such as veratramine of the white helle-
bore (Veratrum album), were formerly used for cardiac
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insufficiency. Other alkaloids, for example cyclopamine,
are potent teratogens. Biogenetically, they are derived
through nitrogen insertion at C-22, followed by a rear-
rangement generating a C-nor-D-homo steroid nucleus
(Fig. 44). They are not used therapeutically, but the gly-
coalkaloids of Solanum tuberosum (potato) are very
toxic and are not destroyed in cooking.

ALKALOIDS DERIVED FROM A
NUCLEOTIDE PRECURSOR

Caffeine is one of most widely consumed alkaloids on
a daily basis. As well as being a significant constituent
of coffee (Caffea arabica) and tea (Camellia sinensis),
caffeine is also present in kola (Kola species), guarana
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(Paullinia cupana), and maté (Ilex paraguariensis).
All of these species are used in various parts of the
world to produce beverages that reduce fatigue.

Although some steps remain to be fully elucidated,
caffeine is probably derived though a pathway begin-
ning with inosine 50-monophosphate and proceeds
through xanthosine, 7-methylxanthosine, 7-methyl-
xanthine, 3,7-dimethylxanthine (theobromine) to caf-
feine (Fig. 45). The final methyltransferase has been
characterized in coffee and tea, whereas the methyla-
tion of xanthosine has only been studied in tea.

Caffeine is noted for its ability to stimulate the CNS
and also has positive inotropic and mild diuretic
activity. Theophylline (1,7-Dimethylxanthine) is noted
for its smooth muscle relaxant activity and its use for
chronic asthma.

ALKALOIDS DERIVED FROM
OTHER PRECURSORS

Acetate is also a precursor of several groups of alka-
loids in the form of a polyketide chain that interacts
with an unknown nitrogen source (as in the terpene
alkaloids). Examples of acetate-derived alkaloids are
coniine—the toxic principle of Conium maculatum,
pinidine—from several Pinus species, and the naphthy-
lisoquinoline alkaloids (e.g., ancistrocladine)—show-
ing antimalarial and anti-HIV activity. The latter
alkaloids are apparently derived from the oxidative
coupling of two pentaketide units. Huperzine A, cur-
rently in clinical trials for the treatment of Alzheimer’s
disease and isolated from the club moss (Serrata
huperzia), is derived from a polyacetate precursor
(Fig. 46).

Histidine is a precursor of a very limited number of
alkaloids. The most well-known is pilocarpine from
Pilocarpus jaborandi. The plant was formerly used
as a truth serum (diaphoretic activity), and the alkaloid
is used to counter the mydriatic effects of atropine.

The penicillins, from the fungus Penicillium chryso-
genum, are the oldest and most widely used antibiotics.
They are formed through stepwise build-up from a tri-
peptide (ACV) derived from a-Amino adipic acid,
cysteine, and valine. Successive oxidation steps form
the b-lactam and close the thiazolidine ring to form
isopenicillin N. Action of an acyltransferase then yields
penicillin G (Fig. 47). Alternatively, hydrolysis of iso-
penicillin N (or penicillin G) yields 6-aminopenicillanic
acid, a key precursor for the wide range of semisyn-
thetic pencillins used therapeutically.

Cephalosporins are modified penicillin derivatives
produced by Cephalosporium acremonium, wherein
isomerization occurs to afford penicillin N followed
by a ring expansion involving one of the methyl groups
and hydroxylation to produce descetylcephalosporin C
(Fig. 48). Once again, removal of the acylating side
chain to afford 7-Aminocephalosporanic acid was the
key to generating the diversity of available cepha-
losporin derivatives. The monobactams, such as
SQ26,180 from Chromobacterium violaceum, contain
a 3-Methoxy group and an N-Sulphonate moiety.
The carbon framework is derived from serine. More
complex derivatives, such as nocardicin A, are formed
through a tripeptide pathway similarly to the
penicillins (Fig. 49).
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INTRODUCTION

The scientific revolution in drug discovery and product
development that occurred at the end of the 20th cen-
tury, i.e., the advent and full realization of biotechnol-
ogy, continues unabated into the 21st century. The
growth has been remarkable in technologies, products,
companies, and profits for biotechnology. From its
early era of product approvals numbering 60 in the
1980s and 1990s (an 18-year period), this discipline
has increased the discovery, development, production,
and commercialization of innovative biological pro-
ducts with about 80 more by 2006 (a six-year period).
Moreover, now over 100 human disease conditions
are treated with biotechnology products (an increase
of 100%), many of which are still major medical break-
throughs. The expansion of companies engaged in the
development and marketing of biotech products also
grew dramatically from 30 in 1999 to over 70 in
2006. Additionally in 2006, 200 companies have about
500 biological products in clinical research in patients.
Furthermore, over 4400 biotech companies worldwide
employ 183,000 staff.[1–11] The distribution of compa-
nies in the U.S.A. is observed in Fig. 1.

Biotechnology is the use of a living system(s) to dis-
cover new disease biological targets and produce a
pharmaceutically useful product, often called a biologi-
cal product because of its structural and mechanistic
similarity to naturally occurring substances in the
human body. Biological products, developed and
marketed, have been predominantly proteins of eight
uniquely different types, including 8 growth factors
(GFs), 3 blood factors, 30 hormones, 12 interferons, 18
monoclonal antibodies (Mabs), 15 enzymes, 6 fusion
proteins, and 3 interleukins. New biologicals have
expanded to include DNA/RNA (deoxyribonucleic
acid/ribonucleic acid) derivatives, such as 1 m-RNA
(messenger-RNA) analogue, 4 peptides, 14 tissue or cell
therapies, biologic drug carriers, such as 5 liposomes,
and 16 natural derivatives.

Biotechnology further encompasses biological pro-
ducts that have agricultural uses and industrial appli-
cations. Farming is being revolutionized, such that
genetically modified organisms in plants are being used
in hundreds of millions of acres of food crops with
manifold farming and public benefits, e.g., greater crop
yields per acre, less insecticide and herbicide use for

an improved environmental impact, and less cost per
acre for farming.[12,13] In industry, naturally occurring
microorganisms are being studied and used to consume
substances harmful to the environment, such as hydro-
carbons (oil), mercury, and sulfuric acid. Biodegrad-
able enzymes are used in manufacturing to replace
toxic substances that use to enter the biosphere.[14] Bio-
technology is a collection of biologic techniques and
drug development technologies that permit whole
new biologic discoveries and products. A plethora of
techniques now exist starting with the three corner-
stone technologies of recombinant DNA (r-DNA)
technology, Mabs, and polymerase chain reactions
(PCRs). In product development, technologies also
include genetics-related technologies such as, antisense,
genomics, gene therapy, pharmacogenomics, ribo-
zymes, and transgenic animals. Further processes are
combinatorial chemistry, high-throughput screening
(HTS), bioinformatics, proteomics, X-ray crystallogra-
phy, receptorology and protein kinases (PKs),
virology, and cell and tissue therapies. A major techno-
logical advance in biological product development
over the last 10 years is molecular engineering, where
in the biological molecule is manipulated regarding
its amino acid or carbohydrate content to enhance bio-
logical function or reduce toxicity. Fig. 2 displays
many of these technologies, along with traditional drug
development techniques (i.e., medicinal chemistry,
pharmacology, pharmaceutics, toxicology, and phar-
macokinetics), as well as good clinical (research) prac-
tices and good manufacturing practices. All of these
technologies and processes are collectively employed
by the biotechnology industry to discover, develop,
and produce biological products for patients. These
technologies help to elucidate new biologic mechan-
isms of disease, identify naturally occurring substances
or processes responsible for a biologic effect, create
duplicates of the natural substances that often are
found only in minute amounts in the body, innovate
new products that enhance natural processes against
disease, block the function of dysfunctional proteins
or nucleic acids, reduce action of natural processes
gone awry as in inflammation in arthritis, and permit
mass production of these rare products for commercial-
ization. More than 140 biological products comprise a
new ‘‘biological’’ method to treat human disease, i.e.,
biotherapy, an armamentarium for health-care providers,
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to be used in conjunction with drugs, devices, radi-
ology, physical therapy, and psychotherapy.[1–3,15,16]

HISTORY OF BIOTECHNOLOGY

Some science historians will cite that the origins of bio-
technology go back 4000–8000 years to the Sumerian,
Egyptian, and Chinese cultures. Fermentation is an
age-old, basic biologic process whereby a living organ-
ism, a yeast, will react with carbohydrate materials,
such as wheat, in a vessel to produce alcohol. This
Sumerian product was beer. This basic biotechnology
process (fermentation) was employed also in the prep-
aration of bread and cheese, food staples, and later
wine over the millennia.[17]

The modern era of biotechnology is thought to have
started in the 1950s, with the discovery by Watson and
Crick of the three-dimensional (3D) construct of the
DNA double helix—the matched pairs of four nucleic
acids (adenine, guanine, cytosine, and thymidine) in a
specific sequence, parallel chains, and a 3D spatial con-
figuration. Several key discoveries in biology in the
1960s underpin biotechnology, namely, the genetic
code is universal in nature among all living things;
for the 20 amino acids, 64 specific nucleic acid triplet
codes are responsible for interpretation of genes into
proteins, and genetic material is transferable among
different organisms. The basic tenet of molecular
biology is that DNA makes RNA through the process
of transcription in the cell’s nucleus, and RNA makes
proteins, through the process of translation in the ribo-
some structures in the cell cytoplasm. Genetics began
with the discoveries of Charles Darwin and Gregor

Mendel in the mid-1800s; the principles were used in
breeding animals and plants to enhance desirable
traits. Proteins were discovered to exist in 1800s, and
DNA being responsible for carrying genetic infor-
mation was proved in 1940s.

The early 1970s saw the development of the two
core technologies of biotechnology, i.e., r-DNA and

Fig. 1 Biotechnology research geography.

r-DNA Mab Genomics Antisen.

Comb.
Chem.

Med.
Chem.

Mol.
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Toxicol. P′col. P′Kin.

P′ceut. GCP GMP Gene Tx.
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Product

Fig. 2 Research and development network: Antisen, antisense;
Cell tx, cell therapy; Comb Chem, combinatorial chemistry;

GCP, good clinical practices; Gene Tx, gene therapy; GMP,
good manufacturing practices; HTS, high-throughput screen-
ing; Mab, monoclonal antibodies; Med Chem, medicinal chem-

istry; Mol Model, molecular modeling; P’ceut, pharmaceutics;
P’Kin, pharmacokinetics; PCR, polymerase chain reaction;
P’col, pharmacology; r-DNA, recombinant deoxyribonucleic
acid; X-ray Cryst, X-ray crystallography; Toxicol, toxicology.
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Mabs, which account for 80 of the 140 commercially
available products in 2006. This r-DNA process is
sometimes called ‘‘genetic engineering.’’ The r-DNA
technology is a serial process, whereby (i) a protein is
associated with a biologic action and is identified; (ii)
a specific human gene (a DNA sequence) is associated
with the protein; (iii) the human gene is inserted into
bacterial DNA (plasmid); (iv) the plasmid is placed
into the non-human host cells (e.g., Escherichia Coli
bacteria); and (v) the host cells manufacture their typical
variety of proteins and produce a human protein from the
human gene. Mabs are proteins that are produced by the
body’s plasma cells in response to foreign substances,
and Mabs serve to attach to and neutralize foreign
substances. Hybridoma technology was developed to
produce Mabs for commercialization. Several discoveries
have enhanced the r-DNA and Mab processes including
PCR where genetic material can be accessed and repro-
duced even a million-fold; sophisticated analytical
processes for better genes and proteins assessment; and
accelerated gene-sequencing techniques that resulted in
full description of the human genome as well as other spe-
cies. The first commercial product derived from biotech-
nology was recombinant human insulin in 1982.

Biotechnology has become a major and common
platform for new products approved for clinical use.
For example, from 1998 to 2003, biotech research
and development was responsible for 36% of all new
molecular entities and all drug approvals by the Food
and Drug Administration in U.S.A. About 140 biologi-
cal products are approved for use in U.S.A. for over
100 indications.[18]

CORE DRUG DEVELOPMENT
TECHNOLOGIES

The products produced through biotechnology,
also called biological products, have been predomi-
nately proteins, which have been identified in the
human body for their beneficial or malevolent actions,
and then created ex vivo to be used later as a thera-
peutic to interact with human physiologic systems.
About 100 of the 140 commercially available products
are proteins. Proteins are complex, large molecules
with several key structural features required for their
activity. Each protein has a specific amino acid
sequence from the 20 amino acids in nature, which
must be preserved intact. Special structural features
include disulfide bridges, special peptide domains often
engendering functions, specific terminal amino acid
species, glycosylation (carbohydrate species attached
to the protein backbone), isoforms with naturally
occurring protein variations in structure, and 3D con-
figurations necessary for function, especially receptor
interactions.

r-DNA Technology

The predominant technology in biotechnology from
the 1980s to the present remains r-DNA technology,
which has been the process used to create 60 plus pro-
ducts, that is, over 40% of the commercially available
products. The basic notion is the manufacture of
human proteins in non-human living systems, a form
of genetic engineering. Five steps comprise r-DNA
technology: protein identification, gene isolation,
cloning of genetic material and expression of proteins,
manufacturing (scale-up processes), and quality
assurance for both protein and process integrity
(Table 1).[1,19–21] Step 1 involves finding a protein
responsible for some biological effect in the human
body that has therapeutic potential. The protein needs
to be isolated from its normal milieu, usually a body
fluid or cell. The structure of the protein and its func-
tions are determined, including all the structural fea-
tures noted above.

Step 2 requires the isolation of the human gene
responsible for the protein, which entails one of three
mechanisms. First, we often will know the protein’s
full amino acid sequence, and we do know the 64
nucleic acid triplets that code for the 20 amino acids.

Table 1 Recombinant DNA technology

Step 1 Protein work-up:
Protein identification
Protein isolation

Biological property description
Protein structure work-up – amino acid
sequencing and mapping, glycosylation,

disulfide bridging, peptide domains

Step 2 Gene isolation (three alternative methods):
Nucleic acid triplet sequencing for
amino acid sequence

mRNA isolation, with reverse transcriptase
and complementary DNA
DNA probes from genetic library

Step 3 Cloning and expression:

Gene (human) insertion into
bacterial plasmids
Plasmid incorporation into host cells
Host cell production of proteins

Master working cell bank created

Step 4 Manufacturing scale-up:
Inoculum stage
Fermentation or cell culture stage

Protein purification stage
Formulation stage

Step 5 Quality assurance:
Genetic testing

Bulk product testing
Process validation
Final product testing
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Hence, we can construct many combinations of those
triplet codes that may be genetic representations of
the target gene for the target protein. These genetic
constructs are genes, one of which will be identified
through screening as the correct gene with the capacity
to produce the target protein. Second, we may be
able to find the human cell that produces our target
protein. In this cell, we can ferret out the m-RNA that
is responsible through the process of translation for
producing the target protein. The viral enzyme, reverse
transcriptase, is capable of creating the target comple-
mentary DNA, or gene, from this specific m-RNA.
This method was used to find the gene for insulin,
which led to marketed products. Third, the human
gene could be fished out of the human genome using
nucleic acid probes, which is a complex, daunting task.
In this method, we identify several peptides in the
amino acid sequence of the protein. Using the triplet
codes for the amino acids in the peptide subunits of
the protein, we build specific nucleic acid combinations
(probes) for each peptide. Then, we break the chromo-
somes (3–4 billion pairs of nucleic acids) into thousands
of pieces of DNA. Through many serial experiments, we
try to match the first nucleic acid probe to the DNA
mixture, which does create a subset of matching DNA
pieces (hundreds or thousands). In another series of
experiments, a second, different nucleic acid probe
for a different peptide is matched against this DNA
subset for further matches. Matches do occur, result-
ing in a series of possible genes. Each gene must be
evaluated by genetic analyses to insure production
of the correct protein, which then are tested to be
sure that the protein has the structural features and
pharmacological properties in test animals of the
targeted, naturally occurring protein. The gene for
the protein, epoietin alfa for anemia, was discovered
by this laborious method.

Step 3 in r-DNA technology involves cloning of the
gene and expression of the protein by the gene. Cloning
is the reproduction of the target human gene in a non-
human cell. Expression is the production of the target
human protein by a nonhuman cell containing the
human gene. These processes require a vector for the
DNA (genes), so that the gene can be carried into
a host cell. A bacterial plasmid is a circular piece of
DNA that is transferable between cells (therefore, a
carrier), will accept the insertion of a human gene, and
will allow the human gene to be turned on. Plasmids
are further manipulated to maximize their function
with the addition of promoter, enhancer, and operator
DNA sequences. The plasmid must be cut open to
accept the human DNA (gene) by unique enzymes
(bacterial restriction endonucleases), each of which is
highly specific to a certain nucleic acid sequence that
can match a terminal end of the human gene. These
‘‘sticky’’ ends of the opened bacterial plasmid and

the human gene permit recombination of the DNA,
under the influence of a ligase enzyme, resulting in an
r-DNA molecule containing a human gene inserted
into a bacterial plasmid. Next, the r-DNA molecule
is inserted into a host cell, which serves to produce
all of its routine proteins, and the cell manufactures
the human protein from the human gene that it carries.
The host cell needs to possess a set of demanding char-
acteristics to be used feasibly and cost-effectively in
manufacturing processes: a short reproductive life
cycle, long-term viability in an in vitro setting, the abil-
ity to accept bacterial plasmids, substantial productive
capacity (yield) for proteins, the ability to produce the
human protein consistently without its alteration,
possibly glycosylation of the protein if needed for its
activity, ease of manufacturing in the later scale-up
process, as low as possible cost in manufacturing,
and patentability to protect the intellectual property.
The host cells can be bacteria, usually E. coli, yeast
cells, and mammalian cells, usually Chinese hamster
ovary cells or baby kidney hamster cells. This unique
newly created cell and its offspring, created in the lab-
oratory, are called the master working cell bank.

Step 4 in r-DNA technology is scale-up manufactur-
ing and comprises four phases: inoculum, fermen-
tation, purification, and formulation. Inoculum phase
entails the use of daughter cells from the new host cell
(master working cell bank), actually removed from its
storage in a �70�C freezer. The daughter cells are
grown in specific media in serially larger flasks and
assessed for normal growth characteristics. The growth
medium (liquid and air) is a unique and specific mix-
ture of minerals, compounds, and nutrients to enhance
cell viability (lifespan) in vitro and functional ability of
cells to produce proteins (maximize yield). The fermen-
tation or cell culture phase involves inoculating thou-
sand of containers, or large fermenters, with cells
from the inoculum phase and adding the appropriate
fortified growth media. The host cells will proceed to
produce proteins, either intracellularly in storage vacu-
oles for most bacterial host cells or extracellularly into
the media for mammalian cells. Feeding of the host
cells and removing waste from the media need to be
done periodically to sustain host viability and pro-
ductivity. Harvesting the cells and media is the next
step to obtain the protein. Purification of the protein
follows, which varies between bacterial and mam-
malian systems. For bacteria, the cells are removed
from the liquid in the fermenters by centrifugation into
a cell paste, which is centrifuged again to break out
proteins from the cells. The protein mixture is then
run through an extraction process, often high-pressure
liquid chromatography (HPLC) to separate the target
protein from all other proteins. For mammalian cells,
the culture media contains the proteins, which were
secreted extracellularly by the mammalian cells, and
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is collected periodically. Extraction and purification
are basically similar processes for the mammalian pro-
cess. A pure bulk protein is the result of purification.

The final phase is formulation, wherein a diluent is
chosen for the protein, incorporating the best mix of
fluids, buffers, stabilizers, and minerals to achieve opti-
mal protein stability, maximal shelf life, and patient
acceptability. Sterile water, normal saline, and dextrose
5% in water are three common diluents. Variables to
deal with include protein traits and patient-disease
factors. Formulation of proteins is confounded by
the general delicate nature of proteins and the many
degrading processes that can occur with them (Table 2).

Step 5 in r-DNA technology is quality control for the
final product, components, and processes throughout
the manufacturing process. As can be readily observed
from this description of manufacturing by r-DNA bio-
technology, manufacturing is quite multifaceted and
complex with much potential for contamination, vari-
ation, and alteration, leading to poor outcomes, e.g.,
a deteriorated product, a degraded protein, viral or
bacterial contamination, poor yield, an immune reaction
in patients, and even a different protein. Protein break-
down can occur through many processes, many of which
are listed in Table 2. Contamination can result from typi-
cal methods for drugs, e.g., microbial or chemical means,
and, because of the genetic material employed, through
oncogenic or viral DNA incorporation or alteration.
Therefore, quality control ensures final product integrity
through an extensive series of tests, which involve four
key areas: genetic material (plasmids and genes), bulk
protein product, final product, and the manufacturing
process. Exemplary tests are listed in Table 3.

Mab Production

Mabs are complex proteins that have a uniform basic
structure, comprising four subunits that are divided
into two matched pairs of protein material—two heavy
chains and two light chains, linked by disulfide bridges,
forming a ‘‘Y’’ configuration. One end, the variable
region with light chains, binds to the target antigen
[complement determining region (CDR)], while the
other end of the molecule, the constant region with
the heavy chains, initiates an immune reaction. These
Mabs are highly specific proteins that the plasma cells
in the human produce, a single Mab, against a single
antigenic foreign material. Historically, Mabs have been
produced in biotechnology in a mouse, and are tar-
geted against human antigens. We are developing a
product (Mab) to attack and eliminate these target
antigens. The mouse will create highly specific Mabs
against the human antigen (target); however, the quan-
tity of Mabs (protein) produced by even very large
numbers of mice is very small. Hence, biotechnology
for Mabs also uses a myeloma cell and fuses it with
the mouse plasma cell to create a murine hybridoma
cell. Myeloma cells impart several additional charac-
teristics to the hybridoma, i.e., very high production of
proteins (Mabs) and long lifespan, which make Mab
manufacturing commercially feasible. These hydri-
doma cells are the new master working cells to produce
large amounts of specifically targeted Mabs.[22–34]

The murine origin of Mabs creates significant limits
for these products, because administration of murine
Mabs to humans leads to the body’s rejection against

Table 2 Biological product—stability/degradation

Precipitation

Clumping/aggregation

Cross-linkage

Unlinkage (disulfide bridges)

Amino acid mutation

Glycosylation/deglycosylation

Conjugation

Amino acid deletions/additions

Reduction

Oxidation

Folding/unfolding of protein

Deamidation

Proteolysis

Protein inclusions

Terminal amino acids variations

Table 3 Quality control tests in r-DNA technology

Genetic material: (5–10 tests)
Karyotypic analysis
Oncogene screening

Gene stability
Infection DNA screens

Bulk protein products: (20 tests)
Amino acid sequence

Peptide maps
HPLC
Radioimmunoassay
Western blot chromatography

Bioassay

Process validation: (10 tests)
Protein yield
Protein challenge

Endotoxin spiking

Final product: (30 tests)
Protein analyses (repeat of #2 above)
DNA contamination

Stability tests
Freeze–thaw tests
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the murine nature of the protein, an immune reaction.
Two limits of murine Mabs are a toxic human anti-
body mouse antigen (HAMA) response with fever
and chills and less binding of the Mabs to the target
cell, thus limiting their activity. Immunogenicity is a
complex subject with Mabs, and a human can react
with various types of Mabs against the Mab being
administered, which will neutralize, clear, sustain,
cause HAMA, cause allergic reactions, or do nothing.
A patient’s genetics and current immune status will
impact immunogenicity as well as the protein and its
formulation. Therefore, scientists now manipulate
Mabs by substituting human subunits for the four
murine subunits, creating chimeric molecules, part
murine (about 25%), and part human (about 75%).
Even more humanization can be achieved to about
90%, called ‘‘humanized’’ Mabs, with only the CDRs
(identifying and binding to antigens) being murine.
Furthermore, mice have been bred by genetic engineer-
ing to produce fully human antibodies. This humaniza-
tion lessens toxicity and can result in an increased
activity. Because of the more human Mabs, we now
have been able to expand the number (18 Mab pro-
ducts) and uses of Mabs to manage inflammatory
conditions, treat cancer, or bind to proteins to arrest
a process, as in slowing kidney rejection in transplant
patients. Yet another more recent development in anti-
body discovery is the use of phage displays instead of
hybridoma technology to create the Mab. The molecu-
lar engineering of Mabs will be covered below.

BIOLOGICAL TECHNIQUES
AND PROCESSES

Most of the biological products have been created
through protein r-DNA and Mab technologies (over
80%), as stated before. However, biotechnology has
expanded in its technologies over the last 20 years to
encompass a breadth of areas, which are listed in
Table 4, and most of them will be addressed below.[35]

PCR

PCR is a critical core process in biotechnology, which
permits the expansion of the amount of genetic material
(DNA), starting from minute amounts. The process
involves first denaturing DNA with high heat (90�C),
i.e., unraveling the DNA double helix so that the
genetic code (sequence) can be read and possibly dupli-
cated. Second, a leader sequence for DNA is used
to bind to the target DNA and initiate reading of the
genetic code at a specific point. Both helices and strands
of DNA can be read, that is, duplication of the target
DNA sequence. Third, the heat-stable enzyme from
the Thermus aquatis bacteria, DNA polymerase,

catalyses the reading of the genetic code with extension
of the replicated DNA sequence. By sequential rep-
etition of these three steps, the genetic material is mag-
nified; for example, 20 replications yield a million-fold
increase in the DNA material.

Genetic Technologies

In drug discovery and development, genetic materials
(DNA, m-RNA, genes, and RNA enzymes) have come
to the forefront as potential biological products and,
more so, as primary tools of product discovery. Six pri-
mary areas are covered here: antisense, gene therapy,
genomics, pharmacogenomics, ribozymes, and trans-
genic animals. Antisense is a RNA molecule that is
complementary to, or a mirror image of, a segment
of an aberrant or mutated m-RNA molecule, involved
in the pathogenesis of a disease. The antisense RNA
molecule will bind to the noxious m-RNA molecule,
preventing the disease from manifesting. One product
is currently available, fornivirsen, used to treat cytome-
galovirus associated retinitis that can occur in AIDS
patients.

Gene therapy is a technology employing a gene as a
therapeutic agent to treat a disease. The potential goals
of gene therapy include replacement of an inactive
gene, reactivating inactive genes, turning off genes
causing disease, as in oncogenes, turning on further
naturally protective genes, or adding a gene character-
istic to cells, such as increased susceptibility of cancer
cells to chemotherapy drugs. Development challenges
in gene therapy include finding the target gene that
is causing the disease or needing enhancements, identi-
fying the optimal target human cell for the disease

Table 4 Biotechnology techniques and processes

Polymerase chain reaction Bioinformatics

Recombinant DNA proteins Molecular engineering
(proteins)

Monoclonal antibodies (AA/CHO/PEG/Fusion)

Structure/activity
relationship

Peptides

Genomics Receptors

Gene therapy Animal-based products

Ribozymes Marine-based products

Nucleotide blockade Tissue engineering

Pharmacogenomics Cell therapy

Transgenic animals Virology

Combinatorial chemistry Formulations

High-throughput screening Liposomes/Polymers

Protein kinases Biosimilars (Biogenerics)

Proteomics
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and patient for insertion of an additional gene, inserting
(delivery) an extra gene reliably into human cells ex vivo
or in vivo, and causing the gene to be functional in a
reasonably physiologic manner (extent and duration of
activity). Science is rapidly isolating and identifying all
the genes in the human genome. However, gene delivery
has not been achieved in a reliable, reproducible manner
sufficient for routine therapy.[36–41]

Viruses are most commonly used for gene delivery
with the investigational therapies because of their natu-
ral ability to carry genetic material, deliver it into
human cells (infect or transfect), and allow the genes
to be turned on. However, the optimal gene vector
has a lengthy and daunting list of optimal traits, e.g.,
packaging of the DNA of varied sizes, protection of
the DNA package in vials and in vivo, serum stability
with nucleases, targeting to a specific cell type, infec-
tion of non-dividing target cells, internalization of vec-
tor/gene by cells, endolysosomal protection in cells,
endolysosomal escape, cytoplasmic transport, nuclear
localization and transport, efficient unpackaging in
nucleus, gene activation with transcription and then
translation, stability of the gene expression, and
robustness of gene expression. Additionally, clinical
use of a gene/vector product in patients needs ease
of administration and safety in patients, that is, little
toxicity, no immunogenicity, and non-pathogenesis
on its own. Manufacturing needs for a vector/gene
package include ease of fabrication, inexpensive syn-
thesis, and facile purification.

The study of genomics involves the identification of
the sequence (genotype), the activities of all the 30,000
genes in the human body, and their expression into
proteins in specific patient groups (phenotype). Geno-
mics is a technology in which we search for a gene that
is responsible for some process or product in the human
body. The gene may lead to a new process or disease
target for which drugs or biologicals could be developed
to favorably alter. For example, the gene for cell immor-
tality was discovered, which led to the protein, telomer-
ase, an enzyme. Telomerase is responsible for adding
telomeres, short-nucleic acid sequences, to the end of
all chromosomes, protecting chromosomes from muta-
tions and, ultimately, cell death. Alternatively, genomics
may lead to a gene that produces a protein, which can be
used as a therapeutic agent. For example, osteoproto-
gerin is a key protein that is the natural substance that
turns off osteoclasts in bones, which break down bones
and could lead to osteoporosis. Genomics requires the
collection of massive amounts of information regarding
the human genome or genetics, including protein and
peptides, receptors for activity of proteins or drugs,
mechanisms of drug activity, and subunits of drugs,
proteins, RNA, or DNA responsible for physiologic or
pharmacologic actions. The science of bioinformatics
now exists to store, share, integrate, analyze, and

manipulate these massive amounts of data via facilitated
methods using computers and algorithms to identify new
products.

Ribozymes are molecules comprising sequences of
nucleic acids that possess enzymatic catalytic proper-
ties to bind to specific sites in DNA or RNA and cleave
the chain.[42,43] A ribozyme will have subunits respon-
sible for the binding function and subunits responsible
for enzyme function. They generally have the following
desirable traits; specificity in targeting, cleavage of RNA,
small size amenable to formulation and dosing, and
multiple turnover (one molecule binds and acts and then
moves on to next molecule and repeats its function).
However, challenges include need for cell insertion
(transfection), nuclease protection in the blood, and cha-
perone proteins for movement in cell cytoplasm. Inhibi-
tory RNA molecules, known as antisense and siRNA,
are being studied because of their excellent specificity
and function to turn off aberrant RNA, but the disad-
vantages of ribozymes also exist for antisense, plus they
require a vector as in gene therapy for cell entry.[44–48]

Pharmacogenomics is the study of genetic pheno-
types of patient groups and their impact on drug
actions, changing drug pharmacokinetics and/or
activity (more or less pharmacologic effects). Over
60,000 single nucleotide polymorphisms (SNPs) exist
in exons that are genetic changes, deletions, insertions,
or repeats. For drug activity, these SNPs can change
action of metabolic enzymes, receptor activity, or drug
transport, any of which can lead to more adverse
events, dosing changes up or down to achieve the same
effect, and disease subtypes with different drug
responses. Hopefully, we can identify (diagnose) these
abnormal or just different genetic phenotypes respon-
sible for different disease presentation or drug actions,
and either use a drug in a more effective subpopula-
tion, or change dosing for less side effects or more drug
efficacy. For example in oncology, some breast cancer
patients will have a genetic abnormality being Her2-
Neu gene-positive, leading to more aggressive and fatal
disease course. Fortunately, a Mab has been developed
against this genetic subpopulation, trastuzumab (Her-
ceptin), offering more efficacy only in these patients.
Viability of pharmacogenomics in patient care requires
diagnostic tests to be identified, validated, and com-
mercialized to identify these patients at risk, and then
requires the studies to establish appropriate drug doses
for the unique phenotypes or drugs that will work in
these unique phenotypes.[49–53]

Transgenic animals are another genetics-related
development in biotechnology and actually all drug
development that enhances the screening of potential
therapeutic molecules. Through genetic engineering,
an animal’s (most often mice and rats) gene makeup
is altered by knocking out genes or gene additions,
which results in the animal presenting with a disease
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that is more human-like in its pathology. A potential
new drug candidate is administered to these transgenic
animals, and the animal will present disease models
that will better predict (respond to) the drug’s action
as being representative of what would really occur in
humans. Another use of transgenic animals is for the
manufacture of biological products in the animal.
Through genetic engineering, human genes are added
to the animal make-up often within the mammary
structure of usually sheep, goats, or cattle, such that
the human gene produces a human protein in the ani-
mal’s milk, which can be harvested and the human
protein separated.

HTS

HTS is intended to obtain faster more high-quality
product leads from large volumes of genetic or peptide
molecules. HTS has improved the number of molecules
that can be screened for activity by 10- to 1000-fold.
The process of HTS is dependent on improved analyti-
cal processes (better surface chemistry, capture agents,
and detection methods), miniaturization of equipment,
and automation. Currently, over 100,000 samples can
be tested in a day.[54]

Combinatorial Chemistry

Combinatorial chemistry involves the use of the basic
building blocks in biochemistry, either the 20 amino
acids or 4 nucleic acids, to build new molecules. All
the different combinations of a set number of building
blocks can be created; for example, the use of 10 different
amino acids can result in over 3.5 million decapeptide
compounds. Huge libraries of compounds are produced,
which require screening through HTS and the use of
informatics to help sort out the structures and especially
the activities of all these new compounds.[55,56]

Proteomics

The proteome is the complete protein makeup in the
human body. Proteomics is the study of protein struc-
tures and their properties. The proteome is more
complex than the genome when we consider the greater
complexity of proteins, e.g., 20 amino acids vs. 4 nucleic
acids, and their manifold structural requirements,
including the amino acid sequence, disulfide bridges,
glycosylation of proteins, the complex carbohydrate
structures, the amino- and carboxyl ends of proteins
and their variation, the isoforms of the same protein
in one patient and between patients, and the 3D con-
figuration of proteins. Proteins have a certain mass,
isoelectric point, and hydrophobicity impacting their

activity. Protein function will also potentially change
during development of the fetus and child, in disease
vs. normal physiology, during inflammation vs. none,
and possible different actions at specific tissue sites. All
of these different properties will require sophisticated
and sensitive analytical technologies to identify and
understand protein structure and function. Proteomics
assists us in finding new disease targets and possible
biological products for therapy.[57,58]

Signal Transduction and PKs

Over the last ten and, especially, five years, cell func-
tion is being more fully elucidated, and a group of pro-
tein enzymes, PKs, has been found to play principal
roles in the communication between and within all cells
resulting in activation of all cells. Several thousand
PKs exist and are very specific to certain cells and cell
functions. Aberrant or excessive cell activity can be
mediated by the PKs, contributing to diseases such
as cancers or inflammatory conditions. PKS become
targets for drug intervention to turn off or reduce
their activity and moderate a disease. They are quite
desirable targets given their universality in cells, very
high specificity to a cell function, involvement in many
principle cell functions, their specific protein structures,
the identifiable mechanisms of action within their
substructures, and their accessible sites for drugs and
biologicals. For example, tyrosine PKs serve as cell
receptors and allow binding to a cell of various cell-
to-cell communication ligands such as hormones or
GFs that leads to autophosphorylation and activation
of the PKS. Their structure includes three main compo-
nents (domains), one extracellular that binds the
ligand, a segment in the cell wall, and then an intra-
cellular segment that, after ligand binding, initiates a
series of cell actions, activating other intracellular pro-
teins that eventually result in cell action or production
of cell proteins to yield downstream actions. The drug,
imitanib (Gleevec), was the first PK inhibitor approved
for use and treats chronic myelogenous leukemia with
a bcr-abl SNP change that creates the Philadelphia
chromosome positive abnormality. Imitanib disrupts
the function of the intracellular domain to turn off
the abnormally functioning cell.[59]

Cell and Tissue Therapy

Another technique to treat disease is based on obtain-
ing healthy cells from a specific tissue, selecting out a
specific subset of cells with certain desirable properties,
and enhancing the activity of these cells through ex
vivo manipulation. We then return these specifically
selected, enhanced, and activated cells to patients
whose cells are not sufficiently functional, thereby
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ameliorating a disease. Currently, chrondrocytes respon-
sible for cartilage production are taken from a patient’s
knee that has serious damage and is repairing poorly.
These chrondocyctes are manipulated ex vivo and
returned to the patient to normalize cartilage pro-
duction. Bone marrow progenitor cells are collected
from peripheral blood, bone marrow cells, or cord
blood, and the cells with greatest regenerative potential
are selected through various cell-tagging processes. Fol-
lowing life-threatening chemotherapy in a cancer
patient, which destroys almost all the bone marrow,
these selected progenitor cells are administered to the
patient to accelerate regeneration of bone marrow and
white blood cell production, thereby preventing infec-
tions. Foreskins of newborns are collected and placed
in a 3D construct that permits growth of dermis and epi-
dermis. This construct is used later in venous leg ulcers to
accelerate wound healing, thereby reducing health-care
needs. In tissue engineering, generally, we need tissue
from patients or normal donors via biopsy, a process
for ex vivo cell expansion, a scaffold on which to grow
the cells, and a bioreactor system, in which to grow the
new tissue into its full size, normal structure, functional
capacity, and devoid of toxicity, immunogenicity, or
fibrosis.[60–64]

Molecular Manipulation of Biologicals

A new generation of biological products is the deriva-
tive of existing molecules that are altered to change
their properties resulting in new molecules. Molecular
manipulation of biologicals is now a major technique
used in product development, and has been expanded
to include amino acid changes (truncation of domains
or replacement of amino acids), glycosylation changes,
pegylation, fusion of proteins and drugs, isoform selec-
tion, monomer vs. dimer molecule selection, and human-
ization with antibodies. The properties of proteins
that can be altered include receptor affinity, receptor
selectivity, pharmacokinetics (half-life, metabolism),
immunogenicity or antigenicity, effector function,
potency, safety (adverse events), stability, solubility,
absorption by new routes of administration, and manu-
facturing yield. Besides enhanced properties, these new
biological molecules have the added benefit of being
patentable as new drugs.[22,27,28,30,65–67]

Protein manipulation for enzyme proteins can serve
as a good example of several possible manipulations.
Alteplase is a thrombolysis enzyme protein used to pre-
vent death in acute myocardial infarction. The protein
has 527 amino acids, 5 disulfide bridges, glycosylation at
several amino acids, and 5 peptide domains. Truncation
of most domains leaving intact the protease domain
resulted in a new biological, reteplase (Retevase), with
quite similar thrombolytic activity. Another set of

changes was made to the alteplase protein, that is, six
amino acid exchanges at three sites, along with added
glycosylation at one site, resulted in a new protein,
tenecteplase (TNKase). This new protein has improved
administration, intravenous bolus instead of infusion,
more fibrin specificity, less degradative enzyme suscepti-
bility, no added toxicity or immunogenicity, and yet the
pharmacologic action being sustained.

Pegylation is a process in which polyethylene glycol
(PEG) is added to the protein structure, and it has been
done for alpha-interferons (2a and 2b), a growth factor
(filgrastim), a liposome (doxorubicin), and enzymes
(asparaginase and ademase). Pegylation will vary with
the number and types of PEG molecules, the attach-
ment site on the protein, and the linker molecule for
the PEG to the protein. Any of these will alter the
pharmacokinetics or activity of the protein. The
addition of PEG may extend the product’s half-life or
duration of effect, as in alpha-interferon-2a (Pegasys),
permitting less frequent dosing, yet the desired activity
of the molecule can be maintained.[66,68–70] Glycosylation
entails changing or adding carbohydrate species, e.g.,
sialic acid residues, to the amino acid backbone of a pro-
tein. The altered carbohydrate structure (hyperglycosyla-
tion) in the protein, epoetin alfa, created the biological,
aranesp; the new product extended its half-life about
threefold, again offering less frequent dosing, while
sustaining its pharmacologic properties. Altering glyco-
sylation may require changes in amino acid sequence,
because only certain amino acids carry the carbohydrate
structures, asparagine, serine, and threonine. Also, the
type of sugars and their structures are variable and affect
the action of the biological (e.g., mannose, sialic acid,
galactose, fucose, and n-acetylcysteine).[71]

The concept with fusion proteins is to combine two
compounds, two proteins, or a protein and a chemical.
Goals have been to alter pharmacokinetics, result in
combined properties for the full molecule, serve as a
carrier to the site of action, or enhance absorption of
the large biological molecules. Several examples have
been achieved and marketed, e.g., gemtuzumab, a Mab
plus a cytotoxic cancer drug for acute myeloid leukemia;
denileukin, a protein (IL-2) and a toxin, diphtheria toxin
for renal cell carcinoma; alefacept, a CD-binding protein
and a fragment of immunoglobulin-G1 (IgG1) for
psoriasis; abatacept, the CTL4-A cell-binding protein
and a fragment of IgG1 for rheumatoid arthritis.

Engineering of Mabs to serve as carriers or fusion
proteins involves consideration of the target antigen,
the antibody-delivery vehicle, and the linker tech-
nology. The target antigen (Ag) often is a cell surface
protein serving as a cell receptor for cell activation,
also called ‘‘CD’’ complement determining region;
any one cell can have hundreds of CDs on its surface.
The Ag for a Mab should be specific to the desired
antibody (Ab) with high-binding affinity and expressed
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in the tumor or abnormal tissue at higher levels, homo-
geneous at the cell surface, in significant percentages of
patients, expressed throughout the disease process, and
not or minimally expressed in normal tissue. The anti-
body should possess accessible sites for loading the
second chemical or product and be able to release
the ‘‘conjugate’’ at the target tissue site. The conjugate
being added should not alter Ag–Ab binding, Mab
internalization into target cells, effector function of
the Mab such as antibody-dependent cell cytotoxicity,
pharmacokinetics of the Mab, biodistribution of the
Mab conjugate, or the aggregation, immunogenicity,
or toxicity of the Mab conjugate. The linkers for the
Mab and conjugate should have several desirable
properties as well, such as easy site-specific attachment,
no toxicity, stability in plasma, cleaved intracellularly,
and no immunogenicity. These many desirable proper-
ties listed above display the high challenge in develop-
ing these Mab conjugates. Mabs also are engineered as
antibody fragments to be used alone or combined with
other protein as fusion proteins for their combined
actions. Abatacept (Orencia) combines the Fc frag-
ment of IgG1 and the T-cell antigen protein, CTL4,
which creates a protein molecule with specificity for
T-lymphocytes to turn off the autoimmune reaction
in rheumatoid arthritis.[27,28,30,37]

Animal and Marine Products

Identification of pharmacologic activity of biological
products in animals has been a process for a long time
in drug discovery; of course, porcine and beef insulin
were extracted from the pancreas of animals and used
in patients for most of the 20th century. Then, in 1982,
a recombinant form of human insulin was created and
marketed. Animal proteins may be different in their
construct from humans, yet present useful pharmaco-
logic properties that can then be used in humans as
therapeutic agents. We now have a variety of biological
products isolated and identified from animals, mostly
proteins, and then they have been reproduced by
recombinant technologies and are used to treat human
diseases. From leeches, we have two thrombolytic
enzymes, bivalirudin and lepirudin. The Gila monster
provides a protein for diabetes mellitus, exenatide. The
marine snail is a source to identify a protein for severe
pain, ziconatide. Snakes have given us two enzymes,
tirobifan and eptifibatide, to be used as thrombolytics
in cardiovascular conditions such as acute coronary
syndromes and angioplasties.

Biogenerics or Biosimilars

The creation of generic biological products currently is
controversial and fraught with difficult manufacturing

and patient-care issues. The basic tenet to this date by
drug regulators in U.S.A. and the European Union
(E.U.) is ‘‘the same manufacturing process for biologi-
cals is not the same at different companies at different
locales;’’ however, guidelines are being drafted by the
U.S.A. and E.U. to permit generic biological product
manufacturing and marketing. Proteins are complex
molecules in their sequencing, carbohydrate content,
post-translational modifications, 3D configuration,
and immunogenicity. The formulation can even impact
the immunogenicity of the protein in patients. Biologi-
cals are manufactured in genetically engineered living
systems with the great potential for many different
alterations, contaminations, or degradations in per-
haps unpredictable ways. Host cells can vary in type,
stability, growth, and production. Vectors for genes
also vary in type, site of gene insertion, their genetic
sequence, use of promoter or enhancer gene sequences,
and activity. Culture conditions are particularly vari-
able and can impact protein production as well. Then
harvesting and purification are yet further variables.
Also, product analysis is very complex because of
the complexity of both the molecules themselves and
the manufacturing processes, as described earlier.
Generic biological products will be available in the
future. Some current justification for generic biological
production is the example of growth hormones. There
are now nine products marketed in the U.S.A., and
their differences are relatively minor. However, each
product was required to submit a full regulatory appli-
cation for approval including clinical trials establishing
safety and efficacy.[72,73]

Biomarkers

The diagnosis of disease basically always has been
dependent on various disease indicators related to
normal human physiology and the pathology of the
disease, such as liver enzymes, the kidney’s urine elec-
trolytes and proteins, and cardiac enzymes, to judge
organ function or their disease status. These diagnostic
factors are essentially disease biomarkers. Genetics
has created added parameters in identifying patient-
specific differences in disease occurrence or disease
severity. Pharmacogenomics takes genetics one step
farther in associating differences in drug activity in
definable subpopulations of patients with specific gen-
etic differences (inherited or acquired), especially drug
metabolism. A drug or biological product that is active
in this subpopulation with a genetic variation, and
may only be effective in that subpopulation of patients,
would require a biological disease indicator, a biomarker,
to identify these different patients. Hence, another
outgrowth of biotechnology is the biology of disease
and the search for biomarkers to identify groups
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of patients with different responses to certain drugs,
either drugs or biologicals. Therapy thus can be better
individualized and given to the patient most likely to
respond or avoid a predictable adverse event related
to genetic differences. Several biological products
are now effective and marketed for a certain disease
and a specific subpopulation. For example, trastuzu-
mab is available and only effective for breast cancer,
given along with their chemotherapy, in patients with
a very aggressive form of the cancer, who possess the
oncogenic disease marker, Her2Neu. The PK inhibitor
drug, imitanib, is only effective in chronic myelogen-
ous leukemia with Philadelphia chromosome-positive
status. The fusion protein Mab, gemtuzumab, is
effective only in acute myelogenous leukemia with
CD33-positive cells. These three exemplary treatments
require a diagnostic test for the respective biomarker
to document the presence of the genetic abnormality,
engendering a higher likelihood of drug response.
Biomarkers need to relate directly to the disease
pathogenesis and the genetic or physiologic abnor-
mality, be consistently present over the course of the
disease, possess reliability to avoid false positives or
negatives, must be validated in clinical trials, need to
be practical in their conduct for anyone skilled in lab
procedures to perform, and not be too expensive.[74,75]

Nanobiotechnology

The nascent field of nanobiotechnology involves the
use of and study of particles, organelles, instruments,
drugs, and devices that measure or function within a
size parameter of 1–100 nm. A nanometer is one bil-
lionth of a meter in size (10�9). To give these sizes some
relevance, the red blood cell size is about 5 mm
(5000 nm), and an aspirin molecule is less than 1 nm.
Biologic applications are at a very early stage of scien-
tific evolution including the areas of bioanalysis, drug
delivery, therapeutics, biosensors, and medical devices
including tissue engineering; however, substantial
financial investment from government, universities,
and venture capital already exists (over $1 billion in
2004). Drug discovery and diagnostics are the two
most significant areas of research in the private sector.
Currently, the scanning probe microscope is a tool in
common use for cellular study, functioning on a nano-
meter scale. Nanoparticles can provide new labeling
technology in cell or molecule analysis, based on chang-
ing color with changing particle size. Use as contrast
agents in X-ray imaging is an application, possibly
with better image resolution, tissue targeting, and
retention in blood. Nanoparticles can be carriers for
drugs in very minute amounts possibly enhancing drug
penetration across membranes, changing drug solubili-
ties, and altering pharmacokinetics. Liposomes can

function as nanoparticles. The commercially available
product Abraxane binds the cancer drug paclitaxel
to albumin, which can be considered a nanoparticle bio-
logical drug formulation. In tissue engineering, artificial
bone matrix in nanoparticle size is being studied.[76–79]

Biological Product Delivery
and Formulations

Most biological products (75%) are proteins, which, as
described earlier, are large, complex, and delicate mole-
cules. Formulations of proteins are influenced by
protein traits, such as peptide lability, the 3D structure,
the charge on the protein, and its stability. Breakdown
of proteins can occur through many mechanisms
(chemical and physical), also noted earlier (Table 2).
Further contamination and impurities are a significant
potential problem, given the living system for manu-
facture. The final formulations often are sensitive to
temperature extremes, which can cause aggregation
or precipitation. Restrictions in diluents exist because
of potential adverse changes in stability. For example,
filgrastim growth factor requires dextrose 5% in water
and not saline for the diluent, and sargramostim
growth factor is the opposite. The protein formulations
usually do not contain preservatives because of their
interactions with proteins causing instability of the
protein, which necessitates single-use vials. Refrigera-
tion is the norm to achieve maximal shelf life. Prior
to administration, vials should be warmed to room
temperature to lessen local reactions. Some proteins
will require lyophilization (a dry frozen powder instead
of liquid) to create a practical shelf life. Excessive
agitation is yet another possible denaturing problem
for proteins. In creating the marketed product, the for-
mulation for any biological molecule should avoid
changes in activity of the molecule, its pharmacoki-
netics, its immunogenicity, its toxicity, and local
irritation upon administration.[80–84]

BIOLOGICAL PRODUCT CATEGORIES

Over 60 products (biologicals) were marketed by over
30 companies in U.S.A. from 1982 to 1999 (an 18-year
period). In the last six years, 80 more products have
been marketed. In many diseases, biological products
often have been major breakthroughs offering the first
treatments where nothing previously was effective for
serious diseases, i.e., dornase for cystic fibrosis or
beta-interferon for multiple sclerosis. Now, we have
biological products in more than eleven distinct cate-
gories. Table 5 presents a statistical overview of the
number of biological molecules, products, indications,
and companies. The 157 products for the 123 distinct
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molecules are used for 121 separate indications and
were created by 63 biotechnology companies. Four
categories rank high in the number of commercial pro-
ducts, i.e., hormones, tissues and cells, antibodies, and
enzymes. Following the discussion of each category of
biological products, each table of biologicals approved
for use in U.S.A. includes the generic and brand
names, company marketing the product, and thera-
peutic areas of use.[3,4,5–10,85–89]

Hormones

Hormones comprise the largest class of biological
products. Two naturally occurring protein-based
hormones, insulin and growth hormone (somatotropin),
have been duplicated through r-DNA technology into
20 products (Table 6). Insulin was the first product
from biotechnology to be approved in 1982, and 11 dif-
ferent types of products are now available with differ-
ent salt forms or molecular arrangements, creating
different activity (time-course) profiles. In Europe, six
additional insulin products are available (Actrapid,
Novomix, Optisulin, Novorapid, and Liprolog). One
parent molecule can result in more than one product,
because manipulations of the molecule can be done
(for example, shifting terminal amino acids or use of
monomers vs. dimers), without altering the biological
purpose of the protein. Each molecule may have a
related but different indication or pharmacokinetic
profile. Nine growth hormone (GH) products are on
the market for six indications. Fertility hormones are
another large class of biologicals, six products in the
U.S.A. and one in Europe (Puregon). The generic names
of products often will be different for similar products

produced by different companies, e.g., follitropin beta
from Organon and follitropin alfa from Serono.

Interferons

These proteins called interferons are produced by
many cells in the human body and participate in our
immune system to provide protection against foreign
substances, such an infectious material, and are
involved in immune diseases. Interferons have several
beneficial properties, an indirect mechanism of action,
that is, stimulating the immune system, especially, the
lymphocytes, and also possessing direct cytolytic and
antiviral activity. Three families of interferons exist—
alpha, gamma, and beta; and 11 products have been
created (Table 7). The indications (11) for interferons
are broad, including oncology (e.g., malignant mela-
noma and chronic myelogenous leukemia), viral infec-
tion (e.g., hepatitis C), and autoimmune disease (e.g.,
multiple sclerosis). Newer molecular forms include
pegylated molecules that provide the advantages of
longer duration of action and hence less frequent dos-
ing, while sustaining the antiviral activity against
Hepatitis C. Indications often are added to a product
over time following the original product approval.
Alpha-interferon is a very good example of this drug
development process. The first indication was hairy cell
leukemia in 1986, a narrow use for a severe oncologic
problem, which was followed by approval for seven
additional uses over the subsequent 10 years. Extensive
clinical trials (Phases 2 and 3) and a supplemental
new drug application were required to establish the
safety, efficacy, and appropriate dosing for each use.
In Europe, six additional interferon products are

Table 5 Marketed biological products

Types of products Molecules Products Indications Companies

Hormones 14 32 15 13

Antibodies (Mabs) 19 18 18 21

Enzymes 15 15 16 12

GFs 7 8 12 4

Interferons 10 12 10 8

Blood factors 4 4 4 5

ILs 3 3 4 4

Vaccines 5 6 4 3

Liposomes 5 5 5 5

Tissues and cells 9 19 19 20

Blood products;
natural extracts

15 18 21 16

Other 17 17 18 18

Total 123 157 121 63
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marketed and even more in Asia. Hepatitis is a much
more common disease in Asia and Europe.

GFs

These proteins can be divided into two areas: blood cell
GFs, also known as colony-stimulating factors (CSFs),
and tissue growth factors, all of which are ligands to
communicate between cells. They are secreted by one
organ’s cells, e.g., erythropoietin by the kidney, and
stimulate another cell type to produce an effect; in this
example, bone marrow erythroid progenitors to accel-
erate their production of red blood cells and correct

anemia. All these GFs are produced by r-DNA tech-
nology. Twelve CSF products are available worldwide,
i.e., filgrastim, pegfilgrastim, and sargramostim in
U.S.A., and molgramostim, regramostim, lenograstim,
and nartograstim in rest of the world, which stimulate
white blood cell production and limit infectious
complications in cancer patients. Two epoetin mole-
cules (epoeitin alfa and epoeitin beta) stimulate red
blood cell production, with two US products available
(Epogen and Procrit), along with Eprex, NeoRecormon,
and Epogin in Europe and Asia. Aranesp in U.S.A. and
Nespo in Europe are the hyperglycosylated products of
epoietin that have the extended half-life and less frequent
dosing. Becaplermin is a tissue growth factor for the

Table 6 Approved biologicals (hormones)

Generic name Brand name (company) Therapeutic area

Human insulin Humulin (Eli Lilly) Insulin-dependent diabetes mellitus
Novolin (Novo Nordisk)
Velosulin BR (Novo Nordisk)

Aspartat Humalog (Lilly)

Aspartat Novolog (Novo Nordisk)
Detemir Letemir (Novo Nordisk)
Glargine Lantus (Sanofi-Aventus)

Glulusine Apidra (Sanofi-Aventis)
Inhalation Exubera (Pfizer)

Glucagon Glucagen (Novo Nordisk) Hypoglycemia

Pramlintide Symlin (Amylin/Lilly) Diabetes mellitus, type 1 and 2

Exenatide Byetta (Amylin/Lilly) Diabetes mellitus, type 2

Human growth hormone
(Somatropin and Somatrem)

Protropin (Genentech)
Humatrope (Eli Lilly)

Short stature with Turner’s syndrome
and in children; GH deficiency in adults;

Growth retardation in chronic renal disease
Nutropin (Genentech) GH deficiency in children and adults
Nutropin Dept

(Alkermes/Genentech)

GH deficiency

Saisen (Serono) AIDS wasting
Serostim (Serono) GH deficiency in children and adults

Genotropin (Pfizer) GH deficiency in children
BioTropin (Bio-Tech Gen.) AIDS wasting; short bowel syndrome
Zorbitive (Serono) GH deficiency in children
Norditropin (Novo Nordisk) GH deficiency in children

GH-releasing hormone Geref (Serono)

Thyrotropin alfa Thyrogen (Genzyme) Thyroid cancer

Teriparatide Forteo (Lilly) Osteoporosis with fracture risk;
Bone mass
increase in hypogonadal men

Mecasermin (rIGF-1) Increlex (Tercica/Genentech) Growth failure (IGF-1 deficiency)

Mecasermin (rIGF-1) iPlex (Insmed) Growth failure (IGF-1 deficiency)

Follitropin beta (FSH) Follistim (Organon) Ovulatory failure

Follitropin alfa (FSH) Gonal-F (Serono) Ovulatory failure

Lutropin alfa Luveris (Serono) LH surge during fertility therapy

Ganirelix Antagon (Organon) Ovulatory failure with FSH

Choriogonadotropin alfa Ovidrel (Serono) Fertility induction

rIGF-1, r-insulin-like growth factor; FSH, follicle stimulating hormone; LH, leutinizing hormone.
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epidermis, being used to accelerate wound healing in
diabetic ulcers. The second recombinant tissue growth
factor is palifermin, impacting keratinocytes, and is
used to more rapidly resolve the mucositis in cancer
patients receiving chemotherapy, radiation therapy,
and bone marrow transplants (Table 8).

Blood Coagulation Factors
and Interleukins

Blood factors (F.8, F.9, and F.7) are proteins involved in
normal blood coagulation as cofactors in the coagulation
cascade. The deficiency of any one blood factor leads to

Table 7 Approved biologicals (interferons)

Generic name Brand name (company) Therapeutic area

Interferon alfa-n1 Wellferon (GlaxoSK) Chronic hepatitis C

Interferon alfa-2a Roferon-A (Roche) Hairy cell leukemia; AIDS-related
Kaposi’s sarcoma; Chronic
myelogenous leukemia

Interferon alfa-2b Intron A (Schering-Plough) Hairy cell leukemia; AIDS-related

Kaposi’s sarcoma; chronic hepatitis,
types B and C; condylomata acuminata;
malignant melanoma; follicular lymphoma;
non-Hodgkins lymphoma

Interferon alfa-n3 Alferon N (Interferon Sciences) Condylomata acuminate (genital warts)

Interferon gamma-1b Actimmune (Genentech) Chronic granulomatous disease;

osteopetrosis

Interferon beta-1b Betaseron (Berlex/Chiron/Novartis) Acute relapsing-remitting multiple sclerosis

Interferon beta-1a Avonex (BiogenIdec)
Rebif (Serono/Pfizer)

Acute relapsing-remitting multiple sclerosis

Peg-Interferon-2a Pegasys (Roche) Hepatitis C

Peg-Interferon-2b PEG-Intron A (Schering-Plough) Hepatitis C

Interferon-2b þ Ribavirin Rebetron (Schering-Plough) Hepatitis C

Interferon alfa con-1 Infergen (InterMune) Hepatitis C (Naive and Relapse)

Table 8 Approved biologicals (growth factors)

Generic name Brand name Therapeutic area

Epoetin alfa Epogen (Amgen),
Procrit (Ortho-Biotech)

Certain anemias; from chronic renal disease,
Zidovudine induced in AIDS, in Cancer
chemotherapy, in surgery patients

Filgrastim (r-metHuG-CSF) Neupogen (Amgen) Febrile neutropenias owing to myelosuppressive
chemotherapy; myeloid reconstitution after
bone marrow transplantation; severe chronic
neutropenia; peripheral blood progenitor

cell transplant; induction and consolidation
therapy in AML

Sargramostim (r-HuGM-CSF) Leukine (Berlex) Myeloid reconstitution after bone marrow
transplantation; bone marrow transplant

failure; adjunct to chemotherapy in AML;
peripheral blood progenitor cell transplant

Becaplermin (r-PDGF) Regranex(Chiron/Novartis
/Ortho-McNeil)

Diabetic foot ulcer

Pegfilgrastim Neulasta (Amgen) Febrile neutropenia and infection owing to

myelosuppressive chemotherapy

Palifermin (r-KGF) Kepivance (Amgen) Oral mucositis in hematologic cancer with
chemotherapy and radiation therapy and
bone marrow transplant

r-KGF, r-keratinocyte growth factor; AML, acute myelogenous leukemia; PDGF, platelet derived growth factor; G-CSF, granulocyte colony

stimulating factor; GM-CSF, granulocyte macrophage colony stimulating factor.
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serious bleeding disorders (hemophilia), but it is fully cor-
rectable through replacement therapy with these r-DNA
proteins. Factor 8 is available in seven products, all with
the same indication and use. One other product contains
Von Willebrand’s factor with factor 8 for that specific
deficiency disease. These recombinant protein blood fac-
tors replaced blood derivatives and avoid the potential
viral contamination and immune reactions that were pre-
viously observed in these patients.

Three interleukins (ILs) are in use for renal cell
carcinoma and malignant melanoma (IL-2), cutaneous
T-cell lymphoma (denileukin), and thrombocyto-
penia associated with cancer chemotherapy (IL-11).
These interleukins are protein products that can cause
substantial multiorgan toxicity, especially cardio-
vascular, and limit their full clinical usefulness, which
characterizes most interleukins. Denileukin is a fusion
protein of IL-2 and diphtheria toxin (Table 9).

Mabs

The 1990s were called the biological era of Mab pro-
teins, as one product was approved in 1980s that
greatly expanded to seven products in 1990s with a
wide range of indications. This growth continued into
the 21st century: 10 more products in the first five
years are now therapeutic products. The nomenclature
for Mabs is highly structured and guides the identifi-
cation of their origin and usage areas. For example,
trastuzumab (Herceptin) can be identified as used in
cancer and is a ‘‘humanized’’ Mab as follows: tras-
tu-zu-mab; ‘tras’ is the name fragment unique to the
Mab protein; ‘‘tu’’ is identified for cancer indications,
vs. ‘‘li’’ for inflammatory conditions, and ‘‘ci’’ for a
cardiovascular indications or mechanisms of action;

‘‘zu’’ identifies the ‘‘humanized’’ type of Mab protein
vs. ‘‘mo’’ for fully murine proteins, ‘‘xi’’ for chimeric
proteins (75% human and 25% murine), and ‘‘mu’’
for fully human Mabs; mab of course is for mono-
clonal antibody. Hence again, Tras-tu-zu-mab is a
cancer-humanized Mab.

In addition to treatment of rejection of organ trans-
plants, mab indications include prevention of blood
clots, seven cancers, e.g., metastatic breast cancer,
non-Hodgkins lymphoma, leukemias, and inflamma-
tory disease of the gastrointestinal system and rheuma-
tology areas, e.g., Crohn’s disease and rheumatoid
arthritis, neurologic disease, e.g., multiple sclerosis,
and viral pneumonia in children. In oncology, Mabs
also serve as carriers of radioactive species to enhance
cell kill, e.g., tositumomab I-131. The substantial
growth in Mab products with major new indications
is predicated on the specificity of Mabs to their cell
targets and especially on the process of humanization
of the murine antibodies, leading to less side effects and
more affinity for the target receptors (more potential
desired activity) (Table 10). Mabs are also developed
for diagnostic testing with five Mab products in U.S.A.
and three in Europe, e.g., OncoScinct for colorectal
and ovarian cancer, carcino-embryonic antigen (CEA)
scan for colorectal cancer, ProstaScinct for prostate
cancer, MyoScinct for myocardial infarction, Tecnamab
Kl for melanoma, Verluma for lung cancer, LeukoScan
for osteomyelitis, and Humaspect for colorectal cancer.

Enzymes

The first protein enzyme developed in the late 1980s
was alteplase (t-PA), a thrombolytic agent used to
minimize complications owing to blood coagulation

Table 9 Approved biologicals (blood factors and interleukins)

Generic name Brand name Therapeutic area

Factor 7a Novo-Seven (Novo Nordisk) Hemophilia (F.7 deficiency)

Factor 8 KoGENate FS (Bayer) Hemophilia A
Recombinate AHF (Baxter)

Bioclate (Baxter)
ReFacto (Wyeth/Genetics Institute)
Helixate FS (Aventis Behring)
Advate (Baxter)

Factor 9 BeneFIX (Wyeth/Genetics Institute) Hemophilia B

Factor 8 þ von Willebrand
factor

Humate-P (Aventis Behring) Von Willebrand’s disease

Denileukin diftitox Ontak (Ligand) Cutaneous T-cell lymphoma

Aldesleukin (IL-2) Proleukin (Chiron/Novartis) Metastatic renal cell carcinoma;
metastatic melanoma

Oprelvekin (IL-11) Neumega (Wyeth/Genetics Institute) Thrombocytopenia owing to
chemotherapy
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in acute myocardial infarction. Six further enzymes
were developed for similar indications. The cardio-
vascular indications related to thrombolysis have
expanded to include pulmonary embolism, stroke, per-
cutaneous angioplasty, arterial vessel stenting, and
acute coronary syndromes with or without unstable
angina. Four of these recombinant protein enzymes
were identified from animal sources, as noted in
discussions above. A unique enzyme was discovered
for cystic fibrosis, dornase alfa, which is the enzyme
deficiency responsible for the etiology of this disastrous
respiratory disease. This enzyme was the first protein
administered by inhalation, given the nature of the dis-
ease being a protein deficiency in the lungs. A family of
rare single-enzyme deficiencies causes life-ending
diseases often in childhood or adolescence, involving
multiple organ system disruption (blood, liver, and
nervous system) (Table 11). Four such enzyme deficiencies

now have the enzyme commercially available for ther-
apy (Gaucher’s, Fabry’s, and two mucopolysacchari-
doses). The enzyme deficiency responsible for severe
compromised immune deficiency (SCID) is available
for replacement therapy too. Finally, a key enzyme
is responsible for uric acid metabolism, principal to
the eradication of excess nucleic acid material from
dying cells especially in cancers; its deficiency leads
to hyperuricemia, and is correctable with the enzyme
product rasburicase.

Vaccine and Liposome Products

Vaccines in biotechnology employ recombinant techni-
ques to create fractions of a microorganism or virus
that retain the activity as an immune stimulant for
protection against that infectious species. Hepatitis B
vaccines were the first recombinant vaccines created

Table 10 Approved biologicals (Mabs)

Generic name Brand name Therapeutic area

Trastuzumab Herceptin (Genentech) Metastatic breast cancer (Her2neuþ)

Palivizumab Synagis (MedImmune) Prevention of respiratory syncytial viral
and fatal pneumonia in children

Infliximab Remicade (Centocor/J&J) Crohn’s disease; rheumatoid arthritis;
ankylosing spondylitis; psoriatic

arthritis; ulcerative colitis

Adalimumab Humira (Abbott) Rheumatoid arthritis; psoriatic arthritis

Rituximab Rituxan (BiogenIdec/Genentech) Low grade non-Hodgkins lymphoma;
rheumatoid arthritis

Trastuzumab Herceptin (Genentech/PDL) Metastatic breast cancer

Gemtuzumab Mylotarg (Wyeth/PDL) Acute myeloid leukemia (CD33 positive)

Alemtuzumab Campath (Ilex /Millenium) Chronic lymphocytic leukemia

Ibritumomab In-111
tiuxetan

Zevalin (BiogenIdec) B-cell non-Hodgkins lymphoma

Tositumomab I-131 Bexxar (Corixa/GSK) CD20 þ follicular non-Hodgkins

lymphoma

Cetuximab Erbitux (ImClone/BMS) Metastatic colorectal cancer; head
and neck carcinoma

Bevcizumab Avastin (Genentech/Tanox) Metastatic colon or rectal cancer

Omalizumab Xolair (Genentech/Novartis/Tanox Asthma

Efalizumab Raptiva (Genentech/Xoma) Psoriasis

Natalizumab Tysarbi (BiogenIdec/Elan) Multiple sclerosis

Abciximab ReoPro (Centocor/Eli Lilly) Prevention of blood clots after PTCA
or any coronary intervention;

unstable angina prior to PTCA

Muromonab-CD3 Orthoclone OKT 3 (Ortho Biotech) Acute allograft rejection in renal
transplant patients; heart and
liver transplant rejection

Daclizumab Zenapax (PDL/Roche) Kidney transplant, acute rejection

Basiliximab Simulect (Ligand/Novartis) Acute kidney transplant rejection

PTCA, percutaneous coronary angioplasty.
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ative vaccine available. A new role for vaccines under
study is the use as therapeutic products to treat
cancer, wherein the vaccine is specific to a cancer type,
turns on the patient’s immune system against the cancer,
and is used in conjunction with other anticancer
treatments. All such products remain in clinical trials.

Liposomes are carrier molecules comprising lipids
most often in spherical molecules with several layers
of lipid, and the drug or biological agent is carried
within the lipid molecule. The goal is improved pro-
duct delivery to target cells, which basically are
also lipid sacs, and hopefully less systemic toxicity.
Two cancer agents, doxorubicin and daunorubicin,

and one antifungal antibiotic, amphotericin, are for-
mulated as liposomes, and their serious toxicities are
reduced to some extent, cardiac damage and kidney
damage, respectively (Table 12).

Tissue and Cell Engineering Products

Surgery, especially gastrointestinal and back locations,
can lead to complications where abnormal connections
can occur between tissues called adhesions. They can
be quite persistently painful after surgery and may
require a second surgery to eliminate them. Hyaluronic
acid products in the form of gels and films are available

Table 11 Approved biologicals (enzymes)

Generic name Brand name Therapeutic area

Alteplase (r-TPA) Activase (Genentech) Acute myocardial infarction; pulmonary
embolism; stroke; CVT clot removal

Reteplase Retevase (Centocor/J&J) Acute myocardial infarction

Tenecteplase TNKase (Genentech) Acute myocardial infarction

Tirobifan HCl Aggrastat (Merck) Acute coronary syndromes

Eptifibatide Integrelin (Millenium/Schering) Acute coronary syndromes;
angioplasties; stenting

Bivalirudin Angiomax (Medicines Co.) Coronary angioplasty and unstable angina

Lepirudin Refludan (Sanofi-Aventis) Coronary angioplasty and unstable angina

Dornase alfa Pulmozyme (Genentech) Respiratory complications of cystic fibrosis

Imiglucerase Cerezyme (Genzyme) Type 1 Gaucher’s disease

Algalsidase Fabrazyme (Genzyme) Fabry’s disease

Laronidase Aldurazyme (Genzyme) Mucopolysaccharidosis I (Hurler Syndrome)

Galsulfase Naglazyme (Biomarin) Mucopolysaccharidosis VI

Peg-ademase Adagen (Enzon) Severe combined immune deficiency

Rasburicase Elitek (Sanofi–Aventis) Hyperuricemia related to chemotherapy

PEG-L-asparaginase Oncospar (Enzon/Sanofi/Aventis) Acute lymphoblastic leukemia

CVT, central venous catheter.

Table 12 Approved biologicals (vaccines and liposomes)

Generic name Brand name Therapeutic area

Hepatitis B vaccine Engerix-B (GlaxoSK) Hepatitis B prophylaxis

Recombivax HB (Merck)

Hepatitis A & B vaccine Twinrix (GlaxoSK) Hepatitis A and B prevention

Hepatitis B vaccine Pediarix (GlaxoSK) Hepatitis B immunization in children

Haemophilus b and Hepatitis B vaccine Comvax (Merck) Prevention of H. influenza b and Hepatitis B

Lyme disease vaccine LymErix (GlaxoSK) Prevention of Lyme disease

Doxorubicin-liposomal DOXIL (Alza/J&J) Kaposi’s sarcoma

Amphotericin-liposomal Abelcet (Elan) Systemic fungal infections

Amphotec (InterMune) Aspergillosis infection

Ambisome (Gilead) Cryptococcal meningitis in HIV patients;
visceral leishmaniasis

Daunorubicin-liposomal DaunoXome (Gilead/Astellas) Kaposi’s sarcoma
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to prevent them by placement between tissues. The
products are biodegradable in situ to non-toxic sub-
stances. Also, tissue damage occurs in a variety of dis-
eases where the tissue is accessible for replacement,
e.g., skin ulcers from diabetes, pressure, or burns. Skin
grafting can be done with exogeneously engineered skin
products. Tissue damage is becoming a greater problem
as the population ages, and tissues tend to break down
more over time in older populations, e.g., osteoarthritis
of the knees or facial wrinkling. Knee pain can be relieved
and wrinkling reduced with hyaluronic acid products
administered directly into tissues, and even chondrocytes
can be replaced in the knee. Bone fractures can be
mended more rapidly through enhanced processes with
biological products or devices that contain bone morpho-
genic growth proteins (BMP). Facial lipodystrophy in
HIV patients can be reduced with a biological product
of a form of lactic acid (Table 13).

Other Biological Products and Categories

Table 14 lists a myriad of different product types for
many unique indications. A biological carrier (wafer)
is used to administer the cancer drug, BCNU, for brain

tumors. An antisense molecule (fornivirsen) is used to
treat CMV retinitis. The destructive tumor necrosis
factor is blocked by etanercept to improve rheumatoid
arthritis treatment; its indications were expanded to
cover several inflammatory conditions involving varied
organs. Another protein, anakinra, attacks the other
primary mediator of inflammation, interleukin-1, in
arthritides. A fusion protein of a T-cell antigen and
the Fc fragment of IgG1, abatacept, was developed
to treat rheumatoid arthritis. Psoriasis can be treated
now with another fusion protein, alefacept. A peptide
of four amino acids (glatiramer) is used to treat mul-
tiple sclerosis. A peptide treats HIV infections by a
unique mechanism of action preventing viral pen-
etration into the cell. Another peptide, ziconatide, from
a marine snail is manufactured for severe pain. Two
other proteins have been approved for congestive heart
failure and sepsis. An enzyme deficiency in emphysema
can be treated. An inhibitory protein to growth hor-
mone has been created and pegylated for longer dur-
ation of action for acromegaly, pegvisomant. Two
antibody fragments are now formulated as antidotes
for a snakebite and drug poisoning. These 16 molecules
further represent the expanding breadth of indications
and new types of molecules for biotechnology products.

Table 13 Approved biologicals (tissue and cell engineering)

Generic name Brand name Therapeutic area

Hyaluronic acid membrane Seprafilm (Genzyme) Prevention of adhesions after surgery

Hyaluronic acid gel Adcon-L (Gliatech) Prevention of adhesions after
lumbar surgery

Sodium hyaluronate Nuflexxa (Savient) Pain with osteoporosis of knee

Hyaluronic acid formulations Orthovisc (Anika/Ortho Biotech) Pain with osteoporosis of knee

Hyalform (Genzyme/Inamed) Facial wrinkles and folds

Captique (Genzyme/Inamed) Facial wrinkle correction

Synvisc (Genzyme) Pain from osteoarthritis of knee

Hyaluronidase-rH Hylenex (Halozyme Therap.) Hypodermoclysis; aid in drug absorption

Hyaluronidase, ovine Vitrase (Ista) Aid in drug absorption

Collagen matrix FortaFlex (Oranogenesis) Rotator cuff repair

Bone graft/Cage
(rBMP with metal cage)

Infuse Bone Graft/LT-Cage
(Medtronic/Wyeth)

Low back pain from spinal disc degen;
tibia shaft fracture

Osteogenic protein 1
(BMP-7 in putty)

OP-1 Protein (Stryker Biotech) Bone reunion

Cartilage culturing service Carticel (Genzyme) Cartilage damage in knees

Skin graft product Apligraf (Organogenesis/Novartis) Wound healing of venous leg ulcers;

diabetic foot ulcers

Trancyte (Advanced Tissue) Skin repair for burns

Integra (Integra/Ethicon) Burns; scar repair

Dermagraft (Smith & Nephew) Diabetic foot ulcers

Orcel (Ortec International) Burns; epidermolysis bullosa

Poly-L-lactic acid Sculptra (Dermik) Facial lipodystrophy in HIV/AIDS
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Table 15 Approved biologicals (blood derivatives and natural extracts)

Generic name Brand name Therapeutic area

Albumin-h Albutein (Alpha Therapeutics) Hypovolemic shock; hemodialysis;

cardiopulmonary bypass surgery

Calcitonin salmon Fortical (Unigene Labs) Postmenopausal osteoporosis

CMV Immune Globulin CytoGam (MedImmune) CMV disease prevention

Human Immune globulin Gammagard (Baxter) Primary immune deficiency

Human Immune globulin Venoglobulin-S
(Alpha Therapeutics)

Primary immunodeficiencies;
idiopathic thrombocytopenic purpurea;
Kawasaki disease

Hepatitis B immune

globulin-h

Nabi-HB (Nabi) HbsAg exposure in Hepatitis B patients

Vaccinia Globulin IV Vaccinia Glogulin (Cangene) Vaccinia infections

Immune globulin Vaccinia (DynPort Vaccine) Vaccinia infections

Immunoglobulin IV Octagam (Octapharma) Primary immune deficiency

Rho immune globulin Rhophylac (ZLB Biopharma) Hemolytic disease in newborns

Rho D immune globulin WinRho SDF (Nabi) Immune thrombocytopenic purpurea

Antithymocyte globulin Thymoglobulin (SangStat/Genzyme) Kidney transplant rejection

Collagen dermal filler CosmoDerm (Adv. Tissue Sci./Inamed) Wrinkles

Botulinum toxin-B Myobloc (Elan) Cervical dystonia

Botulinum toxin-A Botox cosmetic (Allergen) Strabismus; blepharospasm; glabellar lines;
cervical dystonia; axillary hyperidrosis

Bacillus Calmette-Guerin Pacis (Shire) Bladder cancer immunotherapy

Antihemophilic factor-h Alphanate (Alpha Therapeutics) Hemophilia A

Anticoagulation factor-h AlphaNine (Alpha Therapeutics) Hemophilia B

Table 14 Approved biologicals (other product categories)

Generic name Brand name Therapeutic area

BCNU-polymer
(polifeprosan 20)

Gliadel (Guilford) Recurrent glioblastoma mutiforme

Abarelixa Plenaxis (Regeneron) Prostate cancer

Glatiramir Copaxone
(Teva/Sanofi-Aventis)

Relapsing multiple sclerosis

Ziconatide Prialt (Elan) Chronic severe pain

Enfuvirtide Fuzeon (Trimeris/Roche) HIV-1 infections

Vitravene Fornivirsen (Isis) CMV retinitis

Etanercept Enbrel (Amgen) Rheumatoid arthritis; psoriatic arthritis;

psoriasis; ankylosing spondylitis;
juvenile rheumatoid arthritis

Anakinra Kineret (Amgen) Rheumatoid arthritis

Abatacept Orencia (BMS) Rheumatoid arthritis

Nesiritide Natrecor (Scios/Innovex) Congestive heart failure

Drotrecogin alfa Xigris (Lilly) Sepsis

Alefacept Amevive (BiogenIdec) Psoriasis, plaque type

A1-proteinase inhibitor Zemaira (Sanofi-Aventis) A1-antitrypsin deficiency with emphysema

Pegvisomant Somavert (Nektar/Pfizer) Acromegaly

Crotalide Immune Fab (Protherics) Poison antidote, snake bites

Digoxin Immune Fab (Protherics) Poison antidote, digoxin overdose

CMV, cytomegalovirus.
aVoluntarily withdrawn from market owing to poor sales.
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Biological Products (Blood Derivatives and
Natural Extracts)

Biological products were developed traditionally,
before recombinant proteins, as extracts or derivatives
of the actual protein from the human body or nature.
This approach continues today and Table 15 lists 18
such products, mostly blood derivatives for therapeutic
use. Albumin is obtained for cardiovascular volume
conditions. A fish protein is harvested for osteoporosis.
Igs extracted from blood are available for immunodefi-
ciency conditions, viral infections (hepatitis-B and vac-
cinia), hemolytic anemia in newborns, and idiopathic
thrombocytopenic purpurea. Antihemophilic products
are still derived from blood. An antiglobulin is pro-
duced for kidney transplant rejection. A collagen pro-
duct and two botulinum toxin products are used for
various facial wrinkle problems and cervical dystonia.
A bacterial antigen is formulated to enhance immunity
to treat a cancer.

BIOTECHNOLOGY COMPANIES

In U.S.A., 63 companies currently (2006) market bio-
logical products, a 100% growth over the last five years
(Table 16). Fig. 1 shows the geographic distribution of
these companies in U.S.A. and highlights the concen-
tration in 11 states with California leading the way.
The top 10 companies worldwide, based on sales and
the number of products developed, are Amgen, Genen-
tech, Novo Nordisk (Sweden), Serono (Switzerland),
BiogenIdec, Chiron, Genzyme, Gilead, MedImmune,
and Chugai (Japan). These companies alone have
developed and marketed 58 products with total sales
exceeding $32 billion in 2004 and treating about 90
indications in millions of patients. The worldwide bio-
technology market in 2004 was $54.6 billion. Eighteen
biological products in 2005 are considered blockbusters,
achieving over $1 billion in sales each. These 63 com-
panies are fully integrated pharmaceutical companies
with the 11 standard industry operations, that is,
research and development, sales and marketing, and
manufacturing, plus all the support units, such as
finance, legal services, information services, human
resources, medical affairs, and global units. In U.S.A.,
about 1400 companies are considered performing bio-
technology work, and about 4400 exist worldwide. Of
these, about 200 companies have products in clinical
trials for over 500 indications.[5–11,90–98]

The common model for initiation of a biotechnology
company is a scientist at a university creates a significant
discovery related to a disease target or potential new
category of products; then, a small company is created
to develop this new technology into a useful product,
which requires about 10 years as the norm. This start-up

situation with a university can be observed in other
terms, geographically, with the concentration of compa-
nies at cities with major research universities, e.g., San
Francisco and San Diego in California and Cambridge

Table 16 Biotechnology companies with

marketed products

Advanced tissue sciences InterMune

Alkermes Isis

Alza (J&J) Ista

Amgen Ligand

Amylin Liposome Company

Anika MedImmune

Aventis Behring Medtronic

Bayer Millenium

Baxter Nabi

Biogen Nektar

Biomarin Novo Nordisk

Bio-Technology General Organogenesis

Centocor (J&J) Organon

Chiron (Novartis) Ortec International

Corixa Ortho Biotech

Cytogen Protein Design Laboratory

Dermik Protherics

Elan Regeneron

Enzon Savient

Ethicon Scios

Genentech Seragen

Genetics Institute Serono

Gilead Smith & Nephew

Gliatech Stryker Biotech

Guilford Tanox

Halozyme Tercica

ImClone Trimeris

Immunomedics Xoma

Inamed Zymogenetics

Insmed

Integra

Interferon Sciences

Table 17 Types of products in research

Antisense, 31 Monoclonal antibodies, 137

Cell/tissue therapy, 20 Nucleotide analogues, 14

Fusion proteins, 9 Peptides, 23

Gene therapy, 21 Proteins, 89

Interferons, 4 Vaccines, 125

Liposomes, 9 Others, 58
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in Massachusetts (Fig. 1). The culture is very much akin
to a university. The company is very science-based with
the predominant work being basic research, and it is run
by PhD scientists and a staff of 50–150. Communication
and decision-making are very open, candid, and chal-
lenging processes by a team of people, again traits of a
university style culture. The financial support comes first
from seed money from government research grants,
angel investors, or venture capital. Over the 10 years
leading from basic research to a product, funding
sources include the above noted plus loans (debt), stock
offerings if a company goes ‘‘public,’’ and particularly
out-licensing of a pipeline product to a major pharma-
ceutical company to obtain research financing or future
royalties or sales. In any one year, 25–35% of companies
possess funds that will last only one to two years. Most
biotechnology companies need to partner with a major
company in the process of research, especially clinical
trials, and marketing for a new pipeline product, to obtain
enough financing, as well as access to expertise in clinical
trials, regulatory affairs, and marketing.[95–103]

PRODUCT PIPELINE

The future of biotechnology is very bright and exciting
with expectations of many product approvals. A sign
of this situation is that now all pharmaceutical compa-
nies have major internal groups and many external
alliances with biotechnology companies for research
and product development. Also, biotechnology pro-
ducts comprise a large percentage of product approvals
for new clinical entities, about 40%. As of the year 2006,
over 500 molecules are undergoing clinical studies

for almost 600 indications by over 200 companies,
with many more in basic research. The approximately
4400 biotechnology companies worldwide are investing
about $21 billion annually in research, which com-
prises almost 40% of their revenue. In comparison,
most industries invest well under 4% of sales in
research, and pharmaceutical companies invest about
15% of sales. The types of products in development
are quite varied, with Mabs, vaccines, and proteins
comprising the largest categories (Table 17). Genetic
therapies include antisense, gene therapies, and
DNA/RNA molecules. The therapeutic areas for
biotechnology products are listed in Table 18 compar-
ing currently marketed products to the pipeline pro-
ducts. The products in research are only listed for
products undergoing clinical trials; hundreds of more
products are being developed and studied in animals
or in the laboratory. Most disease areas are well cov-
ered; the product indications are divided into 12 organ
systems or areas. Currently, over 200 indications are
treated with the 122 marketed biotechnology products,
and over 580 indications are being studied with the 515
pipeline products (Table 18). Cancer uses comprise the
most common research area, followed by infectious
diseases (mostly viral infections), inflammatory con-
ditions, and cardiovascular disease uses.[90–94]

ARTICLES OF FURTHER INTEREST

Biotechnology-Derived Drug Products: Formulation
Development, p. 281.

Biotechnology-Derived Drug Products: Stability
Testing, Filling, and Packaging, p. 302.

Table 18 Uses for biological products

Organ system

Marketed products and

their indications

Products in

clinical research

Blood disorders 10 (19) 11

Bone/cartilage disorders 8 (12) 9

Cancer 24 (36) 200

Cardiovascular diseases 12 (20) 48

Endocrine diseases 14 (34) 18

Gastrointestinal diseases 3 (5) 16

Inflammation (especially joints) 10 (23) 57

Infectious diseases 16 (22) 115

Neurologic disorders 2 (5) 27

Respiratory diseases 4 (4) 18

Skin problems 16 (23) 23

Other 3 (6) 35

Total 122 (209) 515 (582)
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Proteomics: Pharmaceutical Applications, p. 3041.
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Biotechnology-Derived Drug Products:
Formulation Development

Mary E.M. Cromwell
Genentech, Inc., South San Francisco, California, U.S.A.

INTRODUCTION

In the development of a formulation, the degradation
of the protein is assessed under several conditions to
determine under which conditions the active com-
pound is most stable. Typically, variations in pH, ionic
strength, buffer components, tonicifiers, and surfac-
tants are investigated. Stressed conditions such as
exposure to elevated temperatures, freezing, or harsh
lighting are used to purposefully damage the protein.
These conditions may not reflect the actual storage
conditions, but can give insight into the mechanisms
by which the protein may degrade.

OVERVIEW

In 1999, there were 96 biotechnology products
approved by the Food and Drug Administration
(FDA) for either the detection or treatment of human
diseases.[1] More than 350 biotechnology-produced
drugs and vaccines are currently being tested in clinical
trials, with hundreds more in earlier stages of develop-
ment.[1] The approved products treat a wide variety of
conditions and diseases, including hemophilia, multiple
sclerosis, acquired immune deficiency syndrome
(AIDS)-related illnesses, growth failure, infertility,
cancer, diabetes, hepatitis, anemia, Crohn’s disease,
diabetic ulcers, prevention of transplant rejection,
stroke, and acute myocardial infarctions. The success-
ful treatment of a disease state requires that the drug
be delivered in an active form over a specific time
frame to the location in the body where it is needed.
This necessitates the development of a suitable formu-
lation and drug delivery system that ensures the stabi-
lity of the active compound, the delivery of the drug to
the site of action, and its presence at the site of action
over a desirable time frame.

The goal of a successful formulation is to minimize
the degradation of the protein during storage as a
formulated bulk (drug substance) and over the shelf
life of the final drug product. Storage conditions for
the purified drug substance must be determined to
ensure minimal changes to the protein before the
material is manufactured as the final drug product. It
is in the manufacturer’s best interest to have as much
stability as possible for the drug substance for two
reasons: 1) the ability to build adequate inventory of
the drug substance frees the manufacturer to produce
the bulks at will instead of trying to time the manufac-
ture of the drug substance to meet the needs of the
market and 2) degradation of the protein while stored
as the drug substance minimizes the shelf life of the
drug product. Typically, at least 2 years of shelf life
is required to ensure suitable time for the manufacture,
testing, and distribution of the drug product. Any
degradation observed during storage of the drug sub-
stance would adversely impact the expiration dating
for the drug product. The selection of the form of
the drug product (e.g., liquid or solid state) and the
final storage conditions are made with the goal of
achieving the most cost-efficient and stable product
possible.

In addition to developing a stable product, it is
also necessary to determine the most desirable form
for the administration and marketing of the product.
Drug products administered in a hospital setting
have different requirements for development com-
pared with those administered by a patient (or parent
of a patient) at home. Consideration must also be
given to the formulation/delivery system for any
competing products that are on the market. For
example, if the competition sells a drug that is admi-
nistered orally, it would not be prudent to sell a drug
that must be administered by injection on a daily
basis, unless it provided superior efficacy or safety
benefits. Patients would not have the motivation to
switch to a more painful and less convenient route
of administration otherwise. Thus input from the
field regarding user preferences and competitive
products must be considered throughout product
development.
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This article will discuss the strategy used for
the development of a therapeutic formulation for
clinical trials that will eventually lead to a marketed
product. What questions does the formulation scientist
need to answer to develop a suitable drug product?
First, the degradation and inactivation mechanisms
for the protein are determined. After all, it is
those reactions that the successful formulation scientist
is attempting to prevent. How can the degradation
be minimized? Next, consideration is given to the
state and composition of the formulation. Will it be
a liquid product? Is it better to have a lyophilized pro-
duct that can be stored at ambient temperature rather
than a liquid product that must be stored under
refrigerated conditions? With the decision regarding
state, the excipients that will comprise the formulation
are selected. What should the pH of the formulation
be? Is a bulking agent necessary to form a good lyo-
philized cake? Does the formulation need to be iso-
tonic? With which excipients is the formulation most
stable? Linked to both the selection of state and exci-
pients is a decision regarding the route of administra-
tion and a prototype of the final product. Is delivery
by injection the preferred route of administration
for this product? Are there devices available that will
enhance the product? Careful consideration of these
questions may lead to the successful design of a drug
product.

DEGRADATION/INACTIVATION

Proteins may degrade via several routes. In some cases,
denaturation of the protein may cause its inactivation.
Some of the potential sites of degradation may be
anticipated from the primary structure of the protein,
such as the high probability of deamidation of Asn
when followed by Gly.[2] Other sources of instability
are only discovered during the course of studies in
which the stability of the protein is assessed.

These instabilities fall into two general classes:
physical instability, in which the protein changes its
tertiary or quaternary structure, and chemical instabil-
ity, in which a chemical reaction causes a change in one
or more of the amino acids in the protein. In the devel-
opment of a protein formulation, the amount of degra-
dation products of either type that are formed over the
shelf life of the drug product must be minimized. The
denatured protein may have altered activity, pharma-
cokinetics, or safety. There is concern that the dena-
tured protein may cause an immunogenic response
when administered to a patient, even if no response is
observed with the native protein. For this reason, it
is crucial for the formulation scientist to develop a
drug product that minimizes any changes to the
protein over its shelf life.

Physical Instability

Physical instability is caused by aggregation or surface
denaturation of the protein. Soluble aggregates result
from proteins that self-associate into discrete units
such as dimers or trimers through ionic interactions,
hydrophobic interactions, or changes in disulfide
bonding of the native protein. Precipitation, which is
the formation of insoluble aggregates, usually results
from nonspecific protein interactions, although in
some proteins, it may result from the formation of
extremely large, ordered aggregates. Some disease
states are the result of the formation of insoluble pro-
tein aggregates in vivo. Amyloidosis (AL) and light
chain deposition disease (LCDD) are caused by aggre-
gates of immunoglobulin light chain fragments either
as ordered, fibrillar aggregates (AL) or as amorphous
aggregates (LCDD).[3–6] Alzheimer’s disease has been
associated with the presence of amyloid fibrils that
form plaques.[7–9]

In some cases, it is desirable to have a pharmaceu-
tical protein in an aggregated state because it is the
bioactive form of the protein. An example of this is
surfactant protein B (SP-B), a pulmonary surfactant
protein necessary for normal lung function in neonatal
infants.[10,11] The protein exists exclusively as a homo-
dimer in which the monomers are linked by a disulfide
bond. In studies investigating efficacy of the SP-B
monomer compared with the dimer in transgenic mice,
it was found that although the surfactant action was
preserved in the monomeric form of the protein,
altered lung hysteresis was noted.[12] The authors con-
cluded that SP-B dimerization is required for optimal
lung function.

Aggregation of a protein may also be desired when
the aggregate is a more stable form of the protein. For
example, insulin is formulated in the presence of Zn2þ,
which coordinates insulin dimers to form an ordered
hexameric form of the protein. Zn2þ added to the
formulation has been shown to increase the physical
stability of an insulin solution.[13]

However, most often, aggregation is not desired.
The presence of a nonnative aggregate is a cause of
concern to biopharmaceutical scientists because this
aggregate may have altered activity, clearance, and
toxicity compared with the native protein. Aggregates
of ribonuclease A were found to be less active.[14]

Covalent aggregates of insulin resulted in the appear-
ance of antibodies to the protein in the blood of
insulin-using diabetic patients.[15]

Because of the potential effects on safety and activ-
ity, it is necessary to minimize the aggregate content in
the final formulation. In the formulation screen for the
recombinant humanized monoclonal antibody to vas-
cular endothelial growth factor (rhuMAb VEGF), a
reversible self-association of the protein was observed,
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whose levels were found to be dependent on protein
concentration, pH, and ionic strength of the formula-
tion.[16] It would be possible to minimize the aggregate
content in the formulation by controlling these
variables.

In addition to aggregation, surface denaturation
causes physical instability of the protein. Surface
denaturation occurs when the protein interacts with
the container surface, or when it comes into contact
with an interface (e.g., air/liquid interface). At
these interfaces, the protein may partially unfold,
leading to a nonnative structure. This unfolding
can result in aggregation, precipitation, or adsorp-
tive loss of the protein to the container surface. At
relatively high protein concentrations (>10 mg/mL),
adsorptive losses are rarely observed because the
amount of protein lost to the surface is very small
compared with the total amount of protein in solu-
tion. At low protein concentrations (<1 mg/mL),
the adsorptive losses are often significant and must
be considered during the selection of a formulation
and a container/closure system for the product.
The protein interaction with the container surface
is usually nonspecific and is caused by hydrophobic
interactions.

One study investigating protein adsorption exam-
ined the stability of factor VIII, a protein used to
treat hemophilia B, in polyvinylchloride (PVC)
minibags.[17] These bags are commonly used in
clinical settings for administration of drugs to patients
because of the ease of administration. After 48 hr of
storage at room temperature in these PVC minibags,
the activity of factor VIII dropped to 2% of the
expected concentration of 2 IU/mL, or 44% of the
expected concentration of 10 IU/mL.[17] These losses
in activity were determined to be because of protein
adsorption onto the PVC surface. Patients treated with
factor VIII that had been stored in PVC bags would
have received significantly lower doses of the protein
than expected.

For liquid formulations, shaking the formulation
increases the air/liquid interface in the formulation
and often leads to protein denaturation. Several pro-
teins are susceptible to denaturation by shaking,
including human growth hormone (hGH)[18,19] and
recombinant factor XIII,[20] both of which formed
insoluble aggregates after shaking.

For lyophilized formulations, it is often critical to
add a surfactant to the formulation to minimize aggre-
gation. Denaturation of the protein may occur during
the freezing or dehydration portion of the process.
Interactions of the protein at the solid/air, liquid/air,
or water/ice interface may result in aggregation, and
it is these interactions that the addition of surfactant
to the formulation may minimize.[21]

Chemical Instability

Chemical degradation of proteins generally involves
several common reactions in the protein. Some infor-
mation regarding the chemical reactivity may be
deduced from the primary sequence of the protein.
Powell[22] compiled hydropathy and flexibility infor-
mation for 71 proteins and found that the hydropathy
value, coupled with known ‘‘hotspot’’ sequences,
predicted degradation with high certainty for deamida-
tion and fragmentation. Deamidation primarily occurs
through the hydrolysis of Asn or Gln residues, often
from the formation of an intermediate cyclic imide.
Oxidation may occur through several different
mechanisms, including reactions with free radicals
and metal ions. Disulfide exchange results from either
the reduction or b-elimination of existing disulfide
bonds, which in turn form new bonds, or from the
creation of new disulfide bonds from free thiol groups.
Isomerization may result from several pathways. For
example, proline isomerization may be caused by
peptidyl prolyl isomerase that exists in trace amounts
in the purified bulk. Fragmentation may result from
enzymatic cleavage or from hydrolysis of the peptide
bond. Each of these sources of chemical instability is
detailed below.

Deamidation and succinimide formation

Deamidation of proteins at Asn or Gln residues pro-
ceeds through one of two pathways. Direct hydrolysis
of the amide bond occurs under both basic and acidic
conditions and results in cleavage of the peptide bond,
thus forming fragments. This reaction will be discussed
further under ‘‘Fragmentation.’’ The second route for
deamidation in proteins occurs through the formation
of a succinimide intermediate. This pathway involves a
unimolecular interaction in which a deprotonated
amide nitrogen undergoes nucleophilic attack on a car-
bonyl side chain of Asn to form the succinimide. Loss
of an ammonia molecule from this structure results in
the formation of a carboxylic acid. Scheme 1 shows the
deamidation reaction for Asn. Asn residues typically
are much more susceptible to deamidation compared
with glutamine.[23] Both the succinimide and the
deamidated form are considered to be degradation
products. The susceptibility of Asn to deamidation
has been studied by Robinson and Rudd,[2] who found
that an Asn followed in sequence by Gly deamidated at
a much faster rate compared with an Asn adjacent to
bulkier residues. This is presumably because the smal-
ler amino acid allowed greater flexibility in the peptide
chain, facilitating the formation of the cyclic imide.
Because water is a reactant in this mechanism, the
deamidation reactions occur much more readily in
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solution than in solid phase. Deamidation is one of the
key routes of degradation for insulin[24] and DNase.[25]

Succinimide formation may also result from the
degradation of Asp or Glu. This reaction may occur
under either basic or acidic conditions. As mentioned
previously, the presence of succinimide is considered
a degradation product of the protein. Conversion of
Asp to the succinimide product was observed to be
optimal at pH 4–5 in basic fibroblast growth factor
(bFGF).[26]

Oxidation

Oxidation of proteins and peptides is extremely com-
mon, and there are several reviews that cover this topic
in depth.[23,27–29] Many amino acids are susceptible to
oxidation. Methionine, cysteine, histidine, tryptophan,
and tyrosine all undergo oxidation under specific con-
ditions. Oxidation may be photolytic, metal-catalyzed,
or through the presence of reactive oxygen species in
the system that have been introduced as contaminants
during the manufacturing process (e.g., peroxide).
Even trace amounts of an oxidizing agent may wreak
havoc with a protein because the oxidizing agent serves
as the initiator for a propagation reaction.

Photolysis occurs when light causes the formation
of reactive oxygen species that in turn attack the pro-
tein. Molecular oxygen may be activated by converting
it to an excited singlet state (1O2), or by reducing it to
species such as the superoxide radical (�O2

�), hydrogen
peroxide (H2O2), or hydroxyl radical (�OH).[27]

Metal ions lead to protein oxidation either by react-
ing directly with an amino acid to form a radical, or by
generating reactive oxygen species in solution. Amino
acids that chelate transition metal ions (e.g., histidine)
are most prone to metal-catalyzed oxidation because
the complex generates the reactive oxygen species that
lead to oxidation.[30] The proximity of the nascent reac-
tive oxygen species to the chelated amino acid makes
that amino acid most susceptible to attack.

Several commonly used solvents and/or excipients
may contain trace levels or reactive oxygen species that
could cause oxidation in proteins.[29] Bleach, a com-
monly used cleaning agent, may leave trace levels of
hypochlorite on storage containers and processing
equipment. Polysorbate 20 and polysorbate 80 are
widely used excipients in protein formulations that
help prevent aggregation and surface denaturation.
During the manufacture of polysorbates, a bleaching
step is sometimes used, which results in the presence
of trace levels of alkylhydroperoxide and hydrogen
peroxide in the final polysorbate product.[31] The poly-
sorbates generate peroxides on storage.[31,32] Oxidizing
agents have been introduced as contaminants with
mannitol.[33]

To examine the effects of oxidation on proteins, one
must understand which amino acids are most suscep-
tible to oxidation and what the resulting products of
oxidation are. Methionine is one of the most readily
oxidized amino acid in proteins. Under mild oxidation
conditions, Met-sulfoxide is formed. This is the pri-
mary oxidation mechanism under acidic conditions.[34]

The reaction to form Met-sulfoxide is reversible

C

Scheme 1 Deamidation of aspargine.
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chemically or enzymatically. If oxidation occurs under
harsher conditions, then the sulfone is formed. The
reactions for the formation of these two products are
displayed in Scheme 2.

Histidine may undergo either photo-catalyzed or
metal-catalyzed oxidation. Photolytic oxidation results
in the formation of 2-oxohistidine, also known as
2-oxoimidazoline, as shown in Scheme 3. Because His
is an effective chelating agent, it is highly sensitive to
metal-catalyzed oxidation. Additional oxidation
products may be observed through metal-catalyzed
oxidation of His, including the formation of Asp or
Asn, but the mechanism for the formation of these
products is not understood.[28]

Cysteine has a free thiol group that may oxidize to
form a disulfide bond (cystine), as shown in the reac-
tion displayed in Scheme 4. This reaction is favored
at higher pH values, where the thiol is deprotonated.[35]

The oxidation of Cys may be spontaneous (resulting
from the presence of O2) or metal-catalyzed. Sponta-
neous oxidation of free thiols in bFGF was promoted
in the presence of heparin and led to aggregation of the
protein.[36]

Tryptophan oxidizes primarily via reactive oxygen
species, although it may occur as a result of photo-
oxidation in the presence of dyes.[27] Trp and Met are
the only amino acids that are capable of being oxidized
below pH 4. The primary oxidation products of Trp

are N-formylkynurenine and kynurenine[37,38] (shown
in Scheme 5), with many other products observed
including Gly and Ala.[39] As with His, the detailed
mechanism for understanding the oxidation of Trp is
poorly understood.

Tyrosine is oxidized via a photolytic mechanism to
produce 3,4-dihydroxyphenylalanine and bityrosine,
as displayed in Scheme 6.[40,41] Because bityrosine
formation may be intermolecular, the product of oxi-
dation is often the formation of aggregates.

Because protein oxidation may occur at any stage of
the manufacture of the product, it is necessary to assess
the susceptibility of the protein to oxidation through
several mechanisms. Hydrogen peroxide, tert-butyl
hydroperoxide (TBHP), and light are often used to
promote oxidation in protein samples. Metal ions such
as Cu2þ and Fe3þ have been added to protein formu-
lations to purposefully assess whether a protein is
susceptible to metal-catalyzed oxidation.

The oxidation of recombinant interferon-g (IFN-g)
and recombinant tissue plasminogen activator (t-PA)
was investigated by Keck.[42] Two of five Met in
IFN-g and three of five Met in t-PA were oxidized to
the sulfoxide state with TBHP. In each case, the Met
was located on the surface of the protein. No other
amino acids were oxidized in this experiment.
Additionally, oxidation of IFN-g by H2O2 resulted
in the conversion of all five Met to Met-sulfoxide,
again with no other oxidation products observed.

M

Scheme 2 Oxidation of methionine.

Scheme 3 Oxidation of histidine.

Scheme 4 Oxidation of cysteine.
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DalleDonne, Milzani, and colombo[43] probed the oxi-
dation of actin with TBHP and found that although
none of the Met oxidized, one of five Cys did undergo
modification, which caused a marked decrease in the
rate of actin polymerization. Oxidation of human epi-
dermal growth factor 1-48 (hEGF1-48) was achieved
using light exposure.[44] In this protein, the lone Met
converts to Met-sulfoxide on exposure to light when
the protein solution is stored in glass. The rate of oxi-
dation was observed to be greatest in colorless glass.

Storage in amber glass afforded some protection,
whereas storage in foil-wrapped glass showed the slow-
est rate of oxidation. Metal-catalyzed photooxidation
of hGH was found to specifically oxidize His21, one
of three residues involved in a cation-binding site.[45]

Other potential sites of oxidation, including three
Met and two additional His, were found to be unaf-
fected by photooxidation of hGH.

Oxidation of relaxin has been extensively studied
and serves as a useful example of how oxidation may
be achieved through different mechanisms. Relaxin is
a two-chain, disulfide-linked hormone with a molecu-
lar mass of �6 kDa. Early formulation screens by
Cipolla and Shire[46] demonstrated that oxidation of
relaxin was enhanced by light or in the presence of
methylcellulose—a carbohydrate used to make a topi-
cal formulation. Under these conditions, Met4 and
Met25 on the B-chain formed sulfoxides. Oxidation
of relaxin by hydrogen peroxide gave similar results,
with only the sulfoxide form of the two Met
observed.[47] No other amino acids displayed oxida-
tion. Li et al.[48] demonstrated that metal-catalyzed
oxidation achieved by a combination of ascorbate/
cupric chloride/oxygen resulted in modification of
His12 on the A-chain in addition to the previously
mentioned Met, as well as physical instability of the
protein at pH >6.0. The physical instability was
postulated to be an indirect result of His modification,
and this hypothesis was supported in later studies by
comparing the protein to the porcine version that does
not contain His12.[49] These examples demonstrate that
oxidation products of proteins depend highly on the
mechanism used to achieve oxidation.

Disulfide exchange

Disulfide exchange occurs when a disulfide bond under-
goes b-elimination to form free thiols, and the free
thiols reoxidize with incorrect pairings. When disulfide
exchange occurs, a change in secondary, tertiary, or
quaternary structure may be observed. Lyophilized
insulin was shown to undergo b-elimination followed
by formation of mixed disulfides when stored at high
temperature and/or high humidity.[50] b-Elimination
has been proposed as the mechanism for degradation
of recombinant human macrophage colony-stimulating
factor (rM-CSF) stored under alkaline conditions.[51]

Isomerization/racemization

All amino acids except Gly are susceptible to isomeri-
zation or racemization. Enzymes such as peptidyl pro-
lyl isomerases exist solely to isomerize specific amino
acids. The cyclic imide pathway of degradation for
both Asn and Asp can result in a racemic mixture ofScheme 6 Oxidation of tyrosine.

Scheme 5 Oxidation of trytophan.
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products. Isomerization has been observed in Asp
residues of bFGF[26] and Asn residues of insulin.[51]

Fragmentation

Fragmentation results from multiple pathways includ-
ing deamidation, Asp–Pro cleavage, and protease
activity. Direct hydrolysis of Asn-containing peptide
bond could occur, causing fragmentation and deami-
dation. Cleavage after Asn101 in aging a-crystalline
was determined to occur through a deamidation path-
way.[52] Asp, because of the electronegative carbon
center in the carbonyl group, is particularly susceptible
to cleavage of the peptide bond when followed by Pro
in the protein sequence.[27] Recombinant human inter-
leukin-11[53] and rM-CSF[54] both degrade primarily
via cleavage at Asp–Pro sites in acidic solution.
Finally, fragmentation may occur because of protease
activity. Although the final protein bulk obtained from
manufacturing is highly pure, it is sometimes possible
for trace amounts of proteases or other enzymes to
copurify with the protein of interest. The quantities
of the proteases may be too small to observe analyti-
cally—even a trace amount of a protease can result
in significant fragmentation in the protein during sto-
rage. Fragmentation at locations on a protein other
than those described above may be the only evidence
for the presence of a protease in the formulation.

Glycation

Glycation occurs when a sugar molecule chemically
reacts with one of the amino acid side chains to form
a carbohydrate adduct on the protein. This occurs
via a Maillard reaction in which the carbonyl of a
reducing sugar undergoes a condensation reaction with
the amino group on Arg, Lys, or N-terminal amino
acid. The product of this reaction has a Schiff’s base.
This reaction is accelerated in the solid state and is
favored when the formulation pH is less than
neutral.[55,56] Amadori rearrangement of the Schiff’s
base product may lead to browning of the solution.

Glycation has been observed in a lyophilized formu-
lation of relaxin in which a glucose adduct was identi-
fied.[47] Formulation of recombinant human DNase
with lactose in a spray-dried state resulted in the addi-
tion of lactose molecules to five of the six Lys in the
protein.[57] A similar reaction was observed in a lyophi-
lized formulation of hGH in lactose.[58] Because of the
tendency of reducing sugars to undergo the Maillard
reaction with proteins, they are not the carbohydrates
of choice for use in formulations.

With the information from an assessment of the
primary structure of the protein, the formulation scien-
tist now begins the task of developing a suitable system
for storage of the protein.

FORMULATION DEVELOPMENT

The first stage of formulation development is called
preformulation. During the preformulation stage,
short studies are conducted to assess the relative types
and rates of degradation observed as a function of pH,
protein concentration, and temperature. It is from
these early studies that the formulation scientist first
gains information regarding which specific degradation
mechanisms may be important to the protein of interest.

With the results of the preformulation studies, the
formulation scientist can begin to address some of
the specific questions pertaining to the development
of the final formulation. The state of the dosage form
is selected. The inactive ingredients in the formulation,
excipients, which promote stability of the final
product, are screened. Finally, supportive accelerated
stability studies are conducted to aid in the selection
of the final formulation.

Selection of State

The purified bulk that is obtained from the manufac-
turing process of proteins typically arrives as a liquid
solution. A decision is made by the formulation scien-
tist regarding the state of the final drug formulation
(i.e., liquid or solid state) to be produced from the
liquid bulk. The selection of state for the final product
involves balancing several criteria, including cost,
stability, route of administration, dose, and intended
storage conditions for the final product.

Many different routes are employed to achieve
solid-state formulations, including crystallization, lyo-
philization, spray drying (SD), and spray–freeze drying
(SFD). Crystallization is the only one of these techni-
ques to form a purposefully ordered solid. Formula-
tions of crystallized glucose oxidase and crystallized
lipase have been reported to be more stable than their
amorphous counterparts,[59] presumably because the
crystal packing structure does not allow reactions that
require flexibility of the peptide chain to occur. How-
ever, Pikal and Rigsbee[60] noted that amorphous insu-
lin exhibited greater stability compared with the
crystalline form of the protein. The authors postulated
that the decreased stability of the crystalline form was
because of local configurational differences around
Asp21, the primary site of degradation.[60] The crystal-
lized forms of three monoclonal antibodies were found
to be efficacious when delivered subcutaneously.[61]

The investigation of crystallized protein formulations
is expected to be a hot topic in the next decade.
Because little information is available regarding actual
examples of crystalline protein formulation production
and stability, the remaining portion of this section will

Biotechnology-Derived Drug Products: Formulation Development 287



B
io syn–B

iotrans

focus on amorphous solid-state formulations obtained
by one of the drying processes.

The most common method to achieve a solid-state
formulation is lyophilization, or freeze drying, in
which the formulation is frozen and the bulk water is
removed by sublimation. The resulting cake is com-
posed of the protein, any nonvolatile excipients, and
a small amount of residual water tightly associated
with the protein. Excipients such as sucrose, mannitol,
or glycine are often added to formulations to be
lyophilized to serve as bulking agents and to protect
the protein during the freezing and drying processes.
There is a wealth of literature available that examines
the lyophilization process and its effects on protein
integrity.[62,63]

SD uses atomization to form microdispersed dro-
plets. The water in these droplets quickly evaporates
when passed through a stream of hot gas, resulting in
the formation of a fine powder of microparticles con-
taining protein and excipients. Although the protein
solution passes quickly through the hot gas stream
and evaporation provides some cooling, the potential
for thermal degradation of the protein is a concern
using this technique. This technique was successfully
applied to the preparation of powders of hGH and
t-PA.[64]

SFD is a combination of the two previously
described drying techniques in which the microdis-
persed liquid particles are generated through the jet
nozzle in the absence of heat, then collected and frozen
in liquid nitrogen before sublimation occurs. The
frozen particles are then lyophilized. SFD is used in
place of SD when the protein cannot withstand the
temperatures in the SD process. Preparation of SFD
powders of DNase and an anti-IgE monoclonal antibody
were found to be superior to those prepared by SD.[65]

How does one decide which state to pursue for a
dosage form? Production of a liquid formulation is
cheaper than any of the solid-state forms because it
takes fewer steps to manufacture, thus requiring a
shorter time. At most, a formulated liquid bulk may
need to be diluted before a liquid fill is performed,
although often the bulk is filled directly into the final
container. For a lyophilized product, the filled contain-
ers must undergo the freeze-drying process that can
take up to 1 week. For spray-dried formulations, the
bulk must be further processed to achieve the powder
formulation that then must be filled into the appropri-
ate final containers. SFD formulations have the added
cost of both powder production and lyophilization
prior to filling. These added manufacturing steps result
in a higher production cost for the solid state. In addi-
tion, losses in protein yield are observed for SD and
SFD processes. Thus the cost in terms of time, money,
and sometimes product yield for the liquid formulation
is smaller than that for solid-state formulations.

If the cost is higher, why would one pursue a solid-
state formulation? One critical issue is stability. Gener-
ally, solid-state formulations degrade much more
slowly than liquid-state formulations because water
plays a key role in several of the degradation mechan-
isms (e.g., deamidation) for proteins. The decreased
rate of degradation in a solid-state formulation poten-
tially enables storage of the drug product at higher
temperatures than would be allowed for liquid pro-
ducts, which are generally stored under refrigerated
conditions. However, it should be noted that some
mechanisms of degradation are accelerated in the solid
state (e.g., glycation), and simply switching to a solid-
state formulation does not ensure that no degradation
will be observed.

The ability to store a drug product under non-
refrigerated conditions is particularly critical for
products, such as vaccines, intended for export to
developing countries. Although sometimes inconveni-
ent, it is easy to find refrigerators for storage of drugs
in the United States and other industrialized countries.
In developing countries, access to refrigeration may be
quite limited. It is critical that drugs manufactured for
use in developing areas have sufficient stability under
local ambient conditions to enable their use. Solid-state
formulations may allow one to achieve that goal.

The need for a multidose formulation may also dic-
tate the use of a solid-state formulation. As the name
implies, multidose products are intended to provide
the patient with a product that contains several doses
of the therapeutic within one container. Multidose
formulations contain preservatives to kill any bacteria
and prevent mold growth that may result from
repeated entry into the drug product. Phenol and
benzyl alcohol are two widely used preservatives in
protein-based parenteral pharmaceuticals. Frequently,
the addition of a preservative to the formulation com-
promises the long-term stability of the drug product,
typically because the protein becomes physically
unstable and/or exhibits oxidation. If the formulation
scientist can obtain sufficient short-term stability (e.g.,
2 weeks) for a formulation containing a preservative,
then the use of a solid-state product may enable
production of a multiuse formulation. In this case,
the preservative is NOT added to the liquid bulk used
to prepare the solid state. Instead, when the solid-state
formulation is reconstituted prior to use, a preservative
is included in the water for reconstitution. Thus the
final product to be used is a multidose formulation
that will experience only short-term exposure to the
preservative.

The desired protein concentration may also dictate
the use of a solid-state formulation. At large scale, pro-
tein solutions are concentrated using ultrafiltration.
During ultrafiltration, the protein concentration at
the membrane can become several fold higher than
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the concentration of the bulk solution. The result
of this high-protein concentration is limited diffusion
of the solvent through the protein layer, which in
turn limits the bulk protein concentration that
may be achieved using this process. Depending on
the protein, the maximum concentration that may be
reached using ultrafiltration varies between 40 and
200 mg/mL. This concentration limitation is very
important when one is developing a formulation
intended for administration subcutaneously or intra-
muscularly. Both of these routes of administration
require that 1 mL or less total volume be given per
injection. For proteins that require high concentrations
for efficacy, the concentration achievable through
ultrafiltration may be insufficient to meet the dose
necessary for subcutaneous (SC) or intramuscular
(IM) administration.

To work around this concentration limitation,
formulation scientists often use a solid-state formula-
tion as a means to achieving a higher protein concen-
tration for the final drug product. By reconstituting
the solid formulation with less water than was used
to initially formulate the drug, one gets an increased
protein concentration in the reconstituted product, as
depicted in Fig. 1. It is important for the formulation
scientist to remember that, in addition to the protein,
the excipients in the formulation are also increased in
concentration when the solid formulation is reconsti-
tuted to a lower final volume. Care should be taken
to maintain a suitable final product osmolality for
injection.

The ability to achieve a higher concentration on
reconstitution of the solid-state product also may allow
the formulation scientist to side-step potential stabi-
lity-limiting aggregation that may result in a liquid for-
mulation of high-concentration protein.

Excipient Selection

Excipients are the inactive ingredients added to stabi-
lize the drug substance and the final drug product.
The excipients may serve many purposes, including
maintaining solution pH, adjusting solution osmolal-
ity, antioxidants, preservatives, and bulking agents;
and minimizing surface denaturation. Although it
might be tempting to add a little bit of each type of
additive to the formulation, the desire is to add only
what is necessary for stabilization of the drug. This is
because the added excipients may interact with the pro-
tein or with each other, thus compromising the desired
activity. In addition, an increased complexity of the
formulation because of the number of excipients used
also increases the risk of errors in the manufacture of
the formulation that can result in product failure.

Formulation scientists tend to only use excipients
that have been previously incorporated in other for-
mulations. The reason for this is very clear—the
demonstrated safety of the excipients in humans. For
a new excipient to be used for a particular route of
administration, the FDA requires that safety of that
excipient is demonstrated in a human clinical trial. This
may be an additional trial to that used to study the
safety of the active drug product; therefore it is a sig-
nificant added expense to the development of the drug
product. If an excipient that has been used previously
accomplishes the same goal in a formulation as one
that has not been previously tested, it is prudent for
the formulation scientist to proceed with the previously
tested excipient. For a list of previously used excipi-
ents, one is often referred to the GRAS list, additives
that are Generally Regarded As Safe by the FDA.
Caution should be used when consulting this list as it
refers to compounds that have been administered
orally and specifically to food additives. The safety of
excipients administered by other delivery routes may
be quite different than those administered orally. The
FDA publishes the Inactive Ingredients Guide, which
lists all inactive ingredients in approved drugs with
the route of administration, the number of drugs
approved containing the ingredient, and the range of
concentrations used.[66] The Physician’s Desk Refer-
ence (PDR) includes formulation information for spe-
cific prescription and over-the-counter drugs.[67]

Information from the PDR has been compiled by
Powell, Nguyen, and Baloian[68] to provide the formu-
lation scientist easier access to this information.

Fig. 1 Using reconstitution to achieve high protein concen-

trations. The vial on the left has been filled with 10 mL of a
15 mg/mL aqueous protein solution. After lyophilization,
this vial contains 150 mg of the protein plus any nonvolatile

excipients. Reconstitution with 1 mL of water would yield a
final formulation that contains 150 mg/mL protein plus non-
volatile excipients at concentrations 10-fold higher than ori-

ginally filled into the vial. If the formulation scientist plans
to use this method for achieving a high-concentration formu-
lation, it is necessary to consider the final concentration of
excipients.
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Buffer and pH

The first variable typically specified for a formulation
will be the pH. Several factors will aid the selection
of pH: stability of the protein, solubility of the protein,
and acceptability of the pH for the route of administra-
tion. The pH at which the drug undergoes minimal
degradation is usually the preferred pH of the formula-
tion. However, proteins reach minimal solubility when
the solution pH approaches the isoeletric point (pI) of
the protein. At the pI, the net charge on the protein is
minimized and as the solution pH reaches the pI,
precipitation is often observed. Generally, one must
be greater than one pH unit away from the pI to
achieve meaningful solubility. The final consideration
is the pH that will be acceptable for administration.
For drugs that are administered via the IM or SC
routes, and especially to the lungs and eyes, it is desir-
able to be as close as possible to the tissue fluid pH of
7.4. Administration of a drug at a pH that differs
significantly from neutral could result in pain on
administration, possibly because of cellular damage
at the site of administration.[69,70]

Using the desired pH and the list of buffers that
have been previously used for drugs, the formulation
scientist quickly narrows the buffers available for
testing that meet both criteria. A listing of some of
the commonly used buffers for injectables with their
corresponding pKa values is displayed in Table 1. It
is notable that there are actually very few choices at
any pH. This list is typically decreased further if one
is planning to formulate a solid-state product because
some of the buffering components (e.g., acetic acid)
are volatile. A reconstituted formulation that origin-
ally contained sodium acetate/acetic acid would no

longer have a buffering species or pH control. Tris
and other amine buffers are known to have a strong
temperature dependency on pH. For this reason, ana-
lysis of protein stability as a function of pH under
elevated temperature conditions is often difficult to
interpret because the pH varies with the temperature.

The concentration of the buffering species to be
used also needs to be assessed. As with excipients in
general, the rule of thumb is to use only the concentra-
tion of buffering species necessary to maintain pH or
solubility of the formulation. One of the reasons to
minimize the concentration of buffer components in
the formulation is to prevent pain on administration.
Products that are formulated at pH values that are
not equivalent to that of the human tissue fluids are
somewhat painful when administered subcutaneously,
intramuscularly, topically to open wounds, or in the
eye. The use of a buffer that maintains the pH of the
formulation delays the equilibration of the adminis-
tered drug’s pH to that of the body. Thus, higher con-
centrations of the buffering species prolong this
equilibration and result in pain on use. As anyone
who has been on the receiving end of administration
of a painful formulation can attest, the development
of a drug product should minimize the potential for
pain because of the excipients added. A second reason
to minimize the buffer concentration is to limit
the extent of buffer-catalyzed reactions. It has been
observed with the peptide, gonadorelin, that an
increase in the concentration of phosphate buffer led
to an increase in the degradation rate of the peptide,
and this increase in degradation rate was independent
of the ionic strength of the buffer.[71]

A preformulation screen performed for hybrid
(BDBB) interferon-a (IFN-a) provides an interesting
study in the balance of factors that must be considered
on the selection of pH and buffering species used for a
formulation.[72] The authors compared the degradation
of IFN-a in liquid solutions ranging in pH from 1.0 to
7.6 using citrate, acetate, glycine–HCl, or phosphate as
the buffering species. The results of this study are dis-
played in Fig. 2, in which the relative rate of degra-
dation is plotted vs. pH. Formulations prepared with
glycine–HCl at pH 5.0 and 6.0 did not allow sufficient
solubility of the protein, presumably because of the
proximity of the bulk pH to the pI of the protein
(5.5). Formulations in acetate (pH 3.4–5.0) and
glycine–HCl (pH 1.0 and 2.0) were found to degrade
the fastest, as assessed by reversed-phase high-
performance liquid chromatography (RP-HPLC), a
technique used to monitor oxidation and fragmenta-
tion for this protein. Citrate formulations ranging in
pH from 2.0 to 4.5 showed the next highest rates
of degradation. Glycine–HCl (pH 3.0–4.5) and phos-
phate (pH 7.6) formulations displayed the slowest rates
of degradation. These results demonstrate that for

Table 1 Approximate pKa for commonly

used buffers for parenteral administration

Buffer salt pKa at 25�C

Acetate 4.76

Citrate 3.13
4.76

6.40

Glycine 2.35
9.78

Histidine 6.04

Phosphate 2.15
6.82

12.38

Succinate 4.21
5.64

Tris 8.30
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IFN-a: 1) formulation at low pH (e.g., 4.0) and near
neutral pH (7.6) provides the most stability according
to this method; and 2) glycine–HCl is the preferred
buffering species at pH 4.5 compared with acetate
and citrate. No difference in the rate of degradation
was observed when the concentration of phosphate in
the pH 7.6 formulation was changed twofold.

Although the relative rates of degradation for the
pH 7.6 and 4.0 formulations of IFN-a were almost
equivalent, the mechanisms of degradation were found
to be very different. The pH 7.6 formulations exhibited
higher levels of aggregation with concurrent decreased
solubility as compared with the pH 4.0 samples. Oxi-
dation was observed at pH 7.6, whereas none was
observed at pH 4.0. Lower-molecular-weight species
were formed at pH 4.0. Thus the next stage of formula-
tion development for this protein for the pH 7.6 solu-
tion would require the use of excipients to minimize
aggregation and oxidation, whereas stabilization of
the pH 4.0 solution would require determination of
the mechanism for fragmentation and the steps that
could be taken to minimize degradation by this route.

Salts, sugars, and polyols

After selection of pH and buffer, the osmolality of the
solution is adjusted using salts, sugars, or polyols. The
osmolality of the blood is �290 mmol/kg,[73–75] and
this is typically the target osmolality used for for-
mulations that will be administered subcutaneously,

intramuscularly, or to the eye. Solutions that are more
than twofold or threefold hypoosmolar or hyperosmo-
lar may result in cell lysis, an undesirable side effect of
dose administration.[76] Solutions that are administered
via the intravenous (IV) route do not necessarily have
to be isoosmolar because the dilution into the large
volume of blood quickly normalizes the osmolality of
the drug.

For liquid formulations, the choice of using either a
salt or a carbohydrate to adjust the osmolality of the
solution is made by the impact on protein stability.
Sodium chloride is one of the most commonly used
salts in the formulation of both traditional pharmaceu-
tics as well as biological pharmaceutics. It is extremely
safe, well tolerated, and inexpensive. However, the pre-
sence of sodium chloride in a formulation of rhuMAb
HER2 was found to increase oxidation when the
formulation was stored in stainless steel containers,
presumably because the sodium chloride promoted
corrosion of the stainless steel.[77] Interactions of salts
with the proteins must be investigated on an individual
basis because the type and concentration of salt may
lead to protein aggregation.[78]

Sugars and polyols have often been used in formula-
tions as well, particularly those that are in solid state.
Commonly used carbohydrates include mannitol,
sucrose, and trehalose. As previously described, the
formulation scientist is strongly advised to steer clear
of incorporation of reducing sugars (e.g., glucose and
lactose) in formulations to avoid glycation and brown-
ing of the solution.

In lyophilized, SD, and SFD formulations, carbo-
hydrates are employed as both bulking agents and as
lyoprotectants. A bulking agent is necessary for these
solid-state formulations because the physical amount
of protein is very small. The addition of a bulking
agent makes the sample amount more adequate for
handling and generally improves the appearance of
the final product. More importantly, the carbohydrate
additives usually impart physical stability to the pro-
tein during the drying process. Specific ratios of carbo-
hydrate to protein were found to be important to the
stabilization of the protein structure in the solid state
for two recombinant humanized antibodies[79,80] and
for recombinant human interleukin-1.[81]

Surfactants

Surfactants are added to formulations to minimize
denaturation of the protein at interfaces, typically
liquid/air, solid/air, and liquid/container interfaces.
Surfactants bind to hydrophobic areas of proteins.[82]

By minimizing the accessibility of the hydro-
phobic contacts in a protein solution, the surfactant
reduces the protein–protein interactions that lead to
aggregation.[78,83] Furthermore, surfactants compete

Fig. 2 The relative rates of degradation for hybrid (BDBB)
IFN-a formulations. The maximum rate of degradation
assigned was 10. Glycine–HCl formulations at pH 5 and 6

were insufficiently soluble to examine degradation rates.
Phosphate was only used in the pH 7.6 formulation. (From
Ref.[72].)
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with the protein for binding at hydrophobic surfaces
and are added to minimize protein losses because of
surface denaturation.[84] The concentration of surfac-
tants required in these formulations generally is above
the critical micelle concentration (CMC) for the parti-
cular surfactant. Polysorbate 20, polysorbate 80, and
pluronic F68 are commonly used surfactants in protein
therapeutics.

Several studies have demonstrated the need for
surfactants in protein formulations. A formulation of
recombinant factor VIII SQ required either polysor-
bate 80 or polysorbate 20 to prevent losses because
of surface adsorption.[85] Another study examining
the stability of factor VIII SQ found that polysorbate
80 prevented losses of protein activity on filtration
and freeze–thaw process.[86] Polysorbate 20 was added
to a formulation of recombinant factor XIII to stabi-
lize the protein against both agitation and freeze–
thaw-induced aggregation.[20] Polysorbate 80 was
added to a freeze-dried formulation of recombinant
hemoglobin and found to protect the protein from
aggregation resulting from the freeze–thaw process,
although long-term stability of the protein against
aggregation was not achieved.[83] Pluronic F68,
Brij 35, and polysorbate 80 all prevented aggregation
of recombinant hGH that was induced by vortexing
the solution.[18] As described previously, care should
be taken when using polysorbate 80 in formulations
because of low levels of peroxides that may be present
as a result of manufacturing or form during storage.[32]

Antioxidants

Antioxidants are incorporated into formulations in
which oxidation is a degradation mechanism for the
protein. Typically, the antioxidant is a compound that
is highly susceptible to oxidation and serves to sca-
venge any oxidative species in the solution before the
oxidants can attack the protein. Addition of Met and
thiosulfate to a formulation of rhuMAb HER2 effec-
tively inhibited oxidation of the protein.[77] In cases
where metal-catalyzed oxidation is observed, the incor-
poration of a chelating agent such as ethylenediamine-
tetraacetic acid (EDTA) may reduce the rate of
oxidation of the protein by effectively scavenging free
metal ions in solution before they have a chance to oxi-
dize the protein. An alternative approach to reducing
metal-catalyzed oxidation is to include Zn2þ in the for-
mulation to bind to residues that may be susceptible to
oxidation. Because Zn2þ does not promote oxidation,
it protects the amino acid to which it chelates.

Preservatives

The next class of excipients that may be added to for-
mulations is that of preservatives. These usually are

not added to enhance stability to the formulation,
but rather to give flexibility in the use of the drug pro-
duct. With single-use formulations (those lacking a
preservative), there is a requirement that each drug-
filled container be entered only once. This is a safety
precaution because exposure of the drug product in
the container/closure system to air may result in the
introduction of bacteria to the drug product. This is
not a problem if the drug is used immediately because
there is not sufficient time for the bacteria to colonize.
However, on storage, it is possible for a significant
number of bacteria to grow, particularly in formula-
tions that are produced at neutral pH and that contain
carbon and nitrogen sources on which the bacteria
may feed. It would be unwise to inject a patient with
a drug full of bacteria.

For this reason, a drug product that is to be used
multiple times (multidose) must contain a preservative
to prevent bacterial growth. A list of preservatives that
have been used in pharmaceutical formulations is
shown in Table 2. However, most of these are not
usually compatible with protein formulations. Some,
such as the parabens, are not active in the presence
of nonionic surfactants—excipients that are typically
required in protein formulations.[87] Others may not
be acceptable for a particular route of administration.
Benzalkonium chloride, a commonly used preservative
in topical formulations, causes ototoxicity when
applied to the ear.[88] As with buffering species, the list
of preservatives available to the formulation scientist
quickly narrows to just a few compounds including
benzyl alcohol, phenol, m-cresol, and benzethonium
chloride. A benzyl alcohol-containing formulation of
epoetin alfa has been shown to be stable, even when
dispensed in plastic syringes.[89]

In screening preservatives for use in formulations,
it is necessary to determine what levels of preserva-
tives are efficacious at preventing bacterial growth in
the particular formulation. Preservative challenge
tests are conducted in which the protein formulation is
spiked with different organisms such as Pseudomonas
aeruginosa. The levels of each organism are moni-
tored over time to determine if the preservative acted
to kill or prevent growth of the particular organism.
The United States Pharmacopeia (USP) and the
European Pharmacopeia (EP) have prescribed levels
of efficacy that a preserved formulation must
pass to be used.[90,91] Because the efficacy of the
preservative is dependent on other excipients in
the formulation, the formulation scientist must be
careful to assess the final formulation conditions in
the preservative challenge test. Even a change in pro-
tein concentration can affect the efficacy of the
preservative.

Proteins are generally not exceedingly stable in the
presence of preservatives. Preservatives are typically
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small hydrophobic compounds that may interact with
hydrophobic regions of the protein, leading to a dis-
ruption in protein structure. Lam, Patapoff, and
Nguyen[92] found that addition of benzyl alcohol to a
formulation of IFN-g resulted in a loss of tertiary
structure as determined by CD spectroscopy. Aggrega-
tion of interleukin-1 receptor was found to be the pre-
dominant pathway for degradation in the presence of
phenol, m-cresol, and benzyl alcohol.[93]

Others

There are numerous other excipients that may be
required for use in formulating proteins. Amino acids
such as His, Arg, and Gly have been used as bulking
and solubilizing agents. Metal ions such as Ca2þ

and Zn2þ are sometimes added for maintaining struc-
ture or activity of the protein. Other additives may
be required to meet the needs of a specific route of

Table 2 Commonly used preservatives and some of the major incompatibilities of the preservative that are of particular

interest to a formulator of protein therapeutics

Preservative Route of administration Incompatibilities

Benzalkonium chloride IM, inhalation, nasal,
ophthalmic, otic, topical

Citrate, methylcellulose, surfactants,
some plastics, some rubbers

Benzethonium chloride IM, IV, ophthalmic, otic Anionic surfactants

Benzoic acid IM, IV, irrigation, oral,

rectal, topical, vaginal

Alkalis, heavy metals, kaolin

Benzyl alcohol Injections, oral, topical, vaginal Oxidizing agents, strong acids,
nonionic surfactants, methylcellulose,
some plastics

Bronopol Topical Sulfhydryl compounds, aluminum

Butylparaben Injections, oral, rectal, topical Nonionic surfactants, some plastics

Cetrimide Topical, ophthalmic Anionic and nonionic surfactants, metals

Chlorhexidine Topical, ophthalmic Anionic materials, Ca2þ, Mg2þ,

viscous materials

Chlorobutanol IM, IV, SC, inhalation, nasal,
otic, ophthalmic, topical

Some plastics, rubber, carboxymethylcellulose,
polysorbate 80

Chlorocresol Topical Some plastics, rubber, nonionic surfactants,
methylcellulose

Cresol IM, intradermal, SC, topical Nonionic surfactants

Ethylparaben Oral, topical Nonionic surfactants, some plastics, silica

Imidurea Topical None listed

Methylparaben IM, IV, SC, ophthalmic, oral,

otic, rectal, topical, vaginal

Nonionic surfactants, sorbital, some plastics

Phenol Injections Acts as a reducing agent, albumin, gelatin

Phenoxyethanol Topical Nonionic surfactants, PVC, cellulose derivatives

Phenylethyl alcohol Nasal, ophthalmic, otic Oxidizing agents, proteins, polysorbates

Phenylmercuric acetate/borate Ophthalmic Halides, amino acids, some plastics, rubber

Phenylmercuric nitrate IM, ophthalmic, topical Halides, aluminium, amino acids,
some plastics, rubber

Propylparaben IM, IV, SC, inhalation, ophthalmic,
oral, otic, rectal, topical, vaginal

Nonionic surfactants, some plastics

Sodium benzoate Dental, IM, IV, oral, rectal, topical Quaternary compounds, gelatin, calcium salts,

nonionic surfactants

Sodium propionate Oral

Sorbic acid Oral, topical Bases, oxidizing agents, reducing agents,
nonionic surfactants, plastics, heavy metal salts

Thimerosal IM, IV, SC, ophthalmic, otic, topical Sodium chloride solutions, proteins,
some plastics, rubber

(From Ref.[87].)
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administration, such as the necessity of including a gel-
ling agent for topical formulations. To minimize losses
because of protein adsorption, additives may be incor-
porated in the formulation to prevent or reduce surface
denaturation of the active protein. Previously unpub-
lished dilution studies were performed using trans-
forming growth factor-b1 (TGF-b1) to determine the
lowest concentration feasible at which the protein
could be reasonably formulated. TGF-b1 is a potent
cytokine, and very small amounts are required for bio-
logical action. As shown in Fig. 3, in the absence of an
additive to the formulation, the recovery of TGF-b1
from either a glass container or from a polypropylene
tube was �80–90% at 10 mg/mL. At 10 ng/mL, the
recovery dropped to 20–30% of the expected concen-
tration. In the presence of a 0.5% (wt/vol) 100 bloom
gelatin solution, the recovery increased to 100% at
concentrations of 100 ng/mL or greater, and almost
70% at 10 ng/mL. Thus to achieve consistent protein
dosages, gelatin addition to the formulation was
required to minimize the losses of the TGF-b1 to the
container surfaces used for storage of the drug and
for analysis of the formulation.

In the last 10 years, there has been great concern
regarding the use of animal-derived excipients in phar-
maceutical formulations. There is a possibility of con-
tamination of an excipient by either an undetected
virus [e.g., hepatitis C, human immunodeficiency virus
(HIV)] or prion that may cause transmissible

spongiform encephalitis (TSE). For this reason, formu-
lators have moved away from plasma-derived additives
(e.g., human serum albumin, gelatin) and animal-
sourced excipients (e.g., polysorbate 80) to either
recombinant or vegetable-derived sources for these
excipients. For example, the lyophilized formulation
of recombinant factor VIII SQ was modified to remove
human albumin (present to minimize surface adsorp-
tion and to function as a bulking agent and stabilizer)
and to replace it with a combination of polysorbate 80,
histidine, sucrose, and sodium chloride to achieve a
stable product that would not have the potential of
containing human viral particles.[86]

Accelerated Stability Studies

Once the formulation scientist has narrowed the list of
excipients to test in a formulation, an accelerated stabi-
lity study is initiated. In this study, potential formula-
tions are exposed to conditions such as elevated
temperature, harsh light, mechanical stress, and
freezing to assess which formulation provides the most
stability to the active protein.

Accelerated temperature studies are conducted to
assist the formulation scientist in the selection of the
optimal formulation for a particular protein. Degrada-
tion is often accelerated at higher temperatures,
allowing a faster assessment regarding formulation
parameters. The temperatures selected for use in the
accelerated temperature studies in part depend on the
melting temperature (Tm) for the protein. Generally,
protein formulations are assessed under refrigerated
temperatures, at room temperature, and at least one
higher temperature at which protein degradation is
forced. Care must be taken to avoid temperatures that
are too high; degradation at extremely high tempera-
tures (e.g., 60�C) may not be representative of that
which would occur under normal storage conditions.
Using an Arrhenius plot of the data collected from
several temperatures, it may be possible to estimate
the shelf life for a product under the recommended
storage conditions.

In addition to exposure to elevated temperatures, an
assessment is made of the protein degradation under
exposure to freezing conditions. Protein solutions
may be stored in the bulk form at �20�C to �40�C
for long-term storage. Data from several proteins,
including hGH[94] and hemoglobin,[83] show that the
freezing process may result in aggregation or denatura-
tion. This damage may be because of formation of ice,
a change in pH caused by freezing, or cold denatura-
tion of the protein.[21] As ice forms in the solution,
the remaining components of the formulation are
concentrated into the liquid phase. The resulting con-
centrate may be conducive to protein denaturation.

Fig. 3 Effect of additives and container type on the recovery

of TGF-b1 after dilution. Protein concentrations were deter-
mined by ELISA. The data for sodium acetate in glass repre-
sent the average of five experiments. The data for 0.5%
gelatin in glass represent the average of three experiments.
The other samples were tested in only one experiment. Two
samples were tested in each experiment for each condition.
Error bars indicate the standard deviation.

294 Biotechnology-Derived Drug Products: Formulation Development



B
io

sy
n–

B
io

tr
an

s

Furthermore, a shift in pH of the solution during
freezing may occur when one of the buffer salts (e.g.,
disodium phosphate) has limited solubility in this
concentrated solution.

Exposure to harsh lighting is used to support hand-
ling of the drug product during the filling, finishing,
and inspection of the protein. Excessive degradation
on exposure to light may necessitate the use of colored
glass to limit the amount of light exposure for vialed
proteins. The previously mentioned study of hEGF1-
48 demonstrated that the rate of photooxidation
decreased when the product was stored in amber glass
compared with the rate observed on storage in color-
less glass.[44] However, use of colored glass or other
types of packaging made to limit light exposure of
the product makes visual inspection of the product
more difficult.

The susceptibility of the protein to degradation as a
result of mechanical stress is conducted to support the
manufacture and distribution of the protein. Protein
solutions are often shaken mildly for 24–48 hr to pro-
vide information on mechanical stress-induced degra-
dation. With shaking, the protein formulation’s
exposure to the air/liquid and liquid/container inter-
faces is maximized. Under these conditions, protein
solutions may exhibit physical instability or oxidation.
Stirring may also provide information on degradation
induced by mechanical stress on a protein. Unlike
shaking, stirring a protein solution generally does not
significantly change the exposure of the protein solu-
tion to the interfaces. Rather, stirring results in an
increase in the shear stress experienced by proteins.
Physical instability is the main route of degradation
from shear stress.

However, still to be considered are the route of
administration and the use of a delivery device for
the drug product. These impact the final selection of
the formulation and will be covered in ‘‘Drug Delivery
Systems.’’

DRUG DELIVERY SYSTEMS

A drug product can only be successful if it is delivered
in a timely manner to the site of action in a way that
will be amenable to the patient and in a way to ensure
product quality. Different routes of administration
may be used to achieve either systemic or local delivery
of the protein. Devices such as needle-free injectors
and nebulizers may be used to deliver the protein
and to enhance patient compliance with use of the
drug. Both the route of administration and the decision
to use a device are optimally determined early in clin-
ical development of the protein so that there is plenty
of clinical experience with the final product. Some

considerations regarding the selection of route and
device are given below.

Route of Administration

One of the key pieces to development of a successful
drug product is the ability to deliver the drug to the site
of action with minimal discomfort or inconvenience to
the patient. For small molecule therapeutics, there is a
wide range of options available for drug administra-
tion. Delivery via injection (IV, IM, and SC), oral,
nasal, ocular, transmucosal (buccal, vaginal, and rec-
tal), and transdermal routes is possible with small
molecule drugs. However, the size of proteins and the
complexity of their structures severely limit the routes
of administration available to proteins.

Injection

Parenteral injections of proteins often provide the fast-
est route of development for protein-based formu-
lations.[95] For systemic delivery of proteins, IV
administration is considered to be the most efficient
approach. Because of the efficiency of IV administra-
tion, the bioavailability of drugs is determined by com-
paring the blood levels achieved with the route of
interest to that obtained via IV administration. For
drugs administered through a route that has poor bio-
availability, larger doses must be given to achieve the
same serum levels of the drug compared with those
achieved by IV administration. This additional amount
of drug required would then lead to higher manufac-
turing costs associated with each dose.

Administration by injection is not without its draw-
backs: It is considered to be painful, inconvenient, and
invasive. For proteins in competition with traditional
therapeutics that can be delivered via noninvasive
methods, this is considered to present a significant
marketing disadvantage. For SC and IM delivery,
there is a volume limitation for injection. Typically, a
maximum of 1.2 mL may be injected to a single SC site
(�3 mL for IM), with larger volume doses necessitating
the use of additional injection sites. For this reason,
formulations intended for SC or IM delivery usually
contain higher protein concentrations than those
intended for IV delivery. The achievable protein con-
centration in the formulation may prove to limit the
ability to deliver proteins by SC or IM routes.

Oral

Oral delivery of proteins has been the lofty goal of
many formulation scientists and is the topic of several
review articles.[96–101] It is a traditional route of deliv-
ery for small molecules. However, the ability to deliver
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proteins orally presents several challenges to the bio-
technological formulation scientist. First and foremost,
the purpose of the gastrointestinal tract is to aid in the
digestion and absorption of dietary proteins. The low
pH and high enzymatic content of the gastric fluid
make the environment highly unfavorable for protein
therapeutics. This environment could be circumvented
by designing a formulation with an enteric coating that
allows the protein to escape unscathed from the sto-
mach into the small intestine, where the pH is closer
to neutral and the enzymatic content is lower. A
formulation comprised of enterosoluble microparticles
was developed for Enzeco lactase to facilitate oral
delivery of this acid-labile enzyme to the small
intestines for treatment of lactose intolerance.[102] Poly-
ethylene glycol-coated liposomes containing recombi-
nant human epidermal growth factor were found to
be efficacious in a rat model for gastric ulcer healing
when delivered orally.[103]

Although oral administration may allow for local
delivery of protein therapeutics, the permeability of
intact proteins through the stomach and intestinal
membranes is extremely low, thus limiting systemic
delivery of protein via the oral route. These are mem-
branes that, by design, allow passage of small mole-
cules and amino acids from the gut into the
bloodstream. Protein therapeutics, in general, are too
large and too hydrophilic to pass through these mem-
branes. The low permeability, which may be extremely
variable, translates to low bioavailability. For example,
the bioavailability of an oral formulation of insulin, a
small therapeutic protein, was found to be less than
0.5%.[104,105] For a successful oral formulation to be
developed for protein-based pharmaceutics that need
to reach the bloodstream, it would most likely require
the addition of a permeation enhancer to facilitate
absorption of the drug. Only proteins requiring either
a low dose for efficacy with a large therapeutic win-
dow, or requiring only local delivery to the gastro-
intestinal tract are viable candidates for oral delivery.

Pulmonary

Although routine oral delivery of proteins has not been
realized, some protein formulations have been devel-
oped for pulmonary delivery. Pulmonary delivery can
result in either parenteral or local administration of
the drug and, like oral delivery, is considered non-
invasive. As with other routes of delivery, the size of
the protein may limit its ability to be delivered systemi-
cally via the pulmonary route of administration.
Pulmozyme�, a DNase-based formulation approved
for the treatment of cystic fibrosis (CF), is delivered
to the lungs by a nebulizer to clear blockage of the air-
ways in the CF patient.[25] Formulations for insulin to
be administered by inhalation for systemic delivery of

the protein have been developed,[106,107] including a
formulation comprised of microencapsulated insulin
in particles formed from 3,6-bis[N-fumaryl-N-(n-butyl)
amino]-2,5-diketopiperazine.[108]

Topical

Topical delivery of small molecule drugs has been used
to deliver therapeutics transdermally and transmuco-
sally. Again, because of the size of the protein, it is
often not feasible to deliver enough protein to achieve
systemic levels of the drug.[109] It is possible to deliver
protein-based therapeutics locally by a topical formu-
lation. Regranex�, a platelet-derived growth factor-
based topical formulation, has been approved by the
FDA for the treatment of diabetic ulcers.[110] Clinical
trials are planned to investigate the efficacy of Oralin,
a liquid aerosol preparation of insulin that is applied
to the buccal mucosa.[105]

Delivery Devices

Traditional parenteral delivery of biotechnological
products has been accomplished through the use of a
syringe equipped with a needle. Using this, it is possible
to deliver proteins intravenously, intramuscularly, or
subcutaneously. Devices have been developed to make
this method of administration either less painful or
more user-friendly. Robertson, Glazer, and Campbell[111]

have written a review of available devices for delivery
of insulin. Devices have been manufactured to shield
the needle to prevent accidental needlesticks. Prefilled
cartridges coupled with a pen-type device reduce the
need for the patient/nurse to withdraw drug into
the syringe, thereby reducing the steps necessary for
delivering the drug. Needle-free injectors that use a
propellant to drive the drug solution through the der-
mis to deliver proteins subcutaneously or intramuscu-
larly have been developed.[111] This type of device
would not be suitable for use with protein formula-
tions that are susceptible to denaturation by shear
stress.

Implantable pumps have been developed to admin-
ister drugs continuously,[112,113] and there has been
renewed interest in these devices for delivery of insu-
lin.[114] A small palm-sized pump is surgically placed
subcutaneously in the abdomen of the patient with a
catheter extending from the pump to the desired site
of administration. The battery-operated pump is con-
trolled externally with a device that adjusts delivery
rate and volume. The pump may be refilled using a
long needle. When the battery dies, the pump must
be replaced. A clinical trial comparing delivery of insu-
lin from an implantable pump to SC injection demon-
strated several advantages of the pump, including
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lower levels of antibodies to insulin, improved lipid
metabolism, and no weight gain.[115] Another study
demonstrated reduced glycemic variability and hypo-
glycemic incidences with pump therapy.[116]

There are several formulation concerns related to
delivery of proteins from an implantable pump.
Because this pump is placed within the body, it
requires a formulation that is stable at body tempera-
ture (37�C) over the length of time the pump will deli-
ver the protein until it is refilled. Motion of the body
results in agitation of the solution contained within
the pump; therefore it is necessary to ensure that the
formulation is stable to shaking. The high surface-
to-volume ratio of the catheter used for delivery may
result in losses of protein because of surface adsorption.
Each of these potential pitfalls may be overcome with
the appropriate selection of excipients for most proteins.

Depot delivery systems offer an alternative for con-
tinuous delivery of protein therapeutics. Cleland,
Daugherty, and Mrsny[95] have written a review that
covers the current technologies for depot delivery.
With depot delivery, a formulation is injected or
implanted, which provides sustained release of the
therapeutic. The delivery may be for either local or sys-
temic administration of the drug. Typically, the for-
mulation contains a biodegradable matrix such as
hyaluronate or poly(lactide-co-glycolide) (PLG), which
entraps the therapeutic drug and slowly degrades in the
presence of enzymes. During degradation of the gel or
polymer, the drug incorporated in the matrix is
released. Careful selection of the matrix may yield
delivery times that release drug over several days or
weeks. As with the implantable pump, depot formula-
tions require sufficient stability at body temperature
to ensure delivery of active protein. Nutropin Depot�

is a formulation of hGH in PLG microspheres that
has been shown in clinical trials to release active hGH
for 1 month after injection.[117]

For pulmonary delivery of proteins, there are three
broad categories of devices available: nebulizers,
metered dose inhalers (MDIs), and dry particle inha-
lers (DPIs). Each of these must meet specific criteria
for successful use, such as generation of appropriately
sized particles for inhalation, chemical and physical
compatibility of the device with the drug formulation,
and consistency of dose delivery.[118] Jet nebulizers use
a pump to pressurize a liquid solution held in a reser-
voir through a nozzle, forcing the creation of tiny dro-
plets that are deposited in the lung airways when the
droplet stream is inhaled. The efficiency of delivery
with this device is typically low because there is a large
hold-up volume in the reservoir. Because the larger
droplets that are formed do not leave the reservoir,
the protein may experience several trips through the
jet. The shear stress that the protein encounters during
these repeated trips may lead to protein denaturation.

Additionally, milliliters of dosing solution are required
per administration, and the length of time required for
drug administration is not convenient (15–20 min).
Ultrasonic nebulizers, which generate the droplet
stream by ultrasound, require much smaller volumes
(25–50 mL) and delivery times.[119] However, the small
volume necessitates a high concentration formulation
that is able to withstand the ultrasonic exposure with-
out degrading the protein.[120] Formulations of aviscu-
mine were compared to determine which formulations
were able to protect the protein from shear-induced
degradation caused by nebulization.[121]

MDIs have not been used extensively with protein
therapeutics. With an MDI, a small amount of drug
is aerosolized using a propellant, typically a hydro-
fluoroalkane. Poor delivery efficiency and reproduci-
bility, coupled with concern regarding the stability of
proteins in the presence of the hydrofluoroalkanes,
have led to a lack of interest in pursuing the use of this
type of device for pulmonary delivery of proteins.[119]

Dry powder inhalers that are currently marketed
use the patient’s inspiration to move the powder from
the device to the lungs, although powered DPIs are
also under development.[119] Fine powders of the pro-
tein formulation are stored either in a large reservoir
in the DPI (for multidose administration), or in indivi-
dual blister packs (for single-dose administration.) As
the patient inhales, the DPI is activated to release
powder into the airstream. For this method of delivery
to be successful, the protein formulation must retain
the fine, dry powder consistency necessary for delivery.
Exposure to high humidity may cause the particles to
clump, which may lead to clogging of the device and
a decrease in delivery efficiency. For the multidose for-
mulation, a preservative is required in the powdered
formulation.

Future Prospects

With the development of biotechnology-derived pro-
ducts for clinical indications that are not life-threaten-
ing, there will be an increased drive to move away from
drugs that must be given by injection, particularly by
IV administration. The ability to formulate proteins
at high concentrations will allow more to be adminis-
tered subcutaneously. Crystalline forms of proteins
are now being investigated as potential formulations
and with the possibility that these could be given as
depots to allow extended delivery of the protein.
Devices to increase the convenience of delivery will
continue to be attractive for protein therapeutics.
Development of formulations for pulmonary delivery
should increase significantly within the next decade.
Pulmonary delivery is non-invasive, and the advent
of formulations that may be administered by dry
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powder inhalers makes this route extremely attractive
to patients.

CONCLUSIONS

In the development of a formulation, the potential
degradation mechanisms for the protein must be con-
sidered. From the primary structure, one may antici-
pate some of the potential degradation pathways for
a given protein (e.g., deamidation at Asn–Gly; frag-
mentation at Asp–Pro). Other types of degradation
(e.g., surface denaturation) cannot be predicted as
easily and must be determined experimentally.

Information from preformulation and formulation
studies allows the formulation scientist to determine
the state and composition of the drug substance and
drug product. Using accelerated stress conditions such
as exposure to elevated temperature, harsh lighting,
freezing, and shaking helps the scientist to elucidate
the likely degradation products for the protein of inter-
est. Data from these studies are instrumental in deter-
mining storage conditions for the drug substance and
drug product.

Selection of the appropriate route of administration
and delivery device is critical for the commercial suc-
cess of a drug product. Although injections are the
most efficient delivery method for proteins, they are
not always the most suitable from the patient’s
perspective. Few routes of administration (IV, IM,
SC, pulmonary, and topical for local delivery) have
been successful to date with protein therapeutics
because of the size and complexity of the protein struc-
ture. Consideration of the bioavailability via a given
route must be made when determining the dose
required. Use of a delivery device such as an implanta-
ble pump, needle-free injector, or dry-powder inhaler
may yield a product with a commercial advantage over
a competitor’s product.
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Biotechnology-Derived Drug Products: Stability Testing,
Filling, and Packaging

Mary E.M. Cromwell
Genentech, Inc., South San Francisco, California, U.S.A.

INTRODUCTION

The present article will continue the discussion of the
development of the formulation, with a focus on the
requirements for stability testing and manufacturing
to be able to successfully deliver the final formulated
product to patients.

Once the selection of delivery route, excipients, and
physical state is made during formulation develop-
ment, studies to examine the stability of the product
under recommended and stressed storage conditions
must be performed to ensure product quality and
safety. Does the product require refrigeration? Should
the bulk be stored frozen? Is there sufficient stability
for a viable product? These studies utilize analytical
methodologies to evaluate the stability of the protein.
What does each of the assays tell the scientist about
the degradation of the protein? Are the assays stabi-
lity indicating? Additionally, the manufacturability
of the product must be considered. Is the formulation
compatible with the manufacturing equipment? Does
the protein degrade due to shear stress experienced
during the filling operation? What steps must be taken
to maintain sterility of the product? It is through this
process that an active protein drug may be formulated
into a viable drug product.

STABILITY STUDIES

In an earlier study, a discussion of the factors that
must be considered during formulation development
of a protein therapeutic was presented, including the
selection of state, solution conditions (e.g., pH, buffer
type, and concentration), and route of delivery. Once
the formulation has been selected, stability studies of
the drug substance and drug product are required to
support expiration dating by the FDA and other regu-
latory agencies in submissions for product approval. If
a device is being used to administer the drug, studies
must also be conducted to demonstrate the compatibil-
ity of the formulation with the device. These stability
studies are typically conducted in a GMP environment

using established protocols and analytical methods.
The International Conference on Harmonisation (ICH)
has recommended for adoption by the regulatory
bodies of the U.S.A., Europe, and Japan guidelines
for conducting stability testing for biotechnological
products.[1] The guidelines for biotechnological pro-
ducts are different from those used for traditional
small molecule drugs due to the complexity of the
protein structure. Three areas that are covered in this
guideline are selection of batches, the stability indi-
cating profile, and storage conditions. Information
from this guideline is summarized below.

Selection of Batches

The selection of batches refers to the specific drug sub-
stance and drug product batches that will be tested to
support expiration dating. At the time of regulatory
submission for approval (e.g., BLA), a minimum of
six months of stability data is needed on at least three
batches of drug substance and final drug product for
which the manufacture, container, and storage are
representative of the manufacturing scale of produc-
tion. The quality and process used to manufacture each
must be representative of material used in preclinical
and clinical trials. Expiration dating is based upon real
time/real temperature storage data.

Stability-Indicating Profile

The stability-indicating profile for a biotechnological
product generally comprises information from a bat-
tery of assays, not from a single stability-indicating
assay. To support the expiration dating, the stability
of the drug product and drug substance must be
assessed by methods that have been validated and are
detailed in a protocol specific to that product. This
protocol includes the testing intervals and the specifica-
tions that the product must meet. Some of the meth-
odologies that could be used for this purpose are
described in a later portion of this article.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120027028
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Storage Conditions

The storage conditions for biotechnological products
need to be clearly defined because protein stability
is generally temperature dependent. Unlike small mole-
cule drugs, accelerated temperature studies are not
used to determine expiration dating for biotechnologi-
cal products. However, accelerated temperature studies
may be used to provide supporting data and to deter-
mine the pathway(s) of degradation for the protein.
Humidity control is generally not a concern for bio-
technological products because most are packaged in
containers that protect against humidity. For those
products that are not, stability data gathered at differ-
ent humidities must be provided. Studies should be
conducted to support shipping and handling of the
product. These may include exposure to light and to
a wider range of temperatures that would be tested
for recommended storage temperatures. Interactions,
or lack of thereof, of the product with the container/
closure must be assessed. For products that are further
prepared for administration in the field (e.g., reconsti-
tution of a lyophilized product followed by dilution into
an IV bag containing saline), data must be provided
that supports expiration dating and recommended
storage conditions of the diluted product that will be
administered to a patient.

METHODOLOGY FOR ASSESSING
PROTEIN STABILITY

As stated throughout this entry, one goal of the formu-
lation scientist is to understand and minimize degrada-
tion of the protein in the formulation during storage.
Additionally, the FDA and other regulatory agencies
require that the purity and potency of pharmaceuticals
are monitored during the shelf life of the products.
Achieving these requirements involves using a combi-
nation of analytical techniques such as chromatogra-
phy, electrophoresis, and spectroscopy among others.
Because proteins are capable of denaturing via several
mechanisms, it is necessary to use more than one
technique to demonstrate stability. Jones[2] has written
an in-depth review of analytical methodologies used to
assess protein stability. Some of the more commonly
used methodologies are described briefly below.

Liquid Chromatography

High performance liquid chromatography (HPLC) is
the workhorse for many of the analytical technologies
used to assess protein stability. It relies on protein
separation by interaction of the protein with a resin,
called the stationary phase. The protein is removed
(eluted) from the resin using a solution called the

mobile phase. Differences in the interactions between
protein variants (e.g., aggregates, deamidated pro-
ducts) and the stationary phase are exploited to
achieve separation. The length of time that the protein
variants are retained by the resin, the retention time, is
determined to gain understanding of the nature of the
variants. There are four basic types of chromatographic
separations used by formulation scientists: size exclusion
chromatography (SEC), ion exchange chromatography
(IEC), hydrophobic interaction chromatography (HIC),
and reversed phase chromatography (RPC).

In SEC, also referred to as gel filtration or gel per-
meation chromatography, the protein variants are
separated according to differences in hydrodynamic
radius. The stationary phase for SEC employs porous
microparticles while the mobile phase is typically an
aqueous salt solution. When the protein and its var-
iants enter the SEC column containing the stationary
phase, they are greeted with a tortuous path to reach
the end of the column. The smaller variants (e.g., frag-
ments) have access to a greater number of paths
through the porous material that results in a larger
accessible volume for these variants and therefore a
longer retention time on the column. Larger variants
(e.g., aggregates) have fewer paths (detours) available,
and therefore elute first from the SEC column. The
smallest particles are those that elute with the longest
retention time. Molecular weight is usually estimated
by a comparison of the retention time of a variant
to those of molecular weight standards. However,
because the retention time is determined by the hydro-
dynamic radius rather than molecular weight alone,
it is often important to confirm estimated molecular
weights using a second technique such as static light
scattering or mass spectrometry.

One advantage that SEC has for the formulation
scientist is the ability to study protein aggregation/
fragmentation in the environment of different formula-
tions. Also, it is possible to add denaturants such as
sodium dodecyl sulfate (SDS) to the mobile phase to
gain a greater understanding of the sources of molecu-
lar weight heterogeneity.

Ion exchange chromatography exploits charge dif-
ferences between protein variants to achieve separa-
tion. The resin used in the IEC stationary phase is
either for cation exchange or anion exchange. For pro-
tein with basic pl, cation exchange chromatography is
typically used. The protein is injected onto the station-
ary phase where it interacts with the resin. Using a
gradient of salt and/or pH, the protein is eluted from
the column when the pH or ionic strength of the mobile
phase is sufficient to overcome the protein’s ionic inter-
action with the column. The products of deamidation
are typically resolved using IEC chromatography.

With HIC, the protein variants are separated
by differences in hydrophobicity. In this technique,
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the stationary phase is comprised of a resin with a
hydrophobic backbone. The protein is injected onto this
column under high ionic strength conditions. This
promotes hydrophobic interactions. A mobile phase gra-
dient is used in which the ionic strength decreases with
time. Less hydrophobic variants elute with an earlier
retention time than those with higher hydro phobicity.
Products of oxidation may often be resolved by HIC.

Reversed phase chromatography is used to separate
protein variants by hydrophobicity as well. The sta-
tionary phase is also comprised of particles containing
hydrophobic backbones. However, separation is
achieved using a gradient that employs an increasing
content of an organic solvent such as acetonitrile
or methanol. Trifluoroacetic acid (TFA) is typically
added to the mobile phase to improve the interactions
of the protein with the resin through ion pairing with
charged residues on the protein. Unlike the other chro-
matographies described, this technique often results in
denaturation of the protein during chromatography
due to exposure of the protein to both low pH
(TFA) and the organic solvent. As with HIC, products
of oxidation may be separated by RPC. Reversed
phase chromatography generally offers much better
resolution than HIC, but has limitations on the size
of protein that may be separated.

With all of the HPLC techniques, it is often possible
to gain more information by modifying the protein
prior to injection either by reduction or through mild
enzymatic treatment. By purposefully fragmenting
the protein, it may be possible to identify the site of
degradation or to at least increase the resolution
achieved in the chromatographic separation. Peptide
maps generated from complete enzymatic digests,
together with mass spectrometry, have proven extremely
useful for determining sites of degradation in many pro-
teins, including recombinant human macrophage-colony
stimulating factor (rhM-CSF) and relaxin.[3,4]

Electrophoresis

In electrophoresis, protein variants are separated due
to differences in their mobility in the presence of an
electrical field. Traditionally, electrophoresis has been
performed using a stationary slab gel. The most com-
mon electrophoretic technique is sodium dodecyl sul-
fate-polyacrylamide gel electrophoresis (SDS–PAGE).
In this technique, a polyacrylamide gel provides a siev-
ing matrix for the protein solution. The protein is
mixed with an SDS solution prior to loading onto
the gel. By coating the protein with SDS, the charge
to mass ratio becomes uniform between proteins. This
allows proteins to be separated solely on molecular
weight in the presence of the electrical field. The
protein/SDS solution is loaded onto the gel which is

continually bathed in an SDS-containing buffer. A
voltage is applied across the gel, and the protein is
mobilized. Smaller proteins travel through the gel faster
than larger ones. Protein visualization occurs through
the staining of the gel, usually with either established
silver staining or Coomassie staining techniques.
Molecular weights are estimated by comparison of
mobilization distance to molecular weight standards.

Native PAGE is conducted in the same manner as
SDS–PAGE, with the exception that SDS is added
neither to the protein solution nor to the bathing solu-
tion surrounding the gel during electrophoresis. In the
absence of SDS, protein separation results from a com-
bination of the charge and mass of the protein. For this
reason, analysis of a native gel is more difficult than
that of traditional SDS–PAGE. However, native gels
can provide information on protein interactions under
very specific conditions (buffer, pH) that could not be
studied using SDS–PAGE.

Isoelectric focusing (IEF) separates proteins on a gel
by exploiting differences in the isoelectric point (pl) of
the protein variants. At the pl, the sum of all of the
charges on the protein is zero. Degradation that results
in a charge in the pl (e.g., deamidation, fragmentation)
may be detected using IEF. Separation by IEF occurs
in the presence of ampholytes that maintain a pH gra-
dient in the presence of an electrical field. The protein
variants migrate on the gel until they reach the pH in
which they are neutral. The pl of a variant is deter-
mined by comparison to the location of pl standards.

During the 1990s technological advances were
achieved in the field of capillary electrophoresis (CE),
resulting in its emergence as one of the primary tools
in assessing protein degradation. In CE, an electric
field is applied across a capillary containing a separa-
tion medium and the protein solution to achieve
separation of the protein variants. Once the separation
occurs, the solution in the capillary is mobilized and
passes in front of a detector to assess the separation.
UV and fluorescence detectors are commonly used to
assess protein separations. Capillary electrophoresis
has the ability to separate proteins based on size
(cf. SEC, SDS–PAGE), charge (cf. IEC), pl (cf. IEF),
and hydrophobicity (cf. HIC, RPC). The amount of
protein required for CE analysis is substantially smal-
ler than that required for traditional HPLC or gel
electrophoretic techniques. This makes CE attractive
when only small amounts of protein are available. It
is not feasible, however, to use CE as a separation tech-
nique when one wishes to collect the fractionated
proteins for use in another assay because the amount
of protein is too small.

The separation medium used in the capillary dic-
tates the type of separation that will be observed. In
capillary zone electrophoresis (CZE), an aqueous buf-
fered solution at a specific pH is used. Protein variants
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are separated according to their charge to mass ratio
at that specific pH. In capillary isoelectric focusing
(CIEF), ampholytes are used in the separation
medium. Proteins are separated by pl in CIEF. Micel-
lar electrokinetic capillary electrophoresis (MEKC)
employs micelle forming surfactant solutions to
achieve separations that resemble RPC. Various sieving
matrices may be used in the capillary in conjunction with
SDS to achieve separations based on molecular weight.

Spectroscopy

Spectroscopy measures the interactions of the protein
chromophores with light. Information regarding the
concentration and conformation of the protein may
be obtained through different types of spectroscopy.

Using ultraviolet/visible (UV/Vis) absorption spec-
troscopy, it is possible to measure the protein concen-
tration using Beer’s Law: A ¼ ejc, where A is the
measured absorbance of a solution, e is the absorptiv-
ity of the protein, j is the pathlength of the cell used to
determine the absorbance, and c is the protein concen-
tration. Proteins typically exhibit two strong, broad
absorption bands in the UV/Vis part of the spectrum.
The first and most intense band is centered at 214 nm
and arises from absorption of light by the peptide
backbone. The second absorption band is typically
found at �280 nm. This band arises from absorbance
from the aromatic side chains of Trp, Tyr, and Phe.
Disulfide bonds may exhibit weak absorption in this
range as well.

During stability studies, the concentration of the
protein is monitored to ensure that there is no loss
due to physical instability of the protein. Most typical
routes of chemical degradation do not result in a change
of absorbance. A change in color of the solution may
occur as a result of degradation of some excipients,
(notably His) or in the presence of a reducing sugar.

The UV/Vis absorption spectrum has the capability
of providing important information regarding the
stability of the formulation by using the spectrum to
ascertain the level of light scattering that the solution
exhibits. The intensity of light scattering by particulates
depends on the fourth power of the frequency of light
and on the size of the particulates. As one progresses
to bluer (shorter) wavelengths, the intensity of light scat-
tering dramatically increases. The formulation scientist
can exploit this to monitor formulations for low levels
of particulates, particularly before the particulates are
large enough to be observed by visual inspection.
Dynamic laser light scattering may also be employed
for this purpose, although the equipment for this is
usually more costly than the average spectrophotometer.

Circular dichroism (CD) is often used by the formu-
lation scientist to monitor the secondary and tertiary

structures of the protein of interest. Circular dichroism
results from the preferential absorption of left vs. right
circularly polarized light. In the far UV region of the
spectrum (190–250 nm), the circular dichroism absorp-
tion of proteins arises from peptide bonds. Each type
of secondary structural elements (e.g., alpha helix, beta
sheet) has a unique circular dichroism spectrum. Using
algorithms which compare the spectrum of the protein
of interest to libraries of spectra from proteins with
known secondary structural elements allows the for-
mulation scientist to estimate the contribution of each
secondary structure element to the total structure of the
protein. This ability may aid the formulation scientist
in the selection of a suitable formulation for a protein.
A combination of excipients which results in an
increase in the content of random coiled structure
within the protein would not provide a suitable formu-
lation for long term stability of the protein.

Signals in the near UV region (250–400 nm) of the
CD spectrum of a protein predominantly arise from
absorption of the aromatic side chains of Trp,
Tyr, and Phe. The dichroism in this region is highly
dependent on the tertiary structure of the protein.
For this reason, the near UV CD spectrum is often
used to monitor changes in the native environment
of proteins that result from instability. For example,
Lam, Patapoff, and Nguyen[5] used the near UV CD
spectrum of IFN-g to determine that there was an
incompatibility of the protein with a combination of
excipients (succinate, benzyl alcohol) that resulted in
a loss of structure.

The secondary structure of proteins may also be
assessed using vibrational spectroscopy, fourier trans-
form infrared spectroscopy (FTIR), and Raman spec-
troscopy both provide information on the secondary
structure of proteins. The bulk of the literature using
vibrational spectroscopy to study protein structure
has involved the use of FTIR. Water produces vibra-
tional bands that interfere with the bands associated
with proteins. For this reason, most of the FTIR litera-
ture focuses on the use of this technique to assess
structure in the solid state or in the presence of non-
aqueous environments. Recently, differential FTIR
has been used in which a water background is sub-
tracted from the FTIR spectrum. This workaround is
limited to solutions containing relatively high protein
concentrations.

Raman spectroscopy offers the advantage of being
able to collect spectra in aqueous environments,
because the vibrational frequencies arising from water
are almost invisible in the Raman spectrum. However,
this technique has not been used as extensively as
FTIR because the technique was more time consuming
and the equipment more costly. The recent develop-
ment of FT-Raman systems has allowed this technique
to be used more readily than in the past.
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Appearance Assays

In addition to the various physical techniques, a simple
visual inspection of the formulation is conducted to
determine if there are changes to the formulation.
The human eye is extremely sensitive to many changes
observed in protein formulations, and for this reason
visual inspection is a valuable tool in the bag of techni-
ques used to assess stability. For liquid formulations,
the appearance of precipitates or a change in color
of the formulation signifies trouble. For lyophilized
formulations, the visual appearance of the lyophilized
cake is an important characteristic of the formulation.
Collapse or discoloration of the cake could indicate a
compromised formulation.

Potency/Activity Assays

The most important assessment during stability studies
is analysis of the protein by an activity assay. Degrada-
tion of a protein that results in compromised activity is
of great concern because this affects the potency of the
drug product. Expiration dating of the drug product is
made to minimize the loss of potency.

Potency of drug candidates is typically assessed in
vitro. An appropriate potency assay must be biologi-
cally relevant to the clinical indication for which the
drug is targeted. For example, the potency of a growth
factor whose action is believed to induce proliferation
of epithelial cells in vivo would need to be assessed by
an in vitro epithelial cell-based proliferation assay.

Thermal Techniques

Thermal techniques such as isothermal calorimetry
(ITC) and differential scanning calorimetry (DSC) have
been used in formulation screens to predict the formu-
lation with the greatest stability based on the assump-
tion that excipients that increase the Tm of the protein
will stabilize the molecule at the recommended storage
temperature.[6] For example, a screen of preservatives
performed during formulation development for inter-
leukin-1 receptor found that the Tm for the formulation
correlated with the extent of aggregation observed on
storage at 37�C.[7] Such thermal analysis may be useful
to rank order formulations.

Other

Other methodologies may be employed for specific
drug products. For microencapsulated, spray-dried,
and spray-freeze-dried formulations, an assessment of
the particle size may be critical. Lyophilized, spray-
dried, and spray-freeze-dried formulations must be

monitored for moisture content. Gel-based formula-
tions typically require monitoring the viscosity of the
semi solid formulation.

FILLING, FINISHING, AND PACKAGING

Filling, finishing, and packaging are the processes by
which the drug substance is turned into the final pro-
duct and are performed according to current Good
Manufacturing Practices (cGMPs). These steps in the
manufacturing process are tightly regulated to ensure
patient safety. A thorough review of the cGMPs related
to filling, finishing, and labeling of drug products is
given by Willig and Stoker.[8] A substantive review of
the fill–finish operation is also available.[9] Only the
highlights of the requirements are presented below.

Filling

Filling refers to the operation in which the drug sub-
stance is placed into the container that will be sold to
the consumer. The filling operation involves transfer-
ring the drug substance from its storage tank to the
filler, accurately pumping the drug substance through
the filling machine into the final container, and then
closing the container. In the case of lyophilized pro-
ducts, the filled vials are transferred to a lyophilizer
and freeze-dried prior to closing the container. A recent
review gives detailed information on this process.[9]

Prior to filling, care should be taken to examine the
compatibility of the product with the equipment used
in the filling process and with the shear that may be
experienced by the protein during the filling opera-
tion.[9] For example, the protein is sterile-filtered to
ensure sterility. The effects of the rate of the filtration
on the protein quality and the compatibility of the pro-
tein with the type of membrane used for the filtration
should be explored prior to filling. Fill speeds should
be adjusted to minimize foaming of the protein pro-
duct during the filling process. Compatibility of
the product with the materials of construction for the
filling and storage equipment should be assessed to
ensure product quality.

The most typical filling operation for a biotechnology-
derived product involves filling a liquid into a glass
vial that is then closed with a stopper and sealed with
a cap. The vial/stopper combination is referred as the
‘‘container/closure system’’ and provides the barrier
to microbial contamination for the drug product
during its shelf life. Several container/closure systems
are used in the biotechnology industry, including
vials/stopper, ampoules, and pre-filled syringes.[10] The
vial/stopper combination has been the most widely
used based on the relative flexibility that this system
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provides. The stopper (typically made of a type of
rubber) is inserted at the top of the vial. The depth of
penetration into the vial and the shape of the stopper
affect how well the container/closure system works.
Typically, an aluminum crimp cap is used to achieve
a better seal with the stopper and to provide a barrier
against accidental removal of the stopper from the vial.
Ampoules, made of glass or plastic, are manufactured
by forming the shape of the container from softened
glass or plastic, cooling slightly, filling the product,
and then using heat to seal the container. Because
the container is a single piece, contamination may only
occur if the container is improperly formed, cracked,
or broken. Prefilled syringes are similar to vials/
stoppers in the type of components to which the pro-
duct is exposed. In the case of the syringe, a glass or
plastic-barreled container is filled with the drug. A
stopper is placed near the plunger end of the syringe
to prevent leakage from the bottom, while a rubber
cap is typically used to protect from leakage at the
needle-end of the syringe. As with vials/stoppers, the
quality of the seals will be affected by the shape and
depth of penetration of the stopper and cap.

The container/closure system used for the product
must be validated to ensure that the system is effective
in maintaining a boundary to microbial contamination
during the shelf life of the product. This validation
begins in the manufacturing area to ensure that appro-
priate components and parameters are used during
the fill. First, compatibility of the components with
the manufacturing fill line must be ascertained so that
appropriate equipment are used. Factors such as the
pressure required to insert the stopper into the vial
are determined. The ability of the filling process and
the container/closure system to prevent microbial con-
tamination is validated by several methods, including
media fills and dye leak tests.[10] Filling the con-
tainer/closure system with growth-promoting media
is performed to demonstrate that the filling operation
does not introduce colony-forming organisms to the
final product. With this method, the sealed vial con-
taining media is monitored for several days to ensure
that no growth is observed. A dye-leak test is typically
performed to demonstrate that the container/closure
system provides an adequate seal. In this method, the
container/closure system is immersed into a water
solution containing dye, and the system is monitored
for ingress of the dye into the container. This test is
often performed at the end of shelf-life to demonstrate
that the container/closure system maintained integrity
under the recommended storage conditions for the
drug product.

The FDA ‘‘Guidelines for Sterile Drug Products
Produced by Aseptic Processing’’ describes the cri-
tical points that must be considered when filling the
final product.[11] Biotechnological products cannot be

terminally sterilized, because the heat or radiation
used for sterilization of the final product damages the
protein. Therefore, the filling operation is performed
in an aseptic environment to minimize the risk of
introduction of bacteria to the product. At this stage in
manufacture, the presence of bacteria in the product
could present a serious safety risk for patients who use
the drug.

To minimize the potential for introducing microbes
and other foreign particles to the final product, several
precautions are used in the filling area.[12] All compo-
nents used for the filling operation, including the com-
ponents for the final package (e.g., vial, stopper,
blister-pack) and filling equipment, are washed and
pre-sterilized. For a liquid drug substance, a sterile fil-
tration is performed into a pre sterilized filling vessel to
ensure that the drug substance is bacteria-free. Any
area in which the sterilized product or the open con-
tainer/closure systems are exposed to the environment
must meet special requirements. Class 100 rooms are
used in which the air is high efficiency particulate air
(HEPA)-filtered at the point of delivery and contains
less than 100 particles sized �0.5 mm per cubic foot
of air. The airflow is unidirectional in this room. The
microbial load should be no higher than 0.1 colony
forming unit (CFU) per cubic foot of air. Operators
working in class 100 rooms are required to be comple-
tely gowned in sterile garb. They must minimize move-
ments and talking within the room so as not to disturb
the airflow. Validation of the filling environment and
operations is accomplished by performing media fills
periodically and by testing the sterility of the media-
filled units. At least 3000 units should be filled in order
to be able to detect a contamination rate of one in 1000
units with a 95% confidence interval.

For lyophilized products, the vials are filled with the
liquid drug substance and partially stoppered before
being placed into a lyophilizer contained within the
class 100 area. Lyophilization occurs in three steps:[9]

freezing, in which the temperature inside the lyophili-
zer is decreased to freeze the product; primary drying,
in which the resulting ice is removed by sublimation
that is facilitated by pulling a vacuum on the lyophili-
zation chamber; and secondary drying, in which the
temperature is raised to remove any water molecules
that are not tightly bound to the protein. The rate of
freezing, primary drying, and secondary drying can
profoundly affect the overall lyophilization time. Careful
selection of the temperatures, pressures, and rates for
each of these processes must be made to ensure good
product quality.[9,13,14]

Filling and packaging by blow/fill/seal technology
has gained wider acceptance for use in the biotechnol-
ogy industry in the past decade.[15–18] The blow/fill/
seal process is one continual, integrated operation in
which the container is formed by ‘‘blowing’’ a molten
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plastic such as low density polyethylene (LDPE) into a
mold, filled using a nozzle provided with a class 100
HEPA airflow, and then sealed by molding of the still
molten plastic at the neck. The result is a plastic
ampoule. Due to the highly automated procedure used,
minimal personnel are required for the filling operation.
This reduces the sources of potential viable and non-
viable particulate contamination in the final product.

Finishing and Packaging

Once the protein formulation has been filled into the
final container, several packaging and finishing steps
are performed before the product may be shipped for
use. For vialed formulations, the final vial must be
capped to ensure that the stopper does not inadver-
tently come off of the vial. This protects potential leak-
age from the vial or the introduction of contaminants
to the vial. The product is inspected and representative
samples are tested to ensure consistency, safety, and
potency. The final container is labeled with product
information such as the name of the drug, the manu-
facturer, the amount of the drug in the container, the
lot number, and the expiration date. Once the labeling
has been done, a second inspection is performed on a
representative sample of units to ensure that the cor-
rect label has been used. Outer packaging is selected
(e.g., a carton) in which all of the components for the
final product are assembled for sale. This packaging
may be as simple as one vial in a carton or as elaborate
as one containing a lyophilized product packaged with
a vial of diluent and a syringe to enable easy access to
the tools necessary for reconstitution of the product.
This package is appropriately labeled to include the
name of the drug, the manufacturer, the amount of
drug per unit, the number of units, and the expiration
date among other information. Included in the final
package is a ‘‘package insert,’’ a very detailed descrip-
tion of the composition of the drug product, its
intended use, and any side effects noted with use of
the drug. Once packaged, the product is ready for
distribution.

CONCLUSIONS

The successful development of a biotechnology-
derived product relies on several factors, including
the appropriate selection of dosage form. In the appli-
cation to the FDA for product approval, the section
describing drug product and drug substance stability
information is one of the critical sections related to
manufacturing as it will define the expiration dating for
the drug substance and the drug product. Relatively
short expiration dating for either the drug substance

or drug product would result in increased frequency
of manufacturing and a higher level of complexity in
product distribution.

The use of appropriate analytical techniques during
formulation development aids the formulation scientist
in determining the degradation products and the rate
of formation of those products. Since proteins are
complex structures, a combination of techniques must
be used to ensure that the formulation scientist is able
to assess potential degradation of the protein. This
information is critical for the successful development
of a therapeutic formulation.

The protein formulation must be filled and packaged
prior to delivering to the patient for use. Compatibility
of the protein formulation with the filling equipment
and filling process should be assessed to confirm
that product quality is not compromised during these
operations. After filling, the product is labeled for dis-
tribution and packaged into its final container. Tight
regulations around the filling, finishing, and packaging
operations are in place to ensure patient safety.

ARTICLE OF FURTHER INTEREST

Biotechnology-Derived Drug Products: Formulation
Development, p. 281.
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INTRODUCTION

The term biotransformation of drugs can be defined as
the chemical conversion of drugs to other compounds
in the body. However, this definition excludes degra-
dation due to any inherent chemical instability of drugs
in biological media. These conversions are usually
mediated by enzymes in the body’s organs, tissues, or
biofluids, but occasionally they may occur by non-
enzymic reactions and even by a combination of both
enzymic and non-enzymic processes. Synonymous with
biotransformation in this context is the word metabo-
lism, and indeed the terms drug biotransformation
and drug metabolism are used to describe the same
events and are often interchanged, seemingly some-
what randomly. If anything, the latter is the more
popular term.

Compared to the established scientific disciplines,
the study of the biotransformation of drugs constitutes
a relatively new subject area: the earliest scientific
papers are little more than a century old. Regarded
by many as a branch of pharmacology, drug biotrans-
formation more properly belongs to biochemistry.
However, knowledge of the biotransformation of
drugs often contributes, in no small way, to a better
understanding of pharmacologic, toxicologic, and
clinical phenomena, and papers on drug biotrans-
formation are to be found in journals specializing in
these other subjects as well as those of biochemistry
and chemical analysis. In the last three decades, expo-
nents of drug biotransformation have created their
own journals and review series.

A leading pioneer in drug biotransformation
research was the late R.T. Williams, who wrote Detox-
ication Mechanisms, the first major text on the subject
published over 40 years ago, and a classic to this day.
Subsequently, the literature on drug biotransformation
grew steadily until recent years, when it seems to have
expanded almost exponentially. The major driving
forces for this proliferation include the realization of
the importance of drug biotransformation knowledge
in promoting a better understanding of certain pharmaco-
logic, toxicologic, and/or clinical findings; governmental

legislation requiring drug biotransformation studies
as part of new chemical entity safety evaluation pro-
grams; major advances in the necessary scientific
instrumentation; and the commercial availability of
isotopically labeled compounds whose use can greatly
facilitate drug biotransformation studies.

Because this article deals mainly with concepts, cita-
tion of specific scientific references is deliberately
avoided. The reader is referred, instead, to the monog-
raphs referenced in the bibliography for a lead into
more detailed or earlier scientific literature.

NEED FOR DRUG BIOTRANSFORMATION

During their lives, humans take a wide, almost infinite
variety of substances into their bodies, some of which
are necessary for their well-being and provide the
raw materials essential for the processes of intermedi-
ary metabolism. However, other substances which the
body does not require are also ingested, inhaled, or
absorbed; these substances have been described as exo-
genous compounds, foreign compounds, or xenobiotics
(Greek xenos ¼ foreign) and can be either naturally
occurring or man-made. The physicochemical proper-
ties (e.g., lipid solubility) that enable these compounds
to be absorbed readily into the body would tend to pre-
clude their facile excretion. Consequently, they would
accumulate in the body and eventually cause deleter-
ious effects. As a counter, metabolic processes have
been adapted during evolution to deal with foreign
compounds by converting (biotransforming) them into
derivatives of great polarity (i.e., water solubility) that
are consequently more easily excreted. Drugs are one
type of foreign compound that the body usually has
to biotransform in order to effect their removal. The
action of many drugs is curtailed by biotransforma-
tion. With some drugs, however, biotransformation
results in metabolites that share the pharmacologic
action of the parent drug or may even exhibit other
properties. The polynitrated organic nitrate vasodila-
tors, such as isosorbide dinitrate, have metabolites
that, as long as they contain nitrate groups, can exert
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the antianginal action of the parent drug, albeit at
lower potency. Metabolites of benzodiazepines, such
as diazepam, also possess its anxiolytic properties,
and one of its metabolites, temazepam, is used as a
hypnotic. Yet others (prodrugs) rely on biotransforma-
tion to generate the pharmacologically active agent.
The depot antipsychotics are of this type; haloperidol
decanoate relies on ester hydrolysis in the body to
release the active drug, haloperidol.

PATHWAYS OF BIOTRANSFORMATION

Biotransformation pathways have been classified
under the headings of Phase I and Phase II reactions.
The former includes processes involving oxidation,
reduction, and hydrolysis that result in the formation
of new functional groups in the drug molecule. Many
of the metabolites formed are then able to participate
in a subsequent biotransformation process (Phase II)
in which a polar hydrophilic moiety such as glucuronic
acid, sulfate, or an amino acid is covalently linked
(conjugated) to the functional group introduced in
the Phase I reaction. The usual overall result of these
processes is the production of metabolites with pro-
gressively greater water solubility that facilitates their
removal from the body. Biotransformations are gener-
ally catalyzed by enzymes present in the liver and other
tissues. Some researchers consider that the biotransfor-
mation by the gut flora of drug metabolites excreted in
the bile represents a third phase.

Many drugs undergo a series of biotransformations,
and the combinations of consecutive Phase I and Phase
II reactions can produce a complex array of metabo-
lites (Fig. 1). Drugs already containing appropriate
functional groups can undergo Phase II reactions
without the need for Phase I biotransformation; exam-
ples are the arylacetic and arylpropionic acid anti-
inflammatory drugs (e.g., indomethacin and ibuprofen
respectively), in which the carboxylic acid function can
conjugate with glucuronic acid or amino acids such as
glycine.

In some cases, Phase I metabolites may not be
detected, owing to their instability or high chemical
reactivity. The latter type are often electrophilic sub-
stances, called reactive intermediates, which frequently
react non-enzymically as well as enzymically with con-
jugating nucleophiles to produce a Phase II metabolite.
A common example of this type is the oxidative bio-
transformation of an aromatic ring and conjugation
of the resulting arene oxide (epoxide) with the tripep-
tide glutathione. Detection of metabolites derived from
this pathway often points to the formation of precur-
sor reactive electrophilic Phase I metabolites, whose
existence is nonetheless only inferred.

Certain biotransformation processes are reversible,
and formation of an inactive metabolite that can be
converted back to the active drug delays the removal
of the drug from the body and probably prolongs the
duration of exposure of the target tissues to the drug.
The common processes that can contribute to this
phenomenon are oxidation/reduction of secondary
alcohols/ketones, sulfides/sulfoxides, and tertiary
amines/N-oxides, all of which are reversible processes.

The pathways of biotransformation that a given
drug follows are determined by many factors, includ-
ing lipophilicity, molecular size and shape, steric and
electronic characteristics, stereochemistry, acidity, and
basicity. The interrelationships between these factors
are not well understood, as judged by the present
inability to predict biotransformations accurately except
perhaps within a narrow group of closely related com-
pounds. This inability is primarily due to the limited
depth of available background information and insuffi-
cient knowledge of the factors affecting the interaction
of compounds with the active sites of enzymes responsi-
ble for biotransformation. The knowledge of biotrans-
formation processes is continually increasing, and new
pathways are still being discovered.

OXIDATION

Oxidation is the most commonly encountered bio-
transformation process, and few drugs undergo a
Phase I reaction that does not involve it. Oxidation
occurs most frequently at saturated (sp3) or unsatu-
rated (sp2) carbon and with different valency states

Phase I
C

Phase II Phase II Phase II

F

Phase I or II Phase I or II Phase I or II

I

Phase I

G H

D E

A B

Fig. 1 Biotransformation of drug A by Phase I and Phase II
reactions to several types of metabolite (B through I).
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of nitrogen and sulfur present in either acyclic or cyclic
structural environments.

Oxidation tends to decrease lipophilicity by the
introduction of hydrophilic functional groups forming
metabolites that may be more readily excreted. In addi-
tion, many of these functionalized metabolites are also
substrates for Phase II conjugation reactions.

The non-specific oxidation of drugs comprising
many different chemical classes is catalyzed by a multi-
enzyme mixed-function oxygenase system involving
cytochrome P450 as the terminal oxidase. It is located
in the endoplasmic reticulum of cells. Cytochrome
P450 is a multigenic family of heme proteins, that
can be distinguished from each other by their chroma-
tographic and immunologic behavior, as well as by
substrate specificity. The mechanisms of cytochrome
P450 catalysis has not been established unequivocally,
but a generally accepted scheme is shown in Fig. 2. The
cytochromes P450 are the most versatile and exten-
sively studied of the enzyme systems responsible for
drug biotransformation.

After binding of the substrate to oxidized cyto-
chrome P450, a one-electron transfer from NADPH
is catalyzed by a flavoprotein reductase. Molecular
oxygen combines with the reduced enzyme-substrate
complex to form a ternary complex that accepts a sec-
ond electron, possibly derived from NADH via cyto-
chrome b5. One oxygen atom is transferred from the
activated oxygen to the substrate to form the oxidized
product. Water and oxidized cytochrome P450 also
result.

Other mono-oxygenases are not cytochrome P450
dependent, such as flavoproteins located in the endo-
plasmic reticulum that are involved in the oxidation
of tertiary amines to N-oxides and of various sulfur
compounds. Yet other oxidative enzymes, including
alcohol and aldehyde dehydrogenases and monoamine
oxidases, are located in the mitochondria or cytosol.

Aliphatic Carbon

Oxidation of primary [Eq. (1)], secondary [Eq. (2)], or
tertiary [Eq. (3)] carbon atoms all occur to give the cor-
responding alcohols. Further oxidation of a primary
alcohol yields the aldehyde, which is usually rapidly
converted to the carboxylic acid. The oxidation of sec-
ondary alcohols to ketones generally leads to less
hydrophilic metabolites and is less common.

RCH3 RCH2OH RCHO

RCO2H (1)

R'CH2R" R'CHR" R'CR"

OH O

(2)

CH

R'

R'''

R" C

R'

R'''

R" OH (3)

Metabolites derived by loss of an alkyl or arylalkyl
group from ethers [Eq. (4)], thioethers [Eq. (5)], amines
[Eq. (6)], and amides [Eq. (7)] represent common bio-
transformation pathways (R0, R00 ¼ H, alkyl or aryl).
These processes involve oxidation on carbon adjacent
to the heteroatom. The intermediates are generally
unstable and readily decompose to the corresponding
alcohol, thiol, amine, or amide and an aldehyde. Inter-
mediates formed from amides [Eq. (7)] are more stable
and may be detected as excreted metabolites. If a sec-
ondary carbon atom is adjacent to the heteroatom,
then this portion of the molecule is released as a
ketone. The heteroatom may also be located in a cyclic
structure (e.g., morpholine, piperazine). Two processes
have been adopted for amines, namely, N-dealkylation
or deamination, that are essentially the same event. In
general, which of the two terms applies depends on the

P 4502+

4502+

4502+

S

O2

O2

O2

P

S

P

S

e–

e–
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S
P 4503+
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H2O

2H+
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–

Fig. 2 Postulated mechanism of cytochrome P450 catalysis.
Net reaction: Substrate þ 2e� þ 2Hþ þ O2! substrate � O
þ H2O.
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side of the C–N bond that is of greatest concern, that
is, whether interest is focused on the formation of the
carbonyl compound or the amine. For a primary
amine, therefore, the process is termed deamination
because the fate of the ammonia generated is of no
interest. For amines, the intermediate hydroxylated
products may be oxidized further to a carbonyl func-
tion, resulting in formation of amides [Eq. (6)]. Clea-
vage of esters can also occur by an oxidative process
of this type [Eq. (8)]. The only difference compared
to hydrolysis is that instead of forming an alcohol, this
part of the molecule is released as an aldehyde.

R'CH2OR" R'CHOR"

OH

R'COR"

O
R'CHO + R"OH (4)

R'CH2SR" R'CHSR"

OH

R'CHO  +  R"SH (5)

R'CH2NHR" R'CHNHR"

OH

R'CHO + R"NH2

R'CNHR"

O (6)

R'CH2NHCR" R'CHNHCR"

OH

R'CHO  +  R"CONH2

O O

(7)

RCOCH2R' RCOCHR'

OH

RCOH + R'CHO

O O O

(8)

Aromatic and Unsaturated Hydrocarbons

Double bonds in unsaturated hydrocarbons are oxi-
dized by epoxidation. The resultant epoxides are gener-
ally reactive substrates that are biotransformed further

to alcohols or glycols through the action of epoxide
hydrolases.

Hydroxylation of aromatic compounds to phenols
has long been considered an important detoxication
process, particularly as phenols can conjugate readily
with glucuronic acid or sulfate to give highly water-
soluble metabolites, that are excreted. The oxidation
process can involve formation of arene oxide intermedi-
ates in which an aromatic double bond has undergone
epoxidation. These epoxides are generally unstable
and considered to be reactive intermediates. Phenols,
nominally the major product of aromatic hydroxyla-
tion, do not necessarily require formation of intermedi-
ate epoxides. Epoxides can give rise to several different
types of metabolites by spontaneous isomerization to
phenols, enzymic hydration to dihydrodiols and conju-
gation with glutathione (GSH) (Fig. 3). The pattern of
metabolites depends in part on the intrinsic reactivity of
the epoxide. Epoxides can also react with a variety of
other biologic nucleophilic centres in cellular macromo-
lecules, such as DNA, RNA, and proteins; this may
ultimately produce toxic effects. Other aromatic ring
systems are also hydroxylated via postulated epoxide
intermediates, the best known being furans. The site of
oxidation in an aromatic ring is dependent on the type
of cytochrome P450 involved and on electronic and steric
factors associated with the substrate structure. For sub-
stituted aromatic compounds, each epoxide can give rise
to two isomeric phenols. Thus, methsuximide forms both
a dihydrodiol and two isomeric phenols in animals and
humans.

R

R'

O

R'

R H

H

R

R'

H
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OH
H

R

R'

OH R

R' OH

R
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H

Fig. 3 Biotransformation of an aromatic hydrocarbon to an
epoxide that undergoes various other reactions.
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The dihydrodiols may be reduced to catechols
through the action of dihydrodioldehydrogenase.
Catechols can also be formed by two sequential hydro-
xylations. These catechols can be monomethylated by
catechol O-methyltransferase, and are often the term-
inal metabolites formed from this pathway.

A rather novel biotransformation that can occur as
part of an aromatic hydroxylation process has been
called the NIH shift whereby a substituent such as
bromo, chloro, and fluoro at the position of hydroxy-
lation undergoes migration to the adjacent position.
Relevant examples are relatively few but this may be
due to the lack of rigorous identification of ring-
hydroxylated metabolites.

Sulfur

Oxidation of divalent sulfur atoms in thioethers is a
common biotransformation of sulfur-containing com-
pounds [Eq. (9)]. Oxidation proceeds in two stages, first
to the sulfoxide and then to the sulfone. Sulfoxides
have increased polarity and are often observed as
excreted metabolites, but they can also be reduced
back to the sulfide. Formation of the sulfoxide creates
an asymmetric center, and stereospecific oxidation can
occur. Sulfones tend to be terminal metabolites; no evi-
dence for their reduction exists.

R'SR" R'SR" R'SR"

O O

O

R'SH R'SSR R'SSR

O

R'SOH R'SO2H R'SO3H

R'SSR

O

O

(9)

Thioethers can be cleaved to thiols that may be con-
verted to stable oxygenated compounds, such as sulfi-
nic and sulfonic acids, that are highly water-soluble
and readily excreted. Thiols may be oxidized first to
disulfides, in which further oxidation of sulfur then
occurs before cleavage to sulfenic and sulfinic acids
[Eq. (9)].

The thiocarbonyl group in compounds such as
thioamides is biotransformed by oxidative attack on
sulfur. Sulfoxidation of the thioamide occurs first and
is followed by further S-oxidation to give an unstable

intermediate that is readily hydrolyzed to the amide
and thiosulfate [Eq. (10)].

RCNH2 CNH2R CR

SO2
–

NH

S S O

O

RCNH2 + ·S2O3
2–1

2 (10)

Nitrogen

N-oxidation can occur in a number of ways to give
either hydroxylamines from primary and secondary
amines [Eqs. (11) and (12)], hydroxamic acids from
amides, or N-oxides from tertiary amines [Eq. (13)].
The enzyme systems involved are either cytochrome
P450 or a flavoprotein oxygenase. Hydroxylamines
may be further oxidized to a nitro compound via a
nitroso intermediate [Eq. (11)]. Oximes can be formed
by rearrangement of the nitroso intermediate or
N-hydroxylation of an imine, that could in turn be
derived by dehydration of a hydroxylamine [Eq. (11)].
N-Oxides may be formed from both tertiary arylamines
and alkylamines and from nitrogen in heterocyclic
aromatic systems, such as a pyridine ring.

RCH2

[RCH

NH2

NH]

RCH2NHOH RCH2N

RCH2NO2

O

RCH NOH

(11)

NH
R'

R"
NOH

R'

R"
(12)

N

R'''

R' R"

N R'''R'

R"

O

(13)

REDUCTION

Reductive biotransformation processes are less com-
mon than those involving oxidation, but a number
of functional groups are susceptible to reduction.

314 Biotransformation of Drugs



B
io

sy
n–

B
io

tr
an

s

Some may occur non-enzymically through the action
of biologic reducing agents. Certain processes are
part of a reversible oxidoreductase system, and the
direction in which the equilibrium lies depends on the
properties of the oxidized and reduced products.
Reductive processes are favored by anaerobic condi-
tions, and besides the action of reductases in tissues
such as liver, kidney, and lung, micro-organisms in
the anaerobic environment of the intestinal tract may
produce reduced metabolites that are subsequently
absorbed. Because reduction may often lead to
metabolites of equivalent or greater lipophilicity than
the precursor, it is seldom the only process occurring
before a metabolite is excreted.

Carbon

Numerous ketones serve as substrates for alcohol
dehydrogenases. These include alicyclic and arylalkyl
ketones [Eq. (14)].

O

NADH

NAD+

OHH

(14)

Unlike aldehydes, ketones are essentially unreactive,
apart from being reduced when the equilibrium shifts
predominantly to the secondary alcohol that is readily
conjugated, thereby encouraging further reduction of
the ketone [Eq. (14)]. If ketone reduction results in
the formation of an asymmetric carbon, a high degree
of stereospecificity often occurs, even though the
enzyme systems demonstrate a low degree of substrate
specificity.

Alcohol dehydrogenase catalyzes the oxidation of
primary alcohols to aldehydes, as well as the reverse
reaction. However, due to the facile oxidation of alde-
hydes to acids, the reaction equilibrium is driven to the
right [Eq. (15)].

RCH2OH + NAD+ RCHO + NADH + H+ (15)

Thus administration of an aldehyde invariably
results in the appearance of the corresponding acid
as an excreted metabolite, although in some instances
both the acid and alcohol are formed. Thus the alde-
hyde formed by deamination of the antihistamine
chlorpheniramine is metabolized to a mixture of the
corresponding acid and alcohol.

Reduction of carbon–carbon double bonds that
may be instigated by gut flora has been observed.

Nitrogen

The types of nitrogen-containing compounds that are
most frequently involved in reductive biotransforma-
tion are those containing nitro, azo, and N-oxide func-
tional groups. Similar enzymes are involved that are
generally located in the endoplasmic reticulum or cyto-
sol of the liver or in the intestinal microflora. Complete
reduction of a nitro compound to the primary amine
involves a six-electron transfer and proceeds through
nitroso and hydroxylamine intermediates [Eq. (16)].

R NO2 R NO R NHOH

R NH2 (16)

Additional free-radical intermediates, such as the
nitro anion radical and hydronitroxide radical, involv-
ing one-electron transfers have also been proposed.
The benzodiazepine nitrazepam is reduced by liver
microsomes to the corresponding amine. However,
reductions involving NADPH-cytochrome c reductase
may form only the hydroxylamine. A high level of
nitroreductase activity is associated with anaerobic
bacteria in the gut, that are capable of reducing aro-
matic nitro compounds to the corresponding amines.
When the nitro group is located adjacent to a hetero-
atom in a heterocyclic ring, reduction to the nitroso
or hydroxylamine intermediates often leads to cleavage
of the ring. The hydroxylamine function in hydroxamic
acids can also be reduced to the corresponding amides.

Aliphatic and aromatic tertiary amine N-oxides can
be reduced to the corresponding amines. Reduction
can occur either in liver cytosol, endoplasmic reticu-
lum, or mitochondria, in extrahepatic tissues such as
the kidney and lung, or by the gut flora.

Azoreductase activity is present in both the endoplas-
mic reticulum and the cytosol of the liver. It is thought
to produce the hydrazo intermediate that is cleaved to
give two primary amines. The best known example is
that of the azo dye Prontosil that is cleaved to form
sulfanilamide, an active antibacterial compound, a reac-
tion that involves a four-electron transfer.

Certain halogenated hydrocarbons such as halo-
thane, undergo reductive dehalogenation.

Sulfur

Most functional groups bearing sulfur, other than
thiols, are primarily metabolized by oxidative pro-
cesses. However, sulfoxides can be reduced to sulfides.
The anti-inflammatory drug sulindac is reduced to the
sulfide, which is an active metabolite, and it can be oxi-
dized back to the sulfoxide. Disulfides are reduced to
the corresponding sulfides.
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HYDROLYSIS

Other important Phase I drug biotransformation reac-
tions are those involving hydrolytic processes. The
types of groups hydrolyzed include esters [Eq. (17)],
amides [Eq. (18)], thioesters [Eq. (19)], hydroxamates
[Eq. (20)], oximes [Eq. (21)], carbamates [Eq. (22)],
hydrazides [Eq. (23)], organophosphates [Eq. (24)],
and perhaps even nitriles [Eq. (25)].
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(24)
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O
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The hydrolytic reactions are mostly catalyzed by
carboxylesterases although other names may be used
for the enzymes involved depending on the substrates

concerned, for example, amidases [Eq. (18)], or phos-
phatases [Eq. (24)].

With the increasing number of peptides being
synthesized as potential drugs, mention should be made
of peptidases that cleave (by hydrolysis) the amide
(peptide) linkage between adjacent amino acids.

The carboxylesterases are a family of somewhat
non-specific enzymes that are not easily classified. They
have an endogenous role in, for example, transport.
B-esterases (serine hydrolases) are those sensitive to
inhibition by organophosphates such as paraoxon that
esterify a serine residue at the enzymes’ active site; they
are present in most mammalian tissues and biofluids
such as the plasma. Other esterases are A-esterases
(arylesterases) and the C-esterases (acetylesterases).
Esterase activity is particularly high in the endoplasmic
reticulum of the liver. Some esterase activity appears to
be tissue and species specific. The latter can lead to
marked species differences in ester half-lives in the
body, ranging, for example, from only a few minutes
in the rat to several hours in the dog. Because both
these species are commonly used in drug evaluation,
their comparison with humans becomes of paramount
importance when ester-containing drugs are being
assessed. The specificity of carboxylesterases appears to
depend on the nature of the substituents (R, R0, R00)
rather than on the type of heteroatom (O, S, or N)
attached to the carbonyl group. Usually esters are
hydrolyzed more rapidly than the corresponding
amides, and this difference can be exploited in drug
design; the duration of action of ester-containing drugs
eliminated by hydrolysis could be prolonged by repla-
cement of the ester with the amide link. The hydrolysis
of an ester or amide link is usually associated with
detoxication of the drug because of the greater water
solubility and thus more facile excretion of the result-
ant hydrolysis products. However, exceptions exist;
for example, salicylic acid produced by the hydrolysis
of acetylsalicylic acid is still pharmacologically active
and has a longer half-life than the parent drug.

The hydration of epoxides [Eq. (26)] can be viewed
as a special form of hydrolysis in which the elements of
water are added to the epoxide without the resultant
formation of more than one product, such as occurs
in most hydrolytic reactions. This reaction is catalyzed
by epoxide hydrolase.

C

C
O

C

C

OH

OH

(26)

Epoxides are usually chemically quite reactive as a
consequence of the strain inherent in the 3-membered
cyclic ether ring and the electrophilic nature of the
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ring’s carbon atoms. Through the action of epoxide
hydrolase (epoxide hydrase, epoxide hydratase), they
react stereoselectively with water to produce vicinal diols
that are predominantly in the trans configuration
[Eq. (26)] because nucleophilic attack by OH�, at the
least hindered carbon atom, occurs from the opposite
side of the molecule to where the epoxide ring is situated.
Although the diol is less reactive than the parent epox-
ide, it may serve as a substrate for further epoxidation
elsewhere, particularly in large hydrophobic molecules
such as polycyclic aromatic hydrocarbons in which it
leads, for example, to the formation of highly toxic
dihydrodiol epoxides resistant to epoxide hydrolase.

Epoxide hydrolase activity is present in most mam-
malian tissues and is high in the endoplasmic reticulum
and cytosol of the liver. Humans appear to have
considerable intersubject variability in the activity of
epoxide hydrolase that may impact on individual sus-
ceptibility to the toxic action of certain epoxides: This
variability argues for the existence of several epoxide
hydrolases.

Some epoxides are resistant to epoxide hydrolase:
Carbamazepine, for example, is metabolized to an epoxide
that survives biotransformation and is excreted in urine.

CONJUGATION

Phase II drug biotransformation involves reaction
(conjugation) of a range of functional groups with
endogenous compounds (Table 1). The resultant

product is usually more water soluble than its precur-
sor and is thus more readily excreted in the urine or
bile. However, some fatty acid conjugates are more
lipid soluble than the parent compound. Ester conju-
gates of the alcohol function of tetrahydrocannabinol
and etofenamate with palmitic and other fatty acids
have been identified as metabolites in feces and tissues.
Although they are only minor metabolites in excreta,
their high lipid solubility may make them of greater
importance in tissues.

Conjugation reactions are catalyzed by group-
transferring enzymes.

Glucuronidation

Glucuronidation is quantitatively the most important
of the conjugation reactions. It can take place in most
body tissues, presumably because the endogenous
substrate required—uridine diphosphate D-glucuronic
acid (UDP-GA)—is produced during intermediary
metabolism by processes related to glycogen synthesis
(Fig. 4). Therefore, this substrate is less likely to be
depleted than those serving other conjugation reac-
tions. Glucuronidation is catalyzed by a family of
enzymes, the UDP-glucuronosyltransferases (glucuro-
nyltransferases); these enzymes are located mainly in
the endoplasmic reticulum and are mostly tightly asso-
ciated with it. An unusual property of these enzymes is
their apparent latency, whereby full enzymic activity
(in vitro) is expressed only after treatment with agents
(e.g., surfactants) that disrupt membrane structure.

Table 1 Common conjugation reactions

Reaction Enzyme system Functional group involved

Glucuronidation Glucuronyltransferase –OH

–COOH
–NH2

–SO2NH2

–NHOH
–SH

Sulfation Sulfotransferase –OH
–NH2

–SO2NH2

–NHOH

Glutathione conjugation Glutathione S-transferase Electrophilic center

Acetylation Acetyltransferase –OH
–NH2

–SO2NH2

–NHNH2

–NHOH

Amino acid conjugation Acyltransferase –COOH

Methylation Methyltransferase –OH
–NH2

–SH

Biotransformation of Drugs 317



B
io syn–B

iotrans

Glucuronidation can occur with alcohols and phe-
nols (ether glucuronides are formed), carboxylic acids
(ester glucuronides are formed), amines, sulfonamides,
hydroxylamines, thiols, amides, carbamates, and even
certain compounds containing nucleophilic carbon
atoms, such as phenylbutazone. Glucuronidation of
tertiary amines yields conjugates containing a quatern-
ary nitrogen. Besides foreign compounds, glucuroni-
dation of endogenous substrates, such as steroids,
catechols, bilirubin, and thyroxine also takes place.

Less commonly, conjugation with other sugars such
as glucose, ribose or xylose can occur, and for example,
glucosides are formed following conjugation with
UDP-glucose.

Sulfation

Sulfation is an important conjugation reaction that,
like glucuronidation, requires a ‘‘high-energy’’ or
‘‘activated’’ endogenous substrate, 30-phosphoadeno-
sine-50-phosphosulfate (Fig. 5); however, owing to its
lower cellular concentrations, this substrate is more
easily depleted than that utilized in glucuronidation.
Thus, sulfation is a readily saturable biotransforma-
tion process. Where sulfation and glucuronidation
compete, the former tends to predominate at low

substrate concentrations and the latter at high concen-
trations. Depending on the substrate, sulfation occurs
in most tissues in the body and is catalyzed by a family
of enzymes, the sulfotransferases, that are located in
the cytosol.

Alcohols, phenols, hydroxylamines, and amines can
be sulfated, as can endogenous substrates such as ster-
oids, polysaccharides, and biogenic amines. Sulfation
can lead to metabolites that are more toxic than their
precursors (Fig. 6).

Glutathione Conjugation

Compounds possessing a sufficiently electrophilic cen-
ter can conjugate readily with the endogenous nucleo-
phile and tripeptide, glutathione (GSH). Although this
reaction can proceed non-enzymically, it is usually cat-
alyzed by the glutathione S-transferases, a group of
non-specific enzymes with overlapping substrate speci-
ficities that can also serve as binding proteins.

The electrophilic center may already be present in the
compound, or it may arise as a consequence of Phase I
biotransformation, as in epoxides. Conjugations with
GSH may be classified broadly as replacement [substi-
tution; Eq. (27)] or addition [Eq. (28); R0 ¼ electron-
withdrawing group] reactions. With the latter type in
particular, new asymmetric centers are created, but only

O
COOH

OH

OH

Glucose-1-P UDP-glucose Glycogen

NAD+

NADH+H+

UDP-glucuronic acid (UDP-GA)

HO O-UDP

UDP-GA

ClOCHOOC+

Glucuronyltransferase

O
COOH

CH3

CH3

CH3

CH3

OH

OH
HO

ClOCC

O

O

Clofibryl glcuronide

Clofibric acid

Fig. 4 Formation of uridine diphosphate glucuronic acid

(UDP-GA) and its conjugation with clofibric acid. Inversion
takes place during conjugation, the a-D-glucuronic acid
forming a b-D-glucuronide. At a more alkaline pH, such glu-
curonides may undergo intramolecular rearrangement to

forms resistant to enzymic hydrolysis by b-glucuronidase.

N

N

NH2

N

N

NHCOCH3

OH

O

OH OPO3
=

CH2OP

O

O– O

O S O– +

PAPS Sulfotransferase Acetaminophen

NHCOCH3

OSO3H

Acetaminophen sulfate

O

Fig. 5 Formation of 30-phosphoadenosine-50-phosphosul-
fate (PAPS) and its conjugation with acetaminophen (parace-
tamol). Strictly, the process is one of sulfonation because the
�SO3

� group is being transferred.
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recently has the stereochemistry and stereospecificity of
the reaction begun to attract interest.

R X R SG  +  H+
  +  X–GSH+ (27)

R CH CH R'  +   GSH

R CHSG CH2 R' (28)

GSH exerts an important protective function in the
body, and conjugation with GSH generally results in
detoxication, although the chemical nature of certain
substrates can facilitate the formation of a toxic conju-
gate [for example, Eq. (29); X ¼ halogen].

X CH2CH2 X + GSH GS CH2 CH2 X

GS

CH2

CH2

+
(29)

The glutathione S-transferases appear to be present
in almost all vertebrate species and their tissues,
although certain isoenzymes may exhibit tissue and/or
species specificity. Concentrations of the enzymes in
certain tissues, such as the liver, are relatively high.
They are located primarily in the cytosol but may also
be present in other cell structures; those in the
endoplasmic reticulum are activated by sulfhydryl
reagents. Although GSH is relatively abundant in
tissues (for example, about 5 mM in liver), it can be
severely depleted by large doses of certain drugs; in
the case of acetaminophen, depletion leads to hepato-
toxicity through a reactive intermediate (a quino-
neimine) that is detoxified at clinical doses by
conjugation with available GSH. Thus GSH conjuga-
tion is a saturable pathway.

GSH conjugates are excreted in bile but almost
never in urine. Instead, they are catabolized by removal

of the glutamyl and glycine moieties to yield cysteine
conjugates, that may be N-acetylated and excreted in
urine or in bile as N-acetylcysteine conjugates (mercap-
turic acids) or metabolites thereof, such as sulfoxides.
The conjugates may be subjected to the action of a
C-S lyase that enables methylation of the resulting
thiol and subsequent oxidation of sulfur to yield the
sulfoxide and sulphone. [Eq. (30)].

R R
basecysteine SH R SCH3

O

O

O

R SCH3 R SCH3 (30)

Acetylation

The acetylation of amino groups is a fairly common
reaction utilizing acetylcoenzyme A; it is catalyzed by
cytosolic N-acetyltransferases. With a substrate such
as sulfanilamide [Eq. (31)], even diacetylation is possi-
ble. Acetylation occurs in the liver and in many other
tissues.

NH2

SO2 NH2

+ CH3 CO SCoA

NHCOCH3

SO2 NH2

+ CoASH

(31)

The products of acetylation may be more or less
toxic than the precursor. In the case of certain sulfon-
amides, the less water-soluble acetylsulfonamides can
cause renal toxicity owing to their precipitation in
the kidney.

Acetylation exhibits a well-known pharmacogenetic
difference in the human population that is bimodal
(fast or slow) and perhaps even trimodal. This differ-
ence accounts for the greater toxicity of certain drugs
in either fast or slow acetylators, depending on whether
the parent drug or its acetyl derivative is the more
toxic entity.

Transacetylation to an acceptor containing an
amino group has also been reported; it is enzyme
catalyzed.

N
COCH3

OH

N
COCH3

OSO3H

Sulfation

Sulphate

–HSO4
–

N
+

COCH3

Toxic metabolite

Fig. 6 Toxic metabolite formation mediated via sulfation.
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Amino Acid Conjugation

Another type of acylation involves the conjugation of
drugs containing the carboxyl group with amino acids;
this process occurs through a coupled system involving
the formation of a high-energy intermediate of the
carboxylic acid catalyzed by acyl-CoA synthetases,
followed by acyl transfer to the amino acid [Eq. (32)]
catalyzed by acyltransferases. In mammalian species,
the amino acids most utilized are glycine, taurine,
glutamine, and carnitine. This conjugation occurs
extensively in the hepatic mitochondria, but the
enzyme systems involved have yet to receive the sort
of detailed attention accorded other pathways.

R COOH + ATP R CO AMP + H2O + PPi 

R CO AMP + CoASH R CO SCoA + AMP

R CO SCoA + H2N R' COOH

R CO NH R' COOH + CoASH (32)

Amino acid conjugation is complementary to glu-
curonidation. Some carboxylic acids undergo both
types of reaction, whereas others undergo predomi-
nantly one type.

Methylation

Although methylation reactions are mainly concerned
with endogenous substrates, a number of drugs are
also methylated [Eq. (33)] by non-specific methyltrans-
ferases that are present in the liver, lung, and other
tissues. The enzymes are located mostly in the cytosol,
but they may also be membrane-bound. The principal
methyl donor is S-adenosylmethionine (SAM) which is
formed from ATP and L-methionine.

R

OH

OH

+ SAM

R

OH

OCH3

+ S-adenosylhomocysteine (33)

The relative importance of O-methylation in the
meta or para positions [Eq. (33)] appears to depend
on the nature of the substituent R. Methylation usually
results in the formation of a less water-soluble product,
but it is often regarded as a detoxication process.
S-methylation is common and, N-methylation, and the
methylation of certain metals (e.g., mercury) also occur.

STEREOSELECTIVE AND STEREOSPECIFIC
BIOTRANSFORMATION

Many drugs contain one or more asymmetric centers,
and thus consist of a mixture of enantiomers or diaster-
eoisomers. For each asymmetric center, there is a pair
of enantiomers in a mirror-image relationship. Both
pharmacologic activity and biotransformation usually
require interaction of the drug with specific receptors
or enzymes that can be highly stereoselective according
to the steric configuration at the site of interaction.
Hence, a pair of enantiomers may differ in biologic
activity and rates of biotransformation. The latter
results in stereoselective pharmacokinetics, thereby also
influencing biologic activity. Due to this fact, there has
been a drive toward the development of single enantio-
mers as new drugs that provides the opportunity to
optimise the therapeutic ratio (index). In fact, single
enantiomers of existing racemic drugs such as ibupro-
fen and bupivacaine have been developed as new pro-
ducts. Development of racemic drugs now requires
detailed investigations of the pharmacokinetics and
biotransformation of the individual enantiomers.

The cardiovascular drug propranolol is used as a
racemate (i.e., an equal mixture of two enantiomers),
with most of the therapeutic activity mediated by
the (�)isomer. One of its major biotransformation
pathways in the dog is glucuronidation, and urinary
excretion of the glucuronic acid conjugate of (�)
propranolol is about fourfold greater than that of the
(þ)isomer; thus, plasma concentrations of the latter
are greater than those of the former. Ring hydroxyla-
tion is another important pathway, and for this process
in humans, there is a preference for the (þ)isomer,
leading to greater plasma concentrations of the active
(�)isomer.

Some biotransformations introduce an asymmetric
center into a drug and these often proceed stereospeci-
fically. The most common examples are hydroxylation
of a secondary carbon and the reduction of ketones to
secondary alcohols. Ibuprofen undergoes both o and
o-1 oxidation of the isobutyl side chain, and formation
of the resulting carboxylic acid metabolite introduces a
second asymmetric center into the molecule. Both
ibuprofen enantiomers have been shown to undergo
stereospecific oxidation to give a metabolite with the
same configuration at the new asymmetric center.
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Stereochemical inversion is another aspect of stereo-
specific biotransformation. The 2-arylpropionic acids
containing an asymmetric center represent a major
class of the non-steroidal anti-inflammatory drugs.
A notable aspect of their biotransformation is the
conversion of one enantiomer to the other. Although
most of these drugs were originally developed and used
as a racemic mixture, only one of the isomers is usually
regarded as being biologically active. The inactive (R)
isomer of ibuprofen is converted to the active (S)
isomer in vivo. A possible mechanism is dehydration
to an a-methylene intermediate; this stage, involving
a flavin-dependent dehydrogenase (FAD), is stereo-
specific [Eq. (34)].

Ar CH COOH ATP

CoASH
(R)

CH3

Ar

NADPH

Ar CH COOH Ar CH

CH3 CH3

CO

(S)(S)

CH

CH CO

FAD
(R)

3

SCoA

SCoA (34)

CH

Ar C CO

2

SCoA

FACTORS AFFECTING DRUG
BIOTRANSFORMATION

The preceding sections have illustrated that drugs can
be biotransformed by a variety of reactions that are
generally enzyme catalyzed. The rates of these reactions
and their relative importance may be modulated by a
number of potential interacting factors that can be
broadly classified as physiologic or environmental.
The influence of most of the factors mentioned has
been revealed by laboratory animal studies, often involv-
ing high dose levels and exaggerated systemic exposure.
In humans, where a single factor may not be seen to
exert any notable effect, the interplay of several factors
could contribute to important alterations in drug bio-
transformation and thereby to drug action.

Physiologic

Age

The activities of the enzymes responsible for drug bio-
transformation generally seem relatively low in the
fetus, then increase rapidly after birth to reach adult

levels, and then eventually decline in old age. However,
the developmental profiles of the various enzymes
probably depend on the species and the enzyme sys-
tem. The decline of drug biotransformation capability
in old age may have important clinical consequences
because the elderly comprise much of the patient popu-
lation, whereas the pharmacokinetics and biotransfor-
mation of new drugs are mostly studied and first defined
in young, healthy subjects. Similarly, limited drug bio-
transformation capability in the very young requires
careful selection of drug dose regimens in pediatrics.

Disease

In modern drug development, a knowledge of drug
biotransformation and pharmacokinetics in certain
disease states is essential, especially disease states of
the liver and kidney because of their key role in drug
elimination from the body. The impairment of these
organs by disease could result in altered pharmaco-
kinetics and drug and/or metabolite accumulation in
the body. Cardiovascular disease is also of importance
because of possible alterations in blood flow that could
affect drug transport to the eliminating organs.

Hormones

A deficiency or surfeit of certain hormones can influ-
ence the activity of the enzymes involved in drug
biotransformation. Apart from the sex hormones,
those of the adrenal, pancreas, pituitary, and thyroid
also exert effects on the regulation of certain enzyme
activities. Some hormonal disease states, such as
diabetes and hyperthyroidism, could have important
implications for drug biotransformation. Alterations
in drug biotransformation can occur in pregnancy,
and this subject area requires much more study.

Pharmacogenetics

Intersubject variability in drug biotransformation can
be very large primarily due to genetic factors modu-
lated by other factors such as those mentioned else-
where in this section. Thus the ability of certain
individuals to biotransform particular drugs is greatly
diminished owing to a genetically inherited deficiency
in the enzyme(s) mainly responsible for the biotrans-
formation(s) of those drugs. Although enzyme systems,
such as the cytochromes P450 (CYP), have broad and
overlapping substrate specificities, one enzyme alone
(because of high enzyme-substrate affinity) may be
dominant in the biotransformation of a particular
drug. Thus a deficiency in this enzyme (or its inhibition
by concomitant medication) can lead to exaggerated
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pharmacologic or toxicologic effects. For example,
about 10% of the Caucasian population is deficient in
CYP2D6, whereas this deficiency is less than 1% in
the Japanese population where the major known
CYP deficiency of about 20% is in CYP2C19 (about
5% in Caucasians).

Drugs that have been shown to be subject to phar-
macogenetic differences in biotransformation include
debrisoquine, perhexiline, phenformin, mephenytoin,
tolbutamide, dapsone, isoniazid and sulfadimidine.
The latter three drugs are primarily biotransformed
by N-acetylation, a pathway for which about 50% of
the United Kingdom population can be classified as
slow acetylators and the rest as fast acetylators.

In modern drug development, it is prudent to avoid
developing those compounds likely to be exclusively
biotransformed by an enzyme known to be deficient
in a notable proportion of the population.

Sex (gender)

The biotransformation of certain drugs may differ
in males and females. Such sex differences are fairly
common in the rat, which is probably the most widely
utilized laboratory animal in drug safety evaluation,
but have been infrequently reported for humans or
even for other laboratory animal species. When
encountered, these sex differences appear to arise as a
result of the regulation of drug biotransformation by
hormones such as growth hormone.

ENVIRONMENTAL

Chemical Exposure

Exposure to chemicals can be intentional or uninten-
tional. The former includes the ingestion of drugs
and food additives, alcohol consumption, and tobacco
smoking; the latter includes ingestion of agrochemical
residues present in food and chemical exposure in the
workplace or environment. The extent of exposure
may be sufficient to affect the activities of the enzymes
involved in drug biotransformation to cause either an
increase (induction) or a decrease (inhibition) of these
activities. Barbiturates, for example, can cause an
increase, and cimetidine can cause a decrease. Induc-
tion caused by the organochlorine pesticides DDT
and dieldrin and the consequences thereof have been
well publicized. The consequences of inhibition of bio-
transformation are usually more serious than those of
induction, and drugs, such as terfenadine and mibefra-
dil, have been withdrawn from clinical use owing
to unacceptable drug–drug interactions arising from
enzyme inhibition. Paradoxically, others, such as

ketoconazole and quinidine, that are potent inhibitors
of cytochrome P450 enzymes, remain in clinical use.

Diet

The diet contains an almost infinite number of foreign
chemicals, and the enzymes of drug biotransformation
probably evolved to cope with these chemicals. Con-
sequently they were already available to deal with
subsequently developed drugs. The activities of these
enzymes can be affected by dietary constituents that
may serve to increase or decrease them or cause both
effects; in alcohol ingestion, enzyme activities show a
short-term decrease (inhibition) and then increase
(induction). They can also be affected by nutritional
status and reflect protein, fat, carbohydrate, mineral,
and vitamin intake.

Stress

Stress can perturb the well being of the body and result
in alterations in the rate of drug biotransformation.
Such stress factors include abnormal temperature,
violent exercise, and disease states.

SITES OF DRUG BIOTRANSFORMATION

The liver is usually considered to be the main site of
drug biotransformation. Other organs and tissues,
including those located at portals of entry or exit of
drugs into or from the body, such as the intestinal
tract, lungs, skin, and kidneys, also make major
contributions. Certain other organs and tissues may be
important to the biotransformation of particular drugs;
for example, nitroglycerin has been shown to be bio-
transformed in vascular tissue. Within an individual
organ or tissue, the enzyme systems responsible for drug
biotransformation are not uniformly distributed but
vary in activity according to cell type and differ in
subcellular localization. In the lung, for example, cyto-
chrome P450 activity is relatively high in Clara cells.

Although most types of organs and tissues contain
the enzyme systems involved in drug biotransforma-
tion, the enzyme activities may be expressed by a
family of enzymes, whose individual distribution may
be organ or tissue specific. The profile of these enzymes
can be altered, for example, during treatment with
certain compounds.

The biotransformation of many drugs is often
slower in humans than in the laboratory animal species
used in drug development and safety evaluation.
Lower activities of the respective enzyme systems
may be the cause, and indeed the rates of drug bio-
transformation and the bodyweights of animal species
appear to be correlated to some extent.
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IMPACT ON ROUTES OF EXCRETION

The two main routes of systemic excretion of drugs
and their metabolites are renal (urinary) and hepatic
(biliary). Which of these occurs or predominates
depends mainly on the physicochemical properties of
the metabolites. Sulfate conjugates are more likely to
be present in urine and glucuronic acid conjugates
appear more often in bile. Glutathione conjugates are
almost exclusively excreted in bile. However, this is
both compound- and species- dependent due to mole-
cular-weight thresholds for biliary excretion. Thus,
many glucuronides are almost always actively excreted
in the bile of rats but excreted primarily in urine of
humans and non-human primates. Conjugation with
sulfate, glucuronic acid, and glutathione increases the
molecular-weight by as much as 80, 177, and 307 mass
units, respectively. The molecular-weight thresholds
for active biliary excretion are about 330 for the rat,
and dog; 450 for the rabbit and non-human primate;
and 500 for humans.

METHODS FOR THE STUDY OF
DRUG BIOTRANSFORMATION

In Vivo

Investigations of biotransformation pathways in vivo
require the collection and analysis of appropriate
biologic samples. The types of sample collected include
urine, feces, expired air, blood and/or plasma, bile, milk,
saliva, synovial fluid, and tissues. These samples can be
divided into two groups: 1) those requiring complete col-
lection (e.g., urine and feces) in order to provide quanti-
tative as well as qualitative information on the excretion
of the drug and its metabolites and 2) those such as
blood and milk that are subsampled at specific times
to yield information on the identity and time-related
concentrations of the drug and its metabolites that con-
tribute to systemic exposure. Samples of the above types
can be obtained from all the common laboratory ani-
mals used in biomedical research. In addition, with the
exception of bile and tissues, similar samples can usually
be obtained from humans without great difficulty.

One approach to the identification of metabolites is
to investigate the presence of specific compounds in
biologic samples when reference compounds are avail-
able. Quantitative data will require validated bioanaly-
tic methods for each specific compound and may not
be readily obtained from certain biological matrices
(e.g., feces). In addition, the possible presence of,
and interference from, unknown metabolites would
frequently create uncertainty.

Another approach is to attempt isolation and
identification of all major metabolites, regardless of

the availability of reference compounds. This approach
requires an unambiguous method of detecting metabo-
lites, such as use of a radiolabeled form of the drug.
Provided that the drug is radiolabeled in a metaboli-
cally stable position, this approach allows accurate
measurement of metabolites in terms of percentage of
administered dose and thence in concentration or
quantity units. Procedures are well established for the
detection and measurement of radiolabeled metabo-
lites after chromatographic separation mainly by
high-performance liquid chromatography and thin-
layer chromatography.

Although chromatographic comparison with refer-
ence compounds may provide reasonable evidence
for the identity of metabolites, more rigorous charac-
terization by application of spectroscopic techniques
to isolated samples is highly desirable. Isolation and
purification of metabolites are an important prelude
to successful structural elucidation. The higher the
state of chemical purity, the greater the chance of suc-
cess in identification. Skillful selection of procedures
according to the physicochemical properties of the
metabolite can greatly facilitate generation of a viable
sample. The most common technique for structure
elucidation is mass spectrometry due to the very high
sensitivity and versatility of this technique for the intro-
duction of samples into the mass spectrometer. Further
developments to increase sensitivity and specificity,
new ionization techniques, and direct combination with
high-performance liquid chromatography are ensuring
the prime role of mass spectrometry. Other techniques
that complement mass spectrometry are nuclear mag-
netic resonance spectroscopy (particulary the emerging
technique of LC-NMR), that generally requires larger
samples of greater purity, and less commonly, infrared
and ultraviolet spectroscopy.

In Vitro

Several biologic systems can be utilized for the study of
drug biotransformation in vitro. These range in remote-
ness from the living animal in the following order:
perfused organs, tissue slices, isolated cells, subcellular
preparations, crude enzyme preparations, and purified
enzymes. In complexity, these systems range from the
relatively simple to the exceedingly awkward; each sys-
tem has its advantages and disadvantages, and none is
ideal. Undoubtedly the most popular system has been
the subcellular preparation because of its ease of pro-
duction and convenience of use, and because expensive
equipment is not always necessary. Indeed, much of the
earlier biotransformation knowledge in the literature
has been gleaned from the use of subcellular prepara-
tions. However, for a better understanding of catalytic
mechanism, substrate specificity, and enzyme kinetics,
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purified enzymes are necessary. In recent years, the
increasing availability of cDNA-expressed human
enzymes responsible for drug biotransformation is
greatly facilitating drug discovery and development.
Several of the human cytochrome P450 enzymes and
some others are commercially available in this form.
Perfused organs and isolated cells are often regarded
as providing a better reflection of what might occur
in the intact animal in vivo when the overall
biotransformation of a compound is being considered,
the latter are the much more popular.

BIBLIOGRAPHYa

Journals

Chemical Research in Toxicology, Drug Metabolism and Dispo-
sition, European Journal of Drug Metabolism and Pharma-
cokinetics, Xenobiotica.

Review Series

Hawkins, D.R., Ed.; Biotransformations; Royal Society of
Chemistry: London, 1989–1996; 1–7.

Hinson, J.A., Ed.; Drug Metabolism Reviews; Marcel Dekker,
Inc.: New York.

Monographs

Gibson, G.G.; Skett, P. Introduction to Drug Metabolism, 2nd
Ed.; Chapman and Hall: London, 1993.

Comprehensive Medicinal Chemistry; Hansch, C., Sammes,
P.G., Taylor, J.B., Eds.; Pergamon: Oxford, 1990; 5.

Testa, B.; Caldwell, J. The Metabolism of Drugs and
Other Xenobiotics: Biochemistry of Redox Reactions; Aca-
demic: London, 1995.

Timbrell, J. Principles of Biochemical Toxicology, 3rd Ed.; Tay-
lor & Francis: London, 1999.

Woolf, T.F. Handbook of Drug Metabolism; Marcel Dekker,
Inc.: New York, 1999.

aFor earlier literature, the reader is referred to titles cited in the first

edition (1990) of this article on the Biotransformation of Drugs.

324 Biotransformation of Drugs



B
io

-V
–B

uf
fe

r

Bio-Validation of Steam Sterilization

Nigel A. Halls
NHC-Nigel Halls Consulting, Herts, U.K.

INTRODUCTION

The science that underpins steam sterilization is well
known and has been long established. It is the pre-
ferred method of sterilization in the pharmaceutical
industry; it is used for sterilization of aqueous products
in a wide variety of presentations, for sterilization
of equipment and porous materials required in aseptic
manufacture, in microbiology laboratories for steriliz-
ing media and other materials, and for sterilization of
‘‘massive’’ systems of vessels and pipework [steam-
in-place (SIP) systems]. Numerous rules and guidelines
have been published on the topic, yet steam steriliza-
tion and particularly bio-validation of steam steriliza-
tion is still a subject for controversy and debate.

The purpose of this article is to reexamine the bio-
validation of steam sterilization, to clarify what is
needed and why it is needed, and to distinguish the
scientific need from the regulatory need in areas where
they may appear to differ.

PRINCIPLES

Micro-organisms are inactivated when metabolically
irreversible deleterious intracellular reactions occur.
At high temperatures and in the presence of moisture,
as in steam sterilization, the energy input from the
steam inactivates micro-organisms by denaturation of
intracellular proteins.

Although these reactions are complex at a biochem-
ical level, their kinetics approximate to reactions of
the first order. Thus, the kinetics of inactivation of
populations of pure cultures of micro-organisms take
the typical exponential form of reactions of the first
order. What this means in experimental practice is that
there is a linear relationship[1] when numbers of micro-
organisms held at high temperatures are plotted on a
logarithmic scale against time plotted on an arithmetic
scale (Fig. 1).

There are two highly significant points to be drawn
from the kinetics of inactivation of micro-organisms.

First, logarithmic scales never reach zero. This
means that there can never be any specifications for
temperature and time which can guarantee that all
micro-organisms contaminating items are going to be
inactivated. However, the consequences to patients of

micro-organisms surviving in allegedly sterile pharma-
ceutical preparations can easily be fatal. Thus, steriliza-
tion processes must be specified to ensure that the
probability of micro-organisms surviving in treated
items is low enough to ensure patient safety. The
accepted low probability indicated in the pharmaco-
peias is that there should be not more than one chance
in one million of viable micro-organisms surviving on a
treated item. This is called a probability of non-sterility
of 10�6 or a sterility assurance level (SAL) of 10�6.

Second, the inactivation curve takes a regular form.
This means that steam sterilization is a predictable pro-
cess as long as some information is available (or can be
safely assumed) about the numbers and thermal resis-
tances (DT values, Fig. 1) of the micro-organisms con-
taminating items before treatment. This is important
because there is no practical way to test for the
achievement of SALs of 10�6. The sterility or non-
sterility of items cannot sensibly be confirmed in a trea-
ted item except by sacrificing the item. The pharmaco-
peial test for sterility is a sacrificial test with statistical
limitations which have been so extensively criticized[2–6]

over so many decades that they should now be well
understood. For instance, the sample of 20 items which
is generally required in the test would allow a batch con-
taining non-sterile items at a frequency of 1:100 to be
passed on four out of every five occasions. This falls a long
way short of being able to detect deviations from a stan-
dard of not more than one non-sterile item in one million.

Justification of the reliable achievement of SALs
of 10�6 for particular pharmaceutical items treated
according to particular specifications of temperature
and time in particular sterilizers is predicated on the
regularity and predictability of steam sterilization pro-
cesses. The means of justification are through scientifi-
cally based development of sterilization specifications
and sterilizer parameters, and through subsequent
validation of the specified processes.

DEVELOPMENT OF STERILIZATION
SPECIFICATIONS AND STERILIZER
PARAMETERS

The development of sterilization specifications differs
from the development of sterilizer parameters. Both
differ from validation (Fig. 2).

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120003776
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 325



B
io-V

–B
uffer

Pharmaceutical Products and Materials
for Aseptic Manufacture—Sterilization
Specifications

For pharmaceutical products and materials used in
connection with aseptic manufacture, sterilization
specifications apply to conditions of temperature and
time, or F0, or combinations of F0, temperature and
time to which the contaminating micro-organisms
themselves must be exposed over the ‘‘hold’’ period
of the sterilization process. In practice, this means
actually within aqueous products, on the surfaces of
rubber stoppers or metal machine parts, or within the
folds of cartridge filters, etc.

The sterilizer parameters are the practical criteria
that must be specified to ensure that the sterilization
specification is delivered to all parts of the load. They
always include specifications for temperature and time,
but it is important to recognize the distinction between
sterilizer parameters applying to the machine settings
on the autoclave console, and sterilization specifica-
tions applying to actual conditions within the load.
Essential sterilizer parameters also include other speci-
fications, e.g., for load configuration, number and
depth of prevacuums, cooling characteristics, etc.

Sterilization specifications are product specific.
Sterilizer parameters are specific to combinations of
product, presentation, and autoclave.

Sterilization specifications may be determined from
theoretical considerations or from laboratory data and
arewithin reason transferable from presentation to pre-
sentation, e.g., from 1 ml ampules to 5 ml vials to 50 ml
bags. The sterilizer parameters required to deliver the
sterilization specification to these presentations differ
within the same autoclave and from one autoclave to
another according to differences in load configura-
tions, chamber size, steam entry points, control sys-
tems, etc. Sterilizer parameters are not transferable
and must be developed empirically for each autoclave.

Sterilization specifications should be easy to
develop. The pharmacopeias allow sterilization specifi-
cations to be developed from a basis of no actual data
concerning the numbers and thermal resistances of
micro-organisms actually contaminating the items to
be sterilized. Although this statement may appear initi-
ally to be barren of scientific reason, this is in fact
not the case. What the pharmacopeias provide are

Sterilization specification Sterilizer parameters

Machine settings Load configuration

Containment of 
individual 

items

Loading 
pattern in 
autoclave

Machine  
setting for  
temperature

Machine 
setting for 
hold time

Other machine  
settings eg  

prevacuums etc.

Temperature  
within product

Time held at 
temperature  

within product

F0

Fig. 2 Sterilization specifications and sterilizer parameters.
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Fig. 1 Exponential inactivation of micro-organisms (the
survival curve).
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either a recommended overkill specification (PhEur) or
principles for specification development (USP) that
incorporate amounts of thermal lethality well in excess
of that which could ever be practically required to
obtain SALs of 10�6—for this reason they are called
‘‘overkill’’ specifications.

In the European Pharmacopoeia (PhEur), a specifi-
cation of 121�C for 15 min is given as the reference
condition for overkill sterilization of aqueous prepara-
tions. The United States Pharmacopeia (USP) defines a
lethality input of 12D. These specifications merit some
examination in detail.

It is worth considering the thermal resistances of
micro-organisms found in pharmaceutical manufac-
turing environments. It is extremely rare for anyone
to have isolated thermally resistant bacteria with
D121-values (in water) of greater than 0.3 min. The
author of this paper has experience of having deter-
mined a D121-value (in water) of 0.8 min for an envir-
onmental isolate of Bacillus coagulans, but this was
several decades ago and was done with what would
now be considered fairly primitive equipment. It is
therefore probably quite reasonable to assume a worst
case D121-value of 1 min. Given this ‘‘worst case,’’ the
PhEur overkill specification of 121�C would deliver 15
decimal reductions which are equivalent to assuring a
10�6 SAL for contaminating populations per item of
up to 109 micro-organisms each with a D121-value of
1 min. The USP specification of 12D under the same
assumption ensures an SAL of 10�6 for populations
of up to 106 micro-organisms per item.

Thus, the pharmacopeial overkill specifications pro-
vide considerable degrees of assurance that SALs
of 10�6 will be achieved. However, these high theo-
retical levels of overkill are contingent upon D-values
in water being reflected by D-values in or on product.
Most pharmaceutical products depress the thermal
resistance of micro-organisms relative to their D-
values in water, but this is not universally true. Some
other materials (e.g., rubber) are known to increase
the thermal resistance of micro-organisms (this may
as likely be due to physical characteristics of heat
transference as to biochemical protection). These
product effects on thermal resistance can only be
determined empirically, and are usually done in the
laboratory using thermally resistant bacterial endo-
spores, often spores of Bacillus stearothermophilus.
Some previously unpublished guidance values on
the effects of materials and pharmaceutical products
on D-values of B. stearothermophilus relative to
water are given in Table 1, and a detailed analysis
has been published by Berger et al.[7] The use of
B. stearothermophilus for this purpose and their
frequent use as biological indicators (BIs) in bio-
validation have contributed to a belief that steam sterili-
zation must be defined in terms of being able to kill

this micro-organism. It is not; spores of B. stearothermo-
philus are used with steam sterilization because of the
convenience of their high resistance to steam sterilization
and the unique and distinctive conditions required
for their recovery and growth. Indeed, some major
companies use Clostridium sporogenes or other species
of Bacillus as reference or indicator organisms for this
purpose.

The use of ‘‘overkill’’ specifications is not manda-
tory. In some instances, there may be pharmaceutical
products which are unable to withstand the tempera-
tures or energy inputs of overkill specifications. In
these cases, specifications can be developed by calculat-
ing SALs of 10�6 from data characterizing the number
of micro-organisms actually contaminating items
before sterilization treatment, or from data character-
izing the actual numbers and thermal resistances of
the contaminating micro-organisms. The question is
this—Is this exercise worth doing or would it be better
and simpler to opt for aseptic manufacture of such
heat-sensitive products?

Let us consider the number of micro-organisms con-
taminating pharmaceutical products prior to steriliza-
tion. What are the highest and the lowest numbers
which could be expected? For sterile parenteral pro-
ducts, the highest tolerable number of micro-organisms
would be expected to be on the order of 102. This is
because 103 or more per item is likely to begin to incur
a risk of pyrogenicity. The lowest number which could
be inferred from even an extensive number of zero
counts would be one micro-organism.

Achievement of a 10�6 SAL from an initial bio-
burden of 102 would require eight log reductions.
Applying these eight log reductions to an assumed
worst case thermal resistance of D121-value in water
of 1 min gives a sterilization specification of 121�C
for 8 min.

Table 1 D-values of spores of B. stearothermophilus
on various substrates relative to water (D-value
approximately 4 min)

Substrate

% relative to D-value

in water (100%)

Stainless steel 60

Hydrophobic filter media 90

Silicone tubing 100

Rubber stoppers
(various types)

85–150

Polycarbonate 120

Two pharmaceutical
products pH 3.4–3.7

15–40

Pharmaceutical product

pH 10.5–10.7

115
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Achievement of a 10�6 SAL from an initial biobur-
den of 1 would require six log reductions. Applying
these six log reductions to an assumed worst case
thermal resistance of D121-value in water of 1 min gives
a sterilization specification of 121�C for 6 min.

The determination of thermal resistances is techni-
cally complex and requires special equipment (BIER
Vessels). Since it is unlikely that Bacillus spp. can be
excluded from any survey of microbiological contami-
nation, it is reasonable to assume that spores with
D121-values on the order of 0.3 min will be isolated.
Using this figure, SALs of 10�6 can be calculated at
121�C for 2.4 min for bioburdens of 102, and at
121�C for 1.8 min for bioburdens of one micro-organism
per item.

The range of sterilization specifications calculable
by these various approaches is summarized in Table 2.
It is apparent that very brief sterilization specifications
(on the order of 2–3 min holding time at 121�C) are
obtainable when the microbiological contamination is
completely characterized in terms of numbers and ther-
mal resistances. In practice, such limits on hold times
could be difficult to control precisely, are probably
insignificant in terms of thermal lethality compared
with heat-up and cool-down times, and could prove
difficult to ‘‘sell’’ to regulators. Without complete
thermal characterization of thermal resistances, specifi-
cations calculable by the ‘‘bioburden’’ approach are
hardly significantly shorter than ‘‘overkill’’ specifica-
tions. Thus, it probably makes practical sense in most
cases to choose only between overkill cycles for
thermally resistant products and aseptic manufacture
for heat-sensitive products.

Some products may be heat sensitive only above a
threshold temperature; for those that can withstand
temperatures in the range of 110–118�C but cannot
withstand 121�C it is possible to apply the F0 concept
to the principles above and derive equivalent steriliza-
tion specifications to those given in Table 2. These
specifications are summarized for 116�C in Table 3.
As can be seen, if there is a requirement to sterilize
at (say) 116�C, there are considerable time savings to

be obtained by characterization of the contaminating
micro-organisms.

Pharmaceutical Products and Materials for
Aseptic Manufacture—Sterilizer Parameters

Sterilizer parameters are specific to combinations of
product, presentation, and autoclave. They must be
established empirically. Heat penetration studies done
prior to the performance qualification phase of valida-
tion serve the purpose of determining the loading
patterns, prevacuums, and temperature and pressure
settings, etc.which ensure that the sterilization specifi-
cation is delivered to the product and that it is
delivered uniformly throughout the load.

For instance, a particular proposed loading pattern
may never allow for uniform conditions (within speci-
fied limits) to be achieved throughout the load. In this
case the pattern would have to be changed. Or, in a
particular autoclave it may be necessary to set the
temperature at 122�C for 121�C to be achieved within
the load.

Air removal is particularly important in porous and
equipment loads, but is usually of little importance in
the sterilization of aqueous pharmaceutical products.
Air removal can be important to the specification of
new autoclaves—those which are to be designated only
for aqueous product sterilization have no need for the
pumps and ancillary equipment required to pull deep
vacuums.

The involvement of steam in the sterilization of
different types of product is an important considera-
tion in understanding and controlling autoclaves.

For aqueous products, steam is solely a means of
raising the product to the specified sterilizing tempera-
ture; the steam does not come into contact with
the contaminating micro-organisms. The transfer of
heat energy (lethality) to the contaminating micro-
organisms is from the product itself. To all intents
and purposes any suitable form of energy source could
be used to raise the temperature of the product.

Table 2 The range of sterilization specifications at 121�C calculable according to various approaches

‘‘Holding’’ time at 121�C (min)

Shortest possibility Longest possibility

‘‘Overkill’’ PhEur 15 Not specified

‘‘Overkill’’ USP 12 Not specified

With bioburdena data only 6 8

With bioburdena and thermal resistanceb data 1.8 2.4
aAssuming a ‘‘worst case’’ D121-value of 1 min vs. bioburdens of one micro-organism (least) to 100 micro-organisms (most) per item.
bCalculated for a D121-value of 0.3 min vs. bioburdens of one micro-organism (least) to 100 micro-organisms (most) per item.
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For instance, if ampules of aqueous products were to
be sterilized in a hot air oven, the mechanisms of
microbial inactivation would still be by coagulation
of intracellular proteins. However, heat transfer from
hot air is much slower than heat transfer from steam,
which is why this is not seen as a practical process.
Microwave irradiation could be an alternative means
of sterilizing aqueous pharmaceutical products utiliz-
ing the same antimicrobial mechanisms as steam; cer-
tainly there is evidence that microwave killing
patterns are mainly due to heat transfer with very little
direct energy being absorbed from the microwaves.[8,9]

For porous and equipment loads, the steam comes
into direct contact with the contaminating micro-
organisms on the materials being sterilized and there
is no intermediary in the transfer of heat. The energy
content of steam is defined by its latent heat. If the
steam is pure in the sense that it contains neither
entrained gas nor moisture, an amount of energy
defined by its latent heat at the pressure of the steam
will be transferred to the micro-organisms by conden-
sation on their surfaces.

There are many potential pitfalls in equipment and
porous load sterilization, mainly concerned with air or
other non-condensable gas. First, the purity of the
steam is important; if it is carrying moisture, or non-
condensable gas, it will not contain the same amount
of energy as pure steam and its lethality will be less
than that predicted for pure steam. Second, any resi-
dual air around the contaminating micro-organisms
may insulate them from contact with the steam and
thus reduce the amount of energy (lethality) trans-
ferred. In this type of sterilization, steam quality
becomes very important and so also do the materials
and manner in which the products are contained in
steam-permeable wrapping or perforated trays, etc.,
within the autoclave, and the number and depth of
evacuations of the autoclave prior to the temperature-
hold phases. Thermal monitoring alone gives little
information on the adequacy of the measures put in
place to control these complex factors, and it is therefore
generally thought essential that some empirical studies

be done with BIs as part of process development to
ensure that the thermal lethality being imparted by
the steam is not being impeded. These development
studies may be rolled into bio-validation.

Sterilization of Microbiological Media
in the Laboratory

The various suppliers of microbiological media include
recommendations for sterilization in their catalog
under ‘‘Directions for Use,’’ for instance, ‘‘sterilize
by autoclaving at 121�C for 15–18 min.’’ The question
that must be asked is—What do these specifications
mean?

Are they intended to apply within the media as
are the sterilization specifications for pharmaceutical
products and materials for aseptic manufacture? Or
are they sterilizer parameters? There may be some indi-
cation in some of the older suppliers’ manuals which
expand their recommendations along the lines of ‘‘ster-
ilize by autoclaving at 15 psi (121�C) for 15–18 min.’’
Since pressures of 15 psi are not achievable within
media, it is clear that the intention was that the recom-
mendations be applied to sterilizer parameters.

In most cases, it is probably immaterial how these
recommendations are interpreted. For media, ‘‘over-
cooking’’ is bad because of deleterious effects on
growth-support characteristics, and ‘‘undercooking’’ is
generally self-disclosing through evident contamination.

SIP Systems

Systems that are sterilized in-place are often immensely
complex. The initial challenges to their sterilization are
the removal of air and the elevation of the temperature
of the pipework to prevent heat losses and condensa-
tion. As such, most work in the development of sterili-
zation specifications for SIP systems is concerned
with the heat-up phase. Appropriate questions are: Is
the sterilization temperature achieved throughout the
system? Where is the slowest location to achieve

Table 3 The range of sterilization specifications at 116�C calculable according to various approaches

‘‘Holding’’ time at 116�C (min)

Shortest possibility Longest possibility

‘‘Overkill’’ PhEur 48 Not specified

‘‘Overkill’’ USP 38 Not specified

With bioburdena data only 19 26

With bioburdenA and thermal resistancebdata 5.7 7.6
aAssuming a ‘‘worst case’’ D121-value of 1 min vs. bioburdens of one micro-organism (least) to 100 micro-organisms (most) per

item. For equivalence a Z-value of 10 K has been used.
bCalculated for a D121-value of 0.3 min vs. bioburdens of one micro-organism (least) to 100 micro-organisms (most) per item. For

equivalence a Z-value of 10 K has been used.
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temperature? Where should the control probe be
located?

Often vast amounts of thermal lethality calculated
as F0-values are delivered in these prehold stages of
SIP. However, because these temperatures are being
achieved in the presence of steam–air mixtures, it is
not correct to assume that the biological lethality dur-
ing the heat-up phase of SIP systems is equivalent to
that achieved with pure steam.

The time for which the system must be held at
temperature (the sterilization specification) is often
relegated to a minor consideration compared with this
earlier development work. Typically, it is decided
arbitrarily to use, 121�C for 15, 20, or 30 min, with no
real scientific basis.

Perhaps, a basis parallel to that of the pharmaco-
peial overkill specifications could be developed. For
instance, if the actual maximum number of micro-
organisms within an SIP system is assumed to be 1012

(since this would amount to a few grams of biomass it
certainly should be maximal), then 18 log reductions
would be required to ensure not more than one chance
in a million of a survivor. An overkill cycle of 121�C
for 20 min could be proposed by adding two log reduc-
tions as a safety factor and assuming each micro-
organism to have a D121-value of 1 min.

BIO-VALIDATION

The performance qualification (PQ) phase of valida-
tion follows the development of the sterilization speci-
fications and of the sterilizer parameters which will
deliver them. The purpose of PQ in steam sterilization
of pharmaceutical products, equipment, laboratory
media, and SIP systems is to confirm that the steriliza-
tion specification consistently achieves its intended
purpose. The process is run using the parameters
derived from process development on (usually) three
separate occasions and tested for compliance with a
variety of predetermined acceptance criteria. As a sub-
set of PQ, the purpose of bio-validation is to confirm
that the lethality expected from the process does
not significantly deviate from what is expected. Bio-
validation is a ‘‘test’’ of consistency. If the acceptance
criteria are not achieved, there may be need for more
process development.

In consideration of the extent, thoroughness, and
history of the research evidence that micro-organisms
are inactivated in a regular fashion in response to tem-
perature and time, it is periodically suggested that bio-
validation should not be necessary where there is
evidence of adequate heat penetration. In practice,
however, the expected lethality may not always be
achieved. Most frequently, such deviations from ideal-
ity occur in equipment and porous load sterilization

because of inadequate air removal. Where deviations
from ideality occur for aqueous pharmaceutical pro-
ducts, they most likely arise from inadequate knowl-
edge of how the product affects the thermal
resistances of micro-organisms, but this is best deter-
mined in the laboratory at an earlier stage of process
development, not at the bio-validation ‘‘milestone’’
later in the critical path of product introduction.

Acceptance criteria for bio-validation of steam ster-
ilization processes are usually (but not invariably)
defined along the following lines:

� n BIs will be placed in the load at locations defined
in a drawing.

� Each BI will contain at least 106 viable spores of B.
stearothermophilus.

� The load will be exposed to a defined autoclave
treatment (the validation cycle).

� Bio-validation will be considered satisfactory if no
viable spores are recovered from the BIs after x
days of incubation at 55–60�C.

Because this approach is the common practice, there
is a widely held belief within the pharmaceutical QA
community that the ability to inactivate 106 spores of
B. stearothermophilus is a synonym for achieving an
SAL of 10�6. It is not. It is true, however, that inacti-
vation of 106 spores of B. stearothermophilus with
the pharmacopeially approved minimum D-value of
1.5 min in 10–100 replicates guarantees achievement
of better than 10�6 SALs for worst case bioburdens
(Table 4). However, Table 4 also shows that the
converse, i.e., failing to inactivate 106 spores of
B. stearothermophilus, does not necessarily mean that
a 10�6 SAL has not been achieved.

Another area of confusion is that the USP definition
of an overkill specification—‘‘a lethality input of
12D’’—can be demonstrated directly in bio-validation.
It should be understood that the maximum number of
log inactivations of any bacterial population is techni-
cally limited to about 9 or 10 D-values. The maximum
number of micro-organisms that can be handled as
a BI is about 107–108, the sensitivity of recovery of
micro-organisms is restricted to more than 10�2. An
indirect demonstration of 12 log inactivations of a
micro-organism with a D-value of1 min can be
achieved by showing inactivation of 10–100 replicate
BIs each carrying 106 spores with D-values of
1.5 min, or by inactivation of 10–100 replicate BIs each
carrying 104 spores with D-values of 2 min. Direct
demonstration of 12D is technically impossible.

In bio-validation, the spore of B. stearothermophi-
lus is akin to an end-point analytical reagent. For
instance, when litmus changes from blue to red at pH
levels below 7, it shows only that the pH is not higher
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than 7. By killing all of 10–100 replicate BIs with 106

spores having D-value 1.5 min, all that is proven is that
the thermal lethality delivered is not less than an F0 of
12 min. The PhEur overkill sterilization specification of
121�C for 15 min should meet this requirement easily,
and so should any other longer specification at
121�C, or any specification for longer times at lower
temperatures taking into account of the F0 concept.

Numbers and Locations of BIs
for Bio-Validation

It is usual for bio-validation to be done with an arbi-
trary number of BIs between 10 and 100. Both limits
are based on practical considerations.

The lower number of BIs is defined in terms of
ensuring that bio-validation addresses sufficient parts
of the load for confidence that items in all parts of
the autoclave are receiving the required lethality. Nor-
mal practice is to define this number in terms of placing
at least as many BIs as the number of thermal probes
used for thermal qualification. It is sensible to place
one BI alongside each thermal probe in order to be
able to relate thermal data to biological data. In addi-
tion to this, some BIs should be placed in other non-
probed locations in consideration of the possibility
that the leads to the thermal probes may be acting as
conduits for air removal or steam penetration, and
thus provide falsely high levels of lethality.

More often than not the number of BIs used is
about 20–30. Larger numbers up to 100 may be neces-
sary to address very large autoclaves or in thermal
mapping studies, but in validation there is little extra
statistical confidence to be gained by doing so. In most
microbiology QA laboratories, 20–30 BIs can be
handled conveniently.

Periodically in the bio-validation of sterilization of
porous or equipment ‘‘minimum’’ loads, it is not prac-
tical to locate 20 or 30 BIs. For instance, a minimum
load may be one cartridge filter, one mop head, or
one machine manifold. In such cases, it is important
to avoid too much distortion of the statistics of bio-
validation. At least five BIs are recommended no
matter how difficult it may be to place them.

Choice of BIs

Spores of B. stearothermophilus are most commonly
used for bio-validation of steam sterilization processes.
This is not to say that it is mandatory to use B. stearo-
hermophilus nor that it is used exclusively. Other
micro-organisms, e.g., sporogenes, are used by some
companies and accepted by the regulatory agencies.
Use of B. subtilis spores with resistances to steam ster-
ilization in the higher range of that found in natural
bioburden has, in recent years, been criticized by
European regulatory agencies.

The principles underlying the choice of micro-
organism used as BIs are quite well known:

� The micro-organisms must have high resistance to
the sterilization treatment which they are being
used to validate. This does not mean that they must
be the most resistant micro-organism known to man.
B. stearothermophilus has D121-values of 1–4 min
according to conditions of culture and the substrate
upon which they are mounted. This is higher than
most spores of Bacillus spp., which tend to have
D121-values below 0.5 min.

� The micro-organisms must have stable resistances
to the sterilization treatment which they are being
used to validate. There are data from commercial
suppliers of BIs to show that spores of B. stearo-
thermophilus survive and retain stable resistances
over long periods of crudely controlled storage.

� The micro-organisms must be easily culturable and
preferably be easily identifiable in culture. Very few
micro-organisms share with B. stearothermophilus
the ability to grow in simple culture media at
55–60�C.

It is customary to use 106 (in practical terms 105–107)
spores per BI. This number is based on custom, prac-
tice, and convenience rather than on science. Larger
numbers than this are difficult to handle in culture
and result in large errors in counting. Smaller num-
bers reduce the sensitivity of the test. Unfortunately,
the widespread use of 106 spores for bio-validation

Table 4 Sterility assurance levels indicated by inactivation of 106 spores of B. stearothermophilus

Spore D value

1.5 min 2 min 3 min 4 min

Bioburden of 102 micro-organisms per item each with D-values of 1 min 10�10 10�14 10�22 10�30

Bioburden of 102 micro-organisms per item each with D-values of 0.3 min 10�38 10�51 10�78 10�104

Bioburden of 1 micro-organism per item each with D-values of 1 min 10�12 10�16 10�24 10�32

Bioburden of 1 micro-organism per item each with D-values of 0.3 min 10�40 10�53 10�80 10�106

Inactivation of 106 spores in 10–100 replicates is assumed to be equivalent to 8 log inactivations.
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has (as described before) led to a confusion between
10�6 SALs and 6 log reductions of B. stearothermophilus.

More complex decisions surround the choice of
substrate within which spores are suspended or on
which they are mounted for use as BIs.

The decision tree shown in Fig. 3 may be used to
help choose the spore substrate used in bio-validation
of aqueous pharmaceutical products. To use this
decision tree, it is essential to have some knowledge
of the effects of product on the resistance of spores;
as mentioned before, this requires special equipment
and experience.

In all circumstances water is the preferred substrate
for bio-validation of aqueous pharmaceutical pro-
ducts. Where water would give deceptive results, it
should not be used.

� If the D121-value of B. stearothermophilus is higher
in the product than it would be in water (i.e., the

product makes the spores more resistant to steam
sterilization), then bio-validation must be done with
the spores suspended in product. Otherwise falsely
favorable results may occur.

� If the D121-value in product of B. stearothermophi-
lus is equal to or less than its D121-value in water,
and the sterilization specification is based on over-
kill, then bio-validation must be done with spores
suspended in water. However, if the sterilization
specification has been ‘‘tailored’’ specifically to
the resistance of micro-organisms in the product,
then bio-validation must be done with the spores
suspended in product. Otherwise falsely unfavor-
able results may occur.

Under no circumstances must spores be suspended
in product if that product is sporicidal.

For other materials (for instance, equipment and
supplies for aseptic manufacture) where the mechan-
isms of inactivation rely on direct contact between
the steam and the item being sterilized and therefore
where air removal is matter of importance, the choice
of substrate for BIs generally lies between using com-
mercially available paper spore strips and the material
itself. The decision tree in 4 may be helpful. Regulatory
pressure is currently toward use of inoculated product,
but commercially available spore strips are more con-
venient. ‘‘Tailor-made’’ inoculated product requires
substantial amounts of microbiological expertise. The
decision tree in Fig. 4 may be helpful in selecting which
approach is best in particular circumstances.

Use of commercially available BIs transfers much
of the responsibility for assuring quality in manu-
facture to the supplier. Regardless of this, their quality
must be controlled on receipt and prior to use in

Is the product 
antimicrobial?

Suspend spores in 
water

Yes

Are spores  
more resistant  

in product  
than in water?

No

Yes

Is the 
specification 

based on 
"overkill"?

No

Yes

No

Suspend spores in 
product

Suspend spores in 
water

Suspend spores in 
product

Fig. 3 Recommended substrates for BIs used in bio-
validation of aqueous fluid loads.

Is the object of 
sterilization a porous 
material? eg filters, 

rubber stoppers, 
tubing etc.

Use biological indicators
made from the material 

being sterilized

Is the object of
sterilization a "hard"
material? eg metal
machine parts etc

Yes

Yes

No

Use commercially 
available spore strips

Fig. 4 Recommended substrates for BIs used in bio-
validation of porous loads.
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bio-validation. There is no reason why any microbiol-
ogy laboratory should not verify the numbers of spores
per commercial BI. On the other hand, the determi-
nation of resistance requires special equipment and
expertise and is probably best accepted on the basis
of the supplier’s certification. If this is done, the user
of the BIs is responsible for knowing what the certified
measures of resistance mean, how they were deter-
mined (on the strips, in aqueous suspension, or in or
on something else), and that they were determined
correctly and in compliance with applicable standards
and legislation.

Validation Cycle

Bio-validation is usually done against a sterilization
specification which delivers less lethality than the lower
limit of lethality allowed by the sterilization specifica-
tion defined for the material being sterilized. It is
clearly intellectually flawed to choose to validate some-
thing different to that which is ever to be used in prac-
tice. So what is the reasoning behind this practice?

Sterilization specifications in the ‘‘hold’’ period are
presented in terms of temperature and time with upper
and lower tolerances set around them. The lower
specification limits are critical to sterilization.

Time is generally easily controllable to quite high
levels of accuracy and precision: A steam valve allows
steam to enter the autoclave until the hold temperature
is reached; the valve is then closed and the process is
controlled by a timer which, at the end of the specified
hold period, sends a control signal to activate the
exhaust valves and cooling sequences. The hold time
is usually specified in terms of whole minutes—well
within the accuracy and precision of all but the most
inappropriate of timers.

Temperature is less easy to control precisely. The
temperature in the hold period in autoclaves is gener-
ally maintained by modulating valves which open to
allow steam entry when the temperature (or pressure,
because these valves are more often than not controlled
through pressure transducers) begins to drop toward
the critical lower limit of the specification. It is gener-
ally not possible to control an autoclave to run
through a complete hold period at the lower limit of
its temperature specification. However, even quite
apparently trivial errors in temperature above or below
the limit can make significant differences in the amount
of lethality delivered. For instance, at a nominal tem-
perature of 121�C, an error of 1 K can increase or
decrease the amount of lethality by 25%.

Bio-validation cycles are therefore designed to
ensure that no more lethality is delivered than that spe-
cified by the lower limits of lethality of the sterilization
specification used in routine practice. Ideally this is

done by reducing the time of the hold period, but
sometimes, when quite short cycles are being used, it
may also be necessary to reduce the temperature set
point on the autoclave as well. The risk in all of this
is that the bio-validation cycle is used as a justification
for the release of sterilized items when specifications
are not complied with under atypical production con-
ditions. This idea should not be entertained.

Acceptance Criteria

Bio-validation is a limit test, which at best produces
quantal data. Each BI should be tested separately
for survivors or absence of survivors. The acceptance
criterion should be that there are no survivors.

Detection of survivors in all exposed BIs is clearly
unacceptable; such a result would be obtainable if
the BIs had never been near a sterilizer.

Data showing survival on some but not all of the
BIs may be valuable in process development (particu-
larly in the development of sterilization specifications
and sterilizer parameters for porous and equipment
loads), but would likely raise issues at regulatory
inspection. The inference taken from having some sur-
vival could be that each item in the autoclave load is
not being exposed to the same treatment.

For initial validation of a newly developed process,
complete inactivation of all BIs should not be difficult
to achieve.

The range of D121-values acceptable to USP for
spores of B. stearothermophilus allowed as BIs for
use in steam sterilization is 1.5–3.0 min. An overkill
sterilization or bio-validation specification delivering
an F0 of 15 min would deliver 10 log inactivations or,
if there were 106 spores per BI, one chance in one mil-
lion of finding a survivor on any one BI, one chance in
one thousand of finding a survivor in 10 BIs, one
chance in one hundred of finding a survivor in 100
BIs, and so on. In other words, there are pretty long
odds against failing the acceptance criteria.

However, spores of B. stearothermophilus may have
D121-values of 3 min. In such a case there would be
practically no chance of meeting the acceptance criteria
of killing 106 spores with an F0 of 15 min. What are the
implications of this?

On the face of it, the implication is that this steriliza-
tion specification/sterilizer parameters combination is
invalid. However, remember that this same steriliza-
tion specification/sterilizer parameter combination
would have been valid if the BIs used had D121-values
of 1.5 min. In practical terms the pharmacopeial speci-
fication for thermal resistance in BIs has been set
naively. Many companies purchasing spores of B. stearo-
thermophilus, either for preparing BIs or as commercial
strips, order against their own specifications which
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include upper D121-value limits (in water) of around 2 or
2.5 min. The author of this paper has published recom-
mendations[10] for determining biovalidation cycles
appropriate to challenge numbers and D121-values of
the spores available, but in the long run it is far more
convenient and easier to justify compliance to regula-
tory agencies when there is bio-validation to show that
106 spores have been inactivated in 10–100 replicates.

Requalification

Periodically it is wise to repeat bio-validation. Changes
do occur in autoclaves and no change control proce-
dure, no matter how rigorously implemented, is infall-
ible. The purpose of requalification is to determine if
any unforeseen change has arisen to affect the sterility
assurance provided to the items being sterilized.

It is important for requalification that the numbers,
resistances, and substrates for the BIs are closely simi-
lar to those used in the initial validation. For the same
reasons as resistance variation within BIs as discussed
before, it is possible if these factors are not well con-
trolled to emerge from requalification with either a
false confidence in the security of the process (use of
BIs which are less resistant than those used in initial
validation), or with the incorrect opinion that the pro-
cess has failed (use of BIs which are more resistant
than those used in initial validation).

Biological requalification is usually done following
significant process changes or on an annual frequency.
The establishment of a frequency should, in principle,
be based on business risk; in fact, however, with well-
designed and controlled autoclaves, the risk to the
business of extending the interval beyond 1 yr is prob-
ably more one of incurring regulatory criticism at
inspection than of releasing non-sterile products to
market.

Bio-Validation of Laboratory Autoclaves
Used for Sterilizing Microbiological Media

It is not difficult to argue that the effectiveness of ster-
ilizing microbiological media is self-disclosing and
should not therefore merit bio-validation. The perti-
nence of bio-validation to the qualification of labora-
tory autoclaves is more to do with having confidence
in the sterility of media before or after it is used in
the laboratory (and risk false positive results if the
media is not sterile), or take it into (say) aseptic man-
ufacturing areas for environmental monitoring (and if
it is non-sterile contaminate areas and products which
may otherwise have been secure). Many regulatory

bodies see bio-validation of laboratory autoclaves as
mandatory.

Bio-Validation of Steam-in-Place
(SIP) Systems

SIP systems range from very small systems (say, a mix-
ing tank) where all parts may reach temperature within
2 or 3 min, to absolutely massive arrangements of ves-
sels, valves, and pipework in which the expulsion of air,
the drainage of condensate, and the attainment of the
sterilization specification temperature at the ‘‘slowest
point’’ can take 20 or 30 min.

Bio-validation is essential. The placement of BIs is
largely a matter of judgment. Certainly the ‘‘slowest
point’’ to reach the sterilization specification tempera-
ture must be challenged. Certainly vent filters and low
points where condensate could accumulate must be
challenged. Thereafter, it is a regulatory expectation
that there should be sufficient BIs placed to give cover-
age to the whole system, which in effect may mean
placing BIs in locations which, due to the heat-up time
of the system, have been exposed to the sterilization
specification temperature for two, three, or four times
longer than the ‘‘slowest point.’’ Undue confidence
should not be taken from favorable results from these
locations.
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Blood Substitutes: Fluorocarbon Approach

Jean G. Riess
Les Giaines, Falicon, France

INTRODUCTION

Fluorocarbon emulsions provide a safe, efficient,
and cost-effective passive means of delivering oxy-
gen in vivo that does not depend on the collection
of human or animal blood. Perfluorocarbons (PFCs,
also designated as fluorocarbons or perfluoro-
chemicals) are inert materials that have no ability
to bind or react with oxygen, carbon monoxide,
carbon dioxide, or nitric oxide. However, they can
physically dissolve large amounts of these gases.
PFCs are administered in the form of submicron
size emulsions. The emulsifier utilized is egg yolk
phospholipids (EYP), the same as that used for
manufacturing fat emulsions for parenteral nutri-
tion, with which PFC emulsions bear a definite simi-
larity. Oxygen delivery to tissues by PFCs is
facilitated by high extraction rates and ratios, the
ability to increase oxygen content proportionally
to oxygen partial pressure, and, in case of hemodilu-
tion, by increased cardiac output, resulting in large
contributions to oxygen consumption relative to
oxygen content. Phase 3 clinical trials have estab-
lished the aptitude of such an emulsion to alleviate
or reduce exposure to donor blood transfusions dur-
ing surgery when used as part of the augmented
acute normovolemic hemodilution procedure, which
is one of the potential uses of blood substitutes.
PFC emulsions thus have the potential to improve
oxygen delivery, patient safety, and relieve blood
shortages.

This entry will first survey the reasons for develop-
ing blood substitutes and outline the principles of oxy-
gen delivery by PFC emulsions. It will then focus on
the main challenges encountered in the development
of such emulsions, namely the selection of an appropri-
ate excretable PFC and the preparation of a stable,
biocompatible emulsion. It will also allude to questions
related to raw material procurement, product manu-
facture, and cost. Further sections will concern the
pharmacokinetics, efficacy, and side effects of these
oxygen carriers. Finally, the potential applications of
these products will be outlined, including the status
of their clinical trials, and some forward looking com-
ments will be made.

OBJECTIVES—WHY BLOOD SUBSTITUTES?

Issues with Banked Blood

The blood supply of developed countries is now safer
than it ever has been[1–3] although this is not the per-
ception of the public. However, the risk associated with
blood transfusion will never be completely eliminated.
Further issues concern the immunodepressant effects
of transfusions, and the lack of immediate efficacy of
red blood cells (RBCs) stored for more than a few
days. New legal questions have also arisen concerning,
in particular, the extent of testing.[4] Finally, blood
shortages have become chronic in all areas of the
world.

Safety

Acute anxiety about the safety of transfusion has
developed following the AIDS tragedy. AIDS is only
one of several infectious diseases transmitted by blood
transfusion. Hepatitis is transmitted to recipients far
more commonly than AIDS. Septic shock from bac-
terial contamination, although rare, does occur in cer-
tain areas.[2] Malaria and Chagas disease are common
in certain areas of the world.[5] Other, as yet unknown,
infectious agents are likely to emerge. The recent
occurrence of a new variant of human Creutzfeldt–
Jakob disease (nvCJD), which closely resembles bovine
spongiform encephalopathy, raises serious public
health concern.[6,7] Whether such encephalopathies
are transmissible by transfusion is being debated.[8,9]

Blood transfusion is frequently associated with mild
allergic reactions; more serious hemolytic transfusion
reactions, transfusion-related acute respiratory distress
syndrome, and even fatal acute hemolytic transfusion
reactions are rare but do exist.[2,3] Finally, administrat-
ive errors remain one of the main causes of transfusion-
related morbidity and mortality.

Additionally, there is increasingly strong evidence
that allogeneic blood transfusion reduces the immune
responsiveness (or immunocompetence) of the
organism, thus predisposing a transfusion recipient to
infectious complications and septicemia.[10–12] Fewer
infections were observed in patients receiving autologous
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rather than allogeneic blood.[13,14] Mortality in patients
with sepsis was associated with the age of the RBCs
transfused.[15] Intraoperative blood transfusion was
also associated with an enhanced inflammatory
response, increased concentrations of inflammatory
mediators, and increased postoperative morbidity in
patients undergoing cardiac surgery.[16] Blood trans-
fusion has been identified as a risk factor for postinjury
multiple organ failure in trauma patients.[17]

Blood transfusions also appear to increase the risks
of recurrence and spread of certain cancers,[10,18,19] and
to reduce long-term survival following surgery.[20] This
risk may again be lower when autologous rather than
allogeneic blood is used.[21]

Whatever the level of risk associated with a unit of
blood, this risk is cumulative with the number of units
transfused; conversely, each unit spared to a patient
reduces the risk of transfusion-related side effects.

Efficacy

Refrigeration and storage of RBCs results in so-called
storage lesions, which include changes in the affinity of
hemoglobin for O2, decrease in pH, hemolysis, changes
in RBC deformability, formation of microaggregates,
release of vasoactive substances, and denaturation of
proteins.[22] After 2 weeks, little 2,3-diphosphoglyce-
rate (2,3-DPG), the allosteric factor that facilitates
O2 release to tissues, is left. As a result, transfusion
of stored blood is not immediately effective in deliver-
ing O2. It takes actually about 24 h for banked RBCs
to restore their 2,3-DPG level to about half of normal.
In contrast to fresh RBCs, 28-day-old RBCs failed to
improve tissue oxygenation in severely hemodiluted
rats.[23] A new important awareness is thus emerging:
Banked blood (including predonated autologous
blood) is not equivalent to fresh blood.

Availability

In developed countries blood collection is declining as
a result of the aging of the populations, the develop-
ment of aggressive new therapies, and the increase in
the number of patients undergoing elective surgery.[3]

Blood shortages are increasingly frequent, leading to
increasingly frequent postponement of elective sur-
geries. Further substantial increases in demand and
decrease in donation are anticipated.[22,24,25] Any
additional steps to improve safety will invariably result
in deferral of donors, hence directly impacting blood
availability. If safety increases at the expense of avail-
ability, people may eventually die from lack of blood.

In the emerging countries, blood is chronically short
due, among other things, to the limited number of suit-
able and/or willing donors. Viral or parasitic infection
with blood-borne diseases can lead to the rejection of a

large proportion of the units collected. In addition, the
infrastructure and training required to collect, store,
and deliver the available supply are sometimes lacking.

What Is Expected from Blood Substitutes?

The products under development are not substitutes
for blood; they only fulfill the O2/CO2 exchange func-
tion of blood and only for a short duration. They
assume none of the regulation, defense, and coagu-
lation functions of blood. Effective O2 carriers would
nevertheless be precious for the duration of a surgical
procedure. In addition, they could ensure tissue oxygen-
ation in situations where blood is no longer able
to do so.

To be of value, O2 carriers need to be able to load
O2 rapidly during passage of the blood through the
lungs, reach the tissues at risk of ischemia, and deliver
the O2 load rapidly and maximally to these tissues.
They must be free of bacteria and viruses, and should
not promote the development of pathogens. They must
be devoid of antigenic effects, and their side effects
must be clinically minimal. They should preferably be
devoid of physiological activity other than O2 delivery.
It is also essential that they preserve the increase in
cardiac output that normally follows hemodilution.
Ideally, they should have prolonged circulation lives.
Use of O2 carriers should eliminate clerical errors
and the risk of transfusion incompatibilities. It is essen-
tial that the products be ready for use, easy to handle,
and immediately effective. They must also be manufac-
turable on a large scale from safe raw materials, pref-
erably be heat sterilized and stable enough to allow
long-term storage under standard conditions. Finally,
they need to be cost effective.

All the present O2 carriers, whether fluorocarbon-
or hemoglobin-based, have short circulation half-lives,
a reality that needs to be taken into account in their
use. This limitation, however, does not restrict use dur-
ing surgery (which consumes about 60% of all blood
collected), potentially reducing or avoiding exposure
to allogeneic blood. An artificial O2 carrier could also
serve as a bridge to transfusion in case of emergency or
during the time required for administered stored RBCs
to restore their O2-delivery capacity. A blood substi-
tute that does not rely on human blood collection
could play a considerable role in helping to relieve
blood supply shortages. When combined with appro-
priate surgical procedures, blood substitutes could
make the patient become his or her own blood donor.
For the developing countries, the availability of a
blood substitute may be the best hope to meet future
health care needs.

One difficulty concerning the evaluation of inject-
able O2 carriers from a regulatory standpoint comes
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from the absence of a standard with which to compare
them. Blood or RBCs have never been subjected to a
controlled clinical trial for demonstrating their efficacy
and have never been formally approved by a regulat-
ory agency.[26,27] The same holds for the autologous
transfusion alternatives, including preoperative
donation and normovolemic hemodilution. Substantial
efforts have been devoted to defining proper clinical
endpoints that allow determining whether or not
administration of an O2 carrier translates into clinical
benefit. Avoidance of transfusion of allogeneic
blood during surgery appears now to be an accepted
endpoint for such products.

PRINCIPLES OF OXYGEN DELIVERY
BY PERFLUOROCHEMICALS[26]

Stable and Passive Gas Solvents

PFCs are essentially made of carbon and fluorine
instead of carbon and hydrogen as are most organic
compounds. Transport of O2 by PFCs relies on dissol-
ution of the gas in a biocompatible liquid solvent,
rather than on chemical binding to the carrier molecule
as in the case of hemoglobin. The reason for using
PFCs for in vivo O2 delivery is their unique combina-
tion of high gas-dissolving capacity (the highest known
among liquids), and exceptional chemical and biologi-
cal inertness (they are among the most stable organic
materials ever invented). The first of these properties
is a direct consequence of the weakness of the cohesive
forces (van der Waals interactions) between molecules
in liquid PFCs, which facilitates the insertion of gas
molecules within the liquid. The PFCs’ inertness, on
the other hand, reflects the strength of the intramolecu-
lar covalent bonds, and the high ionization potential
and low polarizability of the fluorine atoms. The
C—F bond is the strongest single bond encountered
in organic chemistry. The bonds between perfluoro-
alkyl (F-alkyl; the prefix F-indicates that all hydrogen
atoms are replaced by fluorine atoms in the structure)
chains and oxygen, nitrogen, chlorine, or bromine are
also usually strengthened. The high electron density
of the fluorine atoms results in a compact, repellent
electron shield that ensures effective protection of the
molecule’s backbone. PFCs are not subject to oxi-
dation and do not undergo any reaction under the con-
ditions of processing, storage, and use relevant to
therapeutic O2 delivery. Neat PFCs typically resist
heating to 300�C, and PFC emulsions can be heat ster-
ilized at 121�C. No enzymatic system is known to
digest PFCs, and no microorganism is known to feed
on them. PFCs are extremely hydrophobic, as well as
lipophobic, which also contributes to their biocompat-
ibility and largely determines their excretion rates.

Table 1 lists the PFCs that have been most thoroughly
investigated for the purpose of developing an injectable
O2 carrier.

The amount of gas dissolved in a PFC obeys
Henry’s law, i.e., is directly proportional to the partial
pressure of the gas (Fig. 1). Since no chemical bonding
is involved, there is no saturation. Uptake and release
of O2 by PFCs is essentially insensitive to temperature
and environment. Oxygen content can be adjusted by
simply controlling pO2. The O2 solubilities of the PFCs
pertinent to intravascular use range from 40 to 50 vol%
under one atmosphere (Table 1); i.e., they are larger
than in water by a factor of 20 or more.[28] Linear
PFCs have an advantage over cyclic and polycyclic
ones.[29] The CO2 solubilities of PFCs range from 140
to 240 vol%.

Pure Synthetic Carriers

Two major strategies are available for manufacturing
PFCs, which consist either of substituting fluorine
atoms for hydrogen atoms in the direct hydrocarbon
analog of the desired PFC, or of combining smaller,
already fluorinated, reactive building blocks to form
the target PFC.[30] Electrochemical fluorination in
hydrogen fluoride, fluorination by high-valency metal
fluorides (usually cobalt trifluoride) and direct fluori-
nation by elemental fluorine, belong to the first cate-
gory, while telomerization of tetrafluoroethylene
(TFE) belongs to the second. Because of the higher
strength of the C—F bond as compared to the C—H
bond, substituting fluorine for hydrogen on carbon
involves the release of large amounts of energy and
results usually in complex mixtures. Yet several PFCs
prepared by substitution methods have been used in
O2 carrier development (Tables 1 and 2). Telomeriza-
tion, on the other hand, readily provides highly pure
linear PFCs. Telomerization involves the reaction of
a telogen, such as C2F5I, with an olefin, such as TFE,
to form a series of longer PFC products, the telomers,
in high yields. Examples of PFCs derived from telo-
merization of TFE include F-octyl bromide 1 (PFOB,
also known as perflubron) and F-decyl bromide 2
(PFDB), the O2-carrying components of OxygentTM

AF0144, an emulsion currently developed by Alliance
Pharmaceutical Corp. (San Diego, California) and
1,2-bis(F-butyl)ethene 3 (code-named F-44E), which
is utilized by Neuron Therapeutics, Inc. (Malvern,
Pennsylvania) for the development of an emulsion
for the treatment of stroke.[31]

Injectable Emulsions

Because they are virtually insoluble in water, PFCs are
formulated as emulsions for parenteral administration.
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Obtaining stable, biocompatible, small-sized, narrowly
distributed emulsions of an excretable PFC was
crucial. The extreme hydrophobicity of PFCs can,
however, render the obtaining of a stable emulsion dif-
ficult. Further critical aspects of PFC emulsion devel-
opment involve emulsion formulation, physical and
biological characteristics, scale-up, sterilization, and
packaging, as well as its user-friendliness and strategy
of use.

The submicron-size PFC droplets are coated with a
thin layer of a surfactant that serves as an emulsifier
and an emulsion stabilizer. A range of emulsion
concentrations—from 20–100% w/v (i.e., about 11–
52 vol%)—has been investigated.[31–34] The present
PFC emulsions use EYP as the emulsifier. These emul-
sions are, therefore, very similar to the Intralipid�-type
parenteral lipid emulsions. Emulsion osmolarity is
independent of PFC concentration and is adjusted with
salts or other tonicity agents. Particles of less than
0.2 mm evade phagocytosis more easily than larger
ones, resulting in longer intravascular persistence and
lesser side effects. Contrary to Hb solutions, PFC
droplets do not normally filter out of the circulation.

Modest Oxygen-Transport Capacity
that Translates into High
Oxygen-Delivery Efficacy

Introducing a PFC emulsion into the circulation is
akin to increasing the O2 solubility of the plasma com-
partment of blood. The principles that underlie O2

transport by the PFC and plasma are essentially the
same. In both cases dissolution is proportional to
pO2; simply, the solubility of O2 in PFCs is typically

20 times larger than for the plasma.[28] The amount
of O2 dissolved in a given PFC emulsion is the product
of the PFC’s O2 solubility coefficient, emulsion con-
centration, and O2 partial pressure (Fig. 1). It is, for
example, �3 vol% at 37�C in a 60% w/v emulsion of
PFOB in room air, and �16 vol% in pure O2. In the
blood of a patient breathing pure O2, the arterial O2

tension is increased to about 500 torr and the emulsion
will carry about 10.5 vol% of O2.

Oxygen release by PFCs to tissues is not dependent
on a change in conformation of the PFC molecule or
any cooperative effect, and does not require the assist-
ance of an allosteric effector. It is greatly facilitated as
compared to hemoglobin because the van der Waals
interactions between O2 molecules and PFCs are an
order of magnitude weaker than the covalent O2—
Fe(II) coordination bond, resulting in much higher
extraction rates and ratios. The latter typically reach
90% with PFC emulsions as compared to about
25% for hemoglobin in normal conditions.[35,36] This
amounts to about 9.5 vol% O2 for the above-
mentioned F-octyl bromide emulsion. Oxygen release
from PFCs is effective at any physiologically relevant
partial pressure, rendering a cooperativity-like effect
unnecessary. Likewise, O2 release by PFCs is not
dependent on pH and is not adversely affected by
temperature. Since PFCs do not undergo oxidation
or other modification over time, their O2 uptake and
release characteristics are not affected by storage.
When hemoglobin and a PFC are present in the circu-
lation simultaneously, the PFC will release its O2 load
first, thus conserving the O2 bound to the hemoglobin.

Hemoglobin is exquisitely well adapted to support-
ing life in earth’s atmosphere, but the conditions avail-
able in the operating room or critical care unit are
different, and adjustable. A valuable consequence of
O2 dissolution in PFCs following Henry’s law is that
the transport capacity of a PFC emulsion can be
increased by a factor of five by just increasing the frac-
tion of O2 in the air inspired by the patient (FiO2).

Hemoglobin solutions and PFC emulsions thus
cannot be compared on the sole basis of their static
O2-binding or O2-dissolving capacities on a gram-per-
gram basis in air. Such an approach would overlook
the approximately fourfold higher tissue O2 extraction
ratio that is seen with PFCs under normal conditions,
and ignores the possibility of increasing O2 dissolution
in PFCs by a factor of almost five simply by giving the
patient pure O2 instead of air to breathe; i.e., ignores
the actual conditions in which PFC products are to
be utilized.

Eventually it is the amount of O2 that is delivered to
the tissues and the carrier’s contribution to tissue O2

consumption, VO2, that determines its effectiveness.
Oxygen delivery, DO2 (the amount of O2 offered to
the tissues within a defined period of time), is the
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product of arterial blood O2 content, CaO2, and the
cardiac output, CO (Eq. 1):

_DDO2 ¼ ðCaO2Þ � CO ð1Þ

When normovolemic hemodilution is performed,
there is normally a substantial increase in cardiac out-
put as a result of increased fluidity of the diluted
blood.[37–39] This increase in cardiac output is pre-
served when PFC emulsions are administered, which
further enhances their O2-delivery capacity,[39,40] while
cell-free Hb products, because of vasoconstrictive
effects, classically display an unchanged or reduced
cardiac output that can negate the benefit of increased
fluidity.[41,42]

The large pO2 gradients that set in place at the high
FiO2 at which PFCs are utilized provide a strong driv-
ing force for O2 diffusion from the PFC droplets to the
tissues. The emulsion droplets being typically in the
0.1–0.2 mm size range, i.e., 30–70 times smaller than
RBCs, circulate more easily in the capillary beds than
RBCs. They will be present in large numbers in the
plasma gaps that exist between red cells in the micro-
circulation, thereby increasing O2 content. These
plasma gaps are particularly large when the patient
suffers from acute anemia or when hemodilution is
practiced. It is likely that PFC particles not only trans-
port O2, but also facilitate its diffusion from RBCs to
the tissues by providing numerous ‘‘stepping stones’’ or
dynamic chains of particles for O2 to travel on.[36,43] The
effectiveness of PFC emulsions is expected to be greatest
in the capillary beds, at low RBC concentrations, and
when FiO2 is high. Altogether, the contribution of PFCs
to O2 delivery and to tissue pO2 can thus be highly
significant, even though the amount of PFC-dissolved
O2 in the circulation is smaller than the amount of
Hb-dissolved O2.

The O2 tension of the mixed venous blood, Pv�O2,
i.e., the residual O2 tension after the tissues have
extracted the O2 they needed, is often used as a global
indicator of tissue oxygenation. A substantial increase
in Pv�O2 was consistently observed upon administra-
tion of PFC emulsions and was paralleled by an
increase in tissue pO2.[36,39,44,45] A physiological model
was developed that allows calculation of the contri-
bution of a given dose of PFC to a given patient and
was validated using clinical data.[46] The contribution
of the PFC to O2 consumption could thus be described
in terms of an ‘‘hemoglobin equivalent’’ value.[47]

Early Emulsions—Fluosol�

The first physiologically adjusted emulsion of a PFC
(F-butyltetrahydrofurane, FX-80, 4) was used in
1967[48] for oxygenating isolated rat brain. Shortly after,

virtually all the RBCs of O2-breathing rats were
successfully replaced with a poloxamer-stabilized
emulsion of F-tributylamine (FTBA, 5).[49] FTBA
was, however, retained in the animal’s organs for an
exceedingly long time. Fortunately, it was discovered
that F-decalin (FDC,6) was excreted within a few
weeks of its administration (organ half-life of about
7 days).[50,51] However, it was realized that PFCs that
gave stable emulsions were retained in the organism
for an unacceptably long period of time, while PFCs
that were excreted rapidly did not produce emulsions
stable enough for practical use.[29]

The first commercially developed emulsion, Fluosol-
DA (Green Cross Corp. Osaka, Japan), was stabilized
using a mixture of 6 and F-tripropylamine (FTPA, 7,
30% of total PFC) (Table 2).[52,53] However, the pro-
duct’s stability was still poor: Fluosol had to be frozen
for shipment and storage, and reconstituted prior to
use. Fluosol utilized a surfactant system that included
poloxamer-188 (Pluronic� F-68) with smaller amounts
of EYP and potassium oleate. The poloxamer provided
steric stabilization, and potassium oleate introduced
negative charges on the droplets, likely to oppose
flocculation.

Another 20% w/v emulsion, trade-name Perftoran,
based on an FDC and F-[1-(4-methylcyclohexyl)piper-
idine] (FMCP, 8) mixture emulsified with a poloxamer
was developed in Russia (Russian Academy of Sciences/
Perftoran Company, Pushshino, Russia).[43,54] Perftoran
is filter-sterilized and stable for about 1 month at 4–8�C
but requires freezing for longer storage. The Russian
health authorities licensed it in 1997 for a wide range
of indications. A highly stable 20% w/v F-tributyl-
amine/Pluronic F-68 emulsion, Fluosol-43 (later
renamed Oxypherol),[52] was commercially available for
many years for experimental use.

SECOND GENERATION EMULSIONS[26]

Fluosol’s shortcomings included prolonged organ
retention of F-tripropylamine (reticuloendothelial sys-
tem (RES) half-life 65 days), complement activation,
and hemodynamic effects due to Pluronic, excessive
dilution, limited intravascular persistence, insufficient
stability, and lack of user-friendliness. The product
came as three separate preparations: the frozen stem
emulsion and two annex salt solutions. The stem emul-
sion had to be carefully thawed, then admixed sequen-
tially to the annex solutions, and the reconstituted
product had to be used within 8 h. This cumbersome
procedure, the short window for use, the further need
for administering a small-test dose to patients prior
to infusion in order to identify those patients who were
sensitive to Pluronic, contributed to compromising the
product’s commercial success.
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Assessment of Fluosol established that the emulsion
did carry and deliver the expected amount of O2 to tis-
sues. It also established that large doses of PFCs could
be administered without significant side effects and
provided valuable information on the pharmacology
of PFCs. An essential point learned from the develop-
ment of Fluosol was that PFC emulsions needed to be
ready for use, hence significantly more stable. At least
1 year of shelf stability under standard refrigeration
storage conditions was indispensable. Particles needed
to be small (0.1–0.2 mm) and remain as such during
heat sterilization and throughout the product’s shelf
life, as small particle sizes translate into longer intra-
vascular persistence and reduced side effects.[55–57] It
was also deemed necessary that the emulsion be rela-
tively concentrated, yet fluid. The choice of a 60%
w/v PFC concentration was determined by convenience
of use in surgical applications, and marketing and manu-
facturing considerations.

SELECTING THE FLUOROCARBON—
PERFLUOROOCTYL BROMIDE

Selection of an appropriate PFC and the production of
a stable emulsion are key to the development of a safe
and effective PFC-based O2 carrier. The principal
selection criteria for the PFC are rapid excretion and
the aptitude at giving stable emulsions. Candidate
PFCs also need to have high O2 solubility and be well
tolerated. Additionally, the selection process must take
into account the PFC’s manufacturability and cost.

Excretion was determined to be primarily an
exponential function of the PFC’s molecular weight
(MW, Fig. 2). Structural features such as cyclization,
branching, or the presence of heteroatoms have little
influence other than changing the PFC’s MW. The
dependence of excretion rate on MW is consistent with
the realization that excretion requires a certain degree
of volatility and solubility of the PFC in lipids. How-
ever, as MW diminishes, vapor pressure tends to
increase, which can eventually cause pulmonary com-
plications,[52,58] thus setting an upper limit (around
20 torr) to the PFC’s acceptable vapor pressure. The
range of MWs adequate for intravenous administra-
tion was eventually established to be narrow (approxi-
mately 460–520).[29]

A candidate PFC was eventually identified that had
a shorter organ-retention time than would have been
predicted on the sole basis of its MW and was amen-
able to producing stable emulsions. This PFC was
1-n-F-octyl bromide (PFOB, 1). PFOB had initially been
investigated because the radiopacity provided by its bro-
mine atom allowed its use as a contrast agent.[59]

PFOB’s exceptionally fast excretion rate (�3 days in
humans for a 2.7 g/kg dose) was attributed to the

slightly lipophilic character induced by its well-exposed
terminal bromine atom. This lipophilic touch facili-
tates uptake of the PFC by circulating lipids and tran-
sit through the organism.[60,61] In addition, this PFC
can be manufactured in better than 99.9% purity.
A 100-ton/year production capacity is already in place,
which can easily be scaled higher. PFOB also ranks
amongst the PFCs that have the highest O2 and CO2

solubilities (Table 1). Its emulsions show improved
stability when phospholipids are the emulsifier. Its very
low surface tension and positive spreading coefficient
are advantageous in liquid ventilation, an application
of PFOB that is currently in advanced clinical evalu-
ation. Table 3 collects some of the physicochemical
features of PFOB and FDC, and illustrates the differ-
ences that can exist among PFCs, including O2 solu-
bility, lipophilicity, viscosity, surface properties, and
solubility in water.[31] Another somewhat lipophilic
fluorocarbon, a,o-dichloro-F-octane (PFDCO, 9), has
been selected for development of another concentrated
EYP-based PFC emulsion, Oxyfluor� (HemaGen/
PFC, St. Louis, Missouri).[62]

Selecting the Emulsifier—EYP

Proper selection of a biocompatible emulsifier or emul-
sifier system was also essential for successful PFC
emulsion development. One of the emulsifier’s roles
is to reduce the large interfacial tension (si) that
opposes the dispersion of the very hydrophobic PFC
(sS � 20 mN/m) into water (sS ¼ 72 mN/m, 20�C).

PFDB

PFOB
FDCO

FTBA

FTPA

i.v. use
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Fig. 2 Semilogarithmic plot of organ retention half-times
for PFCs, as a function of molecular weight. Open symbols

indicate PFCs with lipophilic character; F-nn0E: n and n0 rep-
resent the number of carbon atoms in the homologous series
CnF2nþ1CH¼CHCn0F2n0þ1, i ¼ iso; for the other symbols

see Table 1.
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Another is to stabilize the emulsion once it is formed.
The only two surfactants used in PFC emulsion devel-
opment so far are poloxamers and phospholipids.

Poloxamers are neutral block copolymers such as 12,
consisting of two terminal hydrophilic polyoxyethylene
blocks flanking a central hydrophobic polyoxypropylene
block. Poloxamer 188 (e.g., Pluronic F-68) was used in
the first generation PFC emulsions, but was far from
adequate: Its surface activity is relatively poor, translat-
ing into low emulsions stability; the purity of the
commercial products is usually rather low; its cloud
point (�110–115�C) prevents sterilization at the stan-
dard temperature of 121�C; its tendency to form gels
limits the PFC concentration in the emulsions; and,
finally, Pluronic F-68 has been found to be responsible
for the unpredictable transientcomplement activation-
mediated anaphylactic reaction observed in some
patients in response to the injection of Fluosol.[63–65]

EYP have been chosen as the emulsifier in all second
generation PFC emulsions. EYP, whose major consti-
tuents are the amphiphilic amphoteric phosphatidyl-
cholines 13, provide significantly better emulsion
stability than poloxamers. The stabilization effect is
particularly remarkable with PFOB.[31,66,67] Emulsions
of PFCs prepared with EYP do not cause complement
activation.[56,64] Phospholipids have a long history of
use in pharmaceuticals; their pharmacology is well
documented and there exist reliable commercial sources
of pharmaceutical grade EYP. The hydrolysis of EYP in
PFC emulsions is minimal when pH is close to neutral;
its oxidation can be minimized by adding small amounts
of a metal chelator and an antioxidant, and through
manufacture and packaging under nitrogen.

Stabilizing the Emulsion—A Lipophilic
‘‘Heavier’’ Perfluorocarbon

Stability is an essential condition for PFC emulsions to
be of practical use. The principal mechanism for irre-
versible droplet growth in submicronic PFC emulsions
during storage is molecular diffusion (also known as
Ostwald ripening or isothermal distillation).[29,31,68,69]

Coalescence may contribute to instability when
mechanical stress is applied and at higher tempera-
tures, as during heat sterilization. Sedimentation and
flocculation are fully reversible and pose no problem.

Table 3 Physical properties of F-octyl bromide (PFOB, 1) and F-decalin (FDC, 6)

Property (units) Symbol PFOB FDC (cis þ trans)

Molecular formula C8F17Br C10F18

Molecular weight (g/mol) Mw 499 462

Molar volume (cm3/mol) Vm 261 237

Molecular volume (Å3) V 432 393

Density (g/cm3, 25�C) r 1.92 1.94

Melting point (�C) m.p. 5 �10

Boiling point (�C) b.p. 143 142

Vapor pressure (torr, 37�C) v.p. 10.5 14

Heat of vaporization (kJ/mol) DHv 4.83 45.8

Refractive index (25�C) nD 1.30 1.313

Kinematic viscosity (centistokes, 25�C) V 1.0 2.9

Surface tension (mN/m) s 18.0 15

Interfacial tension vs. saline (mN/m) si 51.3 �60

Spreading coefficient (mN/m) S (o/w) þ2.7 �1.5

O2 solubility (vol%, 25�C) [O2] 50 40

CO2 solubility (vol%, 25�C) [CO2] �210 �140

Critical solution temperature (n-hexane, �C) CST (hexane) �20 þ22

Solubility in water (mol/L) 5 � 10�9 10 � 10�9

Solubility in olive oil (mmol/L) 37 4.6
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Molecular diffusion involves the transfer of individual
PFC molecules from the smaller droplets, where
the chemical potential is higher due to the higher cur-
vatures of the particles (Kelvin effect), through the
continuous aqueous phase to join larger ones, resulting
in irreversible increase of droplet size over time. The
Lifshitz–Slezov–Wagner theory predicts a linear
increase in number average particle radius a� versus
time [Eq. (2)],[31,69,70] which was consistently observed
experimentally with PFC emulsions (Fig. 2):

d

dt
ða3Þ ¼ o ¼ 8siDCð1ÞVm

9RT
gðfÞ ð2Þ

Of the parameters of Eq. (2), only C(1), the solu-
bility of the PFC in the aqueous phase, varies signifi-
cantly among PFCs, resulting in a dramatic effect on
particle size growth over time (Fig. 3).

Molecular diffusion in emulsions can be effectively
slowed down by including in the dispersed phase a
small amount of a component with lesser water solu-
bility,[70] in the case of a PFC emulsion, a secondary,
higher MW (‘‘heavier’’) PFC.[31,68,69] This is the role
of 7 in Fluosol and of 8 in Perftoran, however, at the
cost of longer organ half-lives of �65 and �90 days,
respectively.

In Oxygent AF0144, the inevitable increase in organ
retention with increasing MW was mitigated by choos-
ing a lipophilic homolog of PFOB, PFDB (RES
half-life of about 25 days), as the ‘‘heavy’’ stabilizing
additive.[31,61]

Fluorinated surfactants (or fluorosurfactants, i.e.,
surfactants with hydrophobic tails comprising a fluor-
ocarbon moiety) provide an alternative means of
achieving extremely stable PFC emulsions, as they
can provide very low PFC/water interfacial tensions
[si, another factor in Eq. (2)].[71] As yet, this option
has not been developed, in part because of the added
cost involved in the evaluation for approval of a novel
active excipient. A further means of effectively increas-
ing the stability of EYP-based PFC emulsion consists
of supplementing standard phospholipids with mixed
fluorocarbon–hydrocarbon diblock compounds, such
as 14 or 15.[72] Such diblocks, which have fluorophilic–
lipophilic amphiphilic properties, are expected to
improve the adhesion of the phospholipid film onto
the PFC droplet.

CnF2nþ1CH¼CHCmH2mþ1 14

CnF2nþ1CH2CH2CmH2mþ1 15 ð3Þ

Raw Material Procurement
and Emulsion Manufacture

Reliable access to raw material, ease of manufacture,
and cost-effectiveness will play a critical role in deter-
mining the degree of acceptance, breadth of appli-
cation, and commercial success of an O2 carrier. To
have a significant impact on medical practice, O2 car-
riers must be able to replace a fair proportion of the
blood and packed RBCs that are presently being trans-
fused. A mere 10% of this amount represents over one
million RBC units in the United States alone and sev-
eral million units worldwide. Only O2 carriers that can
be produced in that order of magnitude at a cost that
remains in the vicinity of that of blood, can potentially
mitigate the current and projected blood shortages.

PFCs, being synthetic, have obvious advantages
from the standpoints of raw material procurement,
purity, safety, and cost-effectiveness. Highly pure
PFCs can be manufactured, in any desired amount,
within tight specifications, using well-established
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Fig. 3 Particle size increase over time for emulsions made of
diverse PFCs and surfactants (F-68: Pluronic F-68; for the
other symbols see Table 1). (Adapted from Ref.[32].)
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procedures. PFOB, for example, is directly derived
from the production line that leads to polytetrafluoro-
ethylene (e.g., Teflon�) and to diverse large-tonnage
industrial surfactants.

Technology for large-scale production of injectable
emulsions in compliance with good manufacturing
practices is well established in the pharmaceutical
industry. Manufacture of a sterile PFC emulsion for
parenteral use, although it relies on existing technolo-
gies, required the development of specific know-how.
Egg phospholipids have a long history of use in phar-
maceuticals, including preparation injectable lipid
emulsions and, more recently, liposomes. The formu-
lation process for PFC emulsions being additive, its
yield is essentially quantitative with respect to the
raw materials utilized. The present products are term-
inally heat-sterilized in standard conditions. The
investment in a given size production unit may prob-
ably be as much as an order of magnitude lower for
PFC emulsions than for any hemoglobin product.
Small-size PFC particles and narrow-size distributions
have been achieved reproducibly.

For EYP-based PFC emulsions, the first step of the
process involves dispersing of the water-insoluble
phospholipid in a saline solution. The PFC is then
added to this saline phase, where it is broken down into
fairly large droplets (av. �5 mm) with a high shear
rotor-stator type homogenizer. This premix undergoes
final emulsification, using a high-pressure homogenizer
that provides a high-energy density.[31] Minimal
exposure to oxygen (through nitrogen sparging and
blanketing), pyrogen-free water-for-injection and a
particulate-free environment are used throughout pro-
cessing. The Gaulin-type high-pressure homogenizer is
the equipment of choice for industrial production of
pharmaceutical emulsions as it is easy to control, gives
narrow, consistent particle size distributions and can
be operated on very large scales.

The Current Oxygent AF0144 Emulsion

A concentrated (60% w/v) PFOB/PFDB emulsion
(Oxygent AF0144) is currently being produced in a
commercial-scale facility.[31] The emulsion is steam-
sterilized in a rotary autoclave at or above 121�C,
using a procedure that achieves uniform heat penetra-
tion, maintains emulsion integrity, and provides the
required probability of less than one non-sterile unit
in 106. As compared to Fluosol, Oxygent is character-
ized by use of PFCs having some lipophilic character,
use of phospholipids as the emulsifier instead of polox-
amer, a several-fold increase in PFC concentration,
simplification of the overall formulation, considerable
increase in stability, and consequently, far superior
convenience of use.

Oxygent AF0144 is a ready-for-use, pH-balanced,
isotonic fluid emulsion of F-alkyl bromides. It com-
prises 60 wt% PFC (about 32 vol%) consisting prim-
arily of PFOB (AtoFina, Pierre Bénite, France), a
small percentage of PFDB as the stabilizing additive
and EYP as the emulsifier. Osmolarity is adjusted with
NaCl, and pH with a phosphate buffer. Minute
amounts of a-D-tocopherol and EDTA are included
to protect the phospholipids against oxidation. Aver-
age droplet size, after heat sterilization, is about
0.16 mm and viscosity around 5 cP (extrapolated at zero
shear rate). The product has a shelf life of at least 18
months at 5–10�C.[31] Other post-Fluosol formulations
with EYP as the emulsifier are listed in Table 2.

PHARMACOKINETICS

The PFC droplets in the circulation are opsonized and
progressively cleared from the blood stream by circu-
lating monocytes and fixed macrophages of the RES,
the larger droplets being removed first. This mech-
anism is responsible for the limited intravascular per-
sistence of the emulsion. The PFC is temporarily
stored in the primary organs of the RES, the liver,
spleen, and bone marrow. Subsequently, the PFC
molecules slowly diffuse across cell membranes (the
rate determining step) from the RES organs back into
the blood, where they are taken up by circulating lipid
carriers (lipoproteins and chylomicrons).[31,56,60,73] The
rate of these steps depends critically on the PFC’s MW
and lipophilicity. The PFC is eventually excreted
unchanged from the blood through the alveoli in the
expired air. Some of the PFC also distributes into
adipose tissue and other lipid-containing tissues,
before being excreted by the same pathway as above.
There are no reports of PFC metabolism or enzymatic
degradation.

The emulsion’s circulatory half-life, t1=2, is particle
size-, species-, and dose-dependent. It increases signifi-
cantly when the size of the droplets decreases.[52,57]

Dose-dependence in humans is illustrated by t1=2 values
of 7.5 and 22 h for doses of 4 and 6 g of PFC/kg,
respectively, for Fluosol,[52] and 6.1 and 9.4 h for doses
of 1.2 and 1.8g/kg, respectively, for Oxygent.[74] Parti-
cles of less than 0.2 mm are preferable, as they facilitate
O2 diffusion and are less rapidly phagocytized than
larger particles, resulting in longer intravascular
persistence and fewer side effects. The effects of PFCs
on RES organ morphology and function have been
thoroughly investigated, found fully reversible, and
considered non-detrimental.[56,75,76]

Four-compartment pharmacokinetic models (PFC
emulsion in blood, PFC in RES tissues, PFC in
non-RES tissues, PFC dissolved in blood lipoproteins)
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indicated that the rate-determining step in PFC
excretion was the dissolution of the PFC into lipid car-
riers, confirming the critical importance of the lipid
solubility of the PFC in the excretion process.[31]

EFFICACY

The efficacy of PFC emulsions at delivering O2 in vivo
has been established in numerous experimental animal
models and in clinical trials with first and second gen-
eration products. Oxygen-breathing animals, exchange-
perfused with PFC emulsions to an hematocrit of 1%,
have been shown to survive the exchange.[49,66] Mixed
venous O2 tension, , increased significantly in spite of
decreased total arterial O2 content. When RBCs were
present, hemoglobin remained close to fully saturated
with O2.

Clinical trials conducted with Fluosol have estab-
lished that the product could contribute meaningfully
to O2 consumption in anemic patients and had an
immediate beneficial impact on the condition of these
patients.[77–80] For example, administration of a 4 g/kg
body weight dose of PFC to severely anemic O2-
breathing surgical patients, while only increasing
arterial O2 content by a modest 0.8 vol%, provided
7% of the O2 delivered and a significant 24% of the
patient’s O2 consumption.[77] Pv�O2 was seen to
increase by approximately 60%, and the mixed venous
Hb saturation (Sv�O2) reached 90%. The amount of O2

provided by Fluosol was deemed clinically important.
Another study with highly anemic surgical patients
confirmed that Fluosol unloaded O2 very effectively
and contributed at least as much to O2 consumption
(28 � 7%) as the patients’ own RBCs.[78] However,
the benefit being short-lived, the outcome for patients
who refused blood transfusion on religious grounds
could not be improved, indicating that treatment of
sustained anemia was not a valid indication for such
a product. As a logical result, the Food and Drug
Administration did not approve Fluosol in the United
States when submitted for this indication in the early
1980s. Subsequent approval of Fluosol in 1989 for
use during an angiography procedure in high-risk
patients implies that both efficacy (reduced ischemia
of the myocardium[81,82]) and safety had been demon-
strated for this application. Fluosol did not gain
acceptance, not for lack of efficacy in delivering O2

or because of side effects, but because of poor stability,
inappropriate indication and strategy of use, and
because of the development of autoperfusion catheters
for the percutaneous transluminal coronary angioplasty
procedure.

The efficacy of Oxygent AF0144 in terms of improv-
ing systemic oxygenation status has been demonstrated
in various animal models[39,83] as well as in surgical

patients.[84] The capacity of PFCs to contribute signifi-
cantly to O2 delivery was in agreement with computer
simulation. For example, a 2.7 g PFC/kg dose adminis-
tered to O2-breathing dogs, while contributing only
8–10% to total blood O2 content, accounted for 25–
30% of total O2 consumption,[83] allowing O2 con-
sumption to be maintained while Hb levels were
decreased to values as low as 2.0 g/dl (Fig. 4). The
PFC-treated dogs could lose almost 70 ml of blood
per kg (about two-thirds of their blood), compared
to 10 ml/kg in controls, before Pv�O2 fell below the
initial 100% O2-breathing baseline. Tissue pO2 of
skeletal muscle, gut, and brain was seen to increase
substantially. Another study of this type concluded,
on the basis of both indirect global indicators (Pv�O2,
VO2) and direct measurements of tissue pO2 on the
surface of liver and skeletal muscle, that the emulsion
was as effective as fresh autologous RBC transfusion
in maintaining tissue oxygenation during volume-
compensated blood loss designed to simulate surgical
bleeding.[39] Hemodilution of the dogs could be extended
to a 3 g/dl Hb level without impairment of tissue oxy-
genation. Likewise, dogs that had been hemorrhaged
until their Pv�O2 was equal to or less than 25 torr, when
resuscitated with Oxyfluor, restored their Pv�O2 and all
survived, while only 62% of the Ringer’s solution-treated
control animals treated survived, and the latter had sig-
nificantly lower , i.e., less adequate tissue oxygenation.[85]

In a model of surgical hemodilution to a hematocrit of
20%, the PFC provided 40% of the O2 consumption.[62]
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Fig. 4 Efficacy of Oxygent in a canine model mimicking sur-

gical blood loss after acute normovolemic hemodilution.
Both the treatment group and the control group were hemo-
diluted to a hemoglobin level of 8 g/dl, breathed oxygen and

lost blood, hence hemoglobin (x axis). Change in Pv�O2 rela-
tive to O2-breathing baseline during volume-compensated
blood loss (y axis) is significantly different between the two
groups. (From Ref.[45].)
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Clinical efficacy of Oxygent was demonstrated in a
Phase 3 clinical study in surgical patients. [See section
on Augmented Acute Normovolemic Hemodilution
(A-ANHSM)].

Using Oxygent, further demonstration that small
doses of PFCs can contribute significantly to tissue
oxygenation[26,32,33,45] includes: increase in maximal
O2 consumption by an isolated working skeletal mus-
cle in the presence of PFC; effective cardiac muscle
function preservation in a canine model of low-flow
coronary ischemia; sustainment of cardiac tissue oxy-
genation for a prolonged period following arrest of
coronary perfusion of isolated rat hearts; improved
myocardial O2 delivery and aerobic metabolism during
cold cardioplegic arrest of isolated rabbit heart; graded
increase in Pv�O2 during cardiopulmonary bypass in
dogs in response to graded increases in PFC dosing;
preservation of cerebral function following experi-
mental brain stem ischemia in dogs; significant increase
in retinal O2 tension and brain oxygenation in cats;
improvement in the cat’s primary visual cortex tissue
pO2 upon intravenous infusion of the emulsion; resto-
ration of cerebral O2 delivery in severely hemorrhaged
rats; improvement of systolic function and reduction of
myocardial edema and acidosis with PFC-supplemen-
ted cardioplegia in dogs that underwent CPB, global
myocardial ischemia, followed by cold cardioplegic
arrest, and eventually normothermic reperfusion; pres-
ervation of regional organ perfusion in myocardium,
intestinal mucosa, liver, lung, kidney, and skeletal mus-
cle; improvement of myocardial oxygenation and toler-
ance to low-flow ischemia (as found with certain
surgical procedures) in isolated rabbit hearts;
improved tumor oxygenation and increased tumor
radio- and chemosensitivity.

SAFETY

The acute toxicity of properly prepared PFC emulsions
is low. The intravenous LD50 of Fluosol was estimated
at 26–29 and 35 g PFC/kg body weight in rats for 20%
and 35% w/v concentrated emulsions, respectively,
indicating that the volume injected (130–145 and
101 ml/kg) may have had a part in these LD50

values.[52] Similar figures were reported for Per-
ftoran.[43] For PFOB the LD50 reached 41 g/kg body
weight when a 100% w/v emulsion (52 vol%) was
administered to rats.[86] No carcinogenic, mutagenic,
teratogenic effects, or immunogenicity have been
found for properly purified and formulated PFC emul-
sions. The anaphylactoid reaction observed with some
patients with Fluosol[63] was determined to be due to
complement activation by the poloxamer used as a sur-
factant in the formulation. It was no longer observed
with the EYP-based emulsions.[56,64,87]

The side effects observed in the clinic with the early
100% and 90% w/v concentrated PFOB formula-
tions[56] and with Oxyfluor[62] consisted of early effects,
during or shortly after infusion, including headache
and occasional lower backache, and delayed effects
(2–12 h), referred to as flu-like symptoms; e.g., fever,
occasional chills and nausea.[56,74] These reactions, gen-
erally categorized as mild, were transient and fully
reversible within 4–12 h. A transient, moderate drop
(about 15%) in platelet count was seen about 3 days
after dosing. Similar effects have been documented
for parenteral fat emulsions and liposomes, indicating
that these effects were likely related to the particulate
nature of the emulsion.

The mechanism of the flu-like side effects was
shown to be, for most part, related to the progressive
clearance of the droplets from the blood stream. The
effects are considered the natural consequence of
macrophage activation during phagocytosis, which is
accompanied by the release of products from the ara-
chidonic acid cascade, including diverse prostaglandins
and pyrogenically active cytokines.[56,62]

The magnitude and frequency of the particle-related
side effects depend strongly on particle sizes.[52,57]

Adjustments in the Oxygent emulsion formulation
and processing parameters (and, in particular, the
addition of PFDB, which helped reduce particle size
and narrow particle size distribution) resulted in sig-
nificant attenuation of the side-effect profile.[57] During
clinical safety studies in conscious volunteers with the
optimized 60% w/v Oxygent formulation AF0144,
fever was less frequent than seen with an earlier formu-
lation and seldom exceeded 1�C, and platelet count,
although temporarily depressed with respect to base-
line, remained within normal range.[74,88] In the normal
volunteers, there were no effects on platelet function
and coagulation parameters, complement activation,
immunologic or allergic reactions, vasoconstriction or
microcirculatory disturbances, no abnormal changes
in liver function, pulmonary or renal function, or clini-
cally meaningful effects on blood chemistry at the
doses administered.[89] No complement activation was
found either with Oxyfluor.[87] No emulsion-related
serious adverse clinical events were reported in a sub-
sequent Phase 2 efficacy study in orthopedic surgery
patients.[90]

PFCs have no capability to react with and scavenge
nitric oxide, and clinical trials with EYP-based PFC
emulsions have shown no perturbation of hemody-
namics, increased vascular resistance and arterial
tension, reduced cardiac output or heart rate. Cardiac
output increased normally in response to hemodilu-
tion. Coagulation function, including bleeding times,
were unaffected by the administration of Oxygent.[88]

The observation that the lungs of rabbits given
Fluosol or emulsions containing volatile PFCs, such
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as FX-80 or FDC, did not deflate normally at autopsy
raised concerns about a possible toxic effect of these
PFCs in the lungs.[58] This phenomenon, which relates
to increased pulmonary residual volume (IPRV) due to
retention of air in the alveoli,[91] is species-dependent
and dependent on the PFC’s vapor pressure. No such
effect was reported for the patients who had received
Fluosol, although it contained FDC. Addition of a
small percentage of PFDB to PFOB in Oxygent further
reduced the vapor pressure of the PFC phase to less
than 8 torr, which sufficed to eliminate IPRV in most
of the sensitive animal species.[56]

PRINCIPAL INDICATIONS

Surgery

A recently defined, novel strategy for reducing the need
for donor blood transfusions and increasing patient
safety during surgery involves the use of an O2 carrier
in conjunction with acute normovolemic hemodilution
in the so-called Augmented-ANH (or A-ANH) pro-
cedure.[26,90,92] The A-ANH procedure (Fig. 5) consists
first in collecting a portion of the patient’s blood,
usually 2 to 4 units, immediately before surgery begins.
This blood is set aside in the operating room, and is
replaced by a plasma expander to maintain constant
circulatory volume. When, during the surgery, the
patient would normally be transfused, the patient

receives the O2 carrier instead. Tissue oxygenation thus
remains in safe control and, by operating at a lower
hematocrit, fewer RBCs are lost during surgical bleed-
ing. If the hemoglobin reaches a level that is deemed
too low, or at the end of the surgery, the patient
receives back his or her own safe, fresh, and fully
functional blood.

The A-ANH procedure is expected to allow more
profound hemodilution without impairment of tissue
oxygenation, resulting in reduced exposure to allo-
geneic blood transfusion.[26,40,92,93] Because the emul-
sion enables the physician to perform ANH in a
safer and more effective way, it should help make
ANH available to a broad population of surgical
patients (about 6 million a year in the United States).
Additionally, by allowing each patient to be his or
her own donor, this method also has the potential to
improve the overall availability of blood and substan-
tially relieve banked blood shortages. This strategy has
become a primary target indication for O2 carriers.

Clinical trial data with Oxygent confirmed the
expectations. Even a low 0.9 g/kg dose of PFC, admi-
nistered after ANH, allowed Pv�O2

[84] values to remain
at or above predosing levels while Hb levels decreased
substantially due to surgical blood loss. Multicenter
randomized Phase 2 trials involving patients under-
going elective surgery with ANH, determined that a
1.8 g/kg dose of PFC was significantly more effective
than fresh autologous blood (which is more effective
than 2,3-DPG-depleted stored RBCs) at reversing
physiological transfusion triggers.[40,74,90] Use of the
PFC emulsion also substantially delayed the need
for transfusion of the stored autologous blood. The
benefit of reduced viscosity on cardiac output was
fully preserved. An hemoglobin equivalency for
PFOB was established from the clinical data to be
about 1.5 g of hemoglobin for 1 g of PFOB in the
above conditions of use.[47] Alliance Pharmaceutical
Corp. recently announced that its Phase 3 clinical
study with Oxygent in surgical patients in Europe
(33 centers in 8 countries) was successful in reducing
the need for donor blood transfusion. The intent of
the study was to determine whether the use of
Oxygent, administered according to the A-ANH pro-
cedure, would reduce the need for donor blood when
compared to standard transfusion therapy. Statisti-
cally significant reduction in donor blood use was
found in the entire study population. The target
population consisted of those patients (86% of all
patients enrolled) for whom a transfusion is most
likely needed (i.e., experiencing modest to high surgi-
cal blood loss). In this population Oxygent provided
highly significant avoidance (p ¼ 0.002) or reduction
(p < 0.001) of donor blood transfusion versus con-
trol patients receiving standard transfusion therapy.
No safety issues were reported.
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Fig. 5 In the augmented acute normovolemic hemodilution
(A-ANH) procedure, two to four units of blood are with-
drawn from the patient just before undergoing surgery and

are replaced by a volume-expanding solution. When, during
surgery, the need for transfusion is determined, a PFC emul-
sion is administered instead of RBCs, thus preventing tissue

hypoxia from occurring. When the hemoglobin concen-
tration reaches a level that is considered unsafe, or at the
end of surgery, the patient receives his/her own fully effective

fresh blood back. The A-ANH procedure is expected to pro-
vide increased safety and reduced exposure to allogeneic
blood, and to help reduce blood shortages. (Courtesy of
Alliance Pharmaceutical Corp.)
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Cardiopulmonary Bypass Surgery
and Neuroprotection

A-ANH with PFC emulsions is expected to have sig-
nificant value in cardiopulmonary bypass (CPB) sur-
gery.[94,95] Addition of the O2 carrier to the solution
that is used to prime the extracorporeal circuit should
reduce the need for allogeneic RBC transfusion while
increasing O2 supply. Phase 3 clinical trials are cur-
rently underway in Europe and the United States in
surgery patients with CPB support. In addition,
because PFCs are able to dissolve nitrogen as well as
oxygen, they could dissolve the tiny air bubbles that
may be introduced in the CPB circuit and may cause
microemboli. They could thus reduce the incidence
and severity of the neurological deficits observed in a
significant proportion of the patients undergoing cardio-
vascular surgery with CPB.

A Bridge to Transfusion

There are a number of instances where administration
of a PFC emulsion could help bridge the time gap
between a critical need for increased tissue oxygenation
and transfusion of compatible blood, or between the
time of transfusion and that when the transfused
banked blood becomes fully effective. Trauma is one
such situation, in particular during the prehospital
‘‘golden hour’’ period that largely determines the
outcome for the patient. During this period, blood is
usually not available and transfused stored blood not
yet fully operative. Fluorocarbon emulsions may pro-
vide a means of stabilizing the patient waiting for an
intervention, and could therefore find their place in
any ambulance or rescue vehicle.

Further Indications for
PFC Emulsions[26,32–34,40,96–98]

Potential cardiovascular therapeutic uses for PFC
emulsions, other than CPB, include treatment of acute
myocardial infarction, cardioplegia, reperfusion, cor-
onary angioplasty and preservation of donor hearts
for transplantation. High O2-delivery capacity, small
particle sizes, and low viscosity may improve tissue
perfusion and oxygenation. Treatment of cardiac
arrest is also being explored.

Stroke is one of the leading causes of death in the
industrialized countries. The brain is extremely sensi-
tive to O2 deprivation. In the case of vessel obstruction,
the small size PFC droplets could improve perfusion
and provide support to ischemic tissues by using smal-
ler collateral vessels. Contrary to blood, the emulsions
do not tend to have increased viscosity at low shear

rate. Perfusion of the brain with PFC emulsions
through the ventriculo-cisternal route is also being
investigated.

Solid tumors, because of poor vascularization, gen-
erally contain hypoxic cancer cells that are resistant to
treatment. PFC emulsions can deliver O2 deep into
tumor regions that would otherwise be hypoxic,
thereby improving the response of tumor cells to radio
and chemotherapy without compromising the toler-
ance of normal tissues.

Use of PFC-enriched perfusates has the potential
for increasing the availability and quality of organs
suitable for transplantation. Kidney, heart, liver, lung,
pancreas, testis, and multiple organ blocks have been
preserved using such preparations.

Various types of PFC-based contrast agents for
diagnosis using X-ray computed tomography (CT),
magnetic resonance (MR), and ultrasound (US)
imaging have been investigated. PFC emulsions also
allowed mapping O2 in tissues by exploiting the ability
of the paramagnetic O2 molecule to perturb the 19F
nuclear magnetic resonance signals.

Further potential applications for O2-carrying PFC
emulsions include treatment of sickle cell disease; use
of intraperitoneal perfusion as an alternative to pul-
monary oxygenation during certain forms of respir-
atory failure; treatment of CO intoxication; treatment
of decompression sickness; ‘‘total body washout’’ for
removal of toxins, viruses, drug overdoses, etc.; treat-
ment of acute pancreatitis; protection of the gastric
mucosa against damage provoked by hemorrhagic
shock; stabilization and control of animal models,
organs, and tissues; and use as drug-delivery systems.

Medical Applications of Perfluorochemicals
in Other Forms than Emulsions[71,97–99]

PFC-stabilized gaseous microbubbles are being
developed as contrast agents for ultrasound imaging.
Externally applied PFC-filled pads are commercially
available (SatPad�, Alliance Pharmaceutical Corp.)
that improve magnetic homogeneity, hence image
quality, when fat saturation techniques are utilized
during MR imaging. Neat PFCs are used as an occular
tamponade for treating complicated retinal detach-
ments or managing the dislocated crystalline lens.
Further potential applications include use in blood
oxygenators; prevention of the bends by liquid breath-
ing; treatment of ischemic ulcers; preservation of
plant and animal semen, tissues and transplants;
increasing growth rates of animal and plant cell cul-
tures; and delivery of drugs to the lung. Fluorinated
amphiphiles are critical components of a variety of col-
loidal and supramolecular systems with potential in
drug delivery.
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PROSPECTS

Although use of hemoglobin as an O2 carrier for devel-
oping a blood substitute appears to be a natural
approach and therefore attracted much interest and
effort, an increasing body of experimental and
clinical data indicates that the PFC approach has its
advantages as well. These advantages include greater
simplicity, chemical and biological inertness, and large
contribution to O2 consumption relative to O2 content
due to dissolution proportional to FiO2, effective
extraction and preservation of increased cardiac out-
put following normovolemic hemodilution. The fact
that PFC-based O2 carriers do not rely on the collec-
tion of human or animal blood or on the genetic
engineering of a mutant hemoglobin is another definite
advantage. PFCs can be produced in virtually any
amount to satisfy the needs. The emulsion manufactur-
ing process being additive results in high yields. It is
also very cost-effective. PFC emulsions are heat
sterilizable, ready for use and have a long shelf life.
They elicit no vasoconstriction or other pharmaceuti-
cal activities that could potentially compromise O2

delivery to tissues.
PFC emulsions, together with augmented acute

normovolemic hemodilution potentially provide a
straightforward means of better managing a patient’s
own fresh blood during surgery, thereby contributing
to improved safety and relief from blood shortages.
Blood substitutes are thus expected to profoundly
change the practice of transfusion medicine.

Future research will certainly aim at further increas-
ing emulsion stability, reducing side effects, prolonging
circulation life, and exploring novel therapeutic indica-
tions for PFC-based O2 delivery systems.
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Blood Substitutes: Hemoglobin-Based
Oxygen Carriers

Deanna J. Nelson
BioLink Life Sciences, Inc., Cary, North Carolina, U.S.A.

INTRODUCTION

Successful allogeneic blood transfusion, one of the
most important life-saving procedures of modern
medicine, was first reported in 1818.[1] Its use grew
steadily until the 1990s, when it peaked and reached
a plateau. Today, more than 12 million units of packed
red blood cells (RBCs) in the United States and at least
20 million red cell units worldwide are transfused into
patients annually.[2,3] The chief indication for RBC
transfusion is anemia, and the therapeutic goal is to
increase oxygen delivery.[4]

As transfusions began to occur in greater numbers,
risks associated with this therapy began to be recog-
nized. The hemolytic reactions that were a consequence
of many of the early transfusions have largely been
eliminated by blood typing and cross-matching. In
contrast, the possibility of disease transmission by
blood-borne pathogens, first recognized in the early
1940s, has not declined.[5] Today, donated blood is
tested for the presence of a broad spectrum of
infectious agents, including hepatitis B and C, human
immunodeficiency virus (HIV) 1 and 2, and human
T-cell lymphotrophic virus (HTLV) 1 and 2. In
addition, blood may be contaminated with agents that
are not monitored, including herpes viruses, such as
cytomegalovirus or Epstein-Barr virus, parvoviruses,
bacteria or parasites, such as Yersinia or Trypanosoma
cruzi, respectively, or poorly characterized pathogens,
such as those responsible for Creutzfeld-Jakob
disease.

Other undesirable shortcomings of stored RBCs
include an increase in the oxygen affinity of the intra-
cellular hemoglobin due to losses in intracellular
effectors (primarily 2,3-diphosphoglycerate).[6] Adverse
changes in RBC shape and deformability, associated
with the loss of cellular adenosine triphosphate (ATP)
during storage, further compromise the RBC capa-
bility to deliver oxygen, because poorly deformable
RBCs can become entrapped and impede local blood
flow in the microcirculation.[7,8] In addition, immuno-
genic reactions, particularly those that occur after
multiple transfusions or the transfusion of multiple
units of allogeneic RBCs, are of continuing concern.[9]

Finally, several studies have shown depressed immune
function post-transfusion of RBCs; i.e., patients with
different tumors had a shorter disease-free survival
and a higher incidence of recurrent or metastatic
cancers or a higher rate of postoperative infections
after homologous blood transfusions.[10–12]

A number of forces have combined to stimulate
the development of fluids, so-called blood substitutes,
that could be used in place of allogeneic blood. For
example, the pressing need for the ready availability
of a completely compatible ‘‘blood’’ has been recog-
nized for many years[13] and continues to be important
today. The observation that there are ischemic states
where blood volume is not depleted but a requirement
for the restoration of oxygen delivery is present, has
focused attention on oxygen-carrying fluids that might
be infused where RBC transfusion clearly is not indi-
cated. All of these factors, together with a perceived
commercial potential, have combined to promote the
development of blood substitutes.

The term ‘‘blood substitute’’ is, however, a misnomer.
Blood has dynamic, metabolic, regulatory, coagulation,
and immunologic functions not mimicked by the plasma
volume expanders or electrolyte solutions that are
used clinically for volume replacement following blood
loss. Nor are these properties embodied in the two
classes of oxygen-carrying fluids, hemoglobins and per-
fluorocarbons, that are being developed as proposed
alternatives to one component of blood, the red
cell. As a result, it is widely recognized that the thera-
peutic use of blood and its various components will
continue to expand; consequently, voluntary donations
and advances in transfusion therapy must be continued
in order to meet clinical needs.

This review will focus on hemoglobin therapeutics,
that is, those hemoglobin-based oxygen carriers under
development to complement the oxygen-carrying proper-
ties of blood. Given this focus on the requirement that the
fluid transport and deliver oxygen, the review neglects
consideration and discussion of colloidal plasma expan-
ders (e.g., albumin, dextran, gelatin, and hydroxyethyl
starch) and electrolyte solutions [Ringer’s lactate (RL)
solution, for example]. Selected properties of these
resuscitation fluids are compared in Table 1.
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HISTORICAL OVERVIEW

Over a century ago, hemoglobin (Hb), the protein
in RBCs, was discovered to be the means of oxygen
transport by blood.[14] Thus, it is not surprising that
preparations of this protein have been repeatedly
evaluated as the active principal of temporary blood
replacement solutions.[15]

Human Hb, a typical mammalian Hb, is a protein
made up of four polypeptide subunits—two a-chains
and two b-chains. Each subunit contains a heme pros-
thetic group, consisting of a porphyrin ring and an iron
ligand. In the form of Hb capable of reversibly binding
oxygen, the iron is in its þ2 oxidation state, the ferrous
form, and is sequestered by the porphyrin ring within
the protein. If the iron is oxidized to its ferric or
þ3 form, Hb is oxidized to methemoglobin (metHb),
which is incapable of binding oxygen. The molecular
weight of human Hb is about 64,500 Daltons,
similar to that of bovine Hb, another widely studied
mammalian Hb.[10–12]

Whereas anecdotal results obtained with historically
prepared Hb solutions were somewhat encouraging, it
became apparent that purified Hb is rapidly excreted
through the kidneys after intravenous infusion and
does not effectively release oxygen to the tissues.[16]

The former results when, once outside the red cell,
normal tetrameric Hb dissociates into dimeric subunits
readily filtered through the kidney glomerulus. The
inability to efficiently release oxygen to the tissues
stems from the fact that purified, acellular human
Hb assumes a conformation that binds oxygen with
a higher affinity than Hb in RBCs. Human RBCs
contain high concentrations of 2,3-diphosphoglycerate
(2,3-DPG), an organic polyanion that binds to Hb in a
manner such that the affinity of oxygen binding is
decreased. Unfortunately, 2,3-DPG readily hydrolyzes
during the storage of blood for transfusion purposes or
is lost during Hb purification.

Analysis of these historical observations on the
properties of purified native human Hb has led to
the conclusion that Hb must be modified in order to
be clinically useful. Generally, Hb modification
achieves two goals: first, the oxygen affinity of the
Hb is decreased, and second, its intravascular retention
is prolonged. Beyond these general objectives, how-
ever, there is little agreement. Historically, a plasma
expander is expected to be highly hydrophilic, non-
toxic, and non-antigenic, have a colloid osmotic press-
ure close to that of blood, have a viscosity compatible
with physiological conditions, and be biodegradable or
excretable, but with a sufficient half-life.[17] In addition,
the Hb should not cause a foreign-body reaction,
should be immunologically inert, should not simulate
the coagulation cascade, should not stimulate the
complement system, and should neither stimulate
nor depress other defense systems inside the body.[18]

However, these properties are insufficient to define the
optimal oxygen affinity or molecular weight profile of
a therapeutically suitable Hb. Other criteria, vague
at the present time, include the appropriate balance
between oxygen-carrying capacity and colloid osmotic
activity of the Hb and the corresponding balance
between the intravascular retention as a functional
Hb and optimal metabolism of the oxidized Hb. Nor
is there agreement on the maximum tolerable metHb
content of a therapeutic Hb, although it is recognized
that metHb levels greater than 10% may significantly
reduce tissue oxygenation.[19]

Historical results obtained with Hb solutions were
also confounded by the fact that many of these pre-
parations were impure. One common impurity was
fragments of the red cell plasma membrane, denoted
as ‘‘stroma.’’ This stromal detritus was subsequently
shown to be responsible, at least in part, for the kidney
toxicity frequently observed after Hb infusion.[20] For
this reason, stroma must be rigorously excluded from
Hb preparations. In addition to removing a source of

Table 1 A summary comparison of the properties of blood, blood substitutes, and volume expanders

Property Blood Blood substitutes Volume expanders

Volume expansion Yes Yes Yes

Oxygen carrying capacity Yes Yes No

Other therapeutic proteins Yes No No

Therapeutic life 1–2 months 1–2 days Hours (varies with
dose and species)

Storage life 1 month 6–24 months 2 years

Changes during storage Yes No No

Type specific Yes No No

Viral inactivation No Yes Yes

Size Large Small Small

Viscosity High Low/moderate Low
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nephrotoxicity, rigorous stroma removal eliminates the
blood type specific antigens, thereby enabling these puri-
fied Hb formulations to be administered to any patient
without the necessity of blood typing or cross-matching.

Endotoxin contamination has been encountered
frequently in Hb solutions. Historically, the production
of Hb solutions low in endotoxin content has proven
challenging, in part because much of the early work
was performed in academic research laboratories
that were not familiar with the techniques used in the
pharmaceutical industry to prevent bacterial contami-
nation of the process stream. In addition, Hb has been
reported to bind endotoxin, making it even more diffi-
cult to completely remove once present.[21] Therefore,
the production of Hb solutions must be carefully
designed to minimize the introduction of endotoxin
into the process stream.

THERAPEUTIC Hbs UNDER DEVELOPMENT

Hb Sources

Hb suitable for modification may be obtained from
any one of a variety of natural and biotechnological
sources. In terms of quantities available, mammalian
red cells are themost useful source at the present time.
Over 90% of the protein in a typical mammalian red
cell is Hb, and the protein is readily isolated by lysis
of the red cell membrane. Red cell-sourced Hbs in
commercial development are isolated from either
human or bovine red cells.

If the Hb is isolated from mammalian red cells, both
freshly collected and stored red cells may be used as
sources. The red cell membrane is the site of the primary
deterioration that occurs in RBCs during storage for
transfusion, whereas the quality of Hb contained within
cells remains unchanged.[22] As a consequence, the qual-
ity of Hb obtained from expired RBC units is high, and
both freshly collected and expired but otherwise trans-
fusable RBC units are suitable as Hb sources.

Genetic engineering has enabled production of Hb
in microorganisms, transgenic animals, and plants.[23]

A mutant, cross-linked human Hb has been expressed
in E. coli at a large scale.[24] An Hb expression system
in yeast has also been described.[25] Human Hb has
been expressed at high levels in both mice and swine.[26]

Clearly, the latter animal is one from which suitably
high quantities of Hb could be obtained for commercial
development.

Classes of Modified Hbs

At present, four classes of modified Hbs are under
development: 1) intramolecularly cross-linked Hb;

2) conjugated Hb; 3) polymerized Hb; and 4) Hbs pro-
duced by a combination of these processes (Fig. 1).

Hb may be intramolecularly cross-linked between
the a- or the b-subunits of the protein by chemical
or genetic engineering methods. For example, if a polya-
nionic cross-linking agent such as bis(3,5-dibromosalicyl)
fumarate (DBBF) or 2-norformyl- pyridoxal 50-phos-
phate is used, Hb is selectively cross-linked in the so-called
DPG-binding site between the beta subunits. If this site is
blocked by an unreactive polyanion, Hb may be selec-
tively cross-linked between the epsilon-amino groups of
the lysine-99 residues on the alpha subunits, as it is in
Diaspirin Cross-Linked Hemoglobin (DCLHb; Bax-
ter). Alternatively, by insertion of the appropriate
DNA constructs, the expressed Hb is intramolecularly
cross-linked between the amino- and carboxyl termini
of the alpha subunits. Intramolecularly cross-linked
Hbs have a molecular weight and structure nearly ident-
ical to the native Hb from which they are derived.

Hemoglobin may be conjugated with a wide variety
of polymers, including monomethyl polyethylene
glycol (MPEG),a dextran, and inulin. Conjugation is
effected specifically only if the polymer is monofunc-
tionally activated, i.e., if there is only a single site for
reaction with Hb. However, multiple polymer chains
may be attached to a single Hb molecule. Attachment
typically occurs to the e-amino groups of lysine
residues located at the surface of the protein, although
other amino acids (histidine, arginine, cysteine, or
tyrosine, for example) may be modified under specific
reaction conditions or through the use of specific

aAlthough MPEG is generally viewed as a monofunctional reagent,

most commercial MPEGs are contaminated with bifunctional poly-

ethylene glycol (PEG). Therefore, both conjugated and polymerized

Hbs are obtained from modification reactions using these reagents.

Cross-linked Hb
Polymerized 

cross-linked Hb

Conjugated 
cross-linked Hb

Conjugated polymerized 
cross-linked Hb

α α

ββ

Fig. 1 Types of modified Hb.
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reagents. Because the reaction is typically one of sur-
face modification, the modified Hbs are sometimes
described as ‘‘decorated’’ Hbs. The conjugated Hbs
obtained by this type of modification typically have a
range of molecular weights defined by the molecular
weight of the conjugating reagent and the number of
molecules of that reagent conjugated to the protein.
In addition, if the conjugating reagent is contaminated
with precursors having more than one reactive site
(as may be true of MPEG, for example), polymerized
Hbs may constitute a part of the final product.

Likewise, Hb may be polymerized by a wide variety
of reagents; the most widely used is glutaraldehyde.
Other polymerization agents include oxidized adeno-
sine, oxidized raffinose, and bifunctional, activated
PEGs. A typical polymerization agent is bifunctional,
offering two sites for reaction. Attachment occurs to
the e-amino groups of lysine residues located at the
surface of the protein. The modified Hbs obtained by
polymerization are polymers with about 2–10 Hbs
linked linearly. Although branched polymers may also
be obtained, the use of short polymerization agents
significantly favors linear polymerization of Hb. In
addition, during the reaction, Hb may be surface-
modified (‘‘decorated’’) by the polymerization agent.
The polymerized Hb products are mixtures of deco-
rated polymers, ranging in molecular weight from the
mass of the native Hb to 10-fold multiples of that
molecular weight. (Higher molecular weight entities
tend to be unstable and precipitate from solution.)

Finally, modified Hbs may be produced by a combi-
nation of these processes. For example, human Hb
may be cross-linked and then conjugated to another
macromolecule, or the Hb may be cross-linked and
then polymerized. (Although the processes may be
reversed, cross-linking first ensures that tetrameric
Hb will be further modified.)

The information in Fig. 1 and Table 2 illustrates
the various approaches used by manufacturers of
therapeutic Hbs now in clinical trials.

Formulation

Modified Hbs are most frequently formulated in elec-
trolyte solutions iso-osmotic with human plasma. The
Hb concentration typically is in the range or about
5–15%. Among the vehicles used in the formulation
of the current generation of Hb therapeutics are
phosphate-buffered saline, Ringer’s acetate, and RL
solution. Formulation in bicarbonate buffer has also
been reported.[27]

The effects of other additives, particularly anti-
oxidants, have been investigated in an effort to extend
the storage stability of the therapeutic Hb.[28] However,
not all reducing agents can reduce Hb, and some may
even act as Hb oxidants. For example, ascorbate and
glutathione, two of the more widely employed pharma-
ceutical anti-oxidants, are effective anti-oxidants only
for deoxyhemoglobin solutions and are oxidants when
Hb is oxygenated. Moreover, some anti-oxidants or
reducing agents are unsuitable for therapeutic use
or may be effective only within a pH range that is
not tolerated well physiologically, or are toxic in the
concentrations required to show effectiveness as an
anti-oxidant.

Encapsulation in liposomes or polylactide nano-
particles has been studied as a means for increasing
the Hb concentration of a formulation while maintain-
ing a low colloid oncotic pressure, prolonging the life-
time in the circulation, and reducing direct Hb
exposure to cells and tissues in the body. To date,
Hb encapsulation has met with limited success. Data
from early studies of liposome-encapsulated Hb
(LEH) focused attention on the shortcomings of these
preparations as follows: immune system suppression,
complement activation, difficulties in controlling endo-
toxin contamination, and the relatively low (1–2 g/dl)
Hb concentration typically captured in liposomes.[29]

More recent work has benefited from the progress
in liposome encapsulation made in other areas.[30]

Although low Hb-encapsulation efficiency remains an

Table 2 Products in commercial development and their potential clinical applications

Company Modified Hb Clinical study focus

Apex Biosciences Inc. (USA) PEG-conjugated human Hb (Hb-PHP) Septic shock

Baxter Healthcare Corp. (USA) Modified rHb No current trialsa

Biopure Corp. (USA) Glutaraldehyde-polymerized bovine Hb
(HBOC-201 or HemopureTM)

Surgery

Enzon Corp. (USA) PEG-conjugated bovine Hb (PEG-Hb) Adjunct to radiation therapy

Hemosol (Canada) Oxidized raffinose-polymerized and

cross-linked human Hb
(o-Raff-Hbor Hemolink)

Orthopedic or cardiac surgery; use

as an adjunct to erythropoietin in
treatment of chronic renal failure

Northfield Laboratories (USA) Pyridoxalated, glutaraldehyde-polymerized
human Hb (PolySFH-P orPolyHeme)

Trauma, surgery

aDevelopment of DCLHb, an intramolecularly cross-linked human Hb, was discontinued in 1998.
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issue, several groups have demonstrated that improved
encapsulation technology,[31] coupled with surface
modification of the liposome with PEG, further
increases the circulation persistence of the LEH, pre-
sumably by decreasing recognition and reticulo-
endothelial system (RES) uptake.[32–36] Moreover, the
ability to co-encapsulate systems for preventing Hb
oxidation or effecting metHb reduction offers the
advantage of prolonging the circulation of a functional
oxyHb.[37] Finally, the recognition that PEG-
modification also allows for greater drug delivery to
tumors may redirect clinical applications of LEH to
this area as well as to resuscitation.[38]

Packaging and Storage

Gradual Hb oxidation to metHb is a stability-limiting
parameter during long-term storage of modified Hb
solutions. In contrast, both native and modified Hbs
are remarkably stable when stored deoxygenated
or completely ligated by carbon monoxide. Moreover,
following exposure to room air, deoxyhemoglobin is
rapidly oxygenated. Consequently, most firms develop-
ing therapeutic Hbs store their preparations deoxy-
genated. Alternatively, an oxygenated Hb solution
may be stored frozen; storage at �80�C ensures long-
term stability. Likewise, the protein may be lyophilized
and reconstituted at the time of use.

Although glass containers are very suitable for Hb
packaging, flexible plastic containers constructed from
materials such as poly(ethylene-vinyl acetate) (EVA)
are most widely used. The plastic packaging material
must be carefully selected. Hemoglobin, like other
proteins, is lipophilic and can facilitate extraction of
low molecular weight lipophilic substances, such as the
plasticizers used in poly(vinyl chloride) containers.

Technical Issues Associated with
Commercial Production

When mammalian red cell Hb is used as the raw
material for production of a modified Hb, the require-
ment for the minimization of plasma proteins and red
cell stroma is a rigorous and general one. Some manu-
facturers meet this requirement by extensive red cell
washing to reduce contamination by residual plasma,
controlled lysis, and careful filtration of the hemoly-
sate, followed by ultrafiltration. Other manufacturers
add a chromatographic purification step to this pro-
cedure. Published data indicate that the phospholipid
content of the so-called ‘‘stroma-free’’ Hb resulting
from either process is very low (<2 mg/ml).[39–41]

A second issue associated with the commercial
production of modified Hb from mammalian red cells

is the exclusion of endotoxin contamination from the
process stream and the product. Once introduced,
endotoxin contamination is difficult to eliminate and
causes a pyrogen response or a more severe, adverse
effect in humans. Several chromatographic methods have
been proposed as means for endotoxin removal (e.g.,
DEAE-Sepharose or commercial affinity resins such as
Detoxi-gelTM or Acticlean EtoxTM), but demonstrations
are lacking as to their effectiveness for endotoxin removal
sufficient to completely eliminate LAL-reactivity in Hbs
produced at commercial scales.[42]

Another microbiological purity issue that has been
associated with human blood is the possibility of
adventitious contamination with viral pathogens.
Likewise, if animal blood is used as the red cell source,
a spectrum of viruses have been identified as potential
contaminants and possibly as zoonotic agents that may
be infectious to humans.[43] Therefore, in addition to
the careful control of the blood used as the Hb source,
the process for Hb solution preparation should employ
robust virus inactivation and removal steps to reduce
the risk of disease transmission.

When genetic engineering is used to produce the
therapeutic Hb, three challenges present potential
limitations to utility. First, the production scale itself
presents a significant challenge. A second challenge is
related to the expression system and its current limita-
tions; and third, bacterial endotoxins or other pyrogens
must be removed.

Genetic engineering enabling expression in microbial
systems has been used successfully to produce proteins
having annual production requirements of a few tons or
less. However, annual production requirements for
a therapeutic Hb will likely reach thousands of tons
following commercialization. Thus, matching the
production capabilities to commercial requirements is
a major challenge.

Enhancing expression efficiency of the desired Hb is
a second challenge to be addressed for therapeutic Hb
production.[44] At present, the typical biotechnological
process incorporates microbiological expression
of each of the requisite globin proteins and insertion
of preformed heme into the protein subunits. (Hemin
isolated from bovine Hb is added to the growth
medium in order to provide adequate amounts of
heme.) In many expression systems, recombinant a-
and b-chains are produced with an extra methionine
at their respective amino termini. Since the native
N-terminal valine residues of the a- and b-chains are
known to play important roles in regulating oxygen
affinity, in interactions with allosteric effectors, and
in the Bohr effect, the extra methionine or another
mutation at these N-terminals can alter both the pro-
tein conformation and the functional properties of
the recombinant Hb (rHb). Moreover, Ho has reported
that as much as 25% of the purified rHb exhibits an
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incorrect conformation of the heme group in the
b-chain.[45] Whether enhanced endogenous heme pro-
duction would eliminate this defect is not known. At
present, however, microbiological heme synthesis may
not be sufficiently efficient to permit its use in
commercial applications.

Finally, if E. coli is used as the production system,
the therapeutic Hb must be purified rigorously. Both
elimination of all non-Hb proteins and elimination
of endotoxins are stringent requirements, because the
latter lipoproteins are recognized pyrogens. Extensive
chromatographic purification is used to accomplish this.

Some key issues are common to the development of
any practical modified Hb solution. For example, the
propensity of this protein to oxidize must be addressed.
In order to remain functional in the delivery of oxygen,
the iron in the prosthetic heme group of Hb must
be maintained in the þ2 oxidation state. Therefore,
processing and long-term storage conditions must
minimize the formation of metHb. This is accomplished
in a number of ways. Low processing temperatures are
used as much as possible. In addition, some processing
steps that expose Hb to particularly adverse conditions
may involve conversion of (oxy)Hb to deoxyhemoglo-
bin or carboxyhemoglobin, completion of the process
step, and subsequent reconversion to (oxy)Hb.

Irrespective of the manner in which the therapeutic
Hb is manufactured, there is a general requirement
for conformance with current Good Manufacturing
Practices.

POTENTIAL THERAPEUTIC BENEFITS

Many historical expectations regarding the potential
safety and efficacy of Hb-based oxygen carriers have
been realized, and these proteins are being increasingly
recognized as therapeutic hemoglobins (tHbs). For
example, tHbs may be administered without blood
typing or cross-matching and apparently do not
activate the complement cascade in the recipient or
elicit an immune response.[46] (However, trials of tHbs
produced from bovine Hb may require testing for
existing antibodies in patients prior to Hb infusion.)

The properties of the current generation of tHb
solutions (Tables 2 and 3) that are expected to contri-
bute directly to clinical potency are the abilities to
transport oxygen, redistribute blood flow, and support
the maintenance of vascular volume. The ability to
transport oxygen is likely to be beneficial as a conse-
quence of three properties of a therapeutic Hb: 1) the
favorable oxygen binding characteristics of the reduced
heme groups; 2) the small size of an acellular Hb com-
pared to that of a red cell; and 3) the low viscosity of
some tHb solutions. Given these properties, a tHb is
likely to perfuse microcapillary beds and areas where
red cell perfusion has been restricted by partial block-
age or severe constriction. Potentially, these properties
will prove beneficial in the following clinical indica-
tions. The three primary and most widely recognized
potential indications are discussed first, followed by
other, more speculative uses of a tHb.

Reduction of Acute Global Oxygen Deficit

Other than blood itself, tHb solutions are the only
colloidal plasma volume expanders that will transport
sufficient oxygen to maintain life. In general, pre-
clinical studies in a spectrum of animal models of
hemorrhagic shock show tHb solutions restore mean
arterial pressure (MAP), promote adequate tissue
oxygenation, more effectively resolve base deficit and
ischemic acidosis, and improve survival in the test
animals receiving the Hb formulation. In contrast, test
groups receiving electrolyte [e.g., Ringer’s lactate (RL)]
or colloid (e.g., hetastarch or albumin) solutions
responded less positively.[47–50] Consequently, the most
widely investigated potential therapeutic applications
of the current tHb formulations comprise studies in
which a tHb solution is infused as a substitute for
transfusion of blood or packed red cells or is used as
a hemodiluent.

Resuscitation from acute hypovolemia
or hemorrhagic shock

Infusion of a tHb in resuscitation from acute hypo-
volemia or hemorrhagic shock, clinical indications

Table 3 Acronyms used in this review

Therapeutic Hb Manufacturer Acronym

Pyridoxalated, PEG-conjugated Hb Apex Hb-PHP

Intramolecularly aa-cross-linked human Hb Baxter DCLHb

Glutaraldehyde-polymerized bovine Hb Biopure HBOC-201

PEG-Modified bovine Hb Enzon PEG-Hb

Oxidized raffinose-cross-linked and polymerized human Hb Hemosol o-Raff-Hb

Pyridoxalated glutaraldehyde-polymerized human Hb Northfield PolySFH-P
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where blood or packed red cells typically are trans-
fused, constitutes one of three general categories of
clinical indications recognized by the FDA.[51] Clinical
trials assessing the efficacy and safety of a polymerized
human Hb, PolySFH-P (PolyHeme; Northfield), in
these indications are in progress. Data concerning their
safety and efficacy in reducing acute global oxygen
deficit are not disclosed until patient enrollment is
completed and rigorous, multi-faceted analyses are
performed. Thus, it is difficult to predict when summa-
ries will be presented that confirm the expectations
based on preclinical findings.

Preliminary reports suggest these tHbs may be of
value in resuscitation following trauma or unantici-
pated hemorrhage, where the Hb solution could be
infused as an immediate response to blood loss. Under
these conditions, the tHb is a bridge to transfusion:
data accumulated during transport, in the emergency
room or recovery room, peri-operatively, or in the
intensive care unit, enable broader assessment of the
physiologic need for a subsequent blood transfusion.

For example, a recent report discusses the assess-
ment of clinical utility of PolySFH-P as a resuscitation
fluid following acute trauma or urgent surgery (i.e.,
aortic aneurysm repair, hepatic resection, portosyste-
mic shunt, and hip replacement).[52] Forty-four trauma
patients with an average Injury Severity Score of
21 � 10 were randomized to receive red cells (control;
n ¼ 23) or up to 6 units (300 g) of PolySFH-P
(n ¼ 21) as their initial blood replacement. Investi-
gators blinded to the treatment made the decision to
transfuse based on clinical signs, symptoms, and
laboratory data, and the clinical circumstances.
(PolySFH-P was given pre-operatively and intra-
operatively to both awake and anesthetized patients
but only during the actual period of hemorrhage.)
Samples were obtained before infusion, at the end of
infusion, at 12 h, and at days 1, 2, and 3. Vital signs
(temperature, blood pressure, and heart rate), liver
function [aspartate aminotransferase (AST), alanine
aminotransferase (ALT), and bilirubin], amylase, and
renal function (creatinine) were measured.

No important safety issues or significant adverse
events related to PolySFH-P were observed, either dur-
ing infusion or in the monitoring period that followed.
It is noteworthy that a PolySFH-P infusion of 4.4 �
2.0 units resulted in a plasma Hb of 3.9 � 1.3 g/dl,
which accounted for approximately 40% of the total
circulating Hb. The plasma Hb concentration
decreased to 2.2 � 1.3 g/dl one-half day following
infusion and to 1.4 � 0.9, 0.6 � 0.6, and 0.3 �
0.3 g/dl on days 1, 2, and 3 postinfusion, respectively.
No significant differences between groups were
observed in temperature, MAP, heart rate (HR), and
creatinine, documenting the absence of vasoactive
properties, renal dysfunction, or fever because of

PolySFH-P. Nor were differences in other measures
of organ function observed, other than an increase
in total bilirubin to concentrations in the range
2.4 � 1.7 g/dl through the third day postinfusion.
The total number of allogeneic red cell transfusions
for the control group was significantly greater
than that of the experimental group on days 1 and 3,
post-infusion. Beyond 3 days post-infusion, all the
PolySFH-P had left the circulation, and investigators
transfused RBCs to address a further need for oxygen.

A subsequent Phase II study evaluated use of up to
10 units (500 g Hb) of PolySFH-P in treatment of acute
blood loss.[52] Early results (17 patients) suggested
safety. Phase III trials in fifteen North American
centers are assessing the therapeutic value of infusion
of PolySFH-P in patients undergoing surgery for
aortic aneurysm repair.

The efficacy of DCLHb, an intramolecularly cross-
linked human Hb (Baxter) was assessed with respect
to reducing or preventing the postoperative use of
blood transfusions.[53] More than 1500 patients under-
going cardiac surgery were screened to enter this study.
Of these, 209 were judged to be in need of transfusion
after surgery, had met the study inclusion/exclusion
criteria, and had signed informed consent. The patients
were randomized to receive up to 3 units (a total of
750 ml) of 10% DCLHb or up to 3 units of packed
RBCs within 24 h of surgery. Following this period,
patients could receive additional transfusion of RBCs
or other treatment as necessary. On the day of surgery,
59% of the patients treated with DCLHb did not
require RBC transfusion. At day 7 after surgery, 19%
of the DCLHb-treated patients had completely
avoided a transfusion of RBCs. The mean number of
units of RBCs transfused through 2 days postsurgery
was significantly lower in DCLHb-treated patients
than in controls (p < 0.05). After this period, there
was no difference between the mean number of RBC
units transfused in both groups. It was noted that
DCLHb was well tolerated in this patient population
and that there were no significant differences in
morbidity or mortality between the groups.

In two other trials, one in the United States and
the other in Europe, DCLHb was tested in trauma
and hemorrhagic shock patients as an adjunct to the
current therapies for enhancing oxygen delivery: fluids,
blood, and operative intervention. In the multicenter,
randomized, controlled, single-blinded efficacy trial
conducted at 18 U.S. trauma centers from Feb 1997
to Jan 1998, patients with presumed or proven
hemorrhage and persistent hypoperfusion were treated
with DCLHb or normal saline (control) solution.[54]

Although there were no restrictions in the use of fluids,
blood, or any other intervention prior to enrollment in
this study, once enrolled, the patient received 500 ml of
the treatment solution no later than 30 min after first

Blood Substitutes: Hemoglobin-Based Oxygen Carriers 359



B
io-V

–B
uffer

meeting the entry criteria in the study hospital and
within 60 min of hospital arrival. Critically ill patients
who continued to meet entry criteria after treatment
received up to an additional 500 ml of treatment solu-
tion during the 1-h infusion period. A key objective of
the trial was a DCLHb-related reduction in the 28-day
mortality in traumatic, hemorrhagic shock patients by
25%, i.e., from 40 to 30%. A reduction in 28-day mor-
bidity or 48-h mortality and a normalization of 24-h
lactate levels from base deficits of more than
15 mEq/l were corollary objectives. Of the 112 patients
enrolled in the U.S. study before it was terminated in
early 1998, 98 (88%) were infused with DCLHb or sal-
ine solution. At 28 days, 24 (46%) of the 52 patients
infused with DCLHb died, and 8 (17%) of the 46
patients infused with the saline solution died
(p ¼ 0.003). At 48 h, 20 (38%) of the 52 patients
infused with DCLHb died and 7 (15%) of the
46 patients infused with the saline solution died
(P ¼ 0.01). The 28-day morbidity rate, as measured
by the multiple organ dysfunction score, was 72%
higher in the DCLHb group (P ¼ 0.03). There was
no difference in adverse event rates or the 24-h lactate
levels. No subgroup analysis or covariate adjustment
altered this mortality imbalance, nor did the 28-day
multiple organ dysfunction score and the 24-h lactate
clearance end points demonstrate a beneficial DCLHb
effect. The study director noted that the absence of
morbidity and perfusion marker improvements were
due, in part, to the higher mortality rate in the DCLHb
group, which limited the ability to measure morbidity
independently using these two clinical markers. More-
over, it was noted that the study group believed it is
not possible to conclude definitively that the mortality
imbalance was due solely to a DCLHb-treatment
effect. The study was terminated by the sponsor on
March 17, 1998, based on the recommendation of the
data monitoring committee. The concurrent second
study in Europe was terminated a few months later.

Perioperative applications of
therapeutic hemoglobins

Techniques for conserving the blood supply include
not only substituting a tHb for blood itself, but also
limiting the number of allogeneic blood transfusions
in surgical patients through the use of autologous
blood donations and intra-operative blood salvage.
Late Phase II and Phase III trials are in progress,
assessing the utility of two polymerized Hbs in these
clinical applications.

No adverse effects were found during completion of
a multicenter, Phase IIa trial in 18 orthopedic (hip
replacement) surgical patients in which up to 500 ml
of o-Raff-Hb (Hemosol), an oxidized raffinose-
polymerized human Hb, were used for pre-operative

hemodilution.[55] A similar assessment is now being
completed in cardiac surgical patients.

Four reports summarize clinical findings regard-
ing similar hemodiluent applications of HBOC-201, a
13 g/dl solution of highly polymerized, purified bovine
Hb (Biopure). The first of these evaluated the effects of
low doses (ca. 0.4 g/kg) of HBOC-201 in 13 patients
undergoing pre-operative hemodilution before elective
abdominal aortic (repair) surgery[56] and the second, 12
surgical patients undergoing liver resection.[57] After
induction of anesthesia, autologous donation of a liter
of blood, and hemodilution with either 1 or 2 L of RL
solution, patients were randomly assigned to receive,
within 30 min, a 3 ml/kg dose of either HBOC-201
or 6% hydroxyethyl starch (HES). Blood chemistry,
co-oximetry, hematology, coagulation profiles, and
immunological examinations were completed prior to
surgery, on the day of surgery, on days 2, 3, 4, and 7
after the operation, on the discharge day; 2, 3, 4 days
postdischarge, and 3 months after operation. During
surgery, monitored variables included invasive arterial
and pulmonary artery pressures and arterial and mixed
venous blood gases. The cardiac index (CI), systemic
and pulmonary vascular resistance indices (SVRI and
PVRI, respectively), oxygen delivery index (DO2I), oxy-
gen consumption index (VO2I), and oxygen extraction
ratio (O2ER) were calculated using standard equations.

In general, the data indicated the low, single-dose
administration of HBOC-201 was well-tolerated.
However, in contrast to the patients receiving
HES, patients who received HBOC-201 showed a pro-
gressive increase in MAP and SVRI and a significant
decrease in CI, starting immediately after the begin-
ning of the infusion; maximal changes were observed
about 30 min after the infusion of the Hb solution
ended. The investigators had anticipated clear signs
of improved tissue oxygenation, as evidenced by an
increase in arterial oxygen content and a maintenance
or increase in DO2I. However, the decreases in CI were
sufficiently large that this calculated increase was not
seen. The authors concluded that a 3 ml/kg dose of
HBOC-201 was insufficient to augment the oxygen-
carrying capacity of the blood.

Based on investigators’ recommendations, the
effects of increasing doses of HBOC-201 were assessed
in two subsequent studies.[58] After the induction of
anesthesia, collection of 1 L of blood, and the infusion
of 1 L of RL solution, 24 patients (12 in each study)
were randomly assigned to receive, within 30 min, a
6.9- or 9.2-ml/kg dose of either HBOC-201 or 6%
HES. (Patients infused with Hb received either 0.9 or
1.2 g Hb/kg, respectively.) Then, patients received
an additional 500 ml of RL solution to maintain intra-
vascular volume. As before, patient data relative to
systemic and pulmonary arterial pressures and arterial
and mixed venous blood gases were used to calculate
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hemodynamic and oxygen transport indices. The auto-
logous blood withdrawn for preoperative hemodilution
was reinfused intra-operatively after aortic unclamping.

In these two studies, as in the preceding ones, the
infusion of HBOC-201 was associated with sizeable
increases in SVRI (121 and 71%, respectively) and
PVRI (70 and 53%, respectively). A concomitant influ-
ence on cerebral hemodynamics was not detected.[59]

Hemodilution with HBOC-201 increased the plasma
Hb concentration to as high as 3 g/dl—Hb concentra-
tions sufficient to maintain the arterial oxygen content
at levels significantly higher than hemodilution with
HES. However, the advantage of a greater oxygen-
carrying capacity was offset by the increases in SVRI
and PVR, and the resulting, sizeable decrease in CI.
Although whole-body oxygen consumption was main-
tained by increased oxygen extraction, in the absence
of evidence of increased tissue oxygenation, the increase
in oxygen consumption was viewed as a compensatory
response to the decreased oxygen delivery, rather than
a marker of enhanced unloading of oxygen. In terms
of hemodynamics and oxygen transport, hemodilution
with HBOC-201, either in low or clinically relevant
doses, provided no apparent benefit over hemodilution
with HES.

If a tHb is used perioperatively, studies must be
completed to address concerns that cell-free Hb could
alter red cell fragility or that shear forces typically
found at the air/fluid interface of a cell-saving device
could alter the structure of the tHb. To this end, 16
blood units were collected from healthy volunteers into
CPD (blood preservation) solution and diluted with
either HBOC-201 (1500 mg/dl; N ¼ 10) or normal
saline (equivalent volume; N ¼ 6).[60] Automated,
interoperative blood salvage was mimicked by suction-
ing the units into the reservoir of an autologous blood
salvage system and processing the resulting solution.
(The unit was operated manually, because the optical
sensor that monitors the interface of red cells and
supernatant in the centrifuge bowl of the unit
responded to the red color of the bovine Hb in the
supernatant and initiated the wash cycle prematurely
and inappropriately.) Samples were analyzed for the
concentration and molecular weight distribution of
plasma hemoglobin and red cell morphology presal-
vage and following processing and washing. Five of
the HBOC-201 units underwent a second 1000 ml wash.
As a result of processing, the plasma Hb concentration
of the HBOC units decreased from 1311 � 265 mg/dl
prior to ‘‘salvage’’ to 27.8 � 19.6 mg/dl afterwards.
(Processing the solution a second time further reduced
the plasma Hb concentration to 6.5 � 2.2 mg/dl.)
Exposure to HBOC-201 did not alter red cell or platelet
morphology, either pre- or postprocessing. Moreover,
processing the HBOC-containing solution did not alter
red cell fragility.

Hemodilution with a tHb as a part of cardiac sur-
gery using cardiopulmonary bypass offers additional
opportunity for conserving autologous blood. With
the onset of bypass, a portion of the autologous blood
volume could be collected via the venous cannulae and
stored in a ‘‘set aside’’ reservoir. Simultaneously, a tHb
solution could be included in the pump ‘‘prime’’ to
replace the volume and oxygen-carrying capacity of
the ‘‘set aside’’ erythrocyte mass. As a result, blood
loss during the operation would include a lower per-
centage of the original erythrocyte mass, leading to
net conservation of the autologous erythrocyte mass.
After completion of cardiopulmonary bypass, the stored
autologous whole blood could be returned to the patient
with its associated clotting function, thus contributing to
decreasing homologous blood requirements. Addition-
ally, setting aside a significant part of the autologous
blood volume just before bypass may preserve platelet
function.

Neya, Lee, and Vlahakes studied the properties and
stability of HBOC-201 in the bypass environment.[61]

One test preparation consisted of HBOC-201 solution
diluted 1 : 1 with normal saline, and the second com-
prised 500 ml of blood added to 500 ml normal saline
and 1 L of the HBOC-201 solution. Two liters of each
test solution, warmed to 37�C, were evaluated in two
types of cardiopulmonary bypass circuit models—a
bubble oxygenator with an integral reservoir (BO;
n ¼ 5 preparations) and a membrane oxygenator/
venous cardiotomy reservoir (MO; n ¼ 5 prepara-
tions). A 50-ml sample of each diluted HBOC, oxyge-
nated for 3 min in the bypass circuit and then stored
at 37�C for 5 h, served as a control. Extracorporeal cir-
culation in a continuous loop circuit was maintained at
2 L/min throughout the 5-h experiment. Samples were
obtained after 30 min of bypass and hourly, thereafter,
for determination of THb, metHb, the size-exclusion
chromatographic and oxygen-binding profiles of the
plasma Hb, and infusate pH. (Bicarbonate was
added, as needed, to maintain physiological pH.) The
Hb concentration did not change throughout the
experiment. However, the MetHb content increased
in all groups not containing RBCs and in the control
from an initial value of about 3% to values of 22–
28% at the end of the 5-h experiment. After 2–3 h cir-
culation, the time required for most bypass surgeries,
the metHb content was 15–20% in these HBOC-201
solutions. As McGown et al. found,[62] RBCs signifi-
cantly attenuated the rate and extent of Hb oxidation;
in the presence of red cells, the plasma metHb content
was about 8–10% after 2–3 h circulation and about 12%
at the end of the experiment. As expected, increases
inmetHb content decreased the P50 value of the tHb.[63]

In summary, the use of tHb solutions to counter
acute hypovolemia and concurrent global ischemia
attendant to trauma or surgery has met with widely
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divergent results. The reports available at the time of
this writing suggest that when limited volumes of either
DCLHb or PolySFH-P are infused in surgical patients,
the infusion is tolerated well. Moreover, tHb infusion
may reduce the requirement for blood transfusion. In
contrast, when larger volumes of these tHbs are admi-
nistered, only PolySFH-P continues to show potential
utility in this indication. Development of DCLHb was
terminated after unusually high mortality was
observed in some trials.

Likewise, clinical assessment of the use of tHb solu-
tions as a hemodiluent continues. If therapeutic benefit
is confirmed in larger numbers of patients and efficacy
is shown, it is reasonable to anticipate regulatory
approval and clinical acceptance.

Normalization of Hemodynamics and
Tissue Oxygenation in Septicemia

Sepsis and its complications—hypotension, shock, and
multiple organ system failure—represent a significant
cause of mortality among hospitalized patients.[64]

Moreover, recent studies in a rodent septacemia model
suggest that transfusion of stored red cells fails to
effect acute improvement in tissue oxygenation in
septic animals.[65] The effects of tHb solutions have
been assessed in a variety of animal models of septice-
mia [66–68] and in patients. The studies described below
used specific tHbs. However, if the restoration of both
adequate hemodynamics and tissue oxygenation is
key to clinical utility in this indication, it is likely that
similar results will be observed following the infusion
of other tHbs that have these properties.

Clinical studies of the safety and efficacy of
Hb-PHP (Apex) as a septicemia therapy are continu-
ing. In a Phase I/II open label, ascending-dose study,
patients with volume-refractory, vasopressor-dependent
shock secondary to sepsis or presumed sepsis received a
bolus infusion of Hb-PHP (25, 50, or 100 mg Hb/kg
body weight) over 30 min and were observed for cardio-
vascular changes and adverse effects.[69] Hb infusion was
well tolerated and permitted a decrease in vasopressor
utilization while maintaining an increasing MAP. No
adverse effects on pulmonary, cardiac, renal, or hepatic
functions have been noted at this dose level; Hb-PHP
infusion increased SVR and decreased HR. These results
supported further study of Hb-PHP in this indication.

In a subsequent Phase I/II study that allowed
for dose escalation and extended duration of dosing,
patients with shock secondary to sepsis or presumed
sepsis received a dose of Hb-PHP of 160, 320, 640, or
2560 mg Hb/kg body weight.[69] Dosing was initiated at
a rate of 10 mg Hb/kg/h and increased in increments of
10 mg/kg/h at 15 min intervals to a maximum rate of
20, 40, or 80 mg Hb/kg/h for the lowest, middle, or two

highest doses, respectively. At the highest dose, dosing
was stopped if shock resolved (i.e., MAP > 70 mm
Hg without vasopressor). The dose rate was determined
by titration to hemodynamic effect (i.e., the standard of
care guideline of >70 mm Hg). Again, Hb-PHP infusion
was well tolerated. The increased MAP and SVR
observed following Hb infusion permitted a decrease in
vasopressor utilization. The results supported a proposal
that Hb-PHP be indicated for the treatment of shock
associated with systemic inflammatory response syn-
drome (SIRS) in fluid-refractory, pressor-dependent
patients. A Phase III pivotal trial is planned.

Likewise, the hemodynamic effects of DCLHb (an
intramolecularly cross-linked human Hb; Baxter) in
14 critically ill patients were evaluated in a prospective,
observational study.[70] All of the subjects required
vasopressor therapy to maintain adequate MAP and
had secondary organ dysfunction prior to DCLHb
treatment. Following a decision by the investigator to
infuse, boluses (100 ml) of DCLHb were given up to
a maximum of 500 ml. Each infusion was separated by
60–90 min. Hemodynamic parameters, norepinephrine
and inotropic requirements, arterial and mixed venous
blood gases, and urine output were monitored, and
biochemical and hematological analyses were made
before DCLHb administration and at multiple times
up to 72 h postadministration. The main end-point
employed to assess the efficacy of DCLHb as a vaso-
pressor was maintenance of the MAP at approximately
pre-infusion values concomitant with a reduction in
norepinephrine requirements. This objective was met,
and reductions in norepinephrine requirements were
maintained at 24, 48, and 72 h (p < 0.01 at all time
points). Thus, even in these critically ill patients, whose
prognosis of survival was very poor, DCLHb seemed
to have a beneficial effect.

Use as an Adjunct to Cancer Treatment

Local effects of a tHb comprise the second of three
general categories for indications recognized by the
FDA.[51] For example, the concomitant use of a tHb
and a cancer therapy, such as ionizing radiation or che-
motherapeutic agents, potentially has two benefits for
the patient. First, cancer patients are usually anemic,
and evidence has been presented that anemia is an
important prognostic factor. Increasing Hb levels into
the normal range can improve prognosis and treatment
outcome.[71,72] Second, the small size (relative to a red
cell) and excellent oxygen delivery capabilities of a tHb
have the potential to improve tumor oxygenation, a
factor which has been associated with increased tumor
cell killing and delays in tumor growth following radiation
or chemotherapy. Moreover, the Hb may be a source of
heme to promote hematopoiesis (see the following).
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Although clinical study data have not yet been
reported, preclinical studies in rodent models suggest
that the administration of tHbs may demonstrate
many of these benefits. For example, the effects of
PEG-Hb on tumor oxygenation and response to
chemotherapy were monitored in a study in which
two rodent models of solid tumor cancer were used.[73]

When a 6 ml/kg (360 mg/kg) dose of 6 g/dl PEG-Hb
solution was administered to rats bearing the 13762
mammary carcinoma immediately prior to measure-
ments of tissue oxygenation, the level of hypoxia in
the tumor was significantly decreased, particularly
when the animals were exposed to an oxygen-enriched
atmosphere. Similar observations were made when the
measurements were made 24 h after the administration
of cyclophosphamide, melphalan, taxol, or cisplatin—
chemotherapeutic agents that render the tumors
severely hypoxic. Likewise, the co-administration of a
6 ml/kg dose of PEG-Hb to mice bearing the EMT-6
murine mammary carcinoma immediately prior to
the administration of cyclophosphamide, adriamycin,
5-fluorouracil, 1,3-bis(2–chloroethyl)-1-nitrosourea
(BCNU), or taxol on each of 3–5 days of treatment
(depending on the chemotherapeutic agent) increased
the effectiveness of tumor cell killing, delayed tumor
cell growth, and increased the response of the meta-
static disease without changing the toxicity to the bone
marrow, as monitored by changes in the colony stimu-
lating activity (CFU-GM). Taken together, the authors
concluded that further investigation of PEG-Hb as an
oxygen delivery agent in oncology is warranted.

In a parallel study, it was found that the administra-
tion of an Hb solution decreases hypoxia and increases
radiation response in a rat mammary carcinoma
model.[72,74]

In addition to these three applications, more
exploratory studies are assessing the use of tHbs for
clinical indications where blood typically is not used.
Several of these applications are described below.

Support for Hematopoiesis/Erythropoiesis

Hematopoiesis is the process of blood cell produc-
tion that takes place in the bone marrow. Through a
complex series of regulatory events, stem cells are
differentiated into various types of cells, including
red blood cells. Stem cell differentiation is responsive
to exogenous stimuli and can be upregulated to resup-
ply a deficient cell population. However, only a limited
number of therapeutics (iron, hemin, or erythropoietin,
for example) can stimulate Hb-replete red blood cell
formation. Recognition of the poor bioavailability of
many iron compounds or hemin compositions and the
improved safety profile of a tHb relative to unmodified
Hb has renewed the interest in Hb administration as

a stimulant for red cell production first shown in
the 1920s. The two studies described below reference
the use of specific Hbs. However, it is likely that many
other tHbs will provide support for hematopoiesis.

A recent report summarized the effect of adminis-
tration of a recombinant Hb, hrHb 1.1, on in vivo
hematopoietic recovery in rodent models from azi-
dothymidine (AZT) toxicity.[75] The results suggest that
this Hb can alleviate AZT toxicity in normal and
immunodeficient mice and that it may be clinically
useful in preventing severe bone marrow depression
brought about by various drugs or agents, such as
AZT. Similarly, Lutton et al. have reported the hemato-
poietic effects of 50 ml infusions of 6% b-b cross-linked
human and bovine Hb (DECA-Hb and XLBV-Hb,
respectively) and non-cross-linked (HbA) into rabbits
following a 50 ml ear-bleed.[76] All rabbits receiving
DECA-Hb or XLBV-Hb tolerated the Hbs well,
whereas 50% of the animals transfused with similar
doses of non-cross-linked HbA died. Analysis of per-
ipheral blood and bone marrow BFU-E and CFU-
GM production 2 days following Hb-infusion revealed
no significant variation in the generation of BFU-E
and CFU-GM numbers for each cross-linked Hb
group, but significant reductions were observed in the
HbA group.

Approval has been obtained for Phase II trials in
chronic renal failure patients to use o-Raff-Hb (Hemo-
sol) as an adjunct to erythropoietin.[77] To date, no
preliminary reports are available.

Maintenance of Tissue Oxygenation
Resulting from Focal Ischemia

Oxygen deprivation follows when blood flow is com-
promised by a local, temporary circulatory blockade
that may occur naturally as a result of stenosis, stroke,
or a myocardial infarction (heart attack) or may
accompany therapeutic interventions, such as percu-
taneous transluminal coronary angioplasty (PTCA).
Packed RBCs are not useful for restoration of oxygen
delivery in these situations, because they are too large
to traverse the constricted vessels or too viscous and
fragile to be pumped through a perfusion balloon
catheter. A number of preclinical studies in this area
are summarized below.

Cerebral ischemia

In patients at risk for focal cerebral ischemia, hemodilu-
tion has been proposed as a prophylactic and resuscita-
tive therapy to ameliorate brain injury. The rationale
for hemodilution therapy is based on two facts: 1) blood
viscosity decreases when blood is diluted with many
crystalloid and colloid solutions and 2) an inverse
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correlation exists between blood viscosity and cerebral
blood flow (CBF). However, the beneficial effect on vis-
cosity by hemodilution with non-oxygen-carrying fluids
is countered by a loss in oxygen-transport capacity. A
tHb, by decreasing viscosity while maintaining oxygen
delivery capacity, theoretically may improve oxygen
delivery to ischemic areas of the brain, compared to
the oxygen delivery achieved with typical clinically
utilized intravenous solutions. This hypothesis has been
tested in several animal models of cerebral ischemia and
ischemic neuronal damage.[78,79]

Cole et al. have performed several investigations
using an instrumented, spontaneously hypertensive
rat model to evaluate the therapeutic effect of DCLHb
on focal cerebral ischemia.[80–83] In these studies,
middle cerebral artery occlusion (MCAO) followed by
10–90 min of ischemia resulted in consistent ischemia
in both cortical and subcortical tissue. In both
MCAO models, Cole observed that hemodilution with
DCLHb augmented CBF and decreased infarct vol-
ume in a dose-dependent manner. Moreover, infarct-
size reduction was greater and brain edema was less
when the blood pressure was allowed to increase.
Because the data suggested that in the ischemic brain
a reduction in viscosity is the predominant mechanism
for a hemodilution-induced increase in CBF, the
effects of dilution with DCLHb were compared to
those of like doses of oncotically matched albumin.
The data demonstrated that in these models of cerebral
ischemia, DCLHb decreased ischemic brain injury
more proficiently than did albumin. Moreover, since
the volumes of hemodiluent that may be used are lim-
ited, the observation that 20 g/dl DCLHb performed
better than 10 g/dl DCLHb suggested that a hyperon-
cotic oxygen-carrying hemodiluent, such as 20 g/dl
DCLHb, may be preferable to a relatively normo-
oncotic fluid.

There is some evidence, however, that the potential
utility of a tHb as a hemodiluent and tissue-oxygenating
solution may be dependent on the structure and proper-
ties of that tHb. For example, the results of a study of
the effects of partial blood replacement with pyridoxa-
lated Hb polyoxyethylene conjugate (PHP) solution
(Ajinomoto) in a gerbil model of transient cerebral
ischemia suggested that PHP solution holds less promise
as a clinical treatment for this type of focal ischemia than
does DCLHb.[84]

Therapeutic Hbs such as DCLHb potentially are
unique hemodiluents in that in addition to reducing
viscosity, cerebral ischemic injury may also be reduced
by the maintenance of oxygen delivery by the tHb and
by the inactivation of nitric oxide (NO).[85] This
hypothesis was supported by the results of a study of
cerebral ischemic injury in rats in which the effects of
DCLHb infusion were compared to those of DCLHb
infusion with L-NAME (an NO synthase inhibitor) or

L-arginine (an NO synthase substrate).[86] It was found
that the beneficial effects of DCLHb in reducing infarct
size were not compromised by the co-administration
of a NOS inhibitor. In contrast, co-administration of
an NOS substrate significantly offset the benefits of
hemodilution with DCLHb.

In patients surviving the initial hemorrhagic insult
of a ruptured cerebral aneurysm, delayed cerebral
ischemia with infarction, due to vasospasm of cerebral
arteries, is a major cause of death and disability.[87]

OxyHb, among other erythrocyte breakdown products,
is thought to be a major factor in the pathogenesis of
cerebral vasospasm after subarachnoid hemorrhage.[88]

Therefore, administration of a tHb might have a detri-
mental effect on cerebral perfusion after subarachnoid
hemorrhage. Cole evaluated the effect of subarachnoid
administration of DCLHb, blood, or an artificial cere-
brospinal fluid on cerebral blood flow in a spontaneously
hypertensive rat model.[89] Although subarachnoid
Hb statistically increased the area of hypoperfusion
compared with artificial cerebrospinal fluid, the area
of hypoperfusion was only about 20% of that observed
after a similar volume of blood was given in the subarach-
noid space. Significantly, despite the observation that
DCLHb slightly increased the area of hypoperfusion,
infarct size was lower in the presence of this tHb.

Taken together, all of these preclinical studies sup-
ported completion of a randomized, prospective trial
of DCLHb administration to stroke patients.[90]

In this Phase II study, increasing doses of DCLHb
(25, 50, and 100 mg/kg, n ¼ 8, 8, and 11, respectively)
or placebo (normal saline; n ¼ 26) were infused intra-
venously every 6 h for 72 h to patients with an acute
ischemic stroke, consistent with localization in the
anterior cerebral circulation. Patients were selected
who had suffered the present stroke symptoms for
less than 18 h, in whom a brain-computed tomography
scan was normal or compatible with a recent infarc-
tion, and who were likely to survive for at least
3 months. Blood pressure (MAP) and HR were mea-
sured every 15 min, and plasma concentrations of
endothelin-1 (ET-1), catecholamines, renin, vasopres-
sin, and atrial natriuretic peptide were measured before
and 24 h and 77 h after the start of infusions. In
addition, blood was sampled for routine laboratory
evaluations of liver enzymes, blood urea nitrogen,
serum creatinine, creatine phosphokinase, and a com-
plete blood count. In the placebo group, MAP was
112 (109–115) mm Hg at baseline and decreased spon-
taneously with time, a common observation in stroke
patients. This decrease in MAP was attenuated in
patients treated with DCLHb, reaching statistical
significance in the highest dose group. (Nonetheless,
there was no need for antihypertensive treatment in
comparison with the control group, nor were there
any signs or symptoms of hypertensive encephalopathy
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or hemorrhage into the infarct.) In contrast to the
marked fall in MAP, HR did not change in the placebo
group during the 66 h after start of infusions, but it had
decreased at both time points after infusion of the
highest dose of DCLHb. The plasma ET-1 concen-
tration decreased slightly in the placebo group, from a
value near the high extreme of the normal range
toward the midpoint of that range after 24 h and
66 h, but increased dose-dependently in response to
DCLHb infusion. With the highest dose of DCLHb,
the plasma ET-1 concentration rose from the high nor-
mal range at baseline to 4- or 5-fold higher values after
24 h and 66 h (P < 0.001 at both intervals). The
increases in the plasma ET-1 concentration and in
MAP were correlated (r ¼ 0.30, P ¼ 0.02). Other
vasoactive hormones were not affected by the DCLHb
infusion, and their concentrations did not correlate
with the observed increases in plasma ET-1 concen-
tration.[91] Side effects considered directly related to
DCLHb included a transient yellow discoloration of
the skin and sclerae (0/8, 1/8, and 11/11) and hemo-
globinuria (2/8, 6/8, and 11/11). The hemoglobinuria
was caused by excretion of DCLHb in the urine and
was not associated with any impairment of renal func-
tion as assessed by serum creatinine. In a 3-month
monitoring period that followed, 3/26 control patients
died, all of whom were in the high-saline group and
7/27 DCLHb patients died (3/8, 1/8, and 3/11)
(P ¼ 0.16). Treatment with DCLHb did not have
a favorable effect on the neurological outcome as
assessed by the Rankin disability score. In contrast
to the favorable effects associated with expression of
Hbs pressor activity in the preclinical studies, the
absence of a fall in blood pressure in the DCLHb group,
while well tolerated, did not have a beneficial effect on
survival or degree of disability. It was concluded that
administration of DCLHb in this patient population
resulted in significantly worse neurological outcomes
and more deaths than conventional treatment.

Cardiac ischemia

PTCA is an established therapeutic procedure for the
treatment of obstructive coronary artery disease.
Balloon inflation during PTCA produces a transient
interruption of coronary blood flow to the vascular
bed distal to the inflation, giving rise to temporary
regional myocardial ischemia and increased risk of
ventricular arrhythmias. Perfusion of the distal bed
with an oxygen-carrying solution during PTCA has
been shown to have beneficial effects.[92] However,
the use of a perfluorocarbon emulsion approved in
the United States for this indication, FluosolTM DA
20%, was relatively inconvenient and has had question-
able results.[93] (This product is no longer marketed.)
Since a tHb transports oxygen in a similar way

to whole blood and can be perfused through an
angioplasty catheter during balloon occlusion, it was
hypothesized that use of a tHb may increase myocardial
oxygenation and reduce myocardial ischemia during
PTCA. This hypothesis has been tested in a swine
model, and it was found thatperfusion with DCLHb
during PTCA allowed the extension of balloon
occlusion times to 4 min or longer without a significant
decrease in cardiac function.[94] Although these
preliminary findings are encouraging, no additional
preclinical or clinical trials of a tHb have been reported
for this indication.

Improvement of Oxygen Delivery
in Sickle Cell Anemia Patients

Sickle cell anemia is a genetic disorder characterized
by chronic hemolysis and intermittent vaso-occlusive
crises. An element of the pathophysiology of these
vaso-occlusive episodes is tissue ischemia and/or
infarction subsequent to an impairment in oxygen
delivery. Recently, a Phase I/II clinical study was com-
pleted in which a single dose of 0.2, 0.4, or 0.6 g/kg of
HBOC-201 was administered to adult patients with
sickle cell disease.[95] Normal saline solution was used
as the control. The subjects were not in crisis at the
time of the study. The parameters used to assess the
safety of the hemoglobin included vital signs, clinical
laboratory tests (complete blood counts, urinalysis,
coagulation profile, serum electrolytes, and tests of
renal and liver function), transcutaneous oximetry,
and an adverse experience profile. In addition, each
subject underwent an assessment of selected aspects
of muscular function consisting of a hand-grip strength
test and an aerobic capacity evaluation. The latter tests
were performed at baseline (16 h prior to the adminis-
tration of study treatment) and 4 h and 48 h after the
initiation of HBOC-201 infusion.

The HBOC-201 infusions were well tolerated by
the subjects, and no evidence of toxicity was noted.
There was no appreciable change in the circulating
hemoglobin level, the blood pressure, or any of the
other hematological or clinical laboratory parameters.
Hemoglobin was not detected in the urine, nor were
signs of liver or kidney toxicity observed. The hand-
grip testing showed no significant differences between
the study treatment groups at any of the testing
sessions. Although the exercise intensity for all of the
patient groups during each of the aerobic exercise tests
was not different, HR responses of the HBOC-201
patients differed significantly from those of the placebo
patients at the various exercise levels. At þ4 h, the HR
of the subjects who had received HBOC-201 were sig-
nificantly lower than the HR that these same subjects
had exhibited during their baseline exercise period.
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At þ48 h and in the saline group, these differences were
not observed. Likewise, at þ4 h there was a smaller
rise in the lactate level of the HBOC-201 subjects as
compared to the baseline period; this difference was
not statistically significant, nor was it observed at
þ48 h or in the placebo group.

Thus, this study in sickle cell disease patients
appeared to support the findings of a parallel study in
normal human volunteers, where it was concluded that
HBOC-201 apparently supported submaximal exercise
capacity in a manner quite similar to autologous blood,
but at lower pulse rate, CI, and lactate concen-
tration.[96] The results of both studies suggest that the
provision of acellular Hb may be an efficient way to
deliver oxygen to the tissues.

Resuscitation Following
Pressure Contusions

The administration of small volumes of a therapeutic
hemoglobin solution has also been proposed for the
treatment of two types of lethal, pressure-related
injuries. The first type of injury is a contusion or
barotrauma-like injury to the lungs and gastrointes-
tinal tract resulting from blast overpressure (the abrupt,
rapid rise in atmospheric pressure resulting from
explosive detonation) or non-penetrating trauma.[97]

The second type of injury is severe head injury and
associated hypotension. For example, pulmonary con-
tusion occurs in almost 20% of non-penetrating trauma
admissions with multiple injuries (Injury Severy Score
of >15); (Yale Trauma Registry), and is associated with
a marked increase in the frequency of pneumonia, res-
piratory failure, adult respiratory distress syndrome,
and death. In survivors, the probability of chronic,
disabling respiratory problems is increased. Likewise,
head injury is the leading cause of traumatic death in
the United States; when associated with hypotension,
the incidence of adverse outcome (severe disablement,
vegetative quality of life, or death) is increased signifi-
cantly. Injuries of these types are complicated by
secondary damage, often at sites remote from the area
of primary injury. Aggressive resuscitation to restore
tissue oxygenation can prevent secondary insults and
improve outcome. However, since these injuries are
accompanied by edema, aggressive fluid resuscitation
with large volumes of electrolyte solutions may be
contraindicated. In contrast, low volume resuscitation
with a hyperoncotic, oxygen-carrying hemoglobin solu-
tion has the potential to restore tissue perfusion and
oxygenation and minimize water accumulation at the
site of injury and the surrounding tissues.

Cohn et al. used a swine model to determine the
impact of a vasoactive red cell substitute on respiratory
derangements after traumatic lung injury.[98] Young

Yorkshire pigs (n ¼ 6/group) were anesthetized and
mechanically ventilated. Each animal then received
pneumatic blasts to the right thoracic cage at baseline
and was hemorrhaged a total of 30 ml/kg over 20 min
prior to resuscitation with 0.9% saline (90 ml/kg) or
diaspirin cross-linked hemoglobin (DCLHb; 15 ml/kg)
from t ¼ 20 to 40 min. The infusion of maintenance
fluids (in the saline group and 4 ml/kg/ in the DCLHb
group) was continued until the end of the 4-h obser-
vation period following the initial injury. Serial
pulmonary and systemic hemodynamic measurements
were used to monitor pulmonary and hemodynamic
status, and total thoracic compliance assessment, spiral
three-dimensional computed tomography scans, and
lung weights (n ¼ 3/group) were used to assess lesion
size and lung water. MAP was restored in both groups
but was significantly higher in the animals receiving
the hemoglobin solution. Oxygenation worsened some-
what in both groups. Compliance worsened in both
groups but was significantly worse at the end of the
experiment in animals receiving DCLHb. The authors
also found that resuscitation with DCLHb led to
greater contusion lesion size. Thus, this therapeutic
hemoglobin does not appear to have benefit in this
model of barotrauma-like injury.

On the other hand, Shackford investigated small-
volume resuscitation (4 ml/kg) using RL, hypertonic
saline-dextran (HSD) and DCLHb in a porcine model
of cryogenic brain injury and shock and found that
both the HSD and the DCLHb had benefit in this
model.[99] In these experiments, swine were subjected
to a cryogenic injury and a Wiggers-type hemorrhage
and then resuscitated with a small-volume bolus of
an asanguinous solution. The first regimen consisted
of a bolus of RL followed by a constant infusion to
return the MAP to baseline (RL/RL). The second regi-
men consisted of an initial bolus of 7.5% hypertonic
saline in 6% dextran solution followed by a continuous
infusion of RL to restore the MAP to baseline (HSD/
RL). The third regimen consisted of a bolus of HSD
followed by a constant infusion of hypertonic sodium
lactate to restore the MAP to baseline (HSD/HSL).
Shed blood was returned 1 h after the initiation of
resuscitation in all three regimens. In a second experi-
ment a test group received a bolus of DCLHb; no shed
blood was returned. In summary, small-volume
resuscitation with either hypertonic solutions or with
hemoglobin solutions had favorable effects on the cer-
ebral perfusion pressure with decreasing intracranial
compliance.

The clinical management of brain injury includes
the use of osmotic and other diuretics to attempt to
control tissue edema and agents which modify the
rheology of blood in order to better perfuse the brain
and counter ischemia. Two recent reports summarize
the effects of hemodilution with DCLHb or oncotically
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matched plasma protein solution following traumatic
brain injury in rodents. Piper monitored intraventricu-
lar intracranial pressure (ICP) and CBF in the region
of the sensorimotor cortex 4 h after a severe weight-
drop injury to the brain and found that DCLHb
significantly reduced ICP from mean 13 � 2 to
3 � 1 mm Hg (P < 0.001) and increased CBF from
21 � 2 to 29 � 2 ml/100 g/min (P ¼ 0.032). It was
concluded that DCLHb improved coronary perfusion
pressure without a reduction in CBF in this rodent
model of posttraumatic brain swelling.[100] Likewise,
Muldoon examined coronal samples of the hippo-
campus for the presence of necrotic neurons following
traumatic brain injury to anesthetized rats treated
by hemodilution with DCLHb or oncotically matched
human serum albumin.[101] Whereas treatment with
albumin showed a trend toward a reduction in the
number of necrotic neurons in the hippocampus, treat-
ment with DCLHb significantly reduced neuronal
necrosis at this site, suggesting that hemodilution with
the tHb decreases hippocampal neuronal ischemia
when administered following traumatic brain injury.

These preclinical results suggest further investiga-
tion into the use of therapeutic hemoglobins after
severe head trauma may be warranted.

SAFETY

With the infusion of an acellular tHb, the Hb concen-
tration in the plasma rises from 1 to 3 mg/dl (normal
values) to concentrations as high as several grams per
deciliter. Concentrations such as these are sufficiently
high (�15 mg/kg) to overwhelm the ability of hapto-
globin, the physiological hemoglobin scavenger, to
bind and remove it from the circulation.[14] In addition,
some tHbs do not bind to haptoglobin, negating its
value for Hb removal.

The protein is administered and circulates for vary-
ing lengths of time as oxyHb. However, with time, the
ferrous iron contained in each heme ligand undergoes
either auto- or chemically induced oxidation, yielding
metHb.[102,103] The rate at which Hb oxidation occurs
depends on many factors, including the structure of
the Hb, the concentrations of natural or exogenous
oxidizing agents and perhaps, the pathophysiological
state of the patient.[104] Oxidation of acellular Hb to
metHb is a continuous process, in contrast to the
condition within the red cell, where the metHb concen-
tration is normally maintained at 2–3% of the total Hb
by the methemoglobin reductase system.[14] Therefore,
the metHb content of an acellular Hb can rise to
very high percentages of the total circulating Hb; the
maximum plasma metHb concentration, however, is
typically several hundred mg/dl.

Within the red cell, enzymatic systems reduce the
metHb to Hb.[14] In the plasma, however, the concen-
trations of metHb-reducing agents are very low.
The only effective in vivo reducing agent system for
acellular metHb apparently is exported from the red
cell; the ability of this unidentified agent to reduce
metHb in vitro has been demonstrated in several
laboratories[61,62] but is difficult to quantify in vivo.

Finally, the possible presence of high concentrations
of metHb in the plasma raises concerns about inappro-
priate release of hemin and iron. Whereas normal
plasma concentrations of hemin are negligible, heme-
protein interactions are weakened in metHb, as a result
of which hemin may be transferred to lipophilic
surfaces, such as RBC or endothelial cell membranes.
Hemin-association at these sites has been reported to
promote cell lysis, either as a direct effect or through
synergistic effects with hydrogen peroxide.[105] Simi-
larly, scientists and clinicians have long recognized
the ability of iron, both ‘‘free’’ and sequestered within
enzymes, to catalyze oxidation reactions in vitro and
in vivo. Thus, the safety of administration of large
quantities of a redox-active Hb continues to be actively
debated.[106–109]

Given these possibilities (summarized in Fig. 2), if a
redox-active, acellular Hb was to exacerbate injury, it
is reasonable to anticipate that cell and tissue exposure
in vivo to large quantities of Hb would have both
directly and indirectly observed consequences. For
example, if generation of reactive oxygen species (e.g.,
superoxide radical anion, hydrogen peroxide, or peroxy-
nitrite) were a consequence of Hb exposure, increased
leukocyte adhesion, peripheral blood mononuclear cell
activation, and changes in cell-wall integrity would typi-
cally be observed. Likewise, indirect effects of Hb-related
injury would also be expected, such as increased sensi-
tivity of protein-overloaded cells to ischemic damage
(in the renal tubular epithelium, for example, where
uptake of acellular Hb is known to occur) or cell-surface
obstruction caused by Hb binding or deposition (e.g.,
cast formation in the renal tubules, a frequent obser-
vation following infusion of native, unmodified Hbs).

OxyHb

Hyperoxygenation

Reaction with NO, generating
ONOO

Generates superoxide radical
anion

Loss of heme
Loss of iron

Long-lived Hb radicals having
oxidative activity

MetHb

Ferryl Hb

Auto- or chemically
induced oxidation

Oxidation by H2O2

Fig. 2 Potential mechanisms for Hb-mediated injury.
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Numerous concerns about the safety of hemoglobin
preparations have been presented in the literature.
Some of the historical safety concerns have been
addressed and are no longer issues with respect to the
hemoglobin formulations now in advanced clinical
trials. For example, effects such as neutrophil and
macrophage activation, the formation of micro-
thrombi, and platelet aggregation appear to have been
eliminated from these Hb formulations. However, new
safety concerns, centering on effects that have been
observed clinically, have been raised. Three principal
concerns will be discussed here: 1) Hb’s pressor
activity; 2) the potential for acellular Hb to exacerbate
injury; and 3) the potential for Hb to potentiate or
exacerbate infection.

Hb’s Pressor Activity

Following the infusion into mammals of most, if not
all, tHb solutions, increases in mean arterial and pul-
monary artery pressures and systemic and pulmonary
vascular resistances are observed. The observations
vary with the species and the preclinical or clinical
model being studied. For the most part, the increases
in MAP are rapid but apparently self-limiting (i.e.,
there is no continuous, dose-related escalation). Their
duration apparently depends on the structure or
some other property of the Hb infusate and the dose
administered.

A growing body of evidence indicates that the
interplay of multiple mechanisms contributes to Hb’s
pressor activity. Some of these mechanisms, namely,
the blood pressure increases related to Hb’s oncotic
properties and viscosity, appear to be of lesser impor-
tance. For example, significant pressor activity is not
observed following infusion of oncotically matched
albumin solutions or molecular weight-paired dextran
or hydroxyethylstarch solutions. Likewise, the vaso-
constriction elicited by the Hb solutions appeared to
override the vasodilation associated with decreases in
viscosity due to hemodilution.[110]

Both NO and endothelin-1 (ET-1), acting in concert
with each other and in synergy with other vasoactive
substances, are believed to mediate a broad spectrum
of physiological actions, including homeostatic regu-
lation of blood pressure, vascular tone, and blood flow
to various tissues, as well as enzyme and fluid secretion
in organs such as the kidney and pancreas.[111–113]

Since the Hb-related effects on blood pressure and
hemodynamics appear to involve both of these media-
tors, two key questions have been raised. One, does
the Hb-related increase in blood pressure, commonly
viewed as a sign of sufficient resuscitation following
hemorrhage, mask on-going, decreased organ per-
fusion and local ischemia in the microcirculation of

key organs such as the heart, liver, kidney, or gut?
In hypovolemic or ischemic states, tissue perfusion
and oxygenation already may be compromised in
these critical areas, and augmented vasoconstriction
could exacerbate injury. Two, do the mechanisms
underlying the pressor effect alter the functionality of
other critical physiological systems, particularly those
in the secretory organs (e.g., the kidney or pancreas)?
Both questions remain at the forefront of clinical and
regulatory concerns.

To address the first of these concerns, many pre-
clinical studies on the effects of Hb administration in
hypervolemia or resuscitation from hemorrhagic shock
have been completed using a variety of techniques. For
example, the effects of tHb on the perfusion of micro-
circulation have been assessed using hemodynamic
measurements, acid-base status, radioactive micro-
sphere measurements, blood flow measurement with
ultrasonic flow probes, and intravital microscopy.[39]

Oxygenation of key tissues has been assessed via
palladium porphyrin phosphorescence techniques,
microplatinum electrodes placed in muscle tissue,
oxygen-sensing electrodes, and measurement of whole
body oxygen consumption. A spectrum of studies in
a variety of animal models of hemorrhagic shock have
demonstrated that resuscitation with a tHb typically
restores MAP, base deficit, and subcutaneous and
mucosal pO2 to baseline levels.[115–117] Studies of the
microcirculation in organs susceptible to post-ischemic
organ damage, such as the gut or pancreas, have
shown a restoration of microcirculatory function by a
tHb comparable to that achieved by blood trans-
fusion.[118,119] Likewise, the administration of a tHb to
septic animals has been shown to restore MAP and
systemic vascular resistance and maintain blood flow
to key organs.[120] Taken together, the experimental
data suggest that the pressor effect induced by a tHb
may alter blood flow in the microcirculation and key
organs in beneficial ways, although the redistribution
of blood flow may vary from Hb to Hb.[121,122]

With respect to the second question, numerous
recent reports suggest that the scavenging of NO by
Hb or the increases in ET-1 may have both local and
remote systemic effects. Thus, NO-scavenging by acel-
lular Hb has been proposed as a cause of the frequent
occurrence of gastrointestinal symptoms reported fol-
lowing the infusion of a genetically engineered, intra-
molecularly cross-linked Hb[123,124] and o-Raff-Hb[55]

in humans. Similarly, it has been proposed that the
elevations in serum amylase and lipase observed
following infusion of many tHbs may also relate to
an inhibition of NO-mediated activity or increased
plasma ET-1.[125] For example, ET-1 is known to
reduce pancreatic perfusion,[126] and its Hb-augmented
synthesis or release may adversely influence micro-
circulatory oxygenation.
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Although the renal safety profile of the current
generation of tHbs appears to be satisfactory, Hb
modification greatly reduces, but does not eliminate,
Hb uptake and filtration in the kidney. Hypothetically,
therefore, the presence of high concentrations of
acellular Hb in the tubular cells kidney could interfere
with the processing of other proteins by this organ.
Interestingly, Gburek, Zabel, and Osada have recently
identified Hb binding sites in the distal tubule of the
rat kidney that recognized a motif common to rat,
human, and swine hemoglobins.[127] If similar binding
sites are identified in human Hb-processing organs, it
is reasonable to consider that the slow pinocytotic
uptake of bound Hb could interfere with the binding
of other proteins and peptides, an interference that
would effectively elevate plasma concentrations of
these moieties.

Preliminary data concerning clinical trials in which
a tHb has been infused in resuscitation from hemor-
rhagic shock or as a substitute for blood have shown
widely disparate findings. The available data are likely
too sparse to draw conclusions as to whether the
pressor activity of a tHb or its absence is a meaningful
factor in the therapeutic utility of a tHb.

The overproduction of NO in septic shock has
made this molecule a major target for therapeutic
intervention in endotoxemia.[128,129] Since nitric oxide
synthase (NOS) inhibitors such as arginine derivatives
(e.g., L-NMMA, L-NAME, and NNLA) or methylene
blue appear to improve blood pressure and vascular
function, the potential usefulness of these agents for
treatment of septic shock has been advocated. How-
ever, clinical studies using these inhibitors, although
limited in number, indicate that these unselective
NOS inhibitors may not improve survival, even though
they increase MAP and vascular resistance and par-
tially restore vascular reactivity to noradrenaline.[130]

The NO-scavenging actions of Hb have prompted both
preclinical and clinical studies of its therapeutic benefit
in treatment of septic shock. For example, a recent
study using a rodent model of endotoxemia compared
the effects on hemodynamics and renal function of
polymerized bovine Hb, HBOC- 201, with those of
NOS inhibitors.[66] The results clearly indicated that
treatment with HBOC-201, but not with unselective
NOS inhibitors, could improve both renal and cardio-
vascular function in rats suffering from septic shock.

Clinical trial data for this indication also are sparse.
An observational study of the hemodynamic effects of
DCLHb in 14 critically ill patients with septicemic
shock or systemic inflammatory response syndrome
suggested a beneficial effect.[70] Likewise, patient
stabilization and a decrease in the requirement for
vasopressor therapy has been observed following
the administration of PHP-Hb in volume-refractory,
vasopressor-dependent shock patients.[69]

The Potential for Acellular Hb
to Exacerbate Injury

Whereas the adverse findings described above have
sometimes been reported following completion of
in vitro experiments, in general, they have not been
demonstrated in preclinical and clinical studies of
tHbs. Thus, preclinical studies in a sizeable number
of animal species have generally shown no signs of
inappropriately rapid Hb degradation (i.e., unusually
rapid oxidation to metHb or unanticipated heme loss),
no changes in the concentration of non-transferrin
bound iron in the serum, and an absence of toxicities
related to hemin or bilirubin-induced red cell hemoly-
sis following volume-load, or partial or complete
exchange of the test animal’s blood for a tHb.[131]

Similarly, intravital microscopic studies of the micro-
circulation following hemorrhagic shock and resusci-
tation with a tHb solution have generally revealed a
restoration of microcirculatory function not realized
following resuscitation with crystalloid or colloid
solutions.[132] Moreover, resuscitation with a tHb
solution has tended to restore functional capillary
density to prehemorrhage conditions and is generally
complemented by an absence of signs of damage to
the endothelium, such as increased leukocyte adhesion
or increased endothelial cell-wall permeability to
dye-labeled macromolecules. Although some groups
have observed an elevation in the concentration of
thiobarbituric acid-reactive materials in the tissue or
conjugated diene release following Hb exposure, histo-
pathologic changes (edema, necrosis, cell infiltration,
and hemorrhage) or significant reductions in organ
function were generally absent.[133] Moreover, surro-
gate markers of effective resuscitation, such as a
restoration of physiological, acid-base balance or
intestinal mucosal pHi, suggest that microcirculatory
function has been restored.

In the various trials conducted to date, hundreds of
patients have received low-to-moderate doses of a tHb
solution in clinical tests. A limited number of patients
have received larger doses of 100–500 g of a tHb. For
the most part, the infusions have been well tolerated.
However, several observations have been made relatively
consistently and will be discussed below.

Pseudojaundice

A tHb cleared from the systemic circulation will
undergo catabolism to bilirubin in several organs and
tissues, including the kidney, liver, and spleen. Follow-
ing the administration of a tHb to animals, increases in
liver weight at necropsy and microscopic observations
of pigmented Kupffer cells are common observations.
Liver sections stain with Prussian blue, suggesting
that an iron-containing pigment is present within
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hepatocytes and Kupffer cells. The absence of eleva-
tions in ALT indicates these changes are not associated
with liver hepatotoxicity. The pigmentation decreases
markedly during the recovery period. All of these
observations point to increased acellular Hb catabolism
by this organ. Consistent with this catabolism, during
preclinical studies in animal models, serum bilirubin
concentrations increased following the infusion of a
tHb and gradually returned to normal values during
the recovery period.

This pseudo-jaundice has also been observed
clinically. In a study in critically ill patients, the most
common observation following the administration of
DCLHb was the observation of a yellowing of the
patient’s skin, which was either of new appearance or
was an increase in the intensity of a pre-existing color
change.[70] The effect was documented in 6 of the 14
patients in the study; 3 of the affected patients had
received a total of 20 g of DCLHb (200 ml), and 3 a
total of 50 g (500 ml). Uniformly, the effect was transient:
color peaked at 24 h post-infusion and decreased to pre-
infusion levels within 5 days. The pseudo-jaundice was
associated with an increase in bilirubin but with no sig-
nificant change in any other liver function test. A similar
incidence of transient pseudo-jaundice was also reported
for 39 of 104 patients in the cardiac surgery trial of
DCLHb.[53] These patients generally received 25 to 75 g
(250–750 ml) of DCLHb. No signs indicating liver dys-
function were observed. A review of the data indicates
that it is likely an expected result of the intracellular
metabolism of the plasma Hb.

Likewise, in the first 3 days following the infusion of
PolySFH-P, the total bilirubin concentration increased
to 2.4 � 1.7 g/dl and then gradually declined.[52]

Although not cited as an adverse event in the report,
the consequences of bilirubin concentrations as high
as these are controversial. In an otherwise healthy
infant, for example, these high bilirubin concentrations
would cause concern about bilirubin neurotoxicity.[134]

However, under certain circumstances, it has been
hypothesized that bilirubin may act as a natural
antioxidant,[135] and perhaps, that is the case here.

Although preliminary data from clinical trials of
Hb-PHP or HBOC-201 are not available, it is reason-
able to anticipate that as these tHbs are cleared from
the circulation and metabolized, total bilirubin in the
plasma will increase and then decline.

Enzyme and autocoid peptide elevation
following Hb infusion

A reversible elevation in the concentrations of several
serum enzymes or autocoid peptides has been seen in
preclinical studies following single and repeated dose
infusions of some tHbs. For example, in various
studies, the infusion of a single dose of DCLHb

(100–4000 mg/kg) in rats, dogs, and monkeys caused
mild-to-moderate increases in the concentrations of
AST and sorbitol dehydrogenase (SDH).[136] No histo-
pathological changes were associated with these
increases, and the enzyme concentrations returned
to baseline values during the recovery period. Since
similar AST elevations were seen following infusion
of albumin solution, it was hypothesized that the
increases might be related to the volume and protein
load that was administered.

Likewise, following the repeated infusion of doses
of 1000–2000 mg/kg DCLHb daily for 7 days or of
400 mg/kg every 6 h for 3 days, the concentrations
of AST, lactate dehydrogenase (LDH) and creatine
kinase (CK) were elevated in monkeys.[136] Isoenzyme
profiles for CK and LDH revealed predominant
increases in the MM form of CK and the LD-5 form
of LDH. The MM-CK originates predominantly from
skeletal muscle and may also derive from the myocar-
dium; however, the MB isoenzyme, which emanates
only from myocardium, was not elevated. The elevation
of LD-5 was also consistent with a skeletal muscle source.

Similarly, transient elevations of AST, ALT,
g-glutamyl transferase, and LDH were observed in
dogs following the administration of 0.6 g/kg doses
of o-Raff-Hb.[55] The changes were related to liver
catabolism of this acellular Hb.

Hemorrhage leads to an increase in the plasma ET-1
in rats and dogs and may be a part of a natural com-
pensatory response.[137,138] The higher concentrations
likely result from increases in the synthesis or release
of ET-1 as a consequence of hemodynamic changes,[139]

because of the activation of stress hormones or the
coagulation cascade,[133] or as a result of a decreased
clearance in the liver, kidneys, and lungs, organs where
ET-1 is metabolized.[114] In vivo studies have recently
confirmed a significant role for the autocoid peptide
ET-1 in the cardiovascular pressor effects observed fol-
lowing the administration of DCLHb.[141] An increase
in the plasma ET-1 concentration has been correlated
with the DCLHb pressor activity in rats and swine
and with constriction of isolated pig pulmonary
vessels.[141–144] However, maximizing the predictive
value of this information has been difficult, because the
ET-receptor types and their density show considerable
variability, both within tissues and organ systems and
from species to species.[139] Moreover, no information
is available about the relationship between Hb structure
or properties and increases in ET-1 concentrations.

Transient elevations of these same serum enzymes
have been observed in clinical trials of the various
tHbs. For example, at the 0.6 g/kg body weight dose
of o-Raff-Hb, changes in total bilirubin, AST, ALT,
g-glutamyl transferase, and LDH levels were noted.[145]

The changes had no clinical significance and were
ascribed to Hb catabolism by the liver. In addition,
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transient increases in serum amylase and lipase, mar-
kers of pancreatic function, were observed at the 24 h
time point in patients receiving this dose. The magni-
tude and time course of these latter changes were not
consistent with the pattern observed in acute pancrea-
titis and were not considered to be clinically significant.

Transient rises in serum AST also were observed
in clinical trials of DCLHb in surgical and critically
ill populations.[53] Serum amylase elevations were
observed in clinical studies of DCLHb after single or
cumulative doses of 20 g or more of DCLHb. These
elevations are typically 2–3 times the upper limits of
normal serum enzyme concentrations. The low incidence
of acute pancreatitis observed in these trials was at the
expected level for these patient populations.[145]

Finally, transient rises in serum AST and amylase
were observed in a study of the clinical utility of
PolySFH-P in acute trauma and urgent surgery
patients.[52] In the 24 h following infusion of this tHb,
the concentrations of AST nearly doubled but declined
toward pre-infusion levels thereafter. Similarly, for
3 days following infusion of PolySFH-P, the concen-
tration was about double the pre-infusion level. The
changes were not considered to be clinically significant.

Clinical trials of DCLHb have revealed that ET-1
plays a role in the hemodynamic effects induced by
at least one tHb.[90] Peripheral circulating levels of
ET-1 in human plasma (1.6–4.9 pg/ml) are normally
far below the concentrations associated with patho-
logical conditions.[139] However, infusion of repeated,
100 mg/kg doses of DCLHb was associated with a
4- to 5-fold increase in the plasma ET-1 concentration[90]

to values equal to or higher than the ET-1 concentra-
tions determined following an acute myocardial in-
farction, cardiogenic shock, or heart failure.[146,147,148]

Although an increase in the ET-1 concentration of this
magnitude may be a response peculiar to DCLHb, a
clinical concern remains that other tHbs may also
induce ET-1 release, albeit in lower quantities. In vivo,
even low levels of the peptide may amplify the constric-
tor effect of other circulating hormones or autocoids
such as NO.[149]

The Potential for Hb to Potentiate
or Exacerbate Infection

A major anticipated use of acellular Hb would be for
the emergency treatment of patients with traumatic
hemorrhagic shock. The probability of associated bac-
terial infections in this patient population is high. Thus,
the potential for hemoglobin to potentiate or exacer-
bate bacterial infection has been discussed widely.

A lethal synergy of bacteria and some component of
blood was first described in 1890. Initially Hb was
identified as the causative agent in blood,[150] but

subsequent studies implicated hemin and iron as the
likely factors in promoting mortality.[151,152] An acellu-
lar (met)Hb is potentially a source of both.

Moreover, it has been hypothesized that exposure
to anacellular Hb may injure the epithelium of the gas-
trointestinal tract.[153] Under normal conditions, this
tissue acts as a highly selective barrier, which permits
theabsorption of nutrients but restricts the passage of
microbes and potentially toxic macromolecules from
within the lumen into the systemic compartment.
Derangements in the barrier function of the gut have
been implicated as being important in the increases in
intestinal permeability in patients with sepsis or in
burn victims,[154] in patients with multiple trauma,[155]

and in patients undergoing cardiopulmonary bypass or
major surgery,[156] and in the pathogenesis of multiple
organ system dysfunction in critically ill patients.[157]

Inaddition, the development of GI mucosal acidosis, a
predictor of multiple organ system dysfunction and/or
mortality in critically ill patients,[158,159] is strongly asso-
ciated with the development of increased mucosal
permeability.[160] Compromised morphology of the
intestinal barrier is a consistent finding in hemorrhage
without resuscitation.[161] However, the administration of
a tHb frequently restores the pHi in the intestine.[162–165]

Moreover, following the use of a representative tHb,
DCLHb, histopathologic examination of intestinal tissue
samples indicated cell wall integrity was maintained.[166]

In addition, tissue culture supported the conclusion that
bacterial translocation was attenuated.

Whether or not Hb accentuates lethal effects of
endotoxin is also not resolved. When inoculation with
living E. coli or endotoxin has been used to induce
sepsis in mice, some Hb preparations have been found
to demonstrate deleterious effects.[167–169] In contrast,
other studies using better characterized, modified Hb
solutions have failed to confirm these findings, both
in mice and in other animal models.[169,171]

For example, the hypothesis that DCLHb would
improve blood pressure, organ perfusion, and mortality
was tested in a rodent model of sepsis.[166] Administra-
tion of this tHb to moribund, septic rats immediately
reversed the decreased MAP, increased systemic vascu-
lar resistance (SVR) and by 24 h, significantly elevated
perfusion to vital areas (intestines, heart, and brain)
as compared to albumin-treated animals. In addition,
areas that did not display an increase in perfusion also
did not demonstrate any deficits, suggesting that they
were being adequately perfused.

Similar observations have been made following the
infusion of bolus doses of 50, 100, or 200 mg/kg of
Hb-PHP in septic sheep.[171] All three doses of Hb
reversed the hyperdynamic circulation that had
developed during sepsis by increasing MAP and SVR
while decreasing CI. Although pulmonary arterial press-
ure increased after Hb infusion, it neither adversely
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affected arterial oxygen saturation nor resulted in the
development of pulmonary edema. Moreover, there
were no significant increases of conjugated dienes in
the lung tissue, suggesting that increased free radical
production is unlikely after the infusion of low doses of
this tHb. Following administration of the 100 mg/kg
dose, the increase in serum iron concentrations, while
significant, never exceeded the iron-binding capacity,
suggesting that no free iron was available to increase
bacterial growth. No differences were seen between the
Hb and control group in pulmonary bacterial clearance
(the lung is the major organ of the RES in sheep) or in
white blood cell counts and white blood cell differen-
tiation, suggesting an absence of Hb-related interference
with the activity of the reticuloendothelial system in this
model. None of the animals treated with Hb died after
treatment.

Although preliminary, the data from clinical trials
of the various tHbs parallel the observations in the
preclinical studies described above. For example,
DCLHb was administered to critically ill patients with
septicemic shock or systemic inflammatory response
syndrome in two studies. In the first of these studies,
serum iron concentrations were increased following
administration of the tHb; however, no obvious
toxicity or development of overwhelming sepsis
occurred.[70] On the contrary, measurable patient
benefit appeared to derive from its administration.
Likewise, in the second study, where DCLHb was used
in the treatment of acute anemia in 23 critically ill,
predominantly septic patients, oxygen delivery, oxygen
consumption, as well as overall organ function and
metabolic status were maintained or improved during
the 24 h following treatment.[172]

Moreover, tHbs have been administered to patient
populations that included sizeable fractions of elderly
and anemic patients or patients having co-morbidity.
Enhanced susceptibility to infection or its exacerbation
following the administration of a tHb to these patients
has not been reported. Taken together, the preliminary
data from clinical trials suggest that a tHb may provide
significant benefit in a variety of clinical indications
where sepsis may develop or is present.

STATUS OF CLINICAL TRIALS

Given the hurdles and the costs associated with the
development of a clinical product that is a new
biologic, it is remarkable that at least five companies
continue to be engaged in clinical trials of hemo-
globin-based oxygen carriers (Table 2). Most of the
companies are developing modified hemoglobins
derived from natural sources (human or bovine red

cells), but at least one firm is using a biotechnological
approach. Each of the hemoglobins under study is
unique but has properties that are common to hemo-
globin (e.g., its oxygen-transport capability and color)
and properties that are unique to the particular thera-
peutic hemoglobin (e.g., its composition and for-
mulation).

When this review was written, a spectrum of clinical
trials were being completed at various locations
around the world. Many of the trials were safety stud-
ies and dose-escalation studies that are best described
as Phase I and II clinical studies. However, a few trials
were definitive Phase III efficacy studies that had a
reasonable probability of culminating in regulatory fil-
ings. In these various trials, hundreds of patients have
received low doses of hemoglobin solutions in clinical
tests, and a more limited number of patients have
received larger doses of 100–300 g of therapeutic
hemoglobin (as much as 6 units of 10 g/dl hemoglobin
solution). Lastly, development of two tHbs, DCLHb
and rHb 1.1, had been discontinued following clinical
trials that failed to demonstrate significant benefit.
As of this writing, none of the current generation
of therapeutic hemoglobins has been approved by a
regulatory body for clinical use.

CONCLUSIONS

Surprisingly, development of a therapeutic hemoglobin
solution from one of the most familiar and best-
characterized proteins, hemoglobin, has been consider-
ably slower than had been predicted or anticipated.
Progress, although considerable, has been influenced
by two major factors. One, clinical understanding of
the maintenance of general and local circulatory
homeostasis and the effects of oxygen deprivation is
expanding and changing rapidly. Two, superimposed
on this backdrop of expansion and change is the
recognition that the biological and physiological
consequences of the infusion of acellular hemoglobin
solutions are incompletely understood. Each new
report on clinical trials of the various tHbs makes
itclear that effective therapeutic use of the current
generation of hemoglobins will require a determi-
nation of the appropriate balance between benefits
and risks, coupled with a careful match of the ben-
eficial properties of a tHb to the clinical indication(s)
to which it is best suited. The goal of the trials,
however, remains constant. As Sloan et al. stated,
the clinical objective is ‘‘a reflection of the earnest
desire of the investigators to increase the survival
chances of patients for whom standard therapy
appeared to offer little hope.’’[92]
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H.; Buzello, W. Effects of a hemoglobin-based oxygen
carrier (HBOC-201) on hemodynamics and oxygen trans-
port in patients undergoing preoperative hemodilution for
elective abdominal aortic surgery. Anesth. Analg. 1996, 83,
921–927.

57. Standl, T.; Burmeister, M-A.; Horn, E-P.; Wilhelm, S.;
Knoefel, W.T.; Schulte am Esch, J. Bovine haemoglobin-
based oxygen carrier for patients undergoing haemodilu-
tion before liver resection. Brit. J. Anaesth 1998, 80,
189–194.
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Blow-Fill-Seal: Advanced Aseptic Processing

Deborah J. Jones
Steripak Limited, Cheshire, U.K.

INTRODUCTION

Blow-Fill-Seal (BFS) technology was developed in the
early 1960s and was initially used for filling many
liquid product categories, such as non-sterile medical
devices, foods, and cosmetics. The technology has now
developed to an extent that BFS systems are used today
throughout the world to successfully aseptically produce
sterile pharmaceutical products, such as respiratory
solutions, ophthalmics, and wound care products.

BFS is an advanced aseptic processing technique
within which plastic containers are formed by means
of molded extruded polymer granules that are filled
and sealed in one continuous process. This differs from
conventional aseptic processing where container for-
mation, preparation, sterilization, and container filling
and closure are all separate processes.

Due to the level of automation of the entire process,
very little human intervention is necessary during
manufacture as compared to traditional aseptic filling.
This is considered an advanced aseptic filling process.
It is therefore possible to achieve very high levels of
sterility confidence with a properly configured BFS
machine designed to fill aseptically.

OUTLINE OF THE BFS PROCESS

The pharmaceutical BFS process combines the for-
mation of plastic containers by blow/vacuum molding
extruded pharmaceutical grade polymers, with an
aseptic solution filling system.

Polymer granules are continuously fed to a machine
hopper through an adiabatic screw extruder. Within
the extruder the polymer is subjected to high tempera-
ture (generally greater than 160�C) and pressure (up to
350 bar) and becomes molten. It is then extruded
through a die and pin set to form an open-ended tube
of molten polymer known as a parison. The parison is
supported by sterile air (parison support air) that is fed
into the center of the parison through a sterilizing
grade air filter fed with oil free compressed air. The
parison is held in position by a parison clamp, which
on some machines also serves to seal the bottom of
the parison. A mold set in two halves then moves
over to the parison and closes around it. Molding is
facilitated by vacuum slots in the mold. The molded
plastic is severed from the continuously extruding

parison by a hot knife, and is then shuttled within
the mold set to the filling position.

The filling mandrels are comprised of a set of filling
tips that are held within a protective air shower; this is
a small area within the filling machine that is typically
fed with sterile filtered air. When the molds are beneath
the air shower, the filling tips are lowered into the neck
of the partially formed container and the containers
are filled. The mandrels then return to the protective
air shower, and the containers are sealed by a second
mold set (head mold), which forms the neck and
closure of the BFS containers.

The entire cycle takes only a few seconds and there-
fore, results in minimal exposure of the open container
to the surrounding clean room/air shower environ-
ment. The mold then opens and the filled containers
surrounded by excess polymer are released. Excess
plastic is then removed (typically this is done on-line
by means of a mold specific cropping tool).

Liquid product is fed to the BFS machine from a
holding tank or vessel. The product pathway is steri-
lized in place prior to receiving product, and product
is sterilized by means of in-line sterilizing grade filters.
Usually more than one stage of sterile filtration is on
the product pathway.

FILLING ENVIRONMENT

Aseptic BFS machines are housed within classified
clean areas of a minimum specification of class M5.5
(Federal Standard 209E) for 0.5 mm particles and
greater (or equivalent), at rest. The new generation of
BFS machines also is capable of operating with signifi-
cantly decreased particle levels. The localized filling
environment, or ‘‘air shower,’’ is of a higher classifi-
cation, which meets the specification of class M3.5
(FS 209E) for 0.5 mm particles and greater.

Total particle levels should meet the required speci-
fications and be measured, with the machine at rest,
at defined intervals by means of a laser particle
counter (or other suitable instrument) to demonstrate
continued compliance.

Levels of viable contamination, however, are of
importance in operation. Microbiological monitoring
for viable contaminants should be carried out to
coincide with routine manufacture with normal levels
of dynamic activity. As with traditional aseptic filling,
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viable contamination within the clean area should be
controlled by means of an effective routine cleaning
and disinfecting program and the adoption of appro-
priate clean room behaviors and practices by trained
personnel. BFS technology has the advantage of
being able to operate without continuous personnel
presence within the clean area. However, operators
will need to enter the area to start up the machinery
and to attend to the machine as necessary to make
routine adjustments. It is a requirement within the
European forum that clean room garments worn
to enter the class M5.5 (FS209E) clean room be of a
standard appropriate for a higher (M3.5) classification
clean room.

A routine microbiological environmental monitor-
ing program should be established and documented
based on historical and operational data to demon-
strate continued compliance with specifications, as well
as to monitor trends. A typical monitoring regime
within the clean room would include quantitative air
and surface monitoring. Semiquantitative air monitor-
ing by the use of settle plates also is useful in supplying
data associated with a longer period of time in
operation (up to 4 h exposure). Recommended limits
for viable contaminants (not specific to BFS processes)
in clean rooms are quoted in various guidelines, includ-
ing the current United States Pharmacopoeia (USP)
and directive 91/356/EEC (MCA rules and Guidance
for Pharmaceutical Manufacturers and Distributors
1997, Annex 1) (Table 1). Alert and Action levels
should be clearly defined based upon both operational
data and published recommendations.

Consideration should also be given to monitoring
the localized filling zone (air shower). Although access
to this area will be prohibited (and also extremely
dangerous) during operation, some monitoring for
viable and non-viable contaminants may be possible
at rest (e.g., at the end of a product batch). It may also
be feasible to install a remote means of obtaining
samples during operation.

MEANS OF BFS CONTAINER CONTAMINATION
FROM THE ENVIRONMENT

As previously stated, for aseptic BFS, container filling
occurs in a localized air shower provided with sterile
filtered air. However, there is a short period of time

between container formation and filling when the open
container is transferred from the parison formation
position to the filling position, and when the open
container is exposed to the clean room environment.
Therefore, it may be possible for contaminants from
the room environment to enter the container during
this shuttling period.

Air used to form the parison (parison support air)
is typically sterile filtered air. If this is not the case,
non-sterile air may be able to enter the parison during
parison formation.

It was demonstrated during a simple practical
experiment that broth filled units (totaling over
44,000) manufactured over several days in a highly
contaminated environment remained sterile.[1] The
environment was contaminated by means of high levels
of personnel activity in order to generate contaminants
in keeping with those generated under normal condi-
tions (albeit at grossly elevated levels).

During a more controlled study carried out within
an environment artificially contaminated with high
levels of individual nebulized spores of Bacillus
subtilis,[2] a level of contamination within the environ-
ment was achieved that led to the contamination of
broth filled units. The results were extrapolated to sug-
gest a contamination rate of 1 unit in 4 � 106, with a
surrounding environmental contamination of 1 cfu/m3.

Routes of air-borne contamination into BFS con-
tainers were investigated during a study using Sulfur
hexafluoride (SF6) tracer gas.[3] During this experi-
ment, the tracer gas was released at a known concen-
tration into a clean room that housed an aseptic BFS
machine. Levels of the tracer gas were then measured
within subsequently filled BFS units. The study con-
cluded that the container was effectively protected by
the localized air shower. Although not necessarily
representative of deposition of microbial contami-
nants, there also was conclusive evidence of some
room air within the BFS containers. The control of
environmental contamination within the clean room
is therefore important.

Extensive process simulation (broth fill) results for
BFS effectively demonstrate that high levels of sterility
confidence can be obtained with a properly configured
and validated machine. However, in order to maintain
high levels of sterility assurance, it is important that
levels of microbial contamination are controlled within
the filling environment.

Table 1 EU and USP guidelines for clean room microbial limits

Classification

Air

(cfu/m3)

Settle

plates (cfu/4 h)

Surface samples

(cfu/55 mm diameter plate)

EC grade C 100 50 25

USP grade M5.5 20 not specified 10 (floors) 5 (other surfaces)
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CONTAMINATION FROM PRODUCT
COMPONENTS

As with traditional aseptic filling, in order to comply
with pharmaceutical good manufacturing practices
(GMP), it is important to minimize contamination at
all stages of manufacture. Raw materials should be of
a high quality and tested for microbial contamination.
Water used for product manufacture should be of low
bioburden and high purity (preferably water for injec-
tion quality, although this requirement is dependent
upon the nature of the product being manufactured).

A program of bioburden testing for each product
batch at various stages of manufacture should be
established and documented. This will be dependent
upon the manufacturing process, but as a minimum
should include bioburden analysis of bulk solutions
prior to any sterile filtration. The maximum life of
the bulk solution in a non-sterile environment (gener-
ally within a mixing tank) should be limited to prevent
increase in bioburden beyond an acceptable level.
Bioburden testing at this stage should be carried out
on samples taken at the end of the holding period to
give ‘‘worst case’’ data.

BFS technology often results in considerable
machine down time, especially as associated with activ-
ities such as Clean In Place (CIP) and Steam In Place
(SIP), in order to prepare a machine for manufacture.
Initial machine adjustments will then be necessary in
order for integral and cosmetically acceptable units
of the correct fill volume to be consistently produced.
It, therefore, can be advantageous to fill larger pro-
duct batches once this is achieved. In order to facilitate
this with respect to maintaining a low bioburden
throughout all stages of liquid processing, it is a
common practice to have a sterilized storage vessel
into which bulk product is filtered through a steri-
lizing grade filter. This sterilized bulk solution can then
be used to feed the filling machine without escalation
of microbial levels. Further stages of sterile filtration
are required on the filling machine closer to the point
of fill. A facility for sampling products during the
course of the filling stage prior to further filtration
can be incorporated. This will give data to confirm
the low/zero bioburden of the product prior to the
final stages of filtration, during the course of a longer
batch.

The BFS container is produced from high-grade
virgin polymer granules. Studies have investigated
the lethality of the extrusion process with respect to
container sterilization, the most recent of which is
discussed in the validation section. Bioburden testing
of polymer granules can be carried out in order to
establish base line data. Virgin polymer granules, if
handled and stored correctly, should be of very low
bioburden.

EQUIPMENT—INTERVENTIONS
AND MAINTENANCE

In order to produce sterile pharmaceutical products
with a high degree of sterility confidence, it is of
key importance that the equipment be operated by
experienced and trained personnel with a full under-
standing of both the technology and aseptic pro-
cessing. Operator intervention during machine
operation is limited due to the nature of the technol-
ogy; however, BFS machines are complex and some
operator activity will be required from time to time
during normal manufacture. Clearly documented rules
are imperative in order to clarify which activities are
prohibited during batch manufacture and which are
permitted. For example, if a fault occurs that requires
immediate corrective action involving the sterile pro-
duct pathway, or within the direct vicinity of the filling
zone, these would typically be prohibited activities
that would lead to termination of the product batch.
Activities such as parison and fill volume adjustments
are part of the normal operation of the machinery
and are permitted. A proceduralized means of docu-
menting these activities should exist, however routine
they may be.

Interventions should be categorized according to
their potential for affecting the product being manu-
factured, and only those with no risk to product
sterility should be permitted during operations.

As with all machinery, BFS machines must be
properly maintained in order to maintain effective oper-
ation with the minimum of operator activity. A
documented preventative maintenance program should
be in place and specify appropriate frequencies for all
machine components and associated systems and ser-
vices. Maintenance activities should ensure that moving
parts are sufficiently (but not overly) lubricated, and
that excess lubricants are removed at regular intervals
to maintain the cleanliness of the machine. Abrasion
among moving parts, particularly hoses and flexible
pipe work, can be a problem with BFS machines and
can cause undesirable particle generation and leaks that
lead to unplanned maintenance and downtime. Moving
parts should be inspected at regular intervals to avoid
abrasion and to check for wear and tear. Regular seal
changes with reconciliation of new/old seals should
also be included.

Coolant systems are an integral part of container
formation and serve to cool the molds and, if applic-
able, the parison clamp assembly. Coolant, although
not in direct contact with product pathways, is in close
proximity to the containers, and maintenance should
be carried out to prevent coolant leakage. Coolant
systems are prone to microbiological contamination
and should be routinely treated to keep the bioburden
under control. Coolant systems should be regularly
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sampled and tested for bioburden to ensure continuous
compliance to a predefined specification.

VALIDATION OF BFS SYSTEMS

BFS machinery and associated equipment for aseptic
manufacture should be constructed in such a way that
the product pathways are of hygienic design with
hygienic valves and minimal joints to facilitate cleaning
and sterilizing in place.

Clean in Place (CIP)

As for all machinery involved in aseptic manufacture,
CIP is necessary for all equipment that has product
contact. This would typically include a bulk mixing
tank, transfer lines, and the BFS machine itself, and
may also include a holding vessel with associated
transfer lines. CIP validation should be carried out to
establish routine CIP practices that will clean the man-
ufacturing equipment so that no contamination of sub-
sequent products manufactured that would alter the
safety, identity, quality, or purity of the drug beyond
the predetermined requirements can occur. CIP proce-
dures should be established by cleaning validation
following the manufacture of worst case products
(i.e., those that are most difficult to remove down to
acceptable levels due to their solubility or activity).
Means of measuring CIP efficacy include analysis of
swabs taken directly from product contact machine
parts and analysis of rinse waters. When establishing
areas for swabbing, the specific equipment design
needs to be taken into account, and those areas that
are potentially most problematic should be selected
for analysis (e.g., filter housings or areas that may
cause product hold-up).

Steam in Place (SIP)

Aseptic BFS machines are subject to SIP sterilization
following standard CIP cycles. SIP cycles are routinely
measured by thermocouples located in fixed positions
along the product pathway. Validation of SIP cycles
should be carried out to demonstrate that consistent
sterilization temperatures are achieved throughout
the equipment in order to prove that the system can
be effectively sterilized. Validation should also identify
suitable positions for routine use, or justify the fixed
probe positions already in place. SIP validation is
generally carried out using additional thermocouples
and should include the use of Biological Indicators
(appropriate for moist heat sterilization). Test loca-
tions should include areas that may be prone to air
or condensation entrapment. An accurate engineering

line drawing of the system in order to aid identification
of suitable test locations and to document test loca-
tions selected should be available.

Qualification of Aseptic Filling

The standard and most appropriate method for the
qualification of aseptic filling is by means of a broth fill
(or media fill). Using this method, units of liquid
microbiological growth media (usually a full strength
general-purpose media, such as Tryptone Soy Broth),
are filled and incubated. Following an appropriate
incubation period, the units are inspected for contam-
ination. In this way, an indication of the level of con-
tamination during the filling process can be evaluated.

There is no appropriate defined sterility confidence
level that can be translated directly into acceptance
criteria for broth fill contamination for BFS processes.
The most commonly recognized acceptance criteria is a
sterility assurance level (SAL) of 10�3, although it is
accepted that modern aseptic filling techniques such
as BFS can achieve a higher SAL and that this should
be reflected by broth fill results and acceptance criteria
for this recognized advanced technology.

Broth fills should be a major part of the operational
qualification of a new BFS machine to demonstrate
aseptic processing capability prior to product manu-
facture (typically three successful consecutive broth
fills are required) and should be carried out at defined
intervals thereafter.

Broth fills should be carried out under conditions
that are representative of those during normal opera-
tion. If there is to be a deviation from routine pro-
cesses, it should only be in the direction of presenting
a greater, rather than a lesser, challenge to the process.
Due to the level of automation of BFS technology, it is
extremely difficult to take ‘‘extra care’’ in order to
reduce the chance of container contamination during
a broth fill; therefore, results are not as operator-
dependent as other less automated aseptic manufactur-
ing processes.

New facilities should contain some background
environmental monitoring data. It is important that
environmental monitoring data be obtained during
the course of broth fill batches to demonstrate a
normal level of environmental contamination—the
validity of broth fill results carried out in an environ-
ment having consistently lower contamination levels
than those obtained during routine batch manufacture
could be questioned.

Batch manufacture, storage, and transfer should
be carried out in accordance with routine procedures
and with the same operators. The machine should be
cleaned and sterilized as normal, although if an over-
kill cycle is used routinely for sterilization, a partial
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sterilization (although still meeting standard steriliza-
tion parameters) may be chosen as ‘‘worst case.’’

Broth filled BFS units should generally meet all of
the necessary product acceptance criteria, such as fill
volume, wall thickness, container integrity, and cos-
metic acceptability. The necessary operator activity at
the start of a product batch is arguably more intrusive
than at any other stage of manufacture. Product units
routinely produced at the very start of a batch will
usually be discarded due to fill volume, cosmetic, or
other deficiencies as the machine set-up is adjusted.
However, during a broth fill, it is a good practice to
retain and incubate all start-up units (except any leak-
ing units) to demonstrate that start-up activities have
not affected product sterility. Such units should be
segregated from the subsequent units that meet the
acceptance criteria and labeled accordingly.

In addition, it can be useful to retain and incubate
reject units filled during the course of a broth fill
batch (again, excluding leaking units) for additional
information. Again, these should be segregated from
acceptable units and labeled accordingly. Although
such units would be rejected during normal produc-
tion, microbial contamination found in such units
can be indicative of a problem that requires attention.

During the course of a broth fill, operator activity
will benecessary as with routine manufacture. How-
ever, additional activities can be carried out to cover
all permissible activities in order to provide evidence
that product sterility is not affected. Such interventions
should be planned and documented with the batch
documentation.

Frequency and size of broth fills must be clearly
defined. Size of fill is usually based upon the statistical
probability of detecting an acceptably low incidence of
microbial contamination. Tables have been published
to this effect,[4] but the BFS operator must decide both
the size and frequency of broth fills based upon their
specific facility, routine product batch sizes, and opera-
tion. For high-speed BFS machines, filling routine
product batches in excess of 100,000 units, relatively
large broth fill batches, in comparison with traditional
aseptic filling lines, are both feasible and appropriate.

The internal surfaces of broth filled units should be
fully wetted to ensure capture of any contaminants
within the broth. This is commonly achieved by agita-
tion or inversion of the units either prior to or during
the incubation period.

Incubation time and temperature should be such
that macroscopic microbial growth of a wide range
of common isolates will be detected. This should be
routinely demonstrated by including positive control
units inoculated with a low level of compendial micro-
organisms. It is desirable to perform additional testing to
demonstrate that the incubation time and temperature
selected will promote the growth of isolates obtained
from machine operating environments. The Pharmaceu-
tical BFS Operators Association recommends incuba-
tion of 14 days at 25–32�C.

Broth fill data from various BFS users were put
together during a survey carried out in 1998 by
the Pharmaceutical BFS Operators Association. These
results, together with some more recent data, can be
found in Table 2.

Some of the media fills carried out were full pro-
duction batch volumes with hundreds of thousands
of units filled in a single batch. In addition to the
figures within the table, a run of over 1,500,000 units
was recorded with the detection of a single contami-
nated unit.

It is clearly impractical to carry out very high
numbers of broth filled units on a routine basis, but
if unpreserved products are manufactured, and if
practicable, it is good practice to fill broth directly
following product batches with no further machine
flushing or sterilization.

Given the high performance demonstrated during
media fills, acceptance criteria should be based upon
what can be realistically achieved. During broth fills
of a standard size, any incidence of contamination
among the units filled should lead to an investigation.
In the absence of a cause, even with very low levels
of contamination, consideration should be given to
machine recommissioning.

Machine recommissioning should also be carried out
if modifications to a filling machine have been made

Table 2 BFS broth fill data

Company A B C D E F

Total number of units filled 6,462,570 222,900 2,697,496 1,534,626 1,042,254 31,600

Total number of non-sterile units detected 3 0 0 0 0 0

Contamination rate 0.0005% 0% 0% 0% 0% 0%

Positive units, assigned a definitive cause and unrelated to the BFS process as practiced during routine product manufacture, have not been

included.

EC grade C is the closest classification to Federal Standard grade M5.5 (FS209E). In both cases, the limits specified are guidelines only and not

regulatory requirements.
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that may have an effect on process capability (e.g.,
changes to the sterile product pathway or air shower).

BFS Containers

The BFS container is formed as an integral part of the
process from medical grade virgin polymer granules.
A recent study[5] investigated the lethality of the extru-
sion process when challenged with a high bioburden
of spores. The spores of the test organism Bacillus
subtilis var. niger were selected as they are known to
be resistant to dry heat; the same strain was selected
as the organism of choice for Biological Indicators
used in dry heat sterilization processes. A series of
broth fills were carried out using polymer batches
inoculated with various levels of spores between
2 � 101 and 2 � 105 spores per gram. The broth
filled units were then incubated in line with the com-
pany’s routine broth fill procedure (25–32�C for 14
days). Spore contamination of units was observed with
batches of polymer inoculated with high spore levels.
The experiment demonstrated a relationship between
polymer contamination and product contamination
that was dependent upon both the level of contamina-
tion in the polymer and the resistance of the contami-
nant (in terms of D-value) to dry heat sterilization. The
study also demonstrated inactivation of the spores
on the granules with strong evidence of lethality
associated with the extrusion process.

Routine bioburden testing of virgin pharmaceutical
grade polymer granules tends to give very low or zero
counts per gram of polymer tested, with contaminants
generally much more heat labile than Bacillus subtilis
spores. The study detailed was also carried out using
a BFS machine adjusted to extrude at the lower end
of the operating temperature range for extrusion.
Therefore, it can be concluded that the extrusion
process renders the contaminants unavailable, with
sufficient bioburden reduction/inactivation for it to
be appropriate for aseptic formation of BFS contain-
ers. This is further endorsed by routine broth fill data.

The closures of BFS containers are formed within
the automated process by the head mold set which
closes around the top of the severed section of parison
following filling. The integrity of the container and
closure is generally tested by a manual or automated
method of leak detection performed outside of the fill-
ing environment following removal of excess plastic
(deflashing) from the filled product units.

In order to minimize the number of leaking units
produced, it is important that mold sets are correctly
aligned. Very slight misalignment of molds may poten-
tially lead to the production of units with very slight
leaks that may be difficult to detect by routine meth-
ods. Therefore, correct molding is of key importance

and usually can be checked easily by careful and
experienced visual examination of units.

Container integrity testing can be carried out very
effectively by a bacterial challenge test. Using this
method, sterile broth filled units are submerged for
a period of time (e.g., 24 hours) within a buffered solu-
tion that contains a high level bacterial challenge.
(There are no regulations or guidelines that specify
which organism to use, but it would seem logical to
use a factory isolate or a relatively small organism such
as a Pseudomonas spp.) Units are then removed, incu-
bated, and checked for growth of the challenge organism.
An absence of growth shows an integral unit and closure.
This method is extremely sensitive and although this is
not a test that is practical to perform on a routine basis,
it can be a useful tool for infrequent use.

Filtration

Hydrophilic and hydrophobic sterilization grade filters
are used throughout the BFS process for the sterili-
zation of product and air, respectively. Filters should
be purchased from an approved supplier and should
be certified as meeting the regulatory requirements
for sterilizing grade filters. By definition this means
that the filter will have full bacterial retention when
subjected to an aqueous challenge of Brevundimonas
diminuta (ATCC 19146) at a minimum concentration
of 1 � 107 cfu/cm2 of filter surface area.

Hydrophobic filters do not come into direct product
contact and, therefore, the standard bacterial retention
test alone generally is sufficient validation. However, as
hydrophilic filters are in direct product contact, addi-
tional validation will be necessary for each product
type in order to demonstrate that the filters selected
for product sterilization do not alter the safety, iden-
tity, strength, quality, or purity of the drug product.
Qualification of hydrophilic filters will also be neces-
sary in order to demonstrate that the specific product
type, in conjunction with a bacterial challenge, does
not affect the efficacy of the filter. Validation of filters
by means of bacterial retention tests requires specialist
equipment and is often arranged between the filter
manufacturer and the BFS operator.

CONCLUSIONS

Aseptic pharmaceutical BFS technology for the manu-
facture of sterile liquid products demonstrates high
levels of sterility assurance when correctly operated
and configured. The technology is continually improving
as more expertise is developed.

However, an understanding of the means of poten-
tial container contamination and the implementation
of systems operating to minimize these means is
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important in order to maintain the high standards
achievable with this technology.
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Buffers, Buffering Agents, and Ionic Equilibria

Harry G. Brittain
Center for Pharmaceutical Physics, Milford, New Jersey, U.S.A.

INTRODUCTION

It is well known that many drugs are unstable when
exposed to certain acidic or basic conditions, and such
information is routinely gathered during the preformu-
lation stage of development. When such instabilities
are identified, one tool of the formulation sciences is
to include a buffering agent (or agents) in the dosage
form with the hope that such excipients will impart suf-
ficient stability to enable the formulation. The proper-
ties that enable buffering agents to function as such is
derived from their qualities as weak acids or bases, and
have their roots in their respective ionic equilibria.

AUTOIONIZATION OF WATER

Even the purest grade of water contains low concentra-
tions of ions that can be detected by means of appro-
priate conductivity measurements. These ions arise
from the transfer of a proton from a water molecule
to another:

H2O þ H2O $ H3Oþ þ OH� ð1Þ

In Eq. (1), H3Oþ is known as the hydronium ion,
and OH� is known as the hydroxide ion. This reaction
is reversible, and the reactants are known to proceed only
slightly on to the products. Approximating the activity of
the various species by their concentrations, one can write
the equilibrium constant for this reaction as

KC ¼
½H3Oþ�½OH��
½H2O�2

ð2Þ

In aqueous solutions, the concentration of water is
effectively a constant (55.55 M), and so Eq. (2) simpli-
fies to:

KW ¼ ½H3Oþ�½OH�� ð3Þ

KW is known as the autoionization constant of
water, and is sometimes identified as the ion product
of water. The magnitude of KW is very small, being
equal to 1.007 � 10�14 at a temperature of 25�C.[1]

For the sake of convenience, Sørensen proposed the
‘‘p’’ scale, where numbers such as KW would be

expressed as the negative of their base10 logarithms.
The value of pKW would then be calculated as

pKW ¼ � logðKWÞ ð4Þ

and would have a value equal to 13.997 at 25�C.
Defining pH as

pH ¼ � log½H3Oþ� ð5Þ

and

pOH ¼ � log½OH�� ð6Þ

then Eq. (3) can then be expressed as

pKW ¼ pH þ pOH ð7Þ

The autoionization of water is an endothermic reac-
tion, so KW increases as the temperature is increased.[1]

This temperature dependence is plotted in Fig. 1.

IONIC EQUILIBRIA OF ACIDIC
AND BASIC SUBSTANCES

Of the numerous definitions of acids and bases that
have been employed over the years, the 1923 defini-
tions of J. N. Brønsted and T. M. Lowry have proven
to be the most useful for discussions of ionic equilibria
in aqueous systems. According to the Brønsted–Lowry
model, an acid is a substance capable of donating a
proton to another substance, such as water:

HA þ H2O $ H3Oþ þ A� ð8Þ

The acidic substance (HA) that originally donated
the proton becomes the conjugate base (A�) of that
substance, because the conjugate base could conceiva-
bly accept a proton from an even stronger acid than
the original substance. One can write the equilibrium
constant expression corresponding to Eq. (8) as

KC ¼
½H3Oþ�½A��
½HA�½H2O� ð9Þ
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But because [H2O] is a constant, one can collect the
constants on the left-hand side of the equation to
derive the acid ionization constant expression:

KA ¼
½H3Oþ�½A��
½HA� ð10Þ

And, of course, one can define pKA as

pKA ¼ � logðKAÞ ð11Þ

A strong acid is a substance that reacts completely
with water, so that the acid ionization constant defined
in Eq. (10) or (11) is effectively infinite. This situation
can only be achieved if the conjugate base of the strong
acid is very weak. A weak acid will be characterized by
an acid ionization constant that is considerably less
than unity, so that the position of equilibrium in the
reaction represented in Eq. (8) favors the existence of
unreacted free acid.

A discussion of the ionic equilibria associated with
basic substances parallels that just made for acidic sub-
stances. A base is a substance capable of accepting a
proton donated by another substance, such as water:

B þ H2O $ BHþ þ OH� ð12Þ

The basic substance (B) that originally accepted the
proton becomes the conjugate acid (BHþ) of that

substance, because the conjugate acid could conceivably
donate a proton to an even stronger base than the
original substance. The equilibrium constant expression
corresponding to Eq. (12) is:

KC ¼
½BHþ�½OH��
½B�½H2O� ð13Þ

Because [H2O] is a constant, the constants are col-
lected on the left-hand side of the equation to derive
the base ionization constant expression:

KB ¼
½BHþ�½OH��

½B� ð14Þ

pKB is defined as

pKB ¼ � logðKBÞ ð15Þ
A strong base is a substance that reacts completely

with water, so that the base ionization constant defined
in Eq. (14) or (15) is effectively infinite. This situation
can only be realized if the conjugate acid of the strong
base is very weak. A weak base will be characterized by
a base ionization constant that is considerably less
than unity, so that the position of equilibrium in the
reaction represented in Eq. (12) favors the existence
of unreacted free base.

IONIC EQUILIBRIA OF CONJUGATE
ACIDS AND BASES

Once formed, the conjugate base of an acidic substance
(i.e., the anion of that acid) is also capable of reacting
with water:

A� þ H2O $ HA þ OH� ð16Þ

Because aqueous solutions of anions are commonly
prepared by the dissolution of a salt containing that
anion, reactions of the type described by Eq. (16) are
often termed hydrolysis reactions. Eq. (16) is necessa-
rily characterized by its base ionization constant
expression:

KB ¼
½HA�½OH��
½A�� ð17Þ

and a corresponding pKB defined in the usual manner,
but because

½OH�� ¼ KW=½H3Oþ� ð18Þ

it follows that

KB ¼
½HA�KW

½A��½H3Oþ�
ð19Þ

Temperature (°C)

pK
w

Fig. 1 Temperature dependence of the autoionization con-

stant of water. (From Ref.[1].)
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Eq. (19) contains the right-hand side expression of
Eq. (10), so one deduces that

KB ¼ KW=KA ð20Þ

or

KW ¼ KAKB ð21Þ

The same relation between ionization constants of a
conjugate acid–base pair can be developed if one were
to begin with the conjugate acid of a basic substance,
so Eq. 21 is recognized as a general property of conju-
gate acid–base pairs.

IONIC EQUILIBRIA OF BUFFER SYSTEMS

A buffer can be defined as a solution that maintains an
approximately equal pH value even if small amounts of
acidic or basic substances are added. To function in
this manner, a buffer solution will necessarily contain
either an acid and its conjugate base, or a base and
its conjugate acid.

The action of a buffer system can be understood
through the use of a practical example. Consider acetic
acid, for which KA ¼ 1.82 � 10�5 (pK ¼ 4.74). The
following pH values can be calculated (for solutions
having a total acetate content of 1.0 M) using its acid
ionization constant expression:

Acetic acid, [HA] Acetate ion, [A�] Calculated pH

0.4 0.6 4.92

0.5 0.5 4.74

0.6 0.4 4.56

When an acidic substance is added to a buffer sys-
tem it would immediately react with the basic compo-
nent, as a basic substance would react with the acidic
component. One therefore concludes from the table
that the addition of either 0.1 M acid or 0.1 M base
to a buffer system consisting of 0.5 M acetic acid and
0.5 M acetate ion would cause the pH to change by
only 0.18 pH units. This is to be contrasted with the
pH changes that would result from the addition of
0.1 M acid to water (i.e., 7.0 to 1.0, for a change of
6.0 pH units), or from the addition of 0.1 M base to
water (i.e., 13.0 to 1.0, also for a change of 6.0 pH
units).

A very useful expression for describing the proper-
ties of buffer system can be derived from consideration

of ionization constant expressions. For an acidic
substance, Eq. (10) can be rearranged as

½H3Oþ� ¼ KA½A��
½HA� ð22Þ

Taking the negative of the base 10 logarithms of the
various quantities yields the relation known as the
Henderson–Hasselbach equation:

pH ¼ pKA þ logf½A��=½HA�g ð23Þ

Eq. (23) indicates that when the concentration of acid
and its conjugate base are equal (i.e., [HA] ¼ [A�]),
then the pH of the solution will equal the pKA value.
Therefore, a buffer system is chosen so that the target
pH is approximately equal to the pKA value.

Viewed in this light, a buffer system can be envi-
sioned as a partially completed neutralization reaction

HA þ OH� $ A� þ H2O ð24Þ

where comparable amounts of HA and A� are present
in the solution. The buffer region within a neutraliza-
tion reaction is shown in Fig. 2, where the horizontal
region in the graph of anion concentration and

[acetate]

pH

Fig. 2 Neutralization curve obtained during the titration
of 1.0 M acetic acid, plotted as a function of the acetate ion
concentration.
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observed pH reveals the buffer region of the system.
For practical purposes, the buffer region would extend
over [HA]/[A�] ratios of approximately 0.2 to 0.8.

SELECTION OF AN APPROPRIATE
BUFFER SYSTEM

The selection of a buffer system for use in a pharma-
ceutical dosage form is relatively straightforward. It
is evident from the preceding discussion that the most
important prerequisite for a buffer is the approximate
equality of the pKA value of the buffer with the
intended optimal pH value for the formulation.
Knowledge of the pH stability profile of a drug sub-
stance enables one to deduce the pH range for which
formulation is desirable, and the basis for the most
appropriate buffer system would be the weak acid or
base whose pKA or pKB value was numerically equal
to the midpoint of the pH range of stability.

There are, of course, other considerations that need
to be monitored, such as compatibility with the drug
substance. Boylan[2] has provided a summary of the
selection criteria for buffering agents:

1. The buffer must have adequate capacity in the
desired pH range.

2. The buffer must be biologically safe for the
intended use.

3. The buffer should have little or no deleterious
effect on the stability of the final product.

4. The buffer should permit acceptable flavoring
and coloring of the product.

A practical consequence of Eq. (23) is that as long as
the concentration of a buffer is not overcome by reac-
tion demands, a buffer system will exhibit adequate
capacity within �1 pH unit with respect to its pKA or
pKB value.

The second criterion from the preceding list restricts
buffering agents to those deemed to be pharmaceuti-
cally acceptable. A list of appropriate buffer systems
is provided in Table 1, along with values for their
pKA or pKB values sourced from the compilations of
Martell and Smith.[3–6] The use of buffering agents is
most critical for parenteral formulations, and it has
been noted over the years that phosphate, citrate,
and acetate are most commonly used for such pur-
poses.[7,8] Ethanolamine and diethanolamine are also
used to adjust pH and form their corresponding salts,
whereas lysine and glycine are often used to buffer pro-
tein and peptide formulations. Akers[9] has reviewed
the scope of drug–excipient interactions in parenteral
formulations and has provided an overview of the
effect of buffers on drug substance stability.

Table 1 Acids and bases suitable for use as buffer systems in pharmaceutical products

Basis for buffering system pK1 pK2 pK3

Martell and

Smith reference

Acetic acid 4.56 — — [5], p. 3

Adipic acid 5.03 4.26 — [5], p. 118

Arginine 9.01 2.05 — [3], p. 43

Benzoic acid 4.00 — — [5], p. 16

Boric acid 8.97 — — [6], p. 25

Carbonic acid 10.00 6.16 — [6], p. 37

Citric acid 5.69 4.35 2.87 [5], p. 161

Diethanolamine 8.90 — — [4], p. 80

Ethanolamine 9.52 — — [4], p. 15

Ethylenediamine 9.89 7.08 — [4], p. 36

Glutamic acid 9.59 4.20 — [3], p. 27

Glycine 9.57 2.36 — [3], p. 1

Lactic acid 3.66 — — [5], p. 28

Lysine 10.69 9.08 2.04 [3], p. 58

Maleic acid 5.83 1.75 — [5], p. 112

Phosphoric acid 11.74 6.72 2.00 [6], p. 56

Tartaric acid 3.95 2.82 — [5], p. 127

Triethanolamine 7.80 — — [4], p. 118

Tromethamine 8.09 — — [4], p. 20
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BUFFERS IN PHARMACEUTICAL SYSTEMS

It is well known that the stability of many active phar-
maceutical substances can be strongly dependent on
the degree of acidity or basicity to which they are
exposed, and that a change in pH can cause significant
changes in the rate of degradation reactions. For such
compounds, formulators commonly include a buffer
system to ensure the stability of the drug substance
either during the shelf life of the product, or during
the period associated with its administration.

In addition, preformulation scientists routinely use
buffer systems to set the pH of a medium in which they
intend to perform experimentation. For instance, the
pH stability profile of a drug substance is routinely
obtained through the use of buffers, and the pH depen-
dence of solubility is frequently measured using
buffered systems. However, the possibility that the buf-
fer system itself may influence or alter the results must
be considered in these studies.

Stabilization of Drug Substances
in Formulations by Buffers

As mentioned previously, the stability of parenteral
formulations is often established through the use of
buffer systems, and Table 2 contains a partial listing
of such systems.[7,8]

The inclusion of a phosphate buffer in homatropine
hydrobromide ophthalmic solution enabled formula-
tors to fix the solution pH at 6.8, enabling the product
to be lyophilized.[10] This lyophilized product could be
stored for extended periods without degradation. Tro-
methamine was found to effect a stabilizing effect on
N-nitrosoureas (such as lomustine, carmustine, and
tauromustine) in aqueous solutions.[11]

It has been reported that replacing succinate buffer
with glycolate buffer improved the stability of lyophi-
lized g-interferon.[12] In this work, it was found that
the succinate buffer could crystallize in the frozen
state, which limited its ability to maintain the appro-
priate pH, and therefore led to degradation. On the
other hand, use of the glycolate buffer appeared to
minimize the freeze-induced pH shifting, and the
lyophilized product exhibited superior solid-state
stability.

However, the use of buffers in parenterals is not
always benign, and numerous instances have been
summarized where buffers or other excipients have
caused stability problems.[9] For instance, the com-
plexation of Ca(II) and Al(III) with phosphate buffer
solutions has been studied at great length, as well as
the kinetic characteristics of the subsequent precipita-
tion of calcium and aluminum phosphate salts.[13–17]

The use of metal complexing excipients, such as citric

acid or ethylenediaminetetraacetic acid, was found to
be useful in delaying the onset of precipitation.

The use of buffering agents in solid dose forms is
not as widespread as the use in parenteral products.
Nevertheless, the current Handbook of Pharmaceuti-
cal Excipients lists calcium carbonate, monobasic
and dibasic sodium phosphate, sodium and potassium
citrates, and tribasic calcium phosphate as potential
buffering agents.[18]

In one study, the effect of 11 different compounds
representing various classes of buffering agents were
studied with respect to their effect on the dissolution
kinetics of aspirin from tablet formulations.[19] It
was found that buffering agents capable of reacting
with acidic substances to evolve carbon dioxide
(sodium bicarbonate, magnesium carbonate, or cal-
cium carbonate) yielded the fastest dissolution rates,
and hence were deduced to be more useful as tablet
excipients. Less effective were water-soluble buffering
agents (such as sodium ascorbate or sodium citrate),
and least effective were water-insoluble buffering
agents (such as magnesium oxide, magnesium trisili-
cate, dihydroxyaluminum aminoacetate, or aluminum
hydroxide).

In another study, the kinetics of aspirin, salicylic
acid, and salicyluric acid were followed upon oral

Table 2 Some of the buffer systems used to stabilize various

parenteral products

Basis for buffering system Product trade name

Acetic acid Miacalcin injection

Benzoic acid Valium injection

Citric acid Aldomet injection
Ceredase

Cerezyme
Duracillin A.S.

Diethanolamine Bactrim IV

Glycine Hep-B Gammagee

Lactic acid Ergotrate maleate
Fentenyl citrate and
Droperidol

Maleic acid Librium injection

Monoethanolamine Terramycin solution

Phosphoric acid Humegon
Zantac injection
Pregnyl
Prolastin

Synthroid

Tartaric acid Compazine injection
Methergine injection
Priscoline injection

Tromethamine Optiray

From Refs.[7,8].
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administration of aspirin as either an unbuffered tablet
or two buffered solutions.[20] Significant differences in
the absorption rates were observed, with the solution
having 16 mEq of buffer being the fastest, the solution
having 34 mEq of buffer being intermediate, and the
unbuffered tablet being the slowest. These studies
demonstrate that inclusion of a buffering agent in a
tablet formulation of an acid-sensitive compound will
lead to the generation of better dosage forms.

Use of Buffers to Study the pH Stability
Profile of Drug Substances

The evaluation of the pH stability profile of a drug
substance is an essential task within the scope of pre-
formulation studies. Knowing the pH conditions under
which a given compound will be stable is of vital
importance to the chemists seeking to develop methods
of synthesis, to analytical scientists seeking to develop
methods for analysis, and to formulators seeking to
develop a stable drug product. Typically, the prefor-
mulation scientist will prepare solutions of the drug
substance in a variety of buffer systems, and will then
determine the amount of drug substance remaining
after a predefined storage period. However, for the
information to be useful, the investigator will also need
to verify that the buffer itself does not have an effect
on the observed reactions.

The hydrolysis kinetics of vidarabine-50-phosphate
were studied at a variety of pH values that enabled
the compound to exist as its protonated, neutral, and
monoionized form.[21] It was found that the hydrolysis
reaction followed first-order kinetics at the five pH
conditions tested, and that the buffer system used did
not influence the reaction rates. The pH–rate profile
suggested that even though the compound was most
stabile over pH 9.0 to 9.5, the stability at pH 7.4
(i.e., physiological pH) was more than adequate for
development of a parenteral formulation.

The degradation kinetics of phentolamine hydro-
chloride were studied over a pH range of 1.2 to 7.2
and in various glycol solutions.[22] The kinetics were
determined to be first order over all pH values studied,
and a consideration of the ionization constant of the
compound indicated that only the protonated form
of the compound had been studied. At relatively low
acidities, a pH-independent region (pH 3.1–4.9) was
noted for the hydrolysis, and the kinetics were not
affected by the concentration of buffer used. However,
the degradation reaction was found to proceed at a
much faster rate at a pH of 7.2, and a small dependence
of rate constant on the concentration of phosphate in
the buffer system was noted.

Other examples where buffers were successfully used
to study the pH stability of drug substances (and where

little or no effect could be ascribed to the buffer system
used) include the chemical stability of diisoxazolyl-
naphthoquinone[23] and metronidazole[24] in aqueous
solution. In another detailed study, the effect of pH,
buffer species, medium ionic strength, and temperature
on the stability of azetazolamide was studied.[25]

There are probably as many instances where buffer
catalysis exerts a strong influence on pH stability
studies as where no such effect exists. For instance,
the kinetics associated with the acid/base hydrolysis
of ciclosidomine were found to be strongly affected
by the concentration of buffer used to set the solution
pH for each study.[26] However, because a linear rela-
tionship was found between buffer concentration and
observed first-order rate constant, the effect of pH on
the degradation was assessed by extrapolating to zero
buffer concentration. This information was used to
deduce the buffer-independent pH–rate profile.

In another study on solutions of spironolactone, the
concentration of buffer was found to exert a strong
influence on the degradation rate constants.[27] At the
same time, the ionic strength of the medium did not
appear to affect the rate constants. The decomposition
pathway for aqueous solutions of batanopride hydro-
chloride was found to depend on the pH of the med-
ium used for the study, although the concentration of
buffer was found to exert catalytic effects.[28]

To those beginning work in this field, the study
reported by Zhou and Notari on the kinetics of
ceftazidime degradation in aqueous solutions may be
used as a study design template.[29] First-order rate
constants were determined for the hydrolysis of this
compound at several pH values and at several tem-
peratures. The kinetics were separated into buffer-
independent and buffer-dependent contributions, and
the temperature dependence in these was used to
calculate the activation energy of the degradation via
the Arrhenius equation. Ceftazidime hydrolysis rate
constants were calculated as a function of pH, tempera-
ture, and buffer by combining the pH–rate expression
with the buffer contributions calculated from the buffer
catalytic constants and the temperature dependencies.
These equations and their parameter values were able
to calculate over 90% of the 104 experimentally deter-
mined rate constants with errors less than 10%.

Use of Buffers to Study the pH Dependence
of Drug Substance Solubility

An evaluation of the effect of pH on the aqueous solu-
bility of a drug substance is an essential component
of preformulation research, and such work is usually
conducted along with determinations of ionization
constants, solubilization mechanisms, and dissolution
rates.[30] Methods for the determination of the solubility
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of pharmaceutical solids have been discussed at length,[31]

and a large number of pH–solubility profiles have been
published in the 30 volumes of the Analytical Profiles
series.[32–34] A general treatment of the characteristics
of the pH–solubility profiles of weak acids and bases
is available.[35]

When the pH conditions used for a given solubility
determination are set through the use of buffers, the
possible solubilization of the buffering systems must
be established. For instance, no buffer effect was
reported during the determination of the solubilities
of trimethoprim and sulfamethoxazole at various pH
values.[36] On the other hand, correction for buffer
effects was made during studies of some isoxazolyl-
naphthoquinone derivatives.[37]

With the continuing development of compounds
exhibiting low degrees of intrinsic aqueous solubility,
the combination of pH control and complexing agents
in formulations has become important, and buffers
play an important role in many of these formulations.
A theoretical analysis of the synergistic effect observed
in the combined systems has been developed and used
to explain the solubilization noted for flavopiridol.[38]

In a subsequent work, the solubilization of this sub-
stance by pH control combined with cosolvents,
surfactants, or complexing agents was investigated.[39]

The combined effect of pH and surfactants on the
dissolution of piroxicam has been reported.[40] In this
system, the dissolution rate and solubility of the drug
substance could be well estimated by a simple additive
model for the effect of pH and surfactant, where the
total dissolved concentration equaled the summation
of the amount of dissolved non-ionized substance, the
amount of dissolved ionized substance, and the amount
of substance solubilized in the surfactant micelles. It was
suggested that the model developed in this work could
be useful in establishing an in vitro–in vivo correlation
for piroxicam.

An equilibrium-based model was proposed to char-
acterize the drug–surfactant interactions observed in
the system consisting of furbiprofen and polysorbate
80 in solutions of different pH.[41] The model reflected
both interactions and interdependence among all drug-
containing species, namely, non-ionized drug in water,
ionized drug in water, non-ionized drug in micelles,
and ionized drug in micelles. The mathematical treat-
ment also enabled modeling of the drug solubilization
in the pH–surfactant solutions without requiring the
use of inappropriate approximations. It was found that
the solubility data estimated by the proposed model
were more reliable when the surfactant concentration
was high in the system. This finding confirmed that
that consideration of interrelations and interdependence
of all drug species in the various solutions was appro-
priate for this model.

CONCLUSIONS

Buffers and buffering agents have been widely used for
the stabilization of pharmaceutical formulations, and
this aspect has proven to be especially important for
parenteral products. Buffers and buffering agents have
also been found to play a vitally important role during
drug characterization studies, being vitally important
to the conduct of solubility and drug stability studies.
The range of pharmaceutically acceptable buffer sys-
tems spans all useful pH values, and it can be said that
there is a buffer available for every intended purpose.
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INTRODUCTION

Calorimetry is the measurement of energy changes
within a material that are either manifested as exother-
mic (heat liberating) or endothermic (heat consuming)
events (Table 1). Changes in energy (not absolute ener-
gies) are conventionally determined, and quantitative
measurements may be made if the mass of the sam-
ple(s) is accurately known. Recently, nanocalorimetry
or calorimetry microarrays[1–3] are expanding the
application of calorimeters to high throughput screen-
ing (HTS), providing high throughput thermodynamic
measurements at the microgram scale. Preliminary
studies using these microchip calorimeters have shown
interesting potential for their applications in studying
biological macromolecules in solution, such as protein
ligand binding and measuring heat capacities on
samples as small as 10 mg.[2] Additional applications
could include the study of the thermal properties of
drug molecules in HTS.

The most common applications of calorimetry in the
pharmaceutical sciences are found in the ‘‘subfields’’ of
differential scanning calorimetry (DSC) and microca-
lorimetry. State-of-the-art DSC instruments and micro-
calorimeters are extremely sensitive and are powerful
analytical tools for the pharmaceutical scientist.

Differential scanning calorimetry usually involves
heating and/or cooling samples in a controlled manner,
whereas microcalorimetry maintains a constant sample
temperature. The DSC instruments are considered to be
part of the ‘‘Thermal Analysis’’ armamentarium; for
additional information, the reader should refer to the
Thermal Analysis section of this Encyclopedia.

BACKGROUND

The beginning of this article gives a brief introduction
to thermodynamics. A description of DSC, which
includes instrumentation, calibration, and applica-
tions, follows. A section on microcalorimetry is next,
with a brief introduction into microcalorimetry, instru-
mentation, calibration, and applications. The article

ends with a general comment on the regulatory aspects
of calorimetry. A general description of the underlying
physical or chemical transitions/reactions can be
found in the section on DSC.

THERMODYNAMICS

The field of calorimetry relies on the principles of ther-
modynamics; the next section provides a brief overview
of the general principles. References are provided for
those who are unfamiliar with thermodynamics.[4,5]

A calorimeter consists of a container that is isolated
from its exterior surroundings, where the heat exchange
that occurs between the system and the environment
can be measured. The ‘‘environment’’ is defined as
the calorimeter and its contents, and the ‘‘system’’ is
either a chemical reaction or physical change of state.
The system can either absorb (endothermic) or lose
energy (exothermic) to or from the environment.
Exothermic changes will require the temperature of
the environment to increase because it is the environ-
ment that is receiving the energy lost by the system.
The energy of an isolated system remains constant
and the energy exchange of the system must be equal
but opposite in sign to the energy of the environment
(First Law of Thermodynamics, Conservation of
Energy). Endothermic changes in the system will
involve a decrease in temperature of the environment
because the environment is providing the energy
absorbed by the system.

Based on the assumption that the system is closed,
which is usually the case in DSC and microcalorimetry,
any reaction or change in state is independent of the
path and can be subdivided into small reversible steps
(Hess’ Law of Summation).[4,5] The First Law of
Thermodynamics states that energy may neither be
created nor be destroyed. It defines the internal energy,
dU, as the sum of the change in heat that has been
transferred to the system, dq, and the work done on
the system, dw.

dU ¼ dq þ dw ð1Þ
Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041246
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When operated at constant pressure, Eq. (1) can be
written in terms of the enthalpy, H. The total energy
exchange between the system and the environment,
the enthalpy change (dH), is the sum of the change in
internal energy of the system, dU, and the change in
the amount of work, PV

dH ¼ dU þ PdV ðat constant pressureÞ ð2Þ

At zero net work and negligible change in volume
(a close approximation for solids and liquids), the
equation reduces to

ðdUÞP ¼ ðdHÞP ¼ ðdqÞP ð3Þ

Thus, the enthalpy is effectively equal to the heat
added or lost from the system, and changes in enthalpy
can be measured directly in a calorimeter as dq (heat
flow).

The heat exchange, dq, entering or exiting the
system is equal to the change in enthalpy, dH, which
is related to the heat capacity, Cp

dq ¼ dH ¼
Z T1

T2

Cp dT ð4Þ

The increase in temperature of the system (from T1

to T2) is a function of its heat capacity. If Cp is large,

then the transfer of a given amount of heat to a system
results in only a small temperature increase.

Two principal DSC designs are commercially avail-
able—power compensated DSC and heat flux DSC.
The two instruments provide the same information
but are fundamentally different. Power-compensated
DSCs heat the sample and reference material in separate
furnaces while their temperatures are kept equal to one
another (Fig. 1B). The difference in power required to
‘‘compensate’’ for equal temperature readings in both
sample and reference pans are recorded as a function
of sample temperature. Heat flux DSCs measure the
difference in heat flow into the sample and reference,
as the temperature is changed. The differential heat flow
to the sample and reference is monitored by chromel/
constantan area thermocouples (Fig. 1C).[6,7]

MODULATED TEMPERATURE DIFFERENTIAL
SCANNING CALORIMETRY/DYNAMIC
DIFFERENTIAL SCANNING CALORIMETRY

Conventional DSC measures a sample’s total heat
flow. This total heat flow is comprised of a heat
capacity component and a kinetic component [Eq. (5)]

total heat flow ¼ heat capacity component

þ kinetic component

dq=dt ¼ CpdT=dt þ fðT ; tÞ ð5Þ

Table 1 Common thermal events that can be detected using calorimetric techniques

Event Example

Endothermic
Fusion Melting of drug substances; purity evaluations
Vaporization Evaporation of liquid or semisolid excipients
Sublimation Removal of frozen water during lyophilization

Desorption Drying of wet granulated formulations
Desolvation Removal of stoichiometric water from crystalline hydrates

Exothermic
Crystallization Solvent vapor induced crystallization of amorphous excipients

Precipitation Formation of salt forms of drug substances
Solidification Melt granulation with semisolid excipients
Adsorption Solvent vapor sorption by drug substances

Chemisorption
Solvation Water vapor sorption by excipients
Curing of resins Curing of polymeric packaging materials

Other
Glass transition Variation of glass transition temperature with water content

Relaxation of glasses Enthalpic recovery of amorphous drug substance upon
storage or annealing

Decomposition Thermal decomposition of drug substance
Dissolution Dissolving drug substance in dissolution media

Complexation Complex formation between drug and cyclodextrin

394 Calorimetry in Pharmaceutical Research and Development
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where dq/dt ¼ heat flow, Cp ¼ heat capacity,
dT/dt ¼ temperature rate, f(T,t) ¼ heat flow from
kinetic component as a function of temperature and
time. Variations of conventional DSC have been used
to extract additional information from these experi-
ments. Two such techniques are modulated differential
scanning calorimetry (MDSC) and dynamic differ-
ential scanning calorimetry (DDSC). Unlike conven-
tional DSC, MDSC and DDSC determine the total heat
flow, dq/dt, and the heat capacity component of heat
flow, Cp dT/dt. Eq. (5) then leads to the indirect deter-
mination of the kinetic component of heat flow, f(T,t).

MDSC, developed by TA instruments (New Castle,
Detroit, U.S.A.), is based on the conventional heat flux
DSC furnace design. The temperature programs differ

in that a sinusoidal modulation is overlaid on the
conventional linear heating or cooling rate to produce
a continuously changing non-linear sample tempera-
ture. This can be viewed as running two experiments
at once. The first experiment consists of heating the
sample at a constant linear rate to obtain the total heat
flow much like the conventional DSC. During the
second experiment, the heat capacity component of
the heat flow is obtained by continuously varying the
temperature sinusoidally with a zero net temperature
change during the course of the modulation. The
experimental parameters may be optimized by modify-
ing three variables—the average heating rate, the
period of modulation, and the temperature amplitude
of modulation. Fourier transformation of the modu-
lated heat flow signal is used to calculate an average
heat flow value, which is similar to the total heat flow
obtained by conventional DSC. The heat capacity is
determined by the ratio of the heat flow amplitude to
the modulated heating rate amplitude. The heat
capacity of heat flow is then obtained by multiplying
the heat capacity by the average heating rate. The
kinetic component heat flow is obtained by the differ-
ence between the total heat flow and the heat capacity
component.

dq=dt ¼ CpðdT=dt þ ATw� � cos wtÞ
þ f 0ðt;TÞ þ AKðsin wtÞ ð6Þ

where (dT/dt þ ATw*cos wt) ¼ measured heating
rate, f0(t,T) ¼ kinetic response without temperature
modulation, and AK ¼ amplitude of kinetic response
to temperature modulation.

DDSC provides heat capacity and kinetic compo-
nent information differently from MDSC. The tem-
perature program consists of an ‘‘Iso-Scan’’ whereby
the traditional heating rate program is combined with
several isothermal holds or a ‘‘Heat-Cool’’ program,
which consists of combined heating and cooling tem-
perature programs. The user selects the appropriate
method depending on the type of experiment being
performed.[8] From the dynamic component of the
sample response, the complex heat capacity can be
calculated. The complex heat capacity, Cp�, is the
vector sum of the storage, Cp0, and loss heat capacity,
Cp00. It is generally the same as the storage heat capa-
city except in the melting region where heat losses
dominate. The storage heat capacity is associated with
molecular motions within the sample in a manner
similar to the storage modulus in dynamic mechanical
measurements. The out-of-phase component, the loss
heat capacity, Cp00 is associated with the dissipative
properties of the material. The loss heat capacity is
out-of-phase with the temperature change because heat
flow has resulted in molecular structural changes in the

S R

Lid

Chromel disc

Alumel wire

Heating block

Chromel wire

Thermoelectric disc
(constantan)

C

B

A

S R

Single heater

∆T

S

Pt sensors

Dual heaters

R

Fig. 1 Schematic diagrams of the (A) differential thermal
analysis (DTA); (B) power-compensated DSC; and (C) heat-

flux DSC cells. (From Ref.[7], adapted from DuPont Instru-
ments Systems Brochure.)
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material. The loss tangent is the ratio of the loss heat
capacity to the storage capacity and is a measure of
the relative importance of each component.[8]

Cp� ¼ Cp0 þ Cp00 ð7Þ

where Cp* ¼ complex heat capacity, Cp0 ¼ storage
heat capacity, and Cp00 ¼ loss heat capacity. Some
of the advantages and disadvantages of using MDSC
are given in Table 2.

High Speed DSC

High speed DSC or HyperDSC2 is a proprietary tech-
nology developed by Perkin Elmer to be used with
their power-compensated DSCs. It enables the use of
very fast heating and cooling rates (100–500 K/min)
that provides increased sensitivity with the compro-
mise of reduced resolution. In the pharmaceutical
industry, HyperDSC has been used for the detection
of very small signals arising from weak transitions or
small sample sizes (mg range). For example, some
researchers have used HyperDSC to detect 1.5%
amorphous content in amorphous/crystalline lactose
blends.[9] Using a fast heating/cooling rate also enables
the measurement of samples while minimizing the
potential for recrystallization or reorganization. The
thermal properties of two polymorphs of the drug
carbamazepine, Forms I and III, were studied using
HyperDSC. Previously, accurate determination of the
heat enthalpy of fusion of Form III had not been
possible using conventional heating rates owing to
concurrent exothermic recrystallization to the higher-
melting Form I. The use of HyperDSC enabled the
measurement of the heat of fusion by altering the
kinetics of melting, where it was inhibited.[10] Owing
to its speed of analysis, it has also been proposed that
HyperDSC can be used as a HTS tool for the analysis
of well-understood samples.

Sample Preparation and Calibration

DSC samples are generally analyzed in small metal
pans that consist of inert or treated metals (aluminum,
platinum, silver, stainless steel, etc.). Several pan
configurations exist such as open, pinhole, covered,
or sealed. Reference pans should be made of the same
material as the sample pan and in identical configura-
tions. Typical DSC sample sizes are 3–5 mg for phar-
maceutical materials. The material should completely
cover the bottom of the pan to ensure good thermal
contact. The pan should not be overfilled to prevent
thermal lag from the bulk of the material to the sensor.
Physically stable compounds that consist of large gran-
ular particles should be ground to reduce unwanted
thermal effects. Accurate weights are imperative if
quantitative data of the sample’s energetic parameters
are desired.[7]

A scanning technique that is usually used for
relative rather than absolute measurements is DSC.
The meaningfulness of the results depends on the care
taken in calibrating the instrument as close to the
transition temperatures of interest as possible. The
accuracy of any thermoanalytical instrument is
strongly dependent on the use of high purity calibra-
tion standards. Well-defined standards are especially
important when analyses are carried out using different
instruments and at different times. In general, metal
calibration standards such as indium, tin, bismuth,
and lead are utilized owing to ready availability and
ease of use. Low melting metals such as mercury and
gallium, are used to a lesser extent because of toxicity
and handling problems. Organic compounds have been
recommended as standards when studying organic
material to minimize differences in thermal conductiv-
ity, heat capacity, and heat of fusion.[11,12] It is likely
that metals will continue to be popular temperature
and enthalpy standards because of availability and
ease of use, and organic standards may be used
predominantly at temperatures below 300 K.[13]

The results of the DSC are dependent on the
calibration of the instrument, sample preparation, and

Table 2 Advantages and disadvantages of modulated DSC

Advantages Disadvantages

Ability to differentiate overlapping transitions More complex thermal lag effects

Increased resolution without loss of sensitivity Not as precise linear heating rate

Measurement of heat capacity and heat flow in
a single experiment

Many experimental parameters

Measurement of initial crystallinity Not recommended for melting transitions

Ability to study previous thermal history Gives sample a complex thermal history

Ability to distinguish between reversible and

nonreversible transitions

Sometimes difficult to interpret
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sample configuration. Some researchers argue that
power compensated DSCs need to be properly cali-
brated upon both heating and cooling at the same rates
to maintain a high level of accuracy.[14,15] Standard
procedures can be obtained from the American Society
for Testing of Materials (ASTM). In addition, all
results obtained by DSC are a function of the scanning
rate used and should be reported with the scanning
rate. The shape, the area of the transition or change
of baseline, and particularly the temperature of the
transition will be dependent on the scanning rate; it
will move to higher temperatures with increasing
heating rate. Increasing the scanning rate increases
sensitivity, while decreasing the scanning rate increases
resolution. To obtain thermal event temperatures close
to the true thermodynamic value, slow scanning rates
should be used (e.g., 1–5 K/min).

Definitions and Applications of DSC

The purpose of this section is to define the various
parameters that are measured by DSC. The types of
thermal events, exothermic or endothermic, that can
be measured by DSC are reported in Table 1. The
following sections will describe some of the more fun-
damental thermal events. Examples from the pharma-
ceutical field will be given to illustrate the techniques.
The examples will be based on either single compo-
nents such as drug substance and bulk excipients or
on a mixture of components such as physical blends
of drugs and excipients, solid dispersions, formulated
drugs after granulation, and/or compression.

Melting

Melting is a first order endothermic process by which
the compound takes in a net quantity of heat (molar
heat of fusion). Through DSC, melting can be seen
as an endothermic peak (Fig. 2). The broadness of
the peak defines the purity of the crystalline compound
undergoing melting, with the less pure and less perfect
smaller crystals melting first followed by melting of the
purer larger crystals.[7] The melting temperature is the
temperature at which the three-dimensionally ordered
crystalline state changes to the disordered liquid state.
It is defined either as an extrapolated melting
temperature onset, Te, obtained at the intersection of
the extrapolated baseline prior to the transition with
the extrapolated leading edge, or as the peak melting
temperature, Tm. Other temperatures that describe
the melting process are the onset of melting, To, and
the extrapolated end of the transition.[7]

The enthalpy of fusion, DHf, is obtained from the area
of the endothermic transition. The area of the transition
is affected by the selection of the baseline. The baseline is

generally obtained by connecting the point at which the
transition deviates from the baseline of the scan to where
it rejoins the baseline after melting is completed. For
some materials that undergo a significant change in heat
capacity change on melting, other baseline approxima-
tions (such as a sigmoidal baseline) are used.[7]

Purity

The purity of crystalline compounds can be calculated
using the van’t Hoff equation from the enthalpy of
fusion and melting temperature obtained by DSC.

TsðiÞ ¼ Te � RT2
e X=ðDHfFiÞ ð8Þ

where Ts(i) is the sample temperature at equilibrium
corrected for thermal lag effects (K), Te is the melting
temperature of the pure compound (K), R is the gas
constant (8.314 J/mol/K), X is the molar fraction of
impurity, DHf is the enthalpy of fusion of the pure
compound (J/mol), and F is the fraction of the sample
that is molten at Ts(i). The melted fraction is equal to
the area of the section melted (Ai) divided by the total
area of the melting endotherm (AT) as shown in Fig. 3.
The melting depression, (Te � Ts(i)) is equal to the
slope, (RT2

e /DHf) X, of the straight line obtained when
Ts(i) is plotted as a function of 1/Fi. The theoretical
melting temperature is obtained on extrapolation to
1/Fi ¼ 0. A straight line may not be obtained owing
to thermal lag, sensitivity, lack of a eutectic point
detection, and formation of solid solutions. In addi-
tion, a significant amount of material may have melted
before a measurable heat flow is observed by using DSC.
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Fig. 2 DSC scan of sucrose showing the glass transition
temperature, (Tg), recrystallization exotherm temperature
(Tc) and enthalpy (DHc), onset of melting (To), extrapolated

melting onset (Te), peak melting temperature (Tm) enthalpy
of fusion (DHf), and onset of degradation at 10 K/min.
Endothermic transitions are shown.
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As a result, a correction constant Kcorr is added to the
measured areas (each fraction) to correct the curvature
of the plot of Ts(i) as a function of 1/Fi [Eq. (9)]. The
melting depression (Te � Ts(i)) is then obtained when
Fi ¼ 1.[7]

1=Fi ¼ ðAT þ KcorrÞ=ðAi þ KcorrÞ ð9Þ

It is necessary that the melting curve is obtained with
a calibrated DSC using small samples (1–3 mg) and slow
scanning speeds (<5 K/min, preferably 2 K/min). The
purity of a compound should be determined at several
scanning speeds to ensure that the compound does
not undergo any solid–solid transitions, such as
polymorphic conversion or degradation.[7]

The three advantages of obtaining purity by DSC
are: 1) its speed of measurement; 2) the type of impur-
ity does not have to be known; and 3) a minimal
amount of sample is required. However, in the case
of salts, excess base or acid is counted as an impurity.

Calculations of drug purity using DSC were used to
assess the quality of progesterone and lipoic acid, and
to define specifications for the drugs.[16] The enantio-
meric purity of (-)ephedrinum 2-naphthalenesulfonate
has also been determined using DSC.[17]

Crystallization

Crystallization can occur on cooling from the melt
and/or heating above the glass transition temperature

of amorphous materials. The temperature at which this
occurs is the crystallization temperature, Tc. Through
DSC, crystallization is observed as an exothermic tran-
sition with an enthalpy of crystallization, DHc (Fig. 2).
The energy released when the molecules, atoms, or ions
organize into a 3-D solid state is related to the crystal
lattice energy. Some compounds can crystallize into
different molecular arrangements called polymorphs,
discussed later.

Quantification of Crystallinity

The crystallinity of drugs and excipients before and
after formulation processing can be determined using
calorimetry. In some cases, crystalline compounds
can be converted during pharmaceutical processing
to the amorphous form, which is a thermodynamically
less stable form. Amorphous compounds consist of
non-ordered molecules (see the section on Glass Tran-
sition). This can have important implications for the
chemical and physical stability of the formulations.
The effect of grinding on the crystallinity of different
crystal forms of indomethacin was evaluated using
DSC and other techniques.[18]

An exothermic transition can sometimes be
observed by DSC on crystallization of the amorphous
form. This can be used to quantify the amorphous
content of crystalline drugs. A calibration curve that
consists of a plot of the enthalpy of crystallization as
a function of crystalline content was used to determine
if the lyophilized MK-0591 drug substance was
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completely amorphous or contained some crystalline
compound.[19]

Polymorphism

Polymorphs are crystalline compounds of the same
molecular structure that have a different arrangement
of molecules in the unit cell. Polymorphs have the same
chemical composition but have unique cell parameters.
Therefore, polymorphs can have very different melting
temperatures, densities, solubilities, chemical and physi-
cal stabilities, dissolution rates, and bioavailabilities.[20]

Polymorphs are either enantiotropic or monotropic.
Enantiotropic polymorphs have a thermodynamic
conversion temperature where one form is more
stable above this temperature while the other is
more stable below this temperature. Processing the
least stable form, dissolution/recrystallization, and
certain storage conditions might cause enantiotropic
polymorphs to later convert.[7] If there is no conversion
temperature below the melting temperatures of the
polymorphic pair, then the different crystal forms are
monotropic. That is, there is only one crystal form that
is thermodynamically stable at all temperatures and
pressures. Calorimetry can be used to determine which
polymorph is the more stable form. The DSC can pro-
vide accurate unambiguous melting temperatures and
enthalpies of fusion. Based on the melting temperature
and the enthalpy of fusion, the relative thermodynamic
stability of the polymorphic pair can be determined
(e.g., using the Heat of Fusion Rule[7]).

DSC and complimentary thermal techniques such as
temperature X-ray powder diffraction were used to
determine the thermodynamic relationship of the six
anhydrous polymorphs of tetracaine hydrochloride.[20]

The phase diagram of the polymorphic conversion of
diflunisal in polyethylene glycol 4000 solid dispersions
was obtained as a function of polymer content.[21]

Heat Capacity

Accurate heat capacity, Cp, measurements may be
obtained by DSC under strict experimental conditions,
which include the use of calibration standards of
known heat capacity, such as sapphire, slow accurate
heating rates (0.5–2.0 K/min), and similar sample and
reference pan weights.[22,23] MDSC or DDSC also have
been used to determine the heat capacity of several
pharmaceutical materials.[8,24]

Glass Transition

By the use of various pharmaceutical manufactu-
ring processes, (e.g., lyophilization or comminution

techniques), drugs or excipients may be made
amorphous. Amorphous compounds are defined by
their lack of long-range molecular order and structural
periodicity. Their high-energy state is of great interest
to the pharmaceutical industry as it can lead to fast
dissolution rates and increased bioavailabilities. How-
ever, amorphous compounds are thermodynamically
unstable, although depending on their glass transition
temperature, they may be kinetically stable for
extended times. Amorphous compounds are character-
ized by a glass transition, which by DSC is seen as an
increase in heat capacity change (Fig. 2).

DCp ¼ Cpliq � Cpglass ð10Þ

where Cpliq is the heat capacity of the liquid, and
Cpglass is the heat capacity of the glassy phase. The
glass transition temperature is measured either at its
onset or at its midpoint as shown in Fig. 4. Structural
relaxation can occur owing to the restricted but finite
mobility of the molecules below the glass transition.
This gradual volume or enthalpy change is observed
by DSC as an endothermic peak superimposed on
the glass transition (Fig. 4), and this may lead to
difficulties in interpretation of the transition. Modu-
lated temperature DSC can sometimes be used to sepa-
rate the enthalpic overshoot from the glass transition
temperature.[7]

Defining the glass transition temperature is impor-
tant to the development of stable amorphous pharma-
ceutical materials. A leukotriene biosynthesis inhibitor,
MK-0591, has been shown to be kinetically stable in
the amorphous phase at normal storage temperatures
if protected from moisture, because of its elevated glass
transition temperature of 125�C.[19] In lyophilized
systems, a high Tg

0, defined as the apparent glass
transition temperature and observed as the change of
the heat capacity of the lyophilized formulations, is
important to define the stability of such formula-
tions.[25–27] MDSC has been used to select optimal
freeze-drying conditions to avoid cake collapse.[28,29]

The glass transition temperature of amorphous
multicomponent mixtures can be used to determine
the miscibility of the components. If the mixture is
miscible, then a single glass transition temperature is
usually obtained. Various equations can be used to
predict the glass transition temperature of miscible
mixtures. Examples include the Gordon–Taylor equa-
tion [Eq. (11)] or the Fox–Flory equation [Eq. (12)].

Tg mix ¼ ½w1Tg1 þ Kw2Tg2�=ðw1 þ Kw2Þ;
K ¼ r1Tg1=r2Tg2 ð11Þ

1=Tg mix ¼ 1=Tg1 þ 1=Tg2 ð12Þ
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where r1 and r2 are the densities of the two compo-
nents and Tg1 and Tg2 are their respective glass
transition temperatures.[30]

Temperature Dependence of Molecular
Motions in Amorphous Materials

A critical attribute that dictates the stability and
performance of any amorphous material is the manner
in which its rate of molecular motions (t) varies with
changing temperature (T) (i.e., dt/dT). At temperatures
that are approximately 0–100 K above the calorimetric
glass transition temperature (Tg), this property is
known as the fragility of the material.[30] Several
workers have suggested that dt/dT below Tg (in the
non-equilibrium glassy state) is the most appropriate
descriptor of amorphous pharmaceutical materials as
this is the normal state for the storage and processing
of such systems.[30,31] A simple graphical plot of t vs. T
can be constructed at temperatures below Tg from the
results of enthalpy relaxation experiments. These mea-
surements can be performed using either a conventional
DSC or a microcalorimeter.[31,32] Alternate calorimetric
methods of estimating dt/dT at Tg have been described
in the literature,[33] but the applicability of these methods
to pharmaceutical materials has not yet been clearly
demonstrated.[34]

Degradation, Decomposition, Stability
Determinations, and Drug-Excipient
Compatibility

The degradation, decomposition, and stability of
drugs, or formulations can be determined by DSC or

microcalorimetry. The advantages of the techniques
are their speed of measurement and the small amounts
of sample required. At times, interpretation of the
results can be difficult, particularly when simultaneous
reactions occur. Decomposition kinetics is generally
determined using the Arrhenius equation. The samples
are stored at elevated temperatures for known periods
of time and analyzed by DSC. Alternatively, they can
be held isothermally in the DSC at different tempera-
tures, followed by scanning at heating rates sufficiently
fast to avoid additional decomposition. A rate
constant is calculated for each storage condition by
plotting the logarithms of the areas of the transitions
(e.g., the decomposition endotherm, etc.) as a function
of time. The natural logarithm of the reaction rates, k,
are then plotted as a function of 1/T as per the
Arrhenius equation.

k ¼ Ze�ðEa=RTÞ; ln k ¼ ln Z � Ea=RT ð13Þ

where Z is the Arrhenius frequency or preexponential
factor, Ea is the Arrhenius activation energy (J/mol)
for the reaction, and R is the gas constant. The activa-
tion energy and preexponential factor are assumed to
be constant and independent of temperature.

Alternatively, the reaction peak maxima may be
determined at different heating rates (j) and used to
calculate the activation energy, assuming first order
kinetics.

Ea ¼ �2:19 T
d logj
dð1=TÞ ð14Þ

The energy of activation is obtained from the slope
of the log of the heating rate (j) as a function of
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Fig. 4 (A) DSC scan of the glass transition temperature of a miscible blend of a MK-0591 with 10% PVP, showing the onset,
midpoint, and offset glass transition temperatures. (B) DSC scan of the glass transition of sucrose with the enthalpic relaxation
endotherm and enthalpy (DHR). (From Ref.[7].)
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1/T.[34] It is assumed that only one reaction occurs
during the transition and that the peak maximum
represents a point of constant conversion for each heat-
ing rate. The method cannot be used with compounds
that decompose on melting or undergo isomerizations
at the reaction temperature or any other simultaneous
reaction.[35] Some modification of DSC may be needed
to determine the degradation kinetics of compounds
under different environmental conditions.

DSC is often used for the rapid screening of excipi-
ents for drug-excipient compatibility studies. Certain
assumptions have to be made, which include that the
thermal properties of these mixtures are the sum of
the individual components when there are no interac-
tions between the components. The method does not
take into consideration: 1) effects owing to thermal
conductivity (thermal lag effects); 2) mixing effects that
can lower the purity of each component resulting
in slightly broader, lower melting temperatures; or
3) sample geometry effects that result in variations in
peak shapes and peak temperatures. In addition,
reduction in enthalpies of fusion can occur as a result
of the solubilization of the drug in molten excipients.
This latter phenomenon can be used in part to deter-
mine the solubility in different molten excipients.[7,36]

Interactions with Water/Solvents, Hydrates

Water can have a significant impact on the physical
and chemical stability of drugs. Water may be present
as part of the crystalline lattice (hydrate), or it may be
on the surface (‘‘free’’) or more tightly incorporated
(‘‘bound’’). The evaluation of the type of water present
in a pharmaceutical material has been determined
using subambient DSC (thermoporosimetry), such as
in the case of magnesium stearate hydrates,[37,38] as
well as thermogravimetric techniques. Free or surface
water can crystallize and the melting enthalpy of this
free water can be used to calculate the surface water
content of compounds from the melting enthalpy of
pure water.[39] The state of water in hydroxypropyl
methylcellulose gels with and without drugs such as
propranolol hydrochloride or diclofenac was
determined in this way by DSC.[40]

MICROCALORIMETRY

Microcalorimetry is used to monitor thermal changes
associated with physical and/or chemical events that
do not require heating or cooling for their initiation.
Such events include dissolution, precipitation, reaction,
and crystallization. In a typical microcalorimetry
experiment, these events are ‘‘triggered’’ in a
controlled manner by mixing two preequilibrated and

separate phases (e.g., water vapor and amorphous
drug, solvent and crystalline drug, or protein and
carbohydrate solutions). Solid-state processes may also
be measured such as in the case of drug degradation or
during drug-excipient screening studies. Microcalori-
metry techniques are sometimes referred to by the pro-
cesses that are monitored (e.g., immersion calorimetry,
solution calorimetry, titration calorimetry, etc.).[41]

Differential scanning calorimeters may be operated in
isothermal mode; however, for highly accurate and
reliable isothermal measurements, specially designed
microcalorimeters are required.

Thermodynamics

Microcalorimeters have the ability of directly measur-
ing the order of the reaction (n), the rate constant
(k), the reaction enthalpy (DRH), and the equilibrium
constant (Keq).[42] For example, solution microcalori-
metry may be used to determine the free energy of
dissolution of a solid compound, which is particularly
important in pharmaceutical research for dissolution
studies and in the determination of the relative thermo-
dynamic stability of polymorphs.[41] The change in the
Gibbs–Helmholtz free energy, DGsol, on dissolution is

DGsol ¼ �RT ln Keq ð15Þ

where T is the temperature (Kelvin, K), R is the gas
constant (8.314 J/mol/K), and Keq is the equilibrium
constant for the change of the compound from the
solid state to the dissolved liquid state. The equilibrium
constant can be determined, at low concentrations,
from the ratio of the concentration of the compound
in the solution, or its solubility, to that in the solid state
(where by definition, [C]solid ¼ 1).

Keq ¼ ½C�soln=½C�solid ¼ ½C�soln ð16Þ

The DHsol is the enthalpy change that occurs on
dissolution of one mole of compound in a solvent.
The solution microcalorimeter may be used to obtain
the enthalpy of solution directly. The change of free
energy can be calculated from the concentration using
the enthalpy obtained. The change in the entropy of
solution DSsoln can then be determined from the
Gibbs–Helmholtz equation.[4,5]

Alternatively, the change in free energy of solution
DGsoln can be calculated from the van’t Hoff equation

dðDGsoln=TÞ=dT ¼ �DH=T2 ð17Þ

Additionally, in cases where the reaction of interest
is monitored at at least three different temperatures,
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the activation energy (Ea) of that reaction may be
determined. Microcalorimeters can offer scientists a
large range of important information provided that
their systems are sufficiently well understood. Signals
arising from more than one process may compromise
quantitative results if they are not sufficiently sepa-
rated. There are cases where concomitant processes,
if occurring at sufficiently different reaction rates (at
least 2X), may be quantitatively analyzed using an
iterative procedure that is described in more detail by
Skaria et al.[43]

Instrumentation

The simplest type of non-scanning calorimeter is the
isoperibol instrument (Fig. 5). In this type of calori-
meter, a constant environment is maintained inside
an insulated reaction vessel. Typically, a silvered dewar
is used, and the interacting components (e.g., solvent
and solute) are held in subcontainers. Liquid phases
are usually stirred and the temperature is accurately
recorded using a thermometer or thermocouple. At
the start of the experiment, the reaction vessel is
allowed to reach a steady state, and a baseline tem-
perature or temperature drift is recorded. The interac-
tion of interest is then initiated by permitting the two
components to mix, and the resulting temperature
increase from baseline is recorded. The system is
calibrated by monitoring a standard reaction (e.g.,
neutralization of hydrochloric acid) or by applying a
controlled amount of electrical energy via a heating
coil. From this, the heat capacity of the system is deter-
mined, and the enthalpy change for any monitored
process can be calculated from the observed tempera-
ture change. Isoperibol calorimeters can be easily con-
structed from their individual components, and several
different instruments are commercially available at a
modest cost.

Owing to the high degree of accuracy and sensitivity
that is required for pharmaceutical analysis, more
sophisticated microcalorimeters are frequently used
for studying pharmaceutical systems. An example of
such an instrument is the TAM manufactured by Ther-
mometrics (Sweden). In this instrument, twin sample
cells are used (one for the sample and one for a refer-
ence) to achieve greater signal stability and to minimize
the effects of spurious thermal fluctuations (Fig. 5, bot-
tom). Comparably, a similar instrument is available
from Setaram known as a microDSC (France). The
cells are housed in a constant temperature environment
maintained via a sophisticated heater and water jacket
system. Minor changes in sample heat flow are
detected with relative ease using this arrangement.
The TAM and microDSC are calibrated electrically,
and the commercially available sample configurations

allow the mixing of solids, liquids, and gases in various
proportions. Controlled gas and liquid flow rates, and
changing sample environments (e.g., relative humid-
ities) can also be achieved with appropriate accessories.
A major practical advantage of this type of calorimeter
when compared with less sophisticated instruments is
the small sample size requirement of only a few tens
or hundreds of milligrams per determination. This type
of microcalorimeter has been used for detection and
monitoring of crystallization events, sorption and
desorption of organic and inorganic vapors, chemical
reactions (drug degradation and drug interactions with

Sample release button

Stirrer
motor

Sample
container Sample

Liquid in dewar

To output differential voltage

Temperature
probe

Temperature control
unit

Temperature
bath

Reference cell

Calibration
resistors

Sensor Heater
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Measuring cup

Heat sink

Calorimetric unit

Fig. 5 Schematic diagram of an isoperibol calorimeter (top)
and a thermal activity monitor (TAM) (bottom).
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excipients), molecular motions in amorphous pharma-
ceutical materials, ligand binding phenomena, micro-
biological growth, and the determination of solid
heat capacities.

Sample Preparation and Calibration

Microcalorimeters are usually operated in a similar
way irrespective of the source of the energy change that
is being monitored. Specimens are preequilibrated at
the desired measuring temperature for several hours
and then introduced into the calorimeter chamber.
After a short delay, the external stimulus is applied
to trigger the event of interest, and then the energy that
is liberated or consumed is measured. The reaction is
isolated from the environment by a jacket, which
serves as a thermal shield to minimize the absorption
and emission of radiant heat (Fig. 5). Calibration of
microcalorimeters is usually achieved by direct heating
using an electric heating element (as mentioned pre-
viously). Extreme care is required to achieve consistent
sample preparation and to maintain constant experi-
mental procedures because the interpretation of results
can be confused easily by experimental artifacts.
Simultaneous thermal events of opposite sign (exother-
mic and endothermic) are quite common and may often
confound the interpretation of data. In all experiments,
an appropriate thermal reference is required as the
energy changes that are measured are simply energy
changes relative to the reference specimen. Common
references include an empty sample container, or a
sample container filled with an inert material, which
has a similar heat capacity and mass to the sample.

Definitions and Applications
of Microcalorimetry

Microcalorimeters have found widespread use in the
pharmaceutical sciences in recent years for applica-
tions as diverse as determining the degradation rate
of drugs, estimating the strength of binding between
proteins and receptor sites, and monitoring metabolic
processes in microorganisms.

Interactions between water vapor and amorphous
pharmaceutical solids were evaluated using isothermal
microcalorimetry.[42] The desorption of water from
theophylline monohydrate has been investigated using
microcalorimetric approaches.[44] The properties of
surfactants and surface-active drugs in solution were
studied by Attwood et al.[45] using calorimetry, while
titration microcalorimetry has been utilized to eluci-
date the nature of specific interactions in several phar-
maceutical polymer-surfactants systems.[46,47] Drug
decomposition was evaluated as a function of different

excipient blends in compressed tablets using isothermal
heat conduction microcalorimetry.[48] A more unusual
pharmaceutical use of microcalorimetry is to study
energetic changes that occur during tablet compac-
tion.[49,50] The compression calorimeter used is a
custom-made research instrument that appears to have
many potential applications for the pharmaceutical
scientist.

Microcalorimetry has proven to be a particularly
useful tool to detect different levels of disorder in phar-
maceutical materials.[51] Gao and Rytting[52] demon-
strated the validity of solution microcalorimetry to
measure changes in the crystallinity during processing
of both the drug compound and the excipients. Other
workers have used elevated vapor pressures to trigger
crystallization of disordered materials in the calori-
meter and have been able to use the measured energy
output to directly quantify the levels of disorder crys-
tallinity in their samples.[53]

Stability studies using microcalorimetry are widely
reported in the literature.[41,54–56] Some authors have
monitored exothermic degradation reactions over sev-
eral days or weeks and have projected the degradation
extent and rate over the shelf life of the drug or drug
product. The sensitivity of modern instruments is
capable of measuring reaction rates of 1 � 10�11 sec�1

directly at 25�C, corresponding to 0.03% degradation
per year.[57] Some researchers have also described
qualitative screens for drug-excipient compatibility
studies.[58–60] Other authors have used microcalorime-
try to monitor relaxation of amorphous pharmaceutical
materials and have then calculated relaxation time con-
stants from these data for use in shelf life predictions.[32]

The use of microcalorimetry for preformulation
stability screening of a drug with potentially reactive
excipients has also been described.[58]

REGULATORY CONSIDERATIONS

Calorimetric methods are infrequently used for routine
quality control purposes because of their non-specific
nature and relatively slow speed. However, data from
calorimetry experiments are commonly presented in
applications for new product licenses and in support
of patent applications. To ensure the integrity of
all calorimetry data, normal procedures for good
laboratory practices, standard operating procedures,
appropriate calibration methods, and regular instru-
ment servicing are necessary. The use of DSC for the
measurement of transition temperatures and sample
purity is described in the United States Pharmaco-
poeia, and standard procedures for DSC analyses are
also suggested by the ASTM (100 Barr Harbor Dr.,
West Conshohocken, Pennsylvania 19428).
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CONCLUSIONS

As has been shown in this chapter, the differential
scanning calorimeter and microcalorimeters have been
shown to have wide applications in all aspects of
pharmaceutical sciences, such as in preformulation
and formulation development. However, the utility of
these instruments is only possible with careful atten-
tion to following established calibration procedures.
The DSC and other calorimeters are a critical part of
a pharmaceutical scientists armamentarium.
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Capsules, Hard

Brian E. Jones
Qualicaps Europe, S.A., Alcobendas, Madrid, Spain

INTRODUCTION

Hard or two-piece capsules were first produced on an
industrial-scale in U.S.A. in the 19th century and are
now produced throughout the world.[1] Hard capsules
are welcomed by consumers because of their elegant
appearance and shape, which are easy to swallow.
The majority of capsule fills are dry powder blends,
which are typically simple mixtures. The processing
and filling of materials involves minimum stress and
is one of the reasons why products are presented in this
form. The formulator is able to prepare products that
have the desired release characteristics, rapid, con-
trolled, or modified release, because of the limited
number of factors involved. Hard capsules can be filled
with formulation that have a wide range of physical
properties from dry solids to non-aqueous solutions,
thus enabling the formulator to use many different
types of excipient to achieve their desired effect. Cap-
sule products can be formulated to release their active
ingredients at many sites along the gastrointestinal
tract and to deliver them to the lungs.

RAW MATERIALS

Gelatin and Alternative Materials

Gelatin is a material derived from collagen, a natural
protein, which occurs in the skins, bones, and connec-
tive tissues of animals.[2] It is insoluble in water and is
solubilized by hydrolysis. The raw materials used for
its manufacture are obtained mainly from bovine
bones or porcine skins. The reaction can be carried
out at an acid pH giving a type A gelatin (primarily
produced from skins) and at a basic pH giving a
type B gelatin (primarily produced from bovine bones).
Gelatin is an ideal material because it is edible, soluble
at body temperature, forms strong thin films and
undergoes a gelation process at temperatures just
above ambient.[1] During the 1990s, there were con-
cerns over the use of bovine materials owing to bovine
spongiform encephalopathy, which originated in U.K.
The European Commission (EC) instigated several
action plans to limit the spread of the disease and to
control products of bovine origin. The alkaline
hydrolysis process was made the method choice for

bones by the EC because of the pH levels and tempera-
tures used in the manufacturing process. For human
and veterinary pharmaceuticals, the European Medi-
cines Evaluation Agency (www.emea.eu.int) instituted
guidelines controlling the use of such materials. This
led to the European Pharmacopoeia including require-
ments for all products that are at risk and giving rules
to minimize this. All manufacturers of materials of
bovine origin need to submit dossiers on their products
to the European Department for the Quality of Medi-
cines (EDQM: www.pheur.org) to obtain certificates of
suitability. These certificates need to be submitted to
the regulatory authorities as part of the marketing
authorization for a product. In addition, the EU scien-
tific steering committee introduced a system for risk
management, which involved assessing countries in
terms of their Geographical BSE Risk (GBR). There
are four categories ranging form GBR I, highly unlikely,
to GBR IV, confirmed at a high level. The GBR category
governs the amount of precautions that have to be taken
in handling bovine products.

The walls of gelatin capsules are homogenous and
very robust, and can readily withstand the mechanical
stresses of the filling and packaging operations. The
main draw back in the use of gelatin is that it contains
water, which acts as a plasticizer to the film. Their
properties will change if they are not stored properly,
and when water is lost, they become brittle and thus
are not suitable for hygroscopic formulations. Moisture-
labile substances cannot be filled into them. For certain
markets, there are consumer requirements for a capsule
of vegetable origin. The primary problem to overcome
in finding a gelatin substitute is the need to obtain a
system that gels in a similar manner to gelatin so
that the same manufacturing machines and processes
can be used. Since 1990, several polymers have been pro-
posed for capsule manufacture: hypromellose, pullulan,
chitosan, and pondac [copolymer of polyvinyl alcohol
(PVA) and methacrylates]. Hypromellose has been the
most successful one because it overcomes the problem
of brittleness when the capsules are exposed to dry
conditions.[3] All the other polymers proposed suffer
from this defect to some extent. Hypromellose solutions
are converted into gelling system for use on standard
manufacturing machines by adding a material to act
as a network former, such as carrageenan or gellan
gum, and a gel promoter such as potassium chloride or
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citric acid. Hard capsules made from hypromellose have
similar but different properties from gelatin ones. Their
main advantage is that their moisture content is much
lower, and even if this is removed, they retain their
mechanical strength.[3] Under International Conference
on Harmonization (ICH)-accelerated storage conditions
(40�C, 75% relative humidity (RH), for six months), they
do not undergo cross-linking reactions like gelatin, and
the dissolution rate of products in hypromellose capsules
is unchanged.[4] Another major difference is that hypro-
mellose capsules from different manufacturers are not
interchangeable like gelatin capsules, which have the
same solubility properties from all manufacturers. This
is because the gelling systems used are patented, and
only the ones containing carrageenan are soluble at
pH < 4.0,[3] whereas, for example, those containing
gellan gum are not soluble at acid pH.[5]

Gelatin capsules are also produced, which contain
5% Polyethylene glycol (PEG) 4000 as an additional
plasticizer. They have improved physical characteris-
tics over standard gelatin capsules and can loose more
moisture before they become brittle. They were first
developed by Shionogi Qualicaps in Japan, where they
are widely used for pharmaceutical products.

CAPSULE MANUFACTURE

Gelatin capsules are manufactured by a dipping pro-
cess.[1] The process starts by the preparation of a con-
centrated solution of gelatin or other suitable polymer
in hot demineralized water. This solution is subjected
to a low pressure to remove entrapped air bubbles.
Small aliquots of this solution are (20–30 L) are taken.
To this are added colorants, either solutions of soluble
dyes or suspensions of pigments, preservatives, process
aids, such as disodium lauryl sulfate solution, and
water to adjust the viscosity. The final solution has a
concentration of 25–30 wt% of gelatin. This solution
is then delivered to the capsule-manufacturing machine.

The manufacturing machines are housed in rooms
supplied with filtered air, conditioned to 40–45% rela-
tive humidity and 22–25�C. The most commonly used
machines are approximately 12 m long and 3 m high
and are divided down the midline into two parts that
are mirror images of each other (Fig. 1). The machines
are divided lengthwise into two levels, a top and a bot-
tom. The caps are made on the left side and the bodies
on the right side of the machine. The gelatin solutions
are held in temperature-controlled, jacketed hoppers
(Fig. 1A). From there they are fed to the capsule-
forming container, variously known as a dip pan or dip
pot (Fig. 1B). This is a stainless steel-jacketed vessel
that is oblong with a box in the center. The gelatin sol-
ution is pumped into the box and overflows the edge,
thus maintaining a constant height. The stainless steel

mold pins are mounted in a row of 30 on steel bars.
Sets of bars are held in a device operated by a cam,
which raises and lowers them. The mold pins, which
are at 22�C, are lowered into the gelatin solution,
which is at 50–55�C. The gelatin immediately gels on
the mold. The molds are slowly raised, and, as they
do, the excess gelatin runs off (Fig. 2). The quantity
picked up by the mold is proportional to the viscosity.
The higher the viscosity of the gelatin solution, the
more the gelatin that is picked up. Thus, the viscosity
of the solution is used to control the thickness of the
gelatin film. As the mold breaks the surface, a blob
of gelatin forms on the end of the mold. The sets of
bars are transferred from the bottom to the top level
of the machine and, as they do so, the bars are rotated

Fig. 1 A capsule manufacturing machine: (A) gelatin solution
storage tank; (B) dip pan; (C) drying kilns; and (D) Automatic
section. (Reprinted with permission from Eli Lilly & Co. Ltd.)

Fig. 2 Dip pan, capsule shell formation. (Reprinted with
permission from Qualicaps Europe, S.A.)
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to spread the film evenly over the end of the mold pin.
The gelatin film is completely set by the time the molds
reach the upper level of the machine. Sets of bars are
grouped together and mechanically transferred
through a series of drying kilns (Fig. 1C). In these,
air at controlled temperature and humidity is blown
over them. When the bars reach the end of the
machine, they are transferred to the lower level and
pushed back toward the front of the machine. When
the bars emerge from the drying kilns, the moisture
content of the gelatin films has been reduced from
70%, at dipping to approximately 16 wt%. The molds,
which had been warmed at the start of the drying
process, have returned to ambient machine room tem-
perature before they are dipped again.

The dried gelatin films are removed from the mold
pins and cut to the correct lengths, and the cap and
body pieces are joined together. This is done in the
automatic section of the machine (Fig. 1D). Pairs of
bars, one with bodies and one with caps, are passed
into the central section. Metal jaws pull the films off
of the mold pins into collets, which grip them. The col-
lets rotate against a knife, and the gelatin film is cut.
The excess is sucked away and recycled. The two pieces
are transferred to a central joining block and are closed
to a set length, called the unclosed joined length. The
capsules are not fully closed, because the filling
machines would have difficulty separating them. They
are closed so that the ‘‘prelock’’ indentations on the cap
are engaged by the body, which provides sufficient hold-
ing strength so that they will not separate in handling.

Hypromellose capsules are manufactured using the
same conditions to similar specifications. The main dif-
ference in the process is that the speed of output is
slower because their gelling system takes longer to set
than gelatin solutions, which rapidly change from the
sol to the gel state.

STANDARDS FOR EMPTY CAPSULES

Two sets of standards are set for empty capsules, ana-
lytical and functional.[1] Capsules, like all other phar-
maceutical preparations, must comply with cGMP
norms and must be made of materials that comply with
pharmacopeial chemical and microbiological stan-
dards. However, these tests do not indicate whether a
capsule will run well on a filling machine. Series of
functional tests are applied by the manufacturers.
The critical dimensions of a capsule (the lengths and
diameters of the caps and bodies) are checked. It is a
continuous production process, and there will be a
very small proportion of visually defective capsules.
Standard statistical sampling methods are used to esti-
mate quality from samples. The manufacturers and users
agree on acceptable quality levels (AQL). The faults are

divided up into three categories depending upon the
likely impact on capsule performance or the filling
process. A different AQL is assigned to each category
of fault.

STORAGE OF EMPTY CAPSULES

Capsules should be stored in sealed containers at uni-
form temperatures to maintain their properties. Empty
gelatin capsules have a moisture content between 13%
and 16%. The water acts as a plasticizer and is essential
to maintain the flexibility and strength of the capsule.
They will become brittle if the moisture content falls
outside of the limits and soften if it increases above it.
Empty hypromellose capsules have a moisture content
of 3% to 6%. These capsules can be dried down to less
than 1% moisture without losing their mechanical
strength and becoming brittle.[3] The water in hard gela-
tin capsules is tightly bound into the polymer structure
and is insufficient for active bacterial growth.[2]

The dimensions of capsules vary slightly as their
moisture changes. As a general rule, the dimensions
of gelatin capsules change by 0.5% for every 1% change
in moisture in the range 13.0–16.0%.[1] Hypromellose
capsules contain less water than gelatin ones, and their
change in dimensions with moisture content is less.
Thus, higher-speed filling machine must be operated
in air-conditioned areas to achieve their maximum per-
formance. The moisture content of capsules depends
upon the conditions to which they are exposed.[6]

Water will be lost or gained, and the absorption/
desorption isotherm follows a marked hysteresis. In
practice, this means that if capsules lose excessive
amounts of water, they will not fully rehydrate when
exposed to standard conditions, RHs between 35%
and 55%.

CAPSULE FILLING

The hard two-piece capsule can be filled with materials
that have a wide range of physical properties. The
types of formulations that have been filled into capsules
are shown in Table 1. This is possible because of the

Table 1 Formulation types for filling into hard capsules

Dry solids Semisolids Liquids

Powders Thixotropic mixtures Oily liquids

Granules Thermosoftening
mixtures

Non-aqueous solutions
and suspensions

Pellets Pastes

Tablets

Capsules
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way in which filling machines handle empty capsules.
First, capsules are orientated so that they are all point-
ing in the same direction, with the body downwards.
The capsules are transferred into pairs of bushes: the
opening in the base of the top one only allows the pass-
age of the body, thus retaining the cap. The body is
separated from the cap by means of suction. The open
end of the body is then presented to a dosing mech-
anism and material transferred into it. The cap is
replaced on the body, and the capsule closed to the cor-
rect closed joined length to ensure that the self-locking
mechanism, a series of indentations on the cap and
body, is engaged correctly. This allows filled capsules to
be transported and packaged on automatic equipment
without them separating.

Filling machines are differentiated by the means by
which they measure the dose of material. They are
available with a range of outputs, from bench-scale to
high-output industrial scale and from manual to fully
automatic.

Powder Filling

The majority of formulations that are filled into cap-
sules are dry powder mixtures. The methods of mea-
suring the dose can be divided up into two groups:
dependent and independent. The dependent machines
use the capsule body directly to measure the dose of
powder, whereas the independent machines use a sep-
arate device. The literature available on the mechanics
of capsule filling is limited when compared to that
available for tabletting. Part of the reason for this is
that tablets, unlike capsules, are used in a wide range of
industries outside the health-care sector, and thus there
have been many more workers in the field.

The first industrial filling machines were of the
dependent type. Powder is transferred from a hopper
directly to the capsule body. The flow of the powder
is aided either by a revolving auger or by a vibrating
plate. The powder mass inside these capsules is a loose
fill. The fill weights achievable on an auger machines
are often higher than that obtained on automatic inde-
pendent type machines because the body is overfilled,
and thus the total internal volume of the capsule shell
is used.[7] The first successful industrial filling machine,
the Model No. 8, was designed by the American doyen
of pharmaceutical engineering, Arthur Colton. This is
a semiautomatic auger-filling machine (Fig. 3). The
empty capsules are fed, aided by suction, into a pair
of doughnut-shaped plates, which separates them.
The upper plate containing the caps is removed and
placed to one side. The lower plate containing the
bodies is transferred manually to a turntable and the
powder hopper pulled over the top of it. Powder is
forced by the auger into the bodies as their plate

revolves under the hopper. The fill weight is controlled
by the speed of rotation of the turntable and the
auger. The only way on these machines to achieve
good uniformity of fill weight is to completely fill the
bodies. Partial filling is not an option. A fully auto-
matic rotary auger-filling machine (LIQFILsuper
JCF40/80TM, Shionogi Qualicaps) has a three-roller
system for capsule orientation and continuous feeding
to a revolving disk assembly where the capsules are
separated, filled, and rejoined. Other automatic-
dependent filling does not use augers, but vibration
to fluidize the powder for filling into the bodies as they
pass underneath the hopper. This system works well
only with dense, free-flowing material. The LIQFIL-
super 40 & 80TM (Qualicaps) has overcome this problem
by the use of spring-loaded fingers to further compress
the powder into the capsule body after the initial fill.

Most automatic machines used in industry are of
the independent type and compress the measured
amount of powder to form a plug. There are two types
of mechanism: the dosing tube (or dosator) and the
dosing disc and tamping finger.

The dosing tube is the most widely used type.
Current manufacturers are IMA (Zanazi & Farmatic)
(IMA North America Inc.), MG2 (MG America Inc.),
Macophar (Romaco Inc.), and Bonapace (Schaefer
technologies Inc.). The plug is formed inside a tube
with a moveable piston that controls the dosing vol-
ume and applies a force to form the plug (Fig. 4). The
lower output machines have an intermittent motion,
whereas the higher output machines are rotary. The
intermittent machines tend to apply greater stresses to
the powder than the rotary machines, because there is
less time in which to form the plug because a significant
portion of the machine cycle is taken up in indexing the
parts. Thus, formulations for these machines tend to
require a higher level of lubricant. These machines
are very versatile because the fill weight can be varied

Fig. 3 Schematic diagram of auger filling system (Model No.
8): (A) powder hopper; (B) stirrer arm; (C) auger; (D) body
ring holder; (E) turntable; and (F) capsule carrying rings.
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over a wide range by a simple adjustment to the piston
position. The rotary machines can be linked to check-
weighing devices that can control the fill weight
automatically, and allow them to operate unattended.

The dosing disc and tamping finger machines form a
plug in a similar but different manner. They are
produced by a number of companies, Bosch (Robert
Bosch Corporation), A. W. Bohanan Co. and Index
Manufacturing Co., Inc. The dosing disc, which forms
the base of the powder hopper, has up to six sets of
machined holes (Fig. 5). In a holder, above the powder
hopper, there are sets of stainless steel-tamping fingers
corresponding to the holes in the disc. These machines
have an intermittent motion. After the machine has
indexed and the turret is stationary, the tamping fin-
gers are lowered into the powder bed. The fingers are
set to different levels, and they penetrate into the plate
and consolidate the powder in the cavities into plugs.
Thus, the plug is formed in a series of tamps and not
in a single action as on the dosator machines. The dos-
ing discs are produced in a range of thicknesses for
each size of capsule. Thus selection of the correct thick-
ness of disc is important, because if the fill weight can-
not be achieved, the machine has to be dismantled to
change it. The selection of the optimum disc thickness
for a formulation can be made either pragmatically
using a simple test rig[8] or systematically by using an
Instron tester to determine plug density and strength
of a formulation at known compression forces.[9]

The latest developments on the Bosch series of

machines are a dosing disc with an adjustable thick-
ness, which gives a greater flexibility for altering fill
weights after machine setup, and a weight-checking
device that can weigh every capsule filled, as it exits
the machine.

Bench-Scale Filling Machines

There are a variety of devices for the manual filling of
small numbers of capsules. These typically consist of
sets of plastic plates that have sets of holes drilled in
them corresponding to the size of capsule that can be
filled. A device made from stainless steel and other
metal alloys is available from Torpac Inc., which can
be autoclaved to ensure cleanliness without the risk
of distortion. The capsules are fed in to the plates,
either manually one at a time or in groups using a feed-
ing device. The bodies are clamped in the lower plate
and the top plate removed, which separates the caps
from the body. The bodies are released so that they
sit below the top of the bottom plate. Powder or pellets
are filled into the capsules by spreading material over
the body plate using a spatula.

A small-scale automatic machine, the In-cap�, Dott.
Bonapace (Schaefer Technologies Inc.) is available.
This machine measures the dose using a tamping finger
and dosing disc device. The output is up to 3000
capsules per hour.

Fig. 4 Diagram of a dosator or dosing tube system (Zanasi
RM63): (A) compression force platen; (B) piston; (C) dosing

tube; (D) powder hopper; (E) plug ejection platen; (F) capsule
body in bush; and (G) powder plug.

Fig. 5 Schematic diagram of a dosing disc and tamping
finger system (Bosch GKF machine): (A) over-load relief
spring; (B) tamp-depth adjuster; (C) tamping finger; (D)

powder hopper; (E) powder bed; (F) dosing disc; (G) suction;
(H) support plate; (I) ejection adjuster; (J) guide block; (K)
transfer block; (L) capsule body in bushing; and (M) powder

plug.
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Instrumented Filling Machines

Instrumented capsule filling machines are not in wide-
spread use unlike tabletting machines.[10] This is partly
owing to the fact that less basic work has been done;
there is an inherent problem in measuring the low
forces (1–100 N) used in forming and ejecting plugs,
and the powder bed is less controlled than in a tablet
die. Most of the published studies have been made
on intermittent motion dosing tube machines. Strain
gauges have been applied to the piston and linear vari-
able displacement transducers (LVDTs) to the moving
parts of the system to measure the work involved in
plug formation.[11] Only two groups have published
work on an instrumented dosing disc and tamping fin-
ger machine.[11,12] The problem on these machines is
that the plug is formed at up to five different positions,
and full instrumentation would be difficult. Capsule-
filling machine stimulators have been constructed to
overcome some of the problems inherent in putting
instrumentation on to actual machines. Rotary oper-
ation machines present the biggest problem because of
the movement of the dosing parts. One solution was to
use a machine turret, with a single dosator, held station-
ary, and to construct a rig that moved the powder hopper
around the dosator, simulating machine running.[13] A
conventional stimulator for an intermittent motion
dosator machine has been built that, in addition to the
forces of axial compression and ejection, can measure
the radial compression force.[14] This has been used to
study the consolidation and elastic properties of excipi-
ents. A tablet compaction simulator has been used to
investigate plug formation at low forces, and the results
analyzed using standard tabletting physics.[15]

Dry Solid Filling

Granules, pellets, and tablets can be filled into capsules
using automatic-filling machines. Products are pre-
pared in these forms to modify the release rates of
active ingredients, separate incompatible components,
or densify a product to achieve the fill weight in a spe-
cific size of capsule.

The machines that can be used to fill pellets and
granules can be divided into the direct and indirect
categories. In the former, the pellets and granules are
fed into the body until it is completely full, e.g., Quali-
fillTM Pellet filler (Schaefer Technologies Inc.). Indirect
machines have modified dosators that either use suction
to hold the material in the tube during transfer or are
filled when they pushed up through the material bed.
Other indirect machines have special chambers with slid-
ing plates to give a variable volume in which to measure
the material, e.g., Bosch GKF and Qualicaps LIQFIL-
super machines. Bosch has produced a pellet-filler based

on their variable thickness dosing disc that uses a slide
underneath it to hold the material prior to transfer.
Pellets and granules, after measurement, are transferred
to the capsule bodies either using gravity or assisted by
air pressure, e.g., IMA Farmatic 2090 and MG2 G60.
Tablets are filled into capsules by systems that can
handle both single and multiple additions. They have
sensing devices, either mechanical or electrical to check
that the correct number of tablets has been dosed.

The physical properties of these formulations are
similar. Each type must be preferably non-friable;
tablets are usually film coated. Several types of tablets
are filled into capsules. Generally the tablets are con-
vex in shape and have diameters that enable them to
be introduced easily into the body and with sufficient
clearance so that they do not tip onto their side.[16]

In U.S.A., after the ‘‘Tylenol� incident,’’ in the
1980s, there is a need to fill large single tablets into a
capsule, so that in the shell there is no room for move-
ment. The capsule shell is either banded or shrunk onto
the tablet to prevent its removal. A recent innovation is
the filling of minitablets, produced on multitip tooling,
to produce coated tablets with different release pat-
terns.[17] Granules and pellets should be regular in
shape so that they flow and pack well. Their size
should be related to the size of the capsule. Smaller
diameter pellets should be used for smaller sizes of cap-
sules; otherwise, lower fill weights than expected will
occur because of the ‘‘wall effect’’ of particle packing.

Liquid Filling

All the major machine manufacturers have made
machines that can fill capsules with liquids. There are
two types of liquid fills: formulations of non-aqueous
solutions and suspensions and formulations that are
liquefied only for the filling process by either heat or
shear stress.[18] If the formulation is mobile at ambient
temperatures, then the capsules will need to be sealed
after filling.

The dose of material is measured, using volumetric
pumps, and thus the uniformity of fill is, in most cases,
better than what be achieved normally on a powder-
filling machine. Typically, coefficients of variation of
fill weight less than 1.0% are routinely achievable. This
value will depend upon the physical properties of the
liquid, particularly its viscosity.[19] Filling machines
have been made, which can handle materials with visc-
osities from 0.1 to 20 Pa. Liquid-filling machines oper-
ate mostly at slower speeds than the equivalent powder
filling machines. This is because the liquid has to pass
through a much smaller orifice than that for a powder
and thus takes longer. The rates are typically 50–66%
of the rated output of the same size powder-filling
machine.
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Capsule Fill Capacity

The fill capacity of a hard capsule is dependent upon
the physical size of the capsule, the type of formu-
lation, and the dosing mechanism on the filling device
(Table 2).[7] The fill weight for powders has historically
been calculated by multiplying a powder density value
by the capsule volume as provided by the capsule man-
ufacturers. This is the capsule body volume and was
derived from practical experience when capsules were
filled by hand in pharmacies. The relationship gives a
reasonably accurate forecast for machine filling, if the
volume number is multiplied by the tapped bulk den-
sity (TBD) of the powder mixture. The relationship
holds because of the machine-dosing mechanisms.
Dependant machines, which can fill the total internal
volume of the capsule, are able only to pack the powder
in to the bodies at densities less than the TBD of the fill.
Independent machines, which are able to apply a higher
compressive force to the powder, form plugs whose
dimensions must be less than the internal diameter and
length of the capsule for them to fit inside of a closed
capsule (Table 2). Thus, although the density of the plug
will be higher than the TBD of the fill, the machines are
unable to fill the total internal capsule volume.

The same rules of packing apply to pellet and gran-
ule filling. The size of the particles is important because
of the increase in voidage caused by large particles in a
small diameter tube. The smaller the capsule size, the
smaller the corresponding size of the particles should
be to achieve uniform fill weights. The liquid-fill capacity
of capsules is restricted inorder to prevent spillage of
product, the maximum fill volume should not exceed
90% of the body volume.

Capsule Sealing

Many methods have been proposed for the sealing of
capsules to prevent the leakage of liquids. The method

proven to be the most successful is gelatin banding.[18]

Two bands of gelatin solution are applied around the
center of the filled capsule, e.g., HicapsealTM 40/100
(Shionogi Qualicaps Inc.). This band is dried using
air at ambient conditions to prevent moisture loss from
the gelatin shells, which would make them brittle. The
band can be colored, permitting a more complicated
appearance for product branding. This band complies
with the requirements of the Food and Drug Adminis-
tration (FDA) ‘‘Tamper-Evident Packaging Require-
ments for Over-the-Counter Human Drug Products’’
for tamper-evident sealed capsules.[20]

Multiple Contents

Automatic-filling machines are available, which can
have more than one product-dosing device. Therefore,
combinations of materials can be filled into the same
capsule, such as mixture of a powder and a semisolid
formulation or a powder and a tablet. The same for-
mulation rules apply as to single forms. Combinations
of materials allow the formulator to achieve specific
goals in terms of product stability and types of release.

FORMULATION

Powder Properties

Powder formulations for capsule filling must have
good flow properties, be non-adhesive, and be cohesive
enough to form plugs at low-compression forces. In
addition, they must be stable and release the active
ingredient in the desired manner. There is an interac-
tion between the formulation, the filling machine, and
the empty capsules, and to devise formulations logi-
cally, these need to be understood.[21]

Powder-filling properties can be assessed on the
bench scale by using a variety of tests ranging from

Table 2 Capsule fill volume data

Size

Body Volumea

(ml)

Internal Volumeb

(ml)

Maximum Plug

Lengthc (mm)

Maximum Plug

Volumed (ml)

0E 0.78 0.87 21.9 0.68

0 0.69 0.78 19.7 0.61

1 0.50 0.56 17.7 0.44

2 0.37 0.44 16.1 0.34

3 0.30 0.32 14.3 0.26

4 0.21 0.25 13.2 0.19
aFrom Capsugel Multistate File and Shionogi Qualicaps Capsules Technical Information Manual.
bCalculated from optimum theoretical capsule shape, each part a cylinder with a hemispherical end.
cCalculated from the size of non-deforming plug, which fits inside a capsule closed to length specification of Shionogi Qualicaps Inc.
dBased on hole dimensions of Bosch (H&K) machine dosing disc.

(Adapted from Ref.[9].)
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simple to complex.[7] Successful correlations between
powders and filling performance have been made in
several papers by determining various powder property
constants calculated from TBD volumetry.[22–25] For
various microcrystalline celluloses, Lüdde–Kawakita’s
constant a and Hausner’s ratio were shown to be good
indicators of machine-filling performance.[22] Investi-
gations on the packing properties of binary mixtures
of different shaped particles have shown that Lüdde–
Kawakita’s constant a can be used as an indicator of
the maximum volume reduction.[23] Microcrystalline
cellulose, an angular particle, and lactose monohydrate
improve packing, whereas spherical or needle-shaped
particles tend to decrease the packing properties. The
same methodology was used to investigate the bulk
volume changes of powders after granulation or low
compression.[24] This showed that capsule fill weights
could be increased by high-shear granulation or by
the use of machine compression, and that the outcome
was directly related to the initial powder properties.
The filling of capsules with powdered herbs present
further challenges because of the range of tissue mate-
rials used. The flow properties of these materials are
poor, and a range of powder property constants was
determined to try and find a parameter that correlated
with filling machine performance.[25] It was found that
tamp-filling machines were able to handle a greater
variety of herbs than dosator machines. The flow of
powders under active conditions can be measured
using specially constructed rheometers, and these data
can be related to other powder properties.[26]

The flow of powders on filling machine is aided by
machine design. Most machines have devices to assist
flow in the form of moving mechanical parts,
vibration, or suction pads. Adhesion of material to
moving parts, particularly the dose-measuring devices,
is a hindrance to obtaining good fill-weight uniformity.
It has been shown that the nature of the surface texture
of the dosator is an important factor.[27] To reduce
adhesion, the surface of the dosing parts can be coated
with different metal finishes, similar to that used for
tablet punches and dies.[28]

In Vitro Testing

Pharmacopeias require that hard capsules be tested in
the same apparatus as tablets even though they have
very different physical properties.[1] Filled capsules
contain entrapped air, and most formulations will float
on water. Devices are required to ensure that they sink,
and these can influence the results obtained. Gelatin
and hypromellose are adhesive materials and tend to
block wire meshes that form part of the standard
equipment. The way in which capsules disintegrate
and dissolve is dependent upon several factors such

as temperature and nature of the test media.[29] The
literature makes reference to the hard capsule effect;
however, the literature shows that the rate-controlling
step is the nature of the contents and not the shell.[30]

When capsules are placed in an aqueous solution at
body temperature (37�C), the walls absorb water and
swell.[29] The rate of penetration is proportional to
the thickness of the wall. In gelatin capsules, water dro-
plets can be observed on the inside surface of the shell
after 30–40 sec. The wall ruptures first at the shoulders
of the cap and body, which is the thinnest part of the
shell. The rate of gelatin solubility is dependent upon
the temperature of the solution.[31] There is a significant
decrease as the temperature falls below 30�C, and below
about 26�C they are completely insoluble and merely
swell and distort. Hypromellose capsules on the other
hand have a slower but uniform solubility between
10�C and 55�C.[31] The results for both types of capsules
are influenced by the nature of the test media, e.g., the
ionic strength of the ions present and the pH.[29,31]

The rotating paddle method is the most frequently
prescribed apparatus for measuring the dissolution
rate of products in hard capsules. The test is used for
manufacturing control purposes and for assessing pro-
duct stability. When gelatin capsules are stored under
ICH-accelerated storage conditions (45�C, 75% RH),
their solubility in water decreases with time. This is
owing to the formation of a ‘‘pellicle’’ that slows down
release.[32] This effect is called cross-linking and can be
caused either by interaction between gelatin and com-
pounds containing reactive groups such as an alde-
hyde[33] or by reorientation of the gelatin molecules to
a more collagen-like structure.[2] In the early 1990s, the
FDA became concerned with this and initiated a test
program to measure whether this had an effect on
product efficacy.[34] They filled acetominophen into
capsules that had been stressed by treatment with
formaldehyde at two levels and into unstressed shells.
They measured the dissolution in water and in simu-
lated gastric fluid (SGF) with and without pepsin. This
produced three sets of results, those that pass in all
media (unstressed shells), those that failed in water
but passed in the SGF (low-stress formaldehyde),
and those that failed in all media (high-stress formalde-
hyde). The capsules were tested in human volunteers.
The pharmacokinetic parameters Cmax, Tmax, and lag
times could be ranked in order and the areas under
the curve (AUC) were identical. However, the products
were not considered bioequivalent, because the results
from the capsules that failed all the dissolution tests
were outside the 80–125% confidence limits when com-
pared to the unstressed capsules. From this study, the
U. S. Pharmacopeia introduced a two-tier test for hard
capsule dissolution. If the sample does not comply with
the test in the required medium, then the test can be
repeated by adding enzymes: in water or a solution
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of pH < 6.8 (add pepsin) or in a solution of
pH > 6.8 (add pancreatin). A further study using
gamma scintigraphy showed that there was no differ-
ence in disintegration in vivo between untreated and
medium-stressed gelatin capsules.[35]

Hypromellose does not react with aldehydes or
other agents that cause cross-linking of gelatin.[3,4]

Hypromellose capsules start to release their contents
slightly slower than gelatin ones because of the slower
rate of diffusion of water through the shell walls.[31]

However, once dissolution has commenced, the rates
are similar and the results are comparable.[36]

In Vivo Performance

Capsule products can be formulated to deliver active
ingredients to various sites along the gastrointestinal
tract or to the respiratory system.[37] Buccal products
can be made by filling standard capsules with semisolid
matrix formulations, which give the product good sen-
sory characteristics that allow them to be chewed or
sucked and the contents retained in the mouth for
absorption or action.[38] The capsule shape is a good
one for swallowing, because one axis is longer than
the other. This enables the tongue to line it up like a
torpedo for entry into the throat. Many large tablets
are made capsule shaped, the so-called ‘‘caplet,’’ to
take advantage of this. The literature shows that, pro-
viding the patient takes gelatin capsules with water
while upright, they do not stick in the throat any more

than and, in fact, probably less than any other solid
dosage form.[39,40] Capsules can be visualized inside
the patient either using radio-opaque markers and
X-rays or using radioisotopes, such as technetium-99,
and g-scintigraphy. In the stomach, they disintegrate,
and the contents spread depending upon the patient’s
feeding state, fed or fasting.[41] Capsule products can
be retained in the stomach by the use of floating for-
mulations. These are based on the use of hydrocolloids
that swell on contact with water, forming a gel that
releases the active ingredients by diffusion.[42] Enteric
products can be made either by coating the capsule
shell with a polymer, which has the correct pH solu-
bility characteristics, or by filling the capsule with
coated particles. The challenge facing many formula-
tors is the delivery of small peptides and proteins to
the colon. This can be achieved by coating capsules
with polymers that will only be broken down in the
colon, e.g., mixtures of an azopolymer and a methacry-
late polymer[43] or capsules coated with a mixture of
ethylcellulose and amylose.[44] Delivery to the colon
can also be achieved by using a fill that includes an
organic acid and a combination of pH-sensitive coat-
ings, which together deliver the active ingredients to
the proximal colon.[45] Capsules can be administered
rectally. They can be formulated to give either immedi-
ate or a prolonged release.[46] The administration tech-
nique is different for other solid rectal forms and they
need to be coated with a glidant such as liquid paraffin.

The in vivo performance of gelatin and hypromellose
capsules using gamma scintigraphy has been compared
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by several workers.[5,44,47,48] These have shown that
hypromellose capsules with carrageenan disintegrate in
the stomach in a similar manner to gelatin capsules.[44,48]

Whereas the disintegration of hypromellose capsules
with gellan gum is delayed.[5]

Capsules for Inhalation Products

Powders for inhalation products have been filled into
capsules, which function as an inert biodegradable
package, since the early 1970s.[49] The active ingredient
is in a micronized state, and it is either filled directly in
to the capsule or more frequently attached to a carrier
particle such as lactose. Originally this delivery system
was seen only as a way to treat pulmonary conditions.
There has been an increased interest in this application
recently, because it is seen as being useful for a wider
range of therapeutic applications: systemic diseases,
non-invasive delivery of peptides and proteins, vac-
cines, as well as lung diseases.[50] The formulations
are filled on automatic machines and because the fill
weight is small, i.e., less than 40 mg, microdosators
are used. The product is taken using a special inha-
lation device, a dry powder inhaler (DPI). Powder is
usually released from the capsule shell through holes
that are produced by piercing with pins or cut with
blades. Thus the physical properties of the capsules
especially under low humidity conditions are impor-
tant. Hypromellose capsules because of their physical
properties are ideally suited for this application
because of their lack of brittleness when dry and their
more flexible walls that are easier to penetrate.[49] The
inhalers are breath actuated. When the patient inhales,
there is a turbulent airflow through the device that
carries the active particles directly into the lungs.

Formulation for Release

Most products are formulated to release their contents
into the stomach. The rate-controlling step for release
is the nature of the contents inside the capsule. A for-
mulator in preparing a formulation needs to take into
account the physicochemical properties of the active
ingredient, the nature and type of excipients required,
and the filling process.[7,37]

The properties of the active drug that are most
significant are its aqueous solubility and particle size.
The particle size needs to be chosen carefully. Smaller
particles should dissolve faster because of their greater
surface area, but when filled inside a capsule they may
aggregate together, and the dissolving liquid may not
be able to reach the individual particles (Fig. 6)[51]

Thus the available surface area of the active ingredient
is more important than the actual surface area.

Usually, the excipient that is the largest single quantity
in the formulation is the filler (diluent), which func-
tions both to increase the amount of fill material for
potent active ingredients and to aid in the formation
of the powder plug. They can also play a role in the
release of the active ingredients. People were first
alerted to this in the late 1960s by the diphenylhydan-
toin incident in Australia, which showed that fillers
need to be selected with solubility properties compli-
mentary to those of the active ingredients.[52] Poorly
soluble active ingredients are best formulated with
soluble excipients. The overall aim should be to make
a powder mass that is as hydrophilic as possible. This
can easily be done with potent active ingredients,
because there is space available inside the capsule to
accommodate excipients with the necessary properties,
in terms of both flow and solubility. For higher-dose
active ingredients, excipients must be chosen, which
are active at low concentrations. Thus, disintegration
and wetting agents need to be added. Excipients such
as starch do not function as disintegrants in capsules
like they do in tablets, because the powder fill is
much more porous. Sodium Starch Glycolate and
Croscarmellose are used, because of their greater swell-
ing and wicking capability.[53]

Certain excipients that are added to formulations to
improve filling-machine performance can have an
adverse effect on release,because they are hydrophobic
in nature. This is true of lubricants, which are added to
formulations to prevent adhesion and to improve flow.
The most used excipient in capsule formulations in
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both U.S.A. and Europe is magnesium stearate.[53,54]

This is hydrophobic, and there are many reports in
the literature concerning its adverse effect on dis-
solution rates. However, the relationship between the
concentration of magnesium stearate and release rate
is not quite as simple as for tablets, in which an
increase in amount brings a proportional decrease in
release. The reason for this is the very different nature
of tablets and capsules. A tablet is compressed using
high forces to form a solid compact of relatively low
porosity and must be if it is to survive subsequent
handling. A hard capsule product, on the other hand,
contains a powder mass of high porosity, which may
or may not have been compressed in to plug, and is
contained within the shell that can withstand handling.
Magnesium stearate functions as a lubricant when it is
dispersed on the surfaces of other particles. At this site,
it also reduces the cohesion between particles, and thus
as its concentration increases, the powder mass will
become less cohesive. Several workers have shown that
an increase in magnesium stearate concentration has
increased dissolution rates: small particles are made less

cohesive (Fig. 7),[55] and powder plugs are weakened,
thus breaking apart more readily when the capsule shell
has dissolved (Fig. 8).[56] If the level in the formulation
is not optimized, then there is a possibility that during
the filling operation, the magnesium stearate will be
gradually dispersed to a greater extent, resulting in
changes in dissolution or weight uniformity.[7,57]

The method to improve the release rate of poorly
soluble active ingredients by dissolving or suspending
them in polyethylene glycol was first suggested in
1970.[58] Since then, the filling of semisolid matrix
formulations for filling into hard capsules has been
developed, which enables this simple concept to be
turned into a practical application.[18] This formulation
technique gives a different means to control the release
of active ingredients from a capsule, either improving
or delaying release. The technique involves dispersing
or dissolving the active ingredients in excipients that
are available in a range of melting points and hydro-
phile–lipophile balance values.[18] It is possible to mod-
ify the release rate of an active ingredient from such a
matrix capsule by simply changing the properties of the
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single excipient. This technique has the added advan-
tage that when working with potent and toxic material,
it significantly reduces cross-contamination within an
area.[59] The active ingredients once dispersed in a
semisolid matrix are safe to handle without resorting
to the use of expensive containment areas, i.e., any
material that is spilt does not spread through the local
environment, unlike a powdered material.

Formulation optimization and expert systems

Product formulations must meet a number of goals.
They must be able to be filled by machines to give a
uniform stable product. They must release the active
ingredients in a manner to give the desired therapeutic
effects. They must comply with the regulatory and
compendial specifications. The excipients used in for-
mulations often have properties that aid in compliance
with one aspect but, at the same time, can have a nega-
tive effect on another goal. The relationship between
the factors is complex. There are a variety of statistical
tools that can be used to optimize formulations to
achieve the best values of all the factors.[60]

Another method of obtaining the best formulation
is to use a so-called expert system to devise a formu-
lation. The computer software is based on the use of
neural networks and knowledge-based systems.[61–63]

They serve two functions. First, they are able to reduce
development time by suggesting the probable formula-
tions, and secondly, they act as a teaching tool to pass
on the knowledge of experts in the field.
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INTRODUCTION

Soft gelatin capsules (Softgels) offer the possibility of
delivering a liquid in a solid oral dosage form. Softgel’s
ability to enhance bioavailability not only makes it the
preferred dosage form for new chemical entity with
poor bioavailability owing to poor aqueous solubility,
but also for reformulation of marketed drugs with the
purpose of life-cycle extension. This entry reviews the
fundamental requirements and techniques in Softgel
formulation, manufacturing, and product develop-
ment. The review of recent advances in this dosage
form, such as non-gelatin-based Softgel, modified
release/controlled release Softgel, and chewable Soft-
gel are also included.

BACKGROUND

Soft gelatin capsules (also referred to as soft elastic
gelatin capsules, Liqui-Gels�, or Softgels) are a unique
drug delivery system that can provide distinct advantages
over traditional dosage forms such as tablets, hard-shell
capsules, and liquids. However, owing to economic,
technological, and patent constraints, there are relatively
few manufacturers of Softgels in the world.[1]

The major advantages of Softgels include the
following:

� Improved bioavailability. More than 40% of the
NCEs (new chemical entity) discovered have good
membrane permeability but poor aqueous solubility
(i.e., Biopharmaceutics Classification System II).[2]

By formulating the NCE in solution inside a Softgel
(e.g., lipid based) or in micro/nano emulsion, the
solubility and hence the bioavailability of the com-
pound may be improved.[3]

� Enhanced drug stability (protection against oxida-
tion, photodegradation, and hydrolysis in lipophilic
systems).

� Superior patient compliance/consumer preference
and pharmaceutical elegance. Results of studies done

through the years show that consumers expressed
their preference for Softgels in terms of ease
of swallowing, perceived speed of delivery, lack of
unpleasant odor or taste and modern appearance.[4]

� Excellent dose uniformity.
� Better tamper evidence (tampering leads to punc-

turing and visible leakage).
� Safer handling of highly potent or cytotoxic drug

compounds.
� Product differentiation (through selection of novel

shapes, colors, and sizes).
� Excellent product life-cycle management. For

example, product enhancement via faster onset of
action.[5–8]

In comparison, the disadvantages of Softgels are
relatively few. These include the following:

� Specialized manufacturing equipment require-
ments.

� Higher manufacturing cost as compared to tablets.
� Stability concerns with compounds susceptible to

hydrolysis.

Softgels are formed, filled, and sealed in a single
operation. Once production for a specific product
begins, the manufacturing process normally continues
24 hr per day until the lot of product is completed. This
results in a manufacturing environment that operates
around the clock, up to seven days a week.

The standard Softgel shapes for oral pharmaceutical
products are oval, oblong, and round. The size of the
Softgel is represented by a numerical number, which
represents its nominal capacity in minims (1 cc ¼
16.23 minims). For example, an 11 oblong Softgel can
be filled with 8.5–11.0 minims of fill formulation.

Softgels can be easily manufactured in any shape
with a plane of symmetry and any size (to contain up
to �25 ml) via appropriate die design. A recent survey
has shown that smaller sized Softgels are preferred
within each shape category, with oval being the most
popular shape.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041181
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DESCRIPTION

The Softgel (Fig. 1) is a hermetically sealed, one-piece
capsule shell with a liquid or semisolid fill without a
bubble of air or gas (Fig. 2). The fill materials can
include a wide variety of vehicles and can be either a
solution or a suspension. Though the Softgels may be
either clear or opaque, it is standard practice to use a
clear shell (clear colored or natural amber) only when
the fill is also a clear solution. In the finished product,

the shell historically is primarily composed of gelatin,
plasticizer, and water. Recently, shells composed of
non-gelatin materials[9–11] (e.g., starch/carrageenan)
have been developed for Softgel applications. Softgels
may be coated with suitable enteric coating agents,
such as cellulose acetate phthalate, to obtain enteric
release of encapsulated material.[12]

Because of their special properties and advantages,
Softgels are used extensively in many pharmaceutical,
cosmetic, and nutritional products. The primary
pharmaceutical applications include oral dosage forms,
chewable Softgels, suppositories, and topical products.

VEGICAP SOFT� CAPSULES

VegiCap Soft� capsules are an alternative patent-
protected Softgels that deliver all of the key attributes
of traditional soft gelatin capsules without gelatin. They
are made using a modification of the Scherer rotary die
encapsulation machines.

VegiCap Soft� capsules provide some technical ben-
efits that gelatin-based capsules cannot provide. One of
the disadvantages with gelatin capsules is the incom-
patibility with alkaline fill solution. VegiCap Soft�

shell is compatible with fill solution with pH value as
high as 12.[13]

FORMULATION DEVELOPMENT

This section will discuss the formulation principles of
Softgels, including gelatin shell and fill formulations.

Shell Formulation

Historically, Softgels have required gelatin as the
polymer basis for the shell. The most frequently used
gelatins are derived from bovine source. Gelatins
derived from poultry, fish, or other sources have been
reported in the literature as alterative for bovine and
porcine gelatins. However, they have not gained high
commercial interest yet because their availability is
limited. In addition to the base polymer, plasticizer,
water, and materials that impact the desired appear-
ance (colorants and/or opacifiers) and, on occasion,
flavors and/or preservatives are added. For starch/
carrageenan, a shell buffer (sodium phosphate dibasic)
is also required. When required, enteric or delayed
release coatings can also be applied to Softgel capsules.
A description of the functions, types, and amounts
of materials most often used in manufacturing
Softgel shell formulations is detailed in the following
paragraphs.

Fig. 1 Examples of Softgels.

Fig. 2 Softgel components.
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Gelatin

For gelatin-based Softgels typically 40–50% of the wet
gel formulation can be either Type A (acid processed)
or Type B (alkali processed) gelatin. The selection for
the type of gelatin for a particular Softgel formulation
is based on compatibility with the other ingredients
(both active and inactive) within the Softgel and upon
manufacturing experience. The physicochemical proper-
ties of gelatin are largely controlled by the source of
collagen, extraction method, pH, thermal history, and
electrolyte content.

Plasticizers

Plasticizers are used to make the Softgel shell elastic
and pliable. The ratio of plasticizer to shell polymer
determines the hardness of the shell, assuming there
is no effect from the fill. Plasticizers generally account
for 20–30% of the wet gel formulation and are com-
monly glycerin, sorbitol, or propylene glycol, either
individually or in combination. Several proprietary
blends of sugar mixtures with sorbitol anhydrides can
also be used and are available from excipient suppli-
ers.[14,15] The amount and choice of the plasticizer help
to determine the hardness of the final product, and
may also affect the dissolution or disintegration of
the Softgel, as well as its physical and chemical
stability. Plasticizers are selected on the basis of their
compatibility with the fill formulation, processing (dry-
ing) time, and desired properties of the final Softgels,
including hardness, appearance, handling characteris-
tics, stability, and even the geographical location in
which the product will be sold.

Water

Water usually accounts for 30–50% of the wet gel for-
mulation and is critical to ensure proper processing
during gel preparation and Softgel encapsulation.
Following encapsulation, excess water is removed from
the Softgels through controlled drying, leaving the
equilibrium water content typically at less than 10%.

Colorants/opacifiers

Colorants and opacifiers are typically used at low con-
centrations in the wet gel formulation. A wide range
of colorants such as FD&C and D&C water-soluble
dyes, certified lakes, pigments, and vegetable colors have
been incorporated into Softgel shells alone or in com-
bination to produce the desired color, tint, or hue for
product identification. A general rule in color selection
is that the color of the capsule shell should be similar
to or darker than the fill material to reduce the contrast
with the seams.

An opacifier is sometimes added to the Softgel shell
to obtain an opaque shell for suspension fills or to pro-
tect light sensitive fill ingredients. Titanium dioxide is
the most commonly used opacifier. Flavors such as
ethyl vanillin and essential oils are sometimes included
in the Softgel shell to impart desirable odors or flavors
or to offset odoriferous materials that may be con-
tained within the Softgel itself.

Fill Formulation

Softgels can be used to dispense active compounds
that are formulated as a liquid or semisolid solution,
suspension or microemulsion preconcentrate.

The large groups of liquids that can be encapsulated
into Softgels fall into one of two categories: water-
miscible liquids and water-immiscible liquids.[16]

Water-miscible liquids include polyethylene glycols
(PEG) and non-ionic surfactants, such as the poly-
sorbates. Low molecular weight grades of PEG (e.g.,
PEG 400) are used most commonly as they remain
liquid at ambient temperatures. Small amounts (up to
5–10%) of other water-miscible liquids, such as propy-
lene glycol, ethanol, and glycerin, can also be used.

Water-immiscible liquids include vegetable and
aromatic oils, aliphatic, aromatic and chlorinated hydro-
carbons, ethers, esters, high molecular weight organic
acids, and some alcohols.

Liquids that are likely to cause problems following
encapsulation are low molecular weight water-soluble
and volatile organic compounds, such as some alcohols,
acids, ketones, and esters; water (above 5%); emulsions
(whether oil in water or water in oil); liquids with
extremes of pH; and aldehydes.

Drugs that are not sufficiently soluble in a solvent
or combination of solvents can be formulated into
suspensions and encapsulated. Suspension formulae
present different challenges to solutions. Drug solu-
bility in the excipients should be kept to a minimum
to reduce the chance of particle size or polymorphic
changes during the shelf life. In addition, drug particle
size needs to be controlled to (i) provide better process
reproducibility and (ii) for poorly water-soluble drugs,
to reduce the negative effect upon bioavailability.

The particle size of insoluble drugs should be
180 mm or finer for suspension homogeneity and capsu-
lation equipment requirements. Examples of suspend-
ing agents for water immiscible vehicles include
paraffin wax, beeswax, and hydrogenated vegetable
oil, and for water miscible vehicles include solid glycol
esters (such as higher molecular weight PEG). Surfac-
tants, such as polysorbates, are often added to the dis-
persion to promote wetting of the ingredients and/or
dispersion of the fill in vivo. In general, many different
materials may be encapsulated; however, limitations

Capsules, Soft 421



C
alori–C

hiro

exist for some compounds owing to high solubility in
water and/or inherent chemical reactivity and the
resultant effect on the shell. These compounds include
strong acids and alkalis and their salts, as well as
ammonium salts. Some compounds, such as aldehydes,
can react with gelatin, causing cross-linking and result-
ing in a product that lacks bioavailability. Some
surfactants interfere with the gelatin sealing process,
leading to leaking capsules. In addition, any substance
(such as aspirin) that is unstable in the presence of
moisture may also exhibit unacceptable chemical
stability in Softgels.

PRODUCT DEVELOPMENT

This section will describe the typical stepwise process by
which Softgels may be developed. The steps generally
include fill formulation development, shell compatibility,
prototype development (lab scale encapsulation), experi-
mental batch manufacture (process development),
clinical supply and conclude with a product performance
review of the manufacturing process and specialized
formulation approaches to enhance pharmacokinetic
performance.

Fill Formulation Development

The Softgel process relies on the use of a positive
displacement pump for fill dosing. These pumps are
capable of dosing a reasonably wide range of viscos-
ities (up to 10,000 cps or more), though there are
several other factors, which may affect the dosing of
a particular formulation, most notably the rheological
properties. The fill liquid is typically either a solution
of drug or a suspension (rather than both in the same
capsule), and is generally designed to fit in the smallest
possible Softgel with acceptable chemical and physical
stability, therapeutic effectiveness, and production
efficiency. Solutions are generally the first choice, as
they may help reduce the negative effect of drug particle
dissolution upon bioavailability. For solution formu-
lae, the challenge is generally to develop a solution that
is robust enough to remain in solution throughout
manufacturing and shelf life, whilst concentrated
enough to produce a Softgel size capable of satisfying
requirements for patient compliance and economics.

It is very important to note that, when formulating
the fill material for Softgel encapsulation, appropriate
consideration is given to the shell development at the
same time. It is commonly and erroneously assumed
by those not skilled in the art of Softgel manufacture,
that the shell is inert and undergoes no changes
itself nor imparts any changes on the encapsulated
material.

The first step in developing a solution containing
Softgel is to determine the solubility of the drug in
a range of pharmaceutically acceptable solvents. After
the solubility is determined, the solvents are selected on
the basis of their regulatory acceptability and known
compatibility with Softgel dosage forms. The types of
excipient typically include the following:

� Hydrophilic solvents
� Lipophilic materials
� Hydrophilic surfactants
� Lipophilic surfactant
� Cosolvents

Solvents that provide adequate solubility of the
drug can be selected, though it may be necessary to
combine them to achieve the desired in vitro or in vivo
characteristics and to ensure good physical stability. It
is particularly important, for solutions of poorly
water-soluble drugs, to ensure that the fill solution is
robust enough to withstand the inevitable dynamic
changes that take place within the first 72 hr after
encapsulation. This is because of the migration of
components (water, plasticizers, drugs, etc.) within
the Softgel both during and following encapsulation,
which do not occur to the same extent in other
‘‘dry’’ dosage forms. Therefore it is important to
conduct moisture, plasticizer challenge studies and
temperature cycling studies to ensure that a robust fill
formulation is achieved.

For Softgels containing suspension fills, the solu-
bility of the drug in a range of pharmaceutically
acceptable solvents is also determined and excipients
in which the drug shows little or no solubility are then
selected. These formulations generally require viscosity
enhancers to provide adequate suspending characteris-
tics for the drug during processing. This is vital in
maintaining drug homogeneity during manufacture.
The type and level of viscosity enhancer is optimized
to provide the best manufacturability. Ideally, the fill
material is designed to set slightly after encapsulation,
such that the effects of long-term migration caused by
gravity are reduced. Suspension formulae should be
developed around a drug with controlled particle size,
to enable proper process development. For Softgel
suspension formulae, dissolution method development
is a key activity, which requires expert attention to help
ensure that proper interpretation is made.

Shell Compatibility

Shell compatibility testing between the fill and shell
formulation is an important part of the development
process. A variety of problems may result if the fill is
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not well matched to the proper shell formulation.
These may be observed either immediately after
encapsulation or after prolonged storage as described
earlier. Traditionally, shell compatibility is performed
using fill material and swatches or samples of gel rib-
bons. One of the challenges for Softgel development is
to decide whether it is even feasible to determine shell
compatibility without ever making Softgels. For this
reason, it is preferred to perform an encapsulation
trial as soon as possible. To make this easier and
more economic, this work may be performed using
lab scale equipment.

Prototype Development
(Lab Scale Encapsulation)

Traditionally, one of the features of Softgel manufac-
ture has been that all the manufacturing encapsulation
equipments were designed for commercial production.
Whilst this helped reduce the occurrence of scale-up
issues, the minimum batch size for such machines
was about 2.5–5 L, depending upon the expected yield
and capsule quality. This is a large figure for certain
NCEs where drug availability is a restricting factor.
Recently, lab scale equipment has become available
at Cardinal Health that uses as little as 100 ml of fill
liquid to produce capsules (Fig. 3). It is now possible
to produce first time Softgels in a laboratory setting,
using the same encapsulation principle as full-scale
encapsulation equipment, and to produce prototypes
to help evaluate whether the Softgel dosage form is
viable for a particular drug. This equipment makes
the use of air-filled capsules to perform compatibility
studies obsolete, as the latter, being a dry process, is
never able to truly represent the wet capsule process.

Process Development

Having identified potential fill and shell formulations
at the laboratory scale, a suitable manufacturing pro-
cess that will enable successful preparation of the trial
batch materials required for regulatory and clinical
studies must be developed. Such process development
includes selection of equipment and investigating
critical processing parameters, such as the order of
addition, temperature, mixing condition, and speed.
The information obtained from these development
batches will provide valuable information for later
process ranging and validation studies. For example,
the fill moisture and hardness of the capsules during
the drying stages will be monitored to optimize the
drying process and resulting product stability. Fig. 4
shows the drying profile of a Softgel product. Note
that the reduction in fill moisture is accompanied by
an increase in capsule hardness. As more process devel-
opment studies are completed, the in-process test data
will be reviewed to help develop preliminary specifica-
tions intended to control product quality. For example,
statistical analysis of in-process fill weight data may
be performed to show that the process is capable of
meeting the proposed in-process specification.

Clinical Supply

Manufacture of clinical batches will be performed
according to the need for clinical studies (whether

Fig. 3 Lab-scale Softgel encapsulation machine.
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Phase I, II, or III). Process development studies
should be carefully coordinated to ensure that the pro-
cess is robust at the time of the registration batch
manufacture.

Product Performance Review/Preparation
for Process Validation

At the end of the product development phase and prior
to process validation, a product review should be
performed to ensure that the development is complete,
and that the various processes for manufacture are
capable of passing process validation. At this point,
any gaps in the development process may be further
studied and attended to, prior to performing process
validation (e.g., logo printing process development),
preferably at full scale. It is advisable to manufacture
two or more process challenge batches to show that
the product is acceptable at the upper and lower pro-
cess ranges. This helps to ensure that validation will
be successful.

METHOD OF MANUFACTURE

As early as the 1830s, Softgels were used as a method
of drug delivery. Early manufacturing included both
a hand-dipping method and a plate-press method.
The hand-dipping method created individual empty
Softgel shell that was subsequently filled with a syringe
or a dropper. The plate-press method was a batch pro-
cess that involved pressing two sheets of wet gelatin
together between two molds. The molds provided
depressions in the gelatin sheet into which active fill
was then placed. A second gelatin sheet was laid over
the first and both were pressed together with fill material
sandwiched in between. The pressure of the plate dies
sealed the top and bottom sheets of gelatin together
and cut out the individual Softgels for subsequent
drying. Today, almost every Softgel on the market is
made using the rotary die process patented by Scherer
in 1933.[17] The equipment and manufacturing process
has improved dramatically over the years, but the
underlying manufacturing principle remains essentially
unchanged. Two independent processes take place, often
simultaneously, yielding two different materials, the gel
mass and the fill material. Both are united in the encap-
sulation process that produces wet Softgels.

The wet gel mass is manufactured by mixing
together and melting, under vacuum, the gelatin shell
ingredients (gelatin, plasticizer, water, colorants and
sometimes opacifiers, flavors, and preservatives). At
the encapsulation machine (Fig. 5), molten gel mass
flows through heated transfer tubes and is cast onto

chilled drums, forming two separate ribbons, each
approximately 6 in. wide. The thickness of the ribbons
(usually 0.02–0.04 in.) is carefully controlled and checked
periodically throughout manufacture. The gel ribbons
traverse through rollers that provide proper alignment
of the ribbons and apply lubricant to both surfaces
of the ribbons. Each gel ribbon forms one half of the
Softgel. Two-toned Softgels are made using two different
colored gel ribbons. Active fill materials are manufac-
tured in a process separate from the gel mass manu-
facture. The viscosity of all fills and the particle size of
suspended materials are important parameters estab-
lished during development and controlled throughout
manufacture.

Softgels are formed during the encapsulation part of
the process, using the two gel ribbons and the fill
material. Lubricated gel ribbons are fed between a pair
of counter rotating dies, the surface of which contains
matching pockets of appropriate size and shape that
serve as molds for forming the Softgels. The die pockets
also seal both sides of the Softgel and cut the formed
Softgel away from the residual gel ribbon. Fig. 6 shows
Softgels immediately following encapsulation as they
are being separated from the ribbons. The Softgels are
then conveyed to a tumble dryer to initiate drying.

Situated between the ribbons and rotating dies is the
wedge as shown in Figs. 7 and 8. The wedge serves
three separate functions during the encapsulation pro-
cess. First, it heats the gel ribbons close to the gel–sol
transition temperature to ensure that melting (welding)
of the two gel ribbons occurs when the ribbons are
pressed together between the dies. Second, the wedge
is part of the system that distributes the fill material
from a positive displacement pump to each of the die
pockets. Finally, the wedge, in conjunction with the
lubricant, provides a sealing surface against the rib-
bons to eliminate air and allows a seal to be formed

Fig. 5 Encapsulation equipment.
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between the shell and fill material without the intro-
duction of air into the product. To properly manufac-
ture the gel mass and form the gel ribbons, the gel mass
formulation contains excess water. Following encapsu-
lation, Softgels must be dried to obtain a final product
that will be durable enough to withstand subsequent
processing, packaging, and shipping, and possess good
long-term physical stability. Drying occurs in two
stages. Initial drying takes place in a rotating basket
dryer that tumbles the Softgels in temperature and
humidity controlled air. This removes approximately
half of the excess water and is intended to remove suf-
ficient water such that the capsules are firm enough
to withstand tray drying without undergoing substan-
tial deformation of the shape owing to gravity. The
balance of the excess water is removed during the sec-
ondary drying stage, when the Softgels are spread in a
single layer on shallow trays. The trays are designed
and stacked to allow air to pass through the rack
and around the Softgels (Fig. 9). Secondary drying
proceeds under controlled conditions of temperature

and humidity until the appropriate level of capsule
hardness and/or fill moisture is achieved.

Complete drying can take from three days to three
weeks depending on shell and fill formulations and
the size of the Softgel.

Once the Softgels have reached the desired drying
end point, they are placed into bulk holding containers
to prevent further drying. At this point, several additional
operations may be performed, including washing, off line
printing, inspecting, and packaging.

THERAPEUTIC PERFORMANCE

The pharmacokinetic performance of drugs can be
enhanced by Softgel dosage form, the exact formulation

Fig. 9 Tray drying of Softgels in controlled drying tunnels.

Fig. 6 Newly formed Softgels.

Fig. 7 Softgel encapsulation process.

Fig. 8 Close-up of die-wedge equipment.
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of which depends on the desired pharmacokinetic
improvement. The two most common requirements
are faster and more complete absorption. In both cases,
the ideal situation is for the drug to be dosed in solution
and formulated to remain in solution after dispersion in
gastrointestinal media, possibly as a nanoemulsion. For-
mulation of nanoemulsion preconcentrates for Softgel
encapsulation requires the drug to be in solution in a
mixture of oils, surfactants, cosurfactants, and possibly
cosolvents.

Rate of Absorption

Noteworthy advances recently have been made in the
development of Softgel formulations to address
particular performance issues in vivo. These include
presentation of the drug to the gastrointestinal tract
in a solution from which the drug can be absorbed
significantly faster than that from a solid oral dosage
form, which may be rate limited by the need for
disintegration followed by drug dissolution. With the
solution-Softgel approach, the shell ruptures within
minutes to release the drug solution, usually in a
hydrophilic or highly dispersing vehicle that aids the
rate of absorption. This can be a valuable attribute
for treatments such as migraine or acute pain, or where
there is a limited absorption window in the gastrointes-
tinal tract. Fig. 10 compares the absorption rates
between a solution Softgel formulation and a tablet
of ibuprofen.[18] The data are based on a pharmaco-
kinetic comparison of 400 mg ibuprofen in 12 human
volunteers.

Increased Bioavailability

In addition to increasing the rate of absorption, Softgels
may also improve the extent of absorption. This can be
particularly effective for large hydrophobic drugs.

The protease inhibitor saquinavir was relaunched
in a patented solution–Softgel formulation, providing
approximately three times the bioavailability as the
original hard-shell formulation.[19]

In some cases, drugs may be solubilized in vehicles
capable of spontaneously producing a microemulsion
or nanoemulsion on contact with gastrointestinal
fluids. This particular vehicle consists of oils and sur-
factants in appropriate proportions which, on contact
with aqueous fluids, produce an emulsion preferably
with an average droplet size less than 100 nm. The
solubility of the drug should be maintained as long
as possible, delivering solubilized drug directly to the
enterocyte membrane. Fig. 11 depicts the enhancement
in plasma levels achieved in 12 human volunteers when
a nanoemulsion Softgel was used to dose a hydrophobic
drug as compared to a capsule containing a suspension
of micronized drug particles.[19] It may even be possible
to utilize the body’s own systems for oil digestion to
produce micelles containing solubilized drug.

Decreased Plasma Variability

High variability in drug plasma levels is a common
characteristic of drugs with limited bioavailability. By
dosing the drug optimally in solution, the variability
of such drug plasma levels can often be reduced.
Cyclosporin benefits from such an approach.[20]

Fig. 12 depicts the administration of a 10 mg/kg dose
of Cyclosporin A (Sandimmune�) Softgel solution for-
mulation in eight human volunteers.[21] Fig. 13 depicts
the administration of a 10 mg/kg dose of Cyclosporin
A (Neoral�) microemulsion preconcentrate Softgel
formulation in eight fasting human volunteers.[21]
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PRODUCT QUALITY CONSIDERATIONS

Ingredient Specifications

Numerous specifications and control measures are
employed to determine final product quality, the first
of which is ensuring adequate quality of excipients and
active ingredients. Excipient testing ensures compliance
with compendial specifications, as well as specifications
determined during development of the fill material and/
or shell formulation. Among these are limiting values for
trace impurities, especially peroxides, aldehydes, some
metals, and ionic salts.

Presence of these impurities can result in gelatin
cross-linking and possible dissolution problems or in
undesired changes in the product appearance over time.

As gelatin is the key ingredient for the shell and
is present in larger quantities than other excipients, it

is important to ensure that the gelatin meets not only
current United States Pharmacopeia (USP) specifica-
tions, but the additional controls of particle size,
viscosity, and bloom strength, all of which are signifi-
cant for manufacturing process as well as final product
stability. Other specifications, such as the quantity of
certain ionic materials, are necessary to ensure stable
product appearance during storage. Furthermore, it
is essential to specify or limit other gelatin properties,
such as color or even the source of the gelatin (bovine,
porcine, bone, hide), depending on the formulation
and intended market of the final product.

In-Process Testing

Several tests are conducted on a regular basis throughout
the encapsulation portion of the Softgel manufacturing
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Fig. 12 Cyclosporine A (Sandimmune) Softgel formulation.
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Fig. 13 Cyclosporine A (Neoral) microemulsion preconcentrate Softgel formulation.
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process. These include weight determinations for both
the fill material and the shell, and measurements of the
thickness of the seals of the Softgels themselves. Fill
moisture and/or hardness measurements are performed
during the drying process, the results of which are used
to determine the drying end point for each lot. Specifica-
tions for fill weight, shell weight, seam thickness, and
drying end points are based on the Softgel size, amount
and type of fill, and the results obtained during previous
process development studies.

Final Product Testing

Once the Softgels have completed all required proces-
sing steps, the lot is inspected and sampled for the final
product-release test. Tests required for final product
release are dependent on regulatory requirements for
the product and usually include microbiological test-
ing, assay and identity of actives, physical appearance,
fill weight, dissolution or disintegration, and dosage
uniformity.

RECENT ADVANCES IN NEW TECHNOLOGY

Softgel as a dosage form has been around for a long
time and remained largely unchanged. Recent advances
in the development of Softgel formulations and manu-
facturing have been mainly on the shell development.
These include the development of starch-based capsules
that can be made without gelatin[9,10] and enteric
features of the dosage form from inside the shell.[22]

Softgel technologies that provide controlled release
and modified release profiles have also been reported
in the literature.[22–24]

There has been great interest in the Softgel industry
to look for gelatin substitutes. As a matter of fact, sev-
eral concepts based on synthetic polymers[11] and/or
plant-derived hydrocolloids[9,10] have been described
in the literature. However, only few have gained
commercial interest and commercial success. This is
because of the fact that capsule shell polymer needs
to match certain mechanical properties to be able
to form capsules on Softgel encapsulation machine (a
rotary die process). To date, only couple of non-gelatin
capsules (e.g., VegiCap Soft�) with different process
adjustments have reached the commercial stage. Vegi-
Cap Soft, developed by Cardinal Health, utilized the
combination of iota carrageenan and modified starch,
as a gelatin substitute. The combination of the two
hydrocolloids leads to a synergistic interaction that
produces a gel network, which is suitable for Softgel
production using rotary die process. Certain modifica-
tions are required to the gel manufacturing operation,
but the encapsulation and following operations may

proceed relatively unchanged. These capsules do not
show cross-linking and exhibit greater mechanical
stability when exposed to elevated humidity and tem-
perature. They do not become sticky even under hot
and humid conditions. VegiSoft Capsules have been
used in the nutritional market (with lipophilic formu-
lation) for several years, showing that the process is
robust. Recent research has shown that these capsules
may be used to encapsulate hydrophilic fill formula-
tions and fill materials that would not be possible using
gelatin, for example, fill formulations with high pH.[13]

Gelatin capsule cross-linking is a well-known
phenomenon that results in reduced dissolution of cap-
sule products with time. A few approaches have been
reported in the literature to reduce or prevent the cross
linking by incorporating certain ingredients (e.g., citric
acid, an amine agent, or a sulfite agent) either in the fill
formulation[25] or in the shell formulation.[26–29]

TRENDS IN PATENT ACTIVITY

A review of the World wide patent activities from 1985
to 2004 reveals some interesting trends within the
Softgel technology arena. From 1985 to 1995, there
were 22 issued patents containing ‘‘soft gelatin cap-
sule’’ in title or abstract. The number increased to 63
for the next nine years from 1996 to 2004. While this
number does not necessarily include all the patents
citing soft gelatin capsule in the specific claims or
examples of specific dosage forms, the significant
increase in the number of patents involving Softgels
may suggest a broader understanding of the benefits
of this technology both in clinical performance and
patient and consumer appeal.

Looking more closely at U.S. patent activities, there
were 45 U.S. patents issued in 1990 where the soft gela-
tin capsule was a specific claim. In year 2000, there
were approximately 300 patents with Softgels as a
specific claim. This sixfold increase in the number of
patents specifically involving Softgel formulations
may reflect greater and more widespread expertise with
regard to Softgel formulation processes. It may also be
an indication of the greater proportion of ‘‘difficult to
formulate’’ drugs currently coming out of basic
research centers, that is, low aqueous solubility and/
or poor or variable gastrointestinal absorption. A list-
ing of the more significant patents, sorted into groups
relating to either formulations,[30–39] manufacturing
technology[24,40–49] or Softgel design innovations,[50–62]

has been included in the reference section.
Examination of the patent activity of the top 20

pharmaceutical companies, or their predecessor com-
panies, in the year 2000 vs. 1990 suggests an industry
sector shift in the use of soft gelatin capsules. In 1990,
the top 20 pharmaceutical firms obtained 85% of
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patents. This decreased to 57% in year 2000. As overall
pharmaceutical application of Softgel technology has
increased, a reasonable inference would be that the
comparatively young and smaller biopharmaceutical
industry sector is coming of age as compounds
begin to move from basic research to development
and commercialization.

Over the 1990 and 2000 periods, 95% of patents
granted for pharmaceutical Softgel products relate
to drugs or fill formulations and not to specific claims
or improvements regarding shell formulations or
manufacturing processes. On the surface, this would
appear to indicate a mature technology, but as patents
are public domain, and process patents are difficult
to enforce, it is more likely that industry leaders are
reluctant to pursue patents, except in unusual circum-
stances. In this process critical industry, it is more
reasonable to expect that companies prefer to maintain
technological advances as internal in-house matters for
competitive reasons.

CONCLUSIONS

Despite the specialized manufacturing process, Softgels
provide a versatile and efficient drug delivery system with
distinct advantages over conventional dosage forms,
including improved bioavailability, shorter development
times, superior patient preference, and enhanced dose
uniformity. The inherent nature of the Softgel offers a
wide variety of usage and fill options. In any Softgel
product development effort, formulation of the fill
and gelatin shell should be considered concurrently to
optimize product quality and performance.
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Carcinogenicity Testing: Past, Present, and Future

Koen Van Deun
Janssen Pharmaceutica N.V., Beerse, Belgium

INTRODUCTION

This article presents an historical overview of cancer,
carcinogenicity testing, and human cancer causes.
Cancer has been known for a very long time, but the
awareness of human carcinogenicity caused by chemi-
cals is a phenomenon of the 20th century. This in turn
has produced legislation that prohibits the use of carci-
nogens in the food chain and has provided guidelines
for carcinogenicity testing in animals. Lifetime studies
(18–24 months) in two main rodent species (rat and
mouse), also known as the ‘‘Standard Chronic Bio-
assay,’’ have been conducted since the 1960s.

Meanwhile, various deficiencies have been detected
in the Chronic Bioassay; over-sensitivity is the major
one. Hundreds of compounds have been tested with
the Chronic Bioassay method, and about 50% have
yielded (false) positive results. Lack of relevance to man
has often been demonstrated by additional mechanistic
studies. Additionally, more mechanistic and molecular
knowledge has been gained in regards to the human
carcinogenicity concept, including genotoxic versus
epigenetic carcinogens, the multi-stage cancer theory,
and human life style factors involved in carcinogenesis.

The above evolutions have opened up new opportu-
nities for carcinogenicity testing, including short-term
alternative carcinogenicity models. In addition, carci-
nogenicity testing is evolving from a standard chronic
bioassay to a weight-of-evidence approach, where the
mechanisms involved in rodent and human carcinogen-
esis are considered, and where communication between
industry and regulatory authorities is encouraged.

CARCINOGENICITY TESTING IN THE PAST

History of Cancer, Carcinogenicity Testing,
and Human Causes of Cancer

Cancer has probably existed as long as multicellular
organisms have. Paleontologists have shown the pres-
ence of tumors in the bones of dinosaurs, long before
the advent of Homo sapiens. The Ancient Egyptians
knew of the existence of cancer in man. A papyrus
with a hieroglyph that shows a clinical tumor was

discovered. Autopsies of mummies have shown bone
tumors in Egyptians. The first real descriptions of
various tumors were those presented by Hippocrates
in the 4th century B.C. He used the term ‘‘carcinoma,’’
by which he meant a tumor that spreads and kills
the patient. In the 1st century B.C., Galen made the
distinction between ‘‘natural tumors,’’ such as those
present during the development of breasts in female
adolescence and ‘‘tumors, which go beyond the bounds
of nature,’’ such as those related to bone healing
following a fracture. Finally, he described ‘‘unnatural
tumors,’’ which today can be defined as a ‘‘neoplastic’’
growth of tissue. The views of Hippocrates and Galen
dominated medicine for many centuries. In the 19th
century, cancer knowledge expanded enormously,
primarily through intensified studies on anatomy and
histology. Bichat, and later Müller, confirmed Galen’s
theory. They postulated the hypothesis that cancer arises
from accidental tissue formation. This in turn prompted
Pasteur to propose his theory of ‘‘omnis cellula et
cellula’’: Every cell originates from another cell.

The discovery that exposure to exogenous chemicals
could lead to cancer in humans was first made in the
late 18th century, when Percival Pott demonstrated
the relationship between cancer of the scrotum and
the occupation of chimney sweepers exposed to coal
tar/soot. Other examples noted later were scrotal can-
cers in cotton spinners exposed to unrefined mineral
oils, and cancers of the urinary bladder in men who
worked in textile dye and rubber industries due to their
exposure to certain aromatic amines used as antioxi-
dants. Experimental induction of cancer by chemicals
was first reported in detail by Yamagiwa and Ichikawa
in 1918, when repeated application of coal tar to the
ear of rabbits resulted in skin carcinomas. Over the
next few years, Kennaway and Leitch confirmed this
finding and demonstrated similar effects in mice and
rabbits from the application of soot extracts, other
types of tar (e.g., acetylene or isoprene), and some
heated mineral oils. These researchers also observed
skin ‘‘irritation’’ sometimes accompanied by ulcers at
the site of application of the test material. ‘‘Irritation’’
was thought to be an important factor in skin tumor
development. However, not all irritants (e.g., acridine)
induced skin cancer in mice and conversely, some
purified chemicals isolated from these crude materials
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produced a high incidence of skin tumors with little
or no irritation. These observations suggested that
intracellular changes induced by carcinogens might
lead to cancer, independent of any lesions observable
visually or by light microscopy. As a result, the
hypothesis that cancer stems from the interaction
of a chemical with a ‘‘sensitive’’ site in the cell was
proposed. Further reading on the early history and
concepts in cancer is provided by Van Cauteren,
de Kok, and van Schooten,[1] Roe,[2] and Grasso,
Sharratt, and Cohen.[3]

By the mid 20th century, causes of human cancer
related to exposure of chemical substances was of
growing concern. Until the 1950s, the known causes
of cancer were those associated with chemical exposure
at the work place. These findings led to the concept
that most human cancers were caused by environmen-
tal chemicals. For example, Hueper noted that the
increasing rate of lung cancer coincided with the
remarkable growth of industry and motorized trans-
portation, as well as the use of industrial carcinogenic
products and their release as effluents and exhausts
into the occupational and general atmosphere.
However, Wynder and Doll later showed that a major
type of cancer, lung cancer, which was increasing
sharply in men, was due to the chronic use of cigarettes
and exposure to tobacco smoke.

One of the first indications that factors other than
chemical interaction with specific intracellular sites
could be responsible for tumor induction was the
discovery of fibrosarcomas, observed around large
bakelite discs implanted subcutaneously in rats. A
similar observation was seen after wrapping pieces of
cellophane film around the kidneys in rats. After sev-
eral months, a large tumor developed around the
cellophane film in some of the rats. The finding of
‘‘solid-state’’ carcinogenesis was confirmed later in
the 1960s by implantation of various solids (including
noble metals such as gold, silver, or platinum), which
led to the development of sarcomas. The shape, and
particularly the size of the implant, had a determining
influence on sarcoma induction. In addition, iron-
dextran was found to produce this type of tumor
following repeated subcutaneous injections in rats and
mice. Subsequent investigations revealed that some
food colorings evoked local sarcomas in rats and mice
after repeated subcutaneous administration. The prin-
cipal mechanism believed to be involved in sarcoma
induction was the continued activation of reparative
processes in connective tissues by the physical, tissue-
damaging properties. Further examples of chemical and
solid-state carcinogenesis that lead to tumor devel-
opment in rodents are provided by Grasso, Sharratt,
and Cohen,[3] and Weissburger.[4] Other recent evolutions
in carcinogenicity concepts will be described further
in this review.

History of Carcinogenicity Testing Legislation

One area of great contemporary concern was the entry
of carcinogens into the human environment through
food in the form of food additives and food contami-
nants, such as pesticides. Thus, hearings were held before
the U.S. Congress relative to desirable modifications of
the Pure Food and Drug Laws that had been part of
legislation since 1908. In 1958 and 1960, Congressman
Delaney introduced the following two pieces of legis-
lation, also known as the ‘‘Delaney Clause:’’

1. Food Additives Amendment of 1958: Federal
Food, Drug and Cosmetic Act. Section 409(c)
(3) (A): ‘‘ . . . no additive shall be deemed to be
safe if it is found to induce cancer when ingested
by man or animal, or if it is found, after tests
which are appropriate for the evaluation of the
safety of food additives, to induce cancer in man
or animal . . . ’’

2. Color Additive Amendment of 1960; Federal
Food, Drug and Cosmetic Act. Section 706 (b)
(5) (B): ‘‘A color additive that will result in
ingestion shall be deemed unsafe, and shall not
be listed, . . . if, after tests which are appropriate
for the evaluation of the safety of additives for
such use or after other relevant exposure of man
or animal to such additive; it is found by the Sec-
retary to induce cancer in man or animal.’’

This legislation consisted of the absolute prohib-
ition of entry of ‘‘carcinogens’’ into the food chain,
and established for the first time the view that any
substance that could be considered carcinogenic was
not to be added to foods or cosmetics. There was no
room for quantification and calculation of risk. More
detailed information on this clause can be found in
the article by Weissburger.[4]

From 1961 onward, the ‘‘Bioassay Program’’ of the
National Cancer Institute (NCI) was developed. This
program was based upon the need for a more system-
atic investigation of chemical carcinogenesis in animals
(rats and mice). Each test also involved the use of
appropriate negative and positive control carcinogens
to verify that the models actually gave the appropriate
results. Preliminary toxicology testing was performed
using five rats or mice per group, and applying the dos-
age for 6 weeks, with a further holding period of 2
weeks without chemical administration to detect
delayed toxicity. Animals that survived provided
information on survival and weight gain (loss), the
highest possible dose, and the maximum tolerated dose
(MTD). The final NCI Chronic Bioassay consisted of a
life-time (18–24 month) oral administration to rats and
mice up to the MTD, with a second group at 50 or 30%
of the selected MTD. The principle of the MTD was
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chosen since a number of bioassays in the literature with
the known human carcinogens gave a good incidence
of cancer only at high dose levels. Between the 1960s
and the 1980s, the NCI Bioassay Program tested
many types of chemicals that humans were potentially
exposed to, including chemicals used in cancer
chemotherapy, hair dye formulations, and a series of
agricultural chemicals, including pesticides, insecti-
cides, and fungicides.

The NCI Chronic Bioassay became the basis for
current guidelines on carcinogenicity testing. Protocols
and reports for the large-scale bioassays were standard-
ized in order to increase scientific acceptability.

A number of the chemicals administered were found
to induce cancer in rats and mice. Some chemicals,
particularly agricultural products, were negative in
the rat models but induced liver tumors in mice. With
either type of response, a chemical that induced cancer
in any test was labeled a carcinogen, and by extrapol-
ation was considered to be a human cancer risk without
questioning its relevance or the underlying mechanism.

Towards the end of the 1980s, the NCI carcinogen-
esis branch merged with other agencies that shared
similar efforts to form the National Toxicology Pro-
gram (NTP). The NTP placed much more emphasis
on mutagenicity and other short-term tests, teratology,
behavioral effects, neurotoxicity, and various subchro-
nic studies.

More information on the history of the Chronic
Bioassay can be found in the reviews by Weissburger
and Weissburger.[5,6]

Carcinogenicity Testing Guidelines

In the 1970s and 1980s, the US, European, and Japanese
Registration Authorities established guidelines for carci-
nogenicity testing in animals for the various chemicals
characterized by possible long-term intake by man.
These chemicals included food and color additives,
agrochemicals, industrial chemicals, solvents, human

pharmaceuticals, and veterinary products. The guide-
lines were based upon the Chronic Bioassay of the
NTP and gave indications for route and frequency of
dosing, dose levels, group sizes, duration of the study,
and observations during the study. A summary of the
various guidelines is provided in Table 1. More detailed
information on the various guidelines is provided by an
overview of Inveresk Research International.[7] Mean-
while newer versions of most of the guidelines have
become effective.

CURRENT CARCINOGENICITY TESTING

A description of the standard approaches in carcino-
genicity testing for the safety of chemicals is provided.

Standard Rodent Chronic Bioassay

Species and strains

According to the previously described guidelines, carci-
nogenicity studies have to be performed in two rodent
species, usually the rat and the mouse. Ideally, the
strains should have a low spontaneous incidence of
cancer, but they should also be sensitive to induction of
cancer by human carcinogens. Commonly used species
are the Sprague Dawley, Fisher F344, or Wistar strains
in rats, and the CD-1 or C57BL-based strains in mice.
At least 50 animals are included per sex in each dose
group. Today, at least three dose groups are used as well
as at least one negative control group, which results in
minimally 200 males and 200 females for one study.

Doses and route of administration

The animals are exposed daily to the test compound
from the age of 6 weeks onward. The administration
procedure should simulate human exposure as closely
as possible; oral intake is the most common route.

Table 1 Establishment of guidelines for carcinogenicity testing in animals

Continent Scope Authority, year of approval

General Chemicals OECD, 1981

US Food and color additives FDA, 1982
Agrochemicals EPA–FIFRA, 1984
Chemicals EPA–TSCA, 1985

EC Pharmaceuticals EC directives, 1983

Chemicals EC directives, 1988

Japan Agrochemicals MAFF, 1985
Veterinary products MAFF, 1988
Pharmaceuticals MHW, 1989

EPA: Environmental Protection Agency; FDA: Food and Drug Administration; FIFRA: Federal Insecticide Fungicide

and Rodenticide Act; MAFF: Ministry Agricultural Forestry an Fisheries; MHW: Ministry for Health and Welfare;

OECD: Organisation for Economic Co-operation and Development; TCSA: Toxic Substances Control Act.
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In the past, the test item was often mixed in the
drinking water or the feed, either in a fixed concen-
tration in the feed during the entire study or with reg-
ular adaptations to maintain a steady ratio of mg/kg
of body weight intake during the entire life expectancy.
Nowadays, oral gavage administration in the stomach
is used, except for agrochemicals and food additives,
where feed administration is still applicable. Oral
gavage administration provides more certainty of test
item intake, but also leads to another pattern of test
item exposure in the body (peak concentrations after
dosing). Dose-selection for the various dose groups
has been based mainly upon a MTD, which is defined
to elicit slight target organ toxicity but will not shorten
the treated animals’ survivability from any toxic effects
other than the induction of neoplasms. For the most
part, a body weight gain loss of 10% is considered
acceptable as evidence of minimal toxicity. The
medium dose may elicit minimal toxicity; however,
the low dose should be free of any toxicity.

The MTD is mostly defined in a 3-month dose-
range-finding study, allowing optimal dose setting for
the pivotal chronic bioassay.

Duration

The studies are designed to last for at least 24 months
and survival should be at least 25 animals per sex in the
control and low dose groups, both in males and
females. In the past, the studies were often extended
beyond 24 months because survival (especially in the
control and low dose group) was still above 25
animals/group/sex, and because of concern that the
carcinogenic effect might become visible only at a later
end point. Currently, most of the studies are not extended
since geriatric pathology increases, which can complicate
and obscure the assessment of carcinogenicity.

Experimental conditions

Experimental conditions are of utmost importance
because they can influence the results of the study.
Factors such as hygiene, temperature, relative humidity,
number of air replacements, and light have to be main-
tained and monitored consistently during the study.

Today, carcinogenicity studies are performed under
Specific Pathogen Free (SPF) conditions. This means
that SPF animals are obtained from commercial bree-
ders and are placed in SPF rooms after arrival in the
experimental unit. Other factors taken into account
are quarantine, health monitoring, and hygienic mea-
sures during handling, such as sterile gloves and mouth
masks. Good Laboratory Practice (GLP) has also
contributed to improved test conditions. GLP not only
applies to the way animals are handled, but also to
appropriate documentation and recording of all

actions during a study. This leads to better traceability,
reconstruction, and interpretation of study data and
results. All the improvements in experimental con-
ditions have led to increased survivability in the ani-
mals. In the past, various deaths occurred due to
respiratory or other infectious diseases; these are
almost totally excluded within the current improved
health condition of the animals.

Parameters examined in the study

During the 24-month study, various study parameters
are examined as shown in Table 2. The daily follow-
up is of utmost importance in order to pick up unex-
pected findings. If problems arise, the study director’s,
veterinarian’s, or pathologist’s attention is drawn, and
immediate and appropriate actions are requested.
After necropsy during or at the end of the study, a
mean list of 30 tissues is sampled and examined macro-
scopically. This may lead to a total number of 12,000
or more tissue samples for a single carcinogenicity
study. All tissues are fixed and processed for further
microscopic examination for neoplastic and non-
neoplastic changes. These examinations are done by
pathologists specialized in rodent pathology. The final
aim is to detect the number of animals with tumors,
but also multiplicity of tumors and whether the tumors
caused death of the animal.

Histopathological evaluation

As indicated in Table 2, histopathological examination
is performed on all animals to detect ‘‘non-neoplastic’’
and especially ‘‘neoplastic’’ changes induced by the
test compound. Non-neoplastic changes may include
inflammatory, degenerative, or other changes in
various tissues, either caused by the test item or by
geriatric pathology. Neoplastic changes, or tumors, can
be divided by ‘‘benign’’ and ‘‘malignant’’ neoplasms.
Benign neoplasms are well defined, often encapsulated,
non-invasive, and well differentiated. They grow rela-
tive slowly, display relative few mitoses, and are not
metastatic. Malignant tumors are less well defined
and usually not well encapsulated. They are invasive
and relatively undifferentiated; they grow rapidly, dis-
play abundant mitosis, and finally undergo metastasis).

Preceding conditions to neoplasia, such as ‘‘hyper-
plasia,’’ (which refers to an increase in the number of
cells) and ‘‘hypertrophy,’’ (which refers to an increase
in cell dimensions), can also be found.

Histopathological examination is a very intensive
job; months may go by before all tissues are evaluated.
In addition, the histopathologist will relate the histo-
pathological findings with the other non-morphological
findings during the study, such as hematological or
biochemical results, either for individual animals or
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for dosed groups. As such, diagnoses and mechanisms
for the findings are established. For the most part,
independent pathologists perform peer reviews in
order to have confirmation on the exact diagnosis or
mechanism.

Historical control data

Historical control data can be used to interpret the
changes seen in carcinogenicity data. These control
data can apply to the various parameters studied, such
as hematology, biochemistry, and the incidences of
tumors. They may be used when differences are seen
between the incidences of tumors in the dosed groups
and spontaneous incidences in concurrent control
animals, where coincidence is suspected, or for tumors
with very sporadic incidences.

Spontaneous incidences in tumors are commonly
seen in untreated rats and mice, and vary from strain
to strain. Examples include pituitary and mammary
tumors in rats, and liver and lung tumors in mice.
The incidences of tumors can vary, and even today,

there is no clear understanding of their etiology, except
for ad-libitum feeding. On the other hand, caloric restric-
tion could retard aging (associated with a reduction in
the rate of cell replication), and reduce the incidence of
degenerative diseases and tumor incidences.[2]

Statistical analysis

Statistical analysis is performed on all parameters in
the study. Its most fundamental objective is to deter-
mine whether administration of the test agent results
in an increase in tumor incidence rates as compared to
those in unexposed controls. Various statistical meth-
ods can be used. Tests for increased tumor occurrence
rates between dosages may be based on ‘‘pair-wise
comparisons,’’ such as the Chi-square test for 2 � 2
tables, the Fisher’s exact test, or the Cochan–Armitage
test. These tests are most appropriate when survival
rates do not differ appreciably in the various dose
groups.

If the treatment results in reduced survival, early
mortality in the high-dose groups may preclude the

Table 2 Parameters and frequency of observation or measurement in carcinogenicity studies

Frequency Parameter Examples of intended endpoint(s)

Daily Mortality Week of death or sacrifice
Death or sacrifice status:

Natural death or sacrificed in bad condition
Terminal sacrifice

Clinical observations Drug-related signs of toxicity

Bad condition, preceding mortality

Weekly Body weight & weight Drug-related body weight and weight gain
or loss (10–15% body weight gain loss is
accepted at MTD)

Food consumption Drug-related changes in food intake

After 6 or 12 months Toxicokinetics Exposure of parent compound and metabolites and
relation to human exposure

After 6, 12, 18 months and terminally Hematology Drug-related haematological deviations
Clinical biochemistry Drug-related biochemical deviations

Terminally (also on all animals dying

or sacrificed during the study except
organ weights)

Gross pathology Drug-related macroscopic findings

Organ weights Drug-related organ weight changes
Histopathology Non-neoplastic changes (including ‘‘pre-neoplastic’’

changes, such as hyperplasia)
Neoplastic changes (tumors)
Malignancy status (malignant or benign)

Cause of death (tumors that caused death ¼ probably
fatal and fatal tumors; tumors that did not cause
death ¼ probably incidental and incidental tumors, and
tumors in terminally sacrificed animals)

Multiplicity of tumors (number of tumors/animal
and/tissue)
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development of tumors and other statistical methods
are required. Peto proposed a test for differences in
tumor occurrence rates due to treatment, taking into
account differences in survival and the times at which
tumors were observed. This procedure requires infor-
mation on the cause of death of each animal, and is
based on a time-stratified contingency table analysis
of the prevalence of incidental tumors that did not kill
their host and a similar analysis of fatal tumors that
resulted in death prior to the study. These two analyses
are then combined to arrive at an overall test for
increase in trend in tumor occurrence rates allowing
for differential survival rates among the treatment
groups. More information on study design and statisti-
cal analysis is provided by Feron et al.[8], Portier,[9]

Gart et al.[10], and Ciminera and Allen.[11]

Cancer Risk Assessment

Once carcinogenicity testing has been performed,
carcinogenicity risk assessment must be performed.
Regulatory agencies have the responsibility to identify
and assess compounds that are administered in food,
provided as pharmaceuticals, or have the potential to
be released in the environment at levels that warrant
concern. Various topics have to be addressed when
characterizing the carcinogenic risk. These include haz-
ard identification (i.e., the likelihood to be a human
carcinogen), dose-response, and extent of human
exposure. Each of these assessments involve the use
of many assumptions and estimations, the magnitude
of which may be decreased by the incorporation of
more information (e.g., mechanistic studies, pharmaco-
kinetic data, and improved low dose extrapolation
models). Velasquez et al.[12] have provided an overview
of cancer risk assessment by the US Environmental
Protection Agency (EPA) and biological issues in
cancer risk assessment. In addition, the International
Agency for Cancer Research (IARC) has evaluated
and published carcinogenic risk to humans for hundreds
of chemicals.[13,14]

In both systems, chemicals, including pharmaceuti-
cals, are assigned to five groups: 1) carcinogenic to
humans; 2) probably carcinogenic to humans; 3) poss-
ibly carcinogenic to humans; 4) not classifiable for
human carcinogenicity; and 5) probably not carcino-
genic to humans. Assignment to one of these groups
is based on scientific judgement of data derived from
studies in humans and animals as well as supporting
data. Data are estimated as providing sufficient,
limited, or inadequate evidence for carcinogenicity in
humans and rodents.

For example, agents assigned as probably carcino-
genic to humans have shown a positive association
between exposure and human cancer, and have also

shown sufficient evidence of carcinogenicity in animals.
For the possible human carcinogens, only sufficient
evidence for carcinogenicity in animals is established,
but inadequate or no data in humans.

Evolution in Carcinogenicity Testing and
Concepts between 1960 and 2000

Mechanistic knowledge of carcinogenicity has increased
enormously since the introduction of the Standard
Chronic Bioassay. First, ‘‘genotoxic’’ carcinogens were
distinguished from ‘‘non-genotoxic’’ carcinogens, which
led to a separate test battery for genotoxicity testing.
Second, a ‘‘multistage’’ concept in carcinogenesis was
discovered up to a molecular level. Third, ‘‘lifestyle fac-
tors’’ were found to play a major role in human cancer
causes.

Genotoxic vs. non-genotoxic carcinogens

During the 1970s, Ames postulated that most human
carcinogens were ‘‘genotoxic.’’ Genotoxic compounds
may react, either directly or indirectly (after metabolic
activation) with DNA, which leads to alteration of the
genetic material, and mostly to carcinogenicity in
rodents and humans. On the other hand, many rodent
carcinogens are ‘‘non-genotoxic’’ or ‘‘epigenetic,’’ and
act through a different mechanism.

The knowledge of these two basic mechanisms in
carcinogenicity has led to the current classification of
chemical carcinogens in ‘‘genotoxic carcinogens’’ and
‘‘non-genotoxic’’ or ‘‘epigenetic carcinogens.’’ The
second category comprises agents that exert primary
cellular effects, which further result in carcinogenicity
in rodents (‘‘rodent carcinogens’’). Genotoxic and
non-genotoxic carcinogens, each with their own typical
features, are further classified in main categories, as
shown in Table 3. An example of an epigenetic rodent
carcinogen is the artificial sweetener saccharin. In the
past, when saccharin was shown to produce bladder
tumors in rats, it was considered to be a likely (poss-
ible) human carcinogen. Today, it has been removed
from the list of suspected human carcinogens since a
large body of experimental data indicates that the rat
bladder tumors arise from mechanisms that are not rel-
evant to the human situation, which in turn supports
the conclusion that saccharin is not related to bladder
cancer in humans. Phenobarbital, a sedative, is an
example of an agent that extensively induces drug-
metabolizing enzymes in rodents. This results in liver
tumors, but also in enhanced catabolism of thyroid
hormones by the liver enzymes, which leads to thyroid
stimulation by compensatory mechanisms and further
to thyroid hypertrophy and hyperplasia, and even-
tually to thyroid tumors. Epidemiological studies,
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however, have indicated that it is of no concern for
humans. More detailed explanations and examples of
epigenetic carcinogens have been published by
Purchase,[15] Shaw and Jones,[16] Van Cauteren, de Kok,
and van Schooten,[17] and Williams and Whysner.[18]

Due to the increase in knowledge of genotoxic and
non-genotoxic mechanisms, test batteries were
designed to evaluate ‘‘genotoxicity’’ in the early phases
of drug development and prior to the start of chronic
bioassays. These assays varied from test systems such
as bacteria, yeast cells, and Drosophila-flies, to cell cul-
tures of mouse lymphoma cells or human lymphocytes
and in vivo systems, such as rodents for exposure of
bone marrow. An overview of the genotoxicity toxicity
assays that are currently performed for regulatory
testing is shown in Table 4.

As indicated in Table 4, the potential to induce gene
mutations or chromosome aberrations is investigated
in a battery of genotoxicity studies. Additionally,

DNA-damage and repair can be investigated separ-
ately. For the in vitro assays, some chemicals only
become genotoxic after bioactivation to an electrophi-
lic reactant. Therefore, in some in vitro assays, a liver
enzymatic fraction is added in order to mimic the
normal in vivo metabolic (de)activation route of com-
pounds. The knowledge of the genotoxic versus the
non-genotoxic carcinogens and of the mechanism
of epigenetic carcinogenesis in rodents has gained
significant importance in the extrapolation or rel-
evance to humans. For example, humans have been
exposed to many pesticides known to cause cancer in
experimental animals by epigenetic mechanisms, but
none has been definitely linked to cancer in humans.
The absence of effects in humans is usually because
exposure is below the threshold for the epigenetic
effects. In addition, some cancer mechanisms may be
specific to the rodent test animals and not relevant to
humans at any possible exposure.

Table 3 Main classification of chemical carcinogens

Category Classification (þ example) Features

Genotoxic DNA-alkylating Transspecies occurrence
activation-independent (mustard gas) At low dose levels
activation-dependent (nitrosamines) Short latency period

Interfering with DNA (inorganic metals) No threshold for extrapolation to humans

Epigenetic Promotors (phenobarbital) Mostly in one species, strain or sex

Cytotoxic/mitogenic agents (d-limonene, saccharin) At high dose levels (MTD)
Hormone-modifiers (estrogen) Long latency period
Immunosuppressors (cyclophoshamide) Threshold considerable for extrapolation

to humans
Peroxisome proliferators (clofibrate)
Receptor-mediated (dioxins)

Miscellaneous mechanisms (sodium nitrilotriacetic acid)

Table 4 Overview of genotoxicity assays

Genotoxicity assays Genetic damage type

Assays according to current ICH-4 Standard battery:

Ames reversion test in salmonella typhimurium or
Escherichia coli (in vitro)

Gene mutations

Chromosomal aberration test in cell culture of human
lymphocytes (in vitro) or

Chromosome aberrations

Mouse lymphoma test in mouse lymphoma cells (in vitro) Chromosome aberrations and gene mutations
Micronucleus test in rodent bone marrow (in vivo) Chromosome aberrations

Additional assays if cause for concern:

Unscheduled DNA synthesis (UDS) test in rodent hepatocytes

(in vitro/in vivo)

Primary DNA-damage

32P-postlabeling test Primary DNA-damage
Test with transgenic animals Gene mutations

Chromosome aberration test in human lymphocytes (in vitro) or
in rodent bone marrow (in vivo)

Chromosome aberrations
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Multistage cancer concept

Armitage and Doll postulated the multistage cancer
concept in the 1960s. According to this theory, tumors
can arise from single cells that obtain proliferative
capacity after several consecutive independent events
at cellular level. Cancer of the colon is one of the
best-understood examples of multistage carcinogen-
esis; it reveals at least six stages in its development.
Recently, it also has become possible to identify the
molecular events that underlie the development of
these tumors. Some examples of somatic alterations
in this model are gene mutations of a ‘‘ras’’ proto-
oncogen, detected in approximately 50%, and loss of
a ‘‘P 53’’ tumor suppressor gene in approximately
75% of the colorectal carcinomas. Similar alterations
have also been detected in other human tumors, such
as lung, breast, and brain tumors. More detailed infor-
mation and examples of multistage carcinogenesis are
provided by Fearon and Vogelstein,[19] Couch,[20] and
Purchase.[15] Based on the above theories, the main
steps involved in carcinogenesis are: 1) ‘‘initiation’’
(first stimulus leading to alteration of the DNA in
the cell nucleus); 2) ‘‘promotion’’ (further expression
of the genetic change, leading to benign tumors);
and 3) ‘‘progression’’ (further evolution of the tumor
leading to malignancy and clinical manifestation).

‘‘Initiation’’ is the first phase of carcinogenesis
whereby cells are exposed to a carcinogenic agent. In
this stage, an irrevocable step is taken in which daugh-
ter cells may later acquire relative autonomy with
regard to cell division. ‘‘Promotion’’ is the next phase,
in which initiated cells, not yet recognizable, are stimu-
lated to divide and become clinically or pathologically
detectable neoplasms. ‘‘Progression’’ is the phase in
which the tumor increasingly damages the host and
finally destroys it. Widespread invasion and metastasis,
with destruction of the original normal tissue, are pre-
dominant in this phase.

Lifestyle factors

Finally, associated causes of major human cancers
have been discovered. Most cancers are associated with
lifestyle (specifically tobacco and excessive alcohol
use), inappropriate nutritional traditions, and lack of
exercise. These lifestyle components involve currently
known genotoxic carcinogens, and importantly, non-
genotoxic carcinogens. The effect of non-genotoxic
carcinogens is highly dose-dependent and also revers-
ible upon lowering the dose below a threshold. Thus,
it is quite possible to lower human cancer risk as well
as the risk of related chronic diseases, such as coronary
heart disease, hypertension and stroke, and adult on-set
diabetes, by proper lifestyle adjustments. Clearly, the
Delaney Clause (requiring total absence of carcinogens

in the food chain) plays no role in disease prevention.[6]

Misconceptions about the relationship between
environmental pollution and human disease, parti-
cularly cancer, have also been highlighted by Ames
and Gold.[21] Smoking, dietary imbalances, chronic
infections, and hormonal factors, all influenced by life-
style, are considered major causes of cancer. Reduction
in synthetic pesticides in the food chain does not
effectively prevent diet related cancer, whereas high
consumption of fruits and vegetables (containing
antioxidants) does. On the other hand, humans do
ingest many natural chemicals (in fruits and plants).
Even though only a small proportion has been tested
for carcinogenicity, half of them are rodent carcino-
gens. Therefore, prevention of cancer will not only be
based upon carcinogenicity testing and risk assessment
of chemicals, but from knowledge obtained from bio-
medical research, education of the public, and lifestyle
changes.[21]

Need for Changes

Deficiencies of the standard chronic bioassay

If clear-cut evidence of genotoxic potential is obtained
in the genotoxicity battery, especially via in vivo
assays, then the potential for carcinogenicity in
humans is highly suspected. In that case, drug develop-
ment is discontinued. For compounds with negative
or equivocal results in the genotoxicity battery and
positive results in the Standard Chronic Bioassay,
interpretation can be difficult.

The concept of the bioassay for detecting carcino-
genic potential was developed at a time when rela-
tively few agents were recognized as being
carcinogens. However, during the past 20 years, many
investigations have shown that it is possible to pro-
voke a carcinogenic response in rodents by a wide
diversity of experimental procedures, many of which
are considered to have little or no relevance for human
risk assessment. The outcome of the Standard Chronic
Bioassay has been shown to be positive for about 50%
of a random selection of chemicals in the US NTP
program.[22] These bioassays have frequently identified
different target organs in rats and mice and even in
different strains of one species. Further, the data
from bioassays were often contradictory, with simul-
taneous increases and decreases of tumors in different
tissues.[23]

Drugs have to be administered at very high doses
(MTD). The paradox is that the safer the chemical,
the higher the MTD, and the more likely that bio-
chemical distortions will lead to cellular injury or cell
death, abnormal compensatory cell replication, toxic
hyperplasia, and toxicity-induced cancer, which is not
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considered relevant to man.[24] A comparative study
between animal experiments and epidemiological
studies on chemicals also showed that animal studies
with test doses above the MTD resulted in carcino-
genic effects in multiple organs that had no or limited
predictive value for man.[25]

The IARC has provided additional indications for
the lack of human relevance by the chronic bioassay.
IARC work groups have evaluated hundreds of
pharmaceuticals for their carcinogenic properties.
However, only 20 pharmaceuticals were conclusively
carcinogenic to humans and 52 were ‘‘probably’’ or
‘‘possibly’’ carcinogenic.[13,14] The pharmaceuticals
known to cause cancer in humans each possess at least
one of the four properties: genotoxicity, immuno-
suppression, hormonal activity, or chronic irritation
(cytotoxicity/mitogenic activity). These properties can
be identified by genotoxicity studies in vivo and in
well-designed toxicology studies of up to 6 months
duration in rats.[26] The absence of effects in humans
was also considered to be due to an exposure in man
below the threshold dose for the epigenetic effects or
due to cancer mechanisms that were specific to the
rodent test animal.

Therefore, the findings from non-genotoxic com-
pounds can be shown to lack relevance for humans
because either the animal exposure is excessive as
compared to human exposure, or the response to a
carcinogenic challenge is qualitatively different in
rodents from that in humans.[26] In case of a different

mechanism, additional mechanistic studies often have
to be performed to prove the lack of relevance to man.

International Conference on Harmonization
(1991–1997)

Since 1991, the International Congress of Harmoniza-
tion (ICH 1, 2, 3, and 4, respectively, taking place
in 1991, 1993, 1995, and 1997) has met to promote
harmonization of regulatory requirements between its
regions (Japan, US, and Europe) on Safety, Quality,
and Efficacy of human pharmaceuticals. Both regulat-
ory authorities and industry associations were involved
in these discussions.

Based upon the deficiencies of the standard chronic
bioassay as well as on increased mechanistic knowledge,
the following needed to be defined: 1) when
carcinogenicity studies should be performed; 2) the use
of new methods in carcinogenicity testing; and 3) guid-
ance for dose selection.[27] These three safety topics are
described in more detail in Table 5.

As indicated in Table 5, carcinogenicity studies (see
S1A) are only required for long-term human exposure
of chemicals, but may also be recommended if there
is cause for concern even with compounds lacking
long-term exposure. ICH topic S1B takes into account
the recent scientific developments, rather than harmo-
nizing between nations. Several large databases of
long-term rodent carcinogenicity studies conducted

Table 5 ICH topics on carcinogenicity testing

S1A. ‘‘Need for carcinogenicity studies’’

Required for any pharmaceutical with expected ‘‘clinical use of at least 6 months’’
Recommendation if there is ‘‘cause for concern’’:

Previous demonstration of carcinogenic potential in a product class that is considered

relevant to humans
Structure-activity relationship (SAR) suggesting carcinogenic risk
Evidence of preneoplastic lesions in repeated dose toxicity studies and
Long-term tissue retention of parent compound or metabolite(s) resulting in local tissue reactions or

other pathological responses

S1B. ‘‘Testing for carcinogenicity of pharmaceuticals’’

Flexibility and judgement should be exercised in the choice of approach.

Either 2 long-term carcinogenicity studies (one in the rat and one in the mouse) or one
long-term study plus one other study with a shorter duration (‘‘one plus approach’’).

S1C. ‘‘Dose selection in carcinogenicity studies’’

Criteria for dose selection in carcinogenicity studies:
Toxicity-based endpoints (MTD)

Pharmacokinetic endpoints (25-fold AUC ratio: rodent-human)
Saturation of absorption (highest exposure reached)
Pharmacodynamic endpoints (e.g. sedation at high dose levels)

Maximum feasible dose (e.g. maximal solubility reached)
Other additional endpoints.
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over the past 25 years indicate consistently that
approximately 50% of chemicals yield a positive
result. These pharmaceutical databases derived from
pharmaceuticals only were based upon the short-
comings of the Standard Chronic Bioassay previously
described. The pharmaceutical databases are summar-
ized in Table 6.

The ICH addressed several main questions. These
included: ‘‘Would the use of rats, but not mice, result
in loss of information on carcinogenicity that would be
relevant to human risk assessment?’’ and ‘‘Has a positive
result in mice (but not in rats) correctly prevented a
non-genotoxic drug from being marketed?’’[32]

Results of the database surveys proposed that rats
were more ‘‘sensitive’’ then mice and that tumorigeni-
city detected in mice only was never the sole reason for
regulatory action. Furthermore, findings in rats only
were twice as frequent as in mice only; all known
human carcinogens were positive in rats.[32] Therefore,
it was proposed that normally one long-term study in
one rodent species would suffice. The species should
be the most appropriate and on practical convenience,
the rat would be preferred. From the European point
of view, one chronic bioassay in the rat would be suf-
ficient. However from the US perspective, an
additional short-term study was requested. The short-
term models are further explained later in this article.

Finally, more criteria than the sole MTD were
acceptable for dose selection (Table 5, S1C). The avail-
ability of multiple acceptable criteria for dose selection
provides greater flexibility in optimizing the design of
carcinogenicity studies.

CARCINOGENICITY TESTING
IN THE FUTURE

Alternative Carcinogenicity Models

According to ICH S1B, a ‘‘one plus approach’’ might
be possible instead of the 2-year bioassay in rats and
mice. In this approach, the species to be used in the
one long-term study should first be selected, and sec-

ondly, the alternative model should be chosen, both
based upon various selection criteria. Selection criteria
for both the species and strain to be used in the
long-term study and in the alternative model are
summarized in Table 7. A description of the various
alternative short-term models is given.

Transgenic mice

Transgenic mice may provide advantages in developing
a more specific model and reducing the number of ani-
mals and the time required for bioassays (6–9 months
daily dosing). Such models include transgenic mice that

Table 6 Overview of pharmaceutical databases

Continent Scope Reference

IARC (France) International Agency for Cancer Research [13,14]

FDA (US) Food and Drug Administration [28]

PDR (US) Physicians Desk Reference [29]

JPMA (Japan) Japanese Pharmaceutical Manufacturing Association [30]

CPMP (EC) Committee for Proprietary Medicinal Products [31]

CMR (UK) Center for Medicines Research [30]

Table 7 ICH S1B ‘‘testing for carcinogenicity of
pharmaceuticals:’’ Rationale

Select most appropriate species for the long-term study:

Based on comparative studies in two or more
rodent species:

Pharmacology

Repeated dose toxicity studies
Metabolism
Toxicokinetics
Route of administration

In the absence of clear evidence favoring
one species, the rat is recommended.

Select most appropriate alternative model:

Models:
Transgenic rodents (in vivo)
Neonatal rodents (in vivo)

Initiation–Promotion models (in vivo)
Syrian Hamster Embryonic cell (SHE)
assay (in vitro)

Prior to inclusion of any new method, it is

critical that the method be evaluated for:

Is new, additional information expected?
Will concerns be addressed?
Is there a comparable metabolism in man?
Is there a comparable exposure in man?
Is there literature or other evidence on the
value and relevance of the model?
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carry reporter genes that may serve as targets for gen-
otoxic events or mice carrying specific oncogenes or
inactivated tumor suppressor genes that are important
factors that contribute to the multistage process of
carcinogenesis. Mouse lines with defined genetic altera-
tions that result in over-expression or inactivation of
a gene intrinsic to carcinogenesis, but that are insuf-
ficient alone for neoplastic conversion, are promising
models for identification and evaluation of rodent
and/or human carcinogens. Likely models are:

1. Transgenic animals that over-express (proto-)
oncogenes, such as:
a. ‘‘TG.AC’’ mouse line (a ‘‘skin-painting

model’’), which expresses a mutation of the
‘‘v-ras’’ proto-oncogene.[33]

b. ‘‘Tg-rasH2’’ mouse line, which expresses a
mutation and amplification of the human
‘‘c-Ha-ras’’ proto-oncogenes in different
tissues.[34]

2. Transgenic animals that lack certain genes
(‘‘knockout’’ animals), such as:
a. ‘‘P53 þ/�’’ mouse line, which expresses

heterozygous inactivation of the P53 ‘‘tumor
suppressor gene,’’ which is critical to cell
cycle control and DNA repair.[33]

b. ‘‘XPA�/�’’ mouse line, which expresses
homozygous absence of ‘‘DNA-repair
genes.’’[35]

Neonatal mice

Neonatal rodents have been studied since the 1960s.
The test on newborn rodents (12 months of duration)
has been extensively investigated in the United States
and in Japan, and has been demonstrated to be highly
sensitive to genotoxic carcinogens.[36]

Meanwhile, further investigations have revealed
that dosing on days 8 and 15 of age at the MTD and
at half the MTD appears to be the current dosing
regime, followed by a 12-month observation period.

The susceptibility of neonatal mice to tumorigeni-
city has been demonstrated and is explained by the fact
that metabolic activity of a chemical in neonates is in
the developing stage. Delay of excretion of a chemical
via metabolic pathways results in prolongation of the
presence of a chemical in the body. Such prolongation
of the presence of a carcinogen would have a greater
chance of changing normal cells into tumor cells.

Initiation—promotion models (in vivo)

The principle of this model is that in order to evaluate
a substance as an ‘‘initiator,’’ it will be administered in

a single dose or over a period of several days or weeks.
After several weeks of washout, a ‘‘promotor’’ (e.g.,
phenobarbital) is administered, and several months
later, the number of pre-neoplastic or neoplastic
changes are examined.

To evaluate whether an agent acts as a ‘‘promotor,’’
the procedure is reversed. Following initiation with
a known initiator (e.g., diethylnitrosamine), the sub-
stance under investigation is administered intermittently,
at different dosages, over a number of months. In retro-
spect, this model might be valuable in establishing the
mechanism underlying carcinogenicity.[17]

Syrian hamster embryo (SHE) cell transformation
assay (in vitro)

In this system, normal cells are isolated from 13-day-
old embryos, and these cells are treated with carcino-
genic agents capable of inducing genetic alterations
that can produce changes in cellular and colony mor-
phology that result in ‘‘morphologically transformed’’
SHE cells. These cells will senesce unless they undergo
the additional genetic alterations necessary to acquire
immortality and tumorigenicity. Several intermediate
stages in this system, including morphological trans-
formation, immortality, acquisition of tumorigenicity,
and malignant progression, shape the alterations
observed during in vivo neoplastic transformation
and possibly explain why the SHE assay is able to
identify rodent carcinogens.[37] In the SHE assay,
compounds are cultured over a period of 24 h–7 days,
and colony formation is examined as the endpoint of
clonal transformation.

Evaluation, Validation, and Implementation
of the Alternative Models

Further description of alternative models and their
evaluation and validation is given by Blain et al.[38]

Validation exercises are taking place at the American
National Institute of Environmental Health (NIEH),
the International Life Science Institute/Health and
Environmental Sciences Institute(ILSI/HESI),[39] the
Japanese Central Institute for Experimental Animals/
National Institute of Health Sciences (CIEA/NIHS),
and the Dutch Public Institute for Safety and Environ-
ment (RIVM).

The NTP is also evaluating several lines of genetically-
altered mice for possible use in identifying and assessing
carcinogens. A number of comments and concerns were
raised, offering some thoughts on future directions for
this line of research as well as for the possible ways in
which genetically altered mice might be integrated into
a comprehensive testing strategy.[40]
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In the industry, the ICH S1B guidelines have been
implemented, and have led to changes in carcinogeni-
city testing approaches, as well as changes in evalu-
ation by the regulatory authorities. Guidelines
increase flexibility, which in turn obligates industry
and regulatory authorities to use more scientific, evi-
dence-based decision-making. The changes are antici-
pated to significantly improve the relevance of the
assessment of carcinogenic risk for humans, but might
also lead to confusion and occasional disagreement on
appropriate test strategies for specific drugs.[41] Alter-
native test models might be used in various scenarios
as follows: 1) as an alternative to a second 2-year
rodent carcinogenicity study; 2) as a complementary
confirmatory study for drugs with equivocal carcino-
genicity findings in 2-year studies; 3) as a preliminary
screen to set priorities for full carcinogenicity testing;
4) as an alternative to repeating a 2-year rodent carci-
nogenicity study; or 5) to assess the carcinogenic
potential of genotoxic contaminants or degradation.
Based upon available information, there is sufficient
experience with some in vivo transgenic rodent carci-
nogenicity models to support their application as
complementary second species studies in conjunction
with a single 2-year rodent carcinogenicity study when
appropriately justified.[42] Therefore, a weight-of-
evidence approach is justified.

Weight-of-Evidence Approach

A weight-of-evidence analysis on the level of suspicion
for a carcinogenic risk should be performed based
upon all available pre-clinical information that could
raise concern for carcinogenicity. These concerns include
carcinogenicity results, structure-activity-relationship
(SAR), class evaluation, genotoxicity findings, repeated
dose toxicity findings, interspecies comparison of
pharmacodynamics, exposure and metabolism, and
information on the intended clinical use, patient
population, dose regimen, and pharmacokinetics and
pharmacodynamics. SAR consists of finding the
relationship between different (usually computable)
characteristics of the molecules and the induced biologi-
cal activity. The resulting model can be used for predict-
ing (estimating) the biological activity, and in this case,
carcinogenicity. Various commercial computerized sys-
tems are available for SAR, as described by Richard.[43]

However, the performance of SAR is still limited and
affected by over sensitivity.[43,44]

Schwetz and Gaylor proposed a potential strategy
for the weight-of-evidence approach that includes
alternative carcinogenicity models.[45] This strategy
proposes alternate approaches, according to SAR, or
findings in the toxicity and genotoxicity studies that
would provide more mechanistic information.

Elements that should be included in the weight-
of-evidence approach, including alternative models, are
provided by Contrera and DeGeorge.[42] These include
evaluation of the results of carcinogenicity studies
(including alternative models) and genotoxicity studies,
as well as assessment factors in the consideration of
the adequacy of the test models and risk-benefit con-
siderations. It is apparent that different tests might
be warranted for the various regulatory areas, such
as pharmaceuticals, food additives, environmental, or
industrial chemicals.[42,45]

Another option of performing a weight-of-evidence
approach ‘‘before’’ starting the classical and/or
alternative carcinogenicity bioassays is to submit a
‘‘Carcinogenicity Testing Strategy Paper’’ to the
authorities.[46] In this way, a dialogue between authori-
ties and industry can be reached in order to effect an
agreement on the approach and dose selection prior
to initiation of pivotal studies.

In the United States, the Center for Drug Evalu-
ation and Research (CDER) engages in dialogue with
industry to reach agreements on ‘‘approach’’ and ‘‘dose
selection’’ prior to initiation of pivotal studies.[41]

In addition, a procedure of scientific advice can be
found in the European Medicines Evaluation Agency
(EMEA)/Committee for Pharmaceutical and Medical
Products (CPMP). This agency is open for questions
regarding the requirement for a rationale. Companies
are encouraged to inform the CPMP of the proposed
carcinogenicity testing strategy.[47]

Other Future Opportunities

Data from short to medium-term toxicity studies
that precede carcinogenicity studies reveal that most
of the non-genotoxic agents which induce tumors in
rodents also produce other pathological changes in
the tissues in which the tumors develop and at dose
levels at which tumors are observed. These early
changes range from altered hormone levels, impaired
ion balance, and organ enlargement to specific and
marked histopathological changes.[48] These findings
may be used for early detection of non-genotoxic
carcinogens, and may also be extremely valuable
for designing protocols for long-term bioassays. Fur-
thermore, a thorough understanding of such early
indicators will lead to the elucidation of specific
mechanisms involved in carcinogenesis. Together
with examination of possible thresholds for underly-
ing toxic events, this confirms the basis for assess-
ment of carcinogenic risk and for the regulation of
human exposure.

Based upon the above rationale, a ‘‘tier approach
in carcinogenicity testing and assessment’’ of pharma-
ceuticals can be followed, possibly with refinement,
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reduction, or replacement of test methodologies in
carcinogenicity testing.

A first approach, according to the ICH S1A guideline
scenario on the need for carcinogenicity testing, pre-
scribes long-term carcinogenicity testing (in one or two
species) for compounds with continuous or intermittent
exposure to humans and compounds with cause for con-
cern. If there is no long-term exposure to the compound,
and if there is no cause for concern, no further action is
recommended, whereas short- or long-term studies may
be warranted for suspicious findings.[46]

A second approach postulates that much of the
information necessary to assess the carcinogenic poten-
tial of a new drug without a bioassay is usually
available by the end of the first clinical studies in
patients. (Suspicious findings from in vivo genotoxicity
studies and 3–6 month toxicology studies aimed at
assessing risk factors associated with carcinogenicity
in humans include: genotoxicity, immune suppression,
hormonal activity, and chronic irritation/mitogenic
activity.) Evaluation of this package will, therefore,
identify the presence or absence of the known causes
of cancer from pharmaceuticals in humans, under
conditions relevant to the use of the drug in question.
If cause for concern remains at this stage, useful
information on long-term adverse effects that might
represent a carcinogenic hazard to humans may be
obtained (e.g., from a 12-month study, usually in rats,
conducted at clinically relevant dose levels).[49]

Finally, a third approach has been proposed with
five stages that focus on the chemical structure,
DNA-reactivity, epigenetic effects, limited bioassays,
and finally, the application of ‘‘accelerated bioassays.’’
These accelerated bioassays require 40 weeks and apply
to the use of sensitive markers for induction of neo-
plasia in comparison to positive control compounds
for important organs in human carcinogenesis. It
enables data acquisition of the entire carcinogenesis
process directed toward developing mechanistic
information. This system would have the potential
to replace the chronic bioassay in rodents in some
circumstances and could serve a analternative to a
chronic bioassay in a second species.[50]

CONCLUSIONS

In the 20th century, the concept of carcinogenesis and
carcinogenicity testing has evolved enormously, although
the standard Chronic Bioassay still contains many of
deficiencies. New carcinogenicity testing strategies,
however, are to be expected. Also, validation results with
regards to the alternative carcinogenicity models will
become available and lead into new insights in the most
appropriate short-term carcinogenicity studies.

A weight-of-evidence or tier approach to the level
of suspicion of carcinogenic risk will be the main
objective, and will include SAR and findings from
sub-chronic to chronic toxicity testing (genotoxicity,
reproductive toxicity, and organ toxicity). In addition,
communication between industry and regulatory
authorities will be formulated early in order to allow
the most optimal scientific approach.
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Chiroptical Analytical Methods
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INTRODUCTION

The word chiroptical is descriptive of the techniques
that use optical detection devices that are selective
toward optically active (chiral) materials and/or mole-
cules. They are used for structural investigation and
analytical determination. There are three chiroptical
techniques:

1. Polarimetry, which deals with the angular rota-
tion of plane polarized light, usually at a single
wavelength.

2. Optical rotatory dispersion (ORD), in which the
angular rotation of the plane polarized light is
measured as a function of the wavelength.

3. Circular dichroism (CD), in which the angular
rotation is measured as a function of wave-
length, but the light is circularly polarized.

Absorption of light energy is not essential to either
polarimetry or ORD. It is, however, an integral part of
the CD phenomenon making this method the most
selective detector for chiral substrates.

THEORY

Theories of optical activity are described in detail in a
number of studies.[1–6] The physical phenomenon was
first observed during experimental investigations of
the transmission of solar radiation through Iceland
spar, a natural form of CaCO3, by the French astron-
omer Arago. One year later, Biot (1812) was the first to
demonstrate that solutions of certain organic com-
pounds also rotate a beam of incident polarized light.
Biot and Fresnel, working independently (1817),
reported that the rotatory power of a substance
increases as the wavelength is decreased, the phenom-
enon now called ORD. By 1846, Haidinger had
reported differences in the measured absorptions of left
and right circularly polarized light, which is the origin
of CD.

The first experimental interpretation of the physical
basis for optical activity was provided by Pasteur, who
observed the hemihedrism of tartrate crystals, which
was visually manifest by tetrahedral facets oriented

either right or left with respect to the main crystal
surfaces for two crystalline forms. His observation that
a linearly polarized beam of light was rotated in oppo-
site angular directions by aqueous solutions prepared
from the separated crystal forms demonstrated the first
direct connection between macroscopic and micro-
scopic, or molecular, asymmetry.

The first theoretical model of optical activity was
proposed by Drude in 1896. It postulates that charged
particles (i.e., electrons), if present in a dissymmetric
environment, are constrained to move in a helical path.
Optical activity was a physical consequence of the
interaction between electromagnetic radiation and the
helical electronic field. Early theoretical attempts to
combine molecular geometric models, such as the
tetrahedral carbon atom, with the physical model of
Drude were based on the use of coupled oscillators
and molecular polarizabilities to explain optical activ-
ity. All subsequent quantum mechanical approaches
were, and still are, based on perturbation theory. Most
theoretical treatments are really semiclassical because
quantum theories require so many simplifications and
assumptions that their practical applications are lim-
ited to the point that there is still no comprehensive
theory that allows for the predetermination of the sign
and magnitude of molecular optical activity.

A chiral substance is defined by the International
Union of Pure and Applied Chemistry (IUPAC) as
one that interacts differently with left and right circu-
larly polarized light. Two types of molecular optical
activity are recognized: inherent dissymmetry charac-
terized by large rotational strengths and inherently
symmetrical, but asymmetrically perturbed, molecules
for which rotational strengths are less by a factor of
a thousand or so.

The first group is characterized by the absence of a
plane of symmetry in the molecule, e.g., hexahelicine.
The latter type requires the existence of a chromophore
in close proximity to an asymmetric center, such as a
carbonyl group adjacent to an asymmetric carbon
atom.

Polarimetry

Unpolarized light is thought to consist of an infinite
number of time-dependent electric and magnetic fields
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that vibrate in phase and at right angles to each other
in planes that are orthogonal to the axis of propaga-
tion. Only the electric vector is considered in theoreti-
cal discussions of optical activity. Linearly polarized
light is represented by only one of these planes and is
given by the vector sum of two in-phase components
of equal intensity that are circularly polarized in
opposite directional senses (Fig. 1). The components
actually propagate in a helical manner with time;
however, the polarization projection on the plane,
which is orthogonal to the axis of propagation, is cir-
cular, thus, the acquired description of light as circu-
larly polarized.

As linearly polarized light is transmitted through an
achiral medium, a single refractive index Z is seen by
both circularly polarized components, and their rates
of propagation are equal. The result is that the vector
sum is always a linearly polarized beam oriented along
the direction of the incident beam, OO0 in Fig. 1A. In
contrast, because of the distinctly different interactions
that occur between the two helical electromagnetic
fields and the helical electronic motion in a chiral med-
ium, two different refractive indices, ZL and ZR, are
presented to the coherent beam (birefringence). There
being two refractive indices, the left and right compo-
nents propagate out of phase. On summing the vectors
for the transmitted beam, represented for instance by
the diagonal of a parallelogram for which OL and
OR are adjacent sites, the polarization is still linear;
however, a net rotation from the incident direction

by an angle equal to a will have occurred (Fig. 1B).
Rotational strengths are equal and opposite for optically
active molecular or mirror-image pairs (enantiomers) of
equal purity.

The magnitude of the optical rotation a (in degrees)
is directly proportional to the refractive index differ-
ence and to the sample pathlength d, indicative of
the fact that rotation is an extensive property, as
shown in Eq. (1):

a ¼ ðpd=lÞðZL � ZRÞð1800=pÞ
¼ ð1800d=lÞðZL � ZRÞ ð1Þ

and inversely proportional to the wavelength, in keep-
ing with the observed increase in rotatory power with
decreasing wavelength. The quantity (1800/p) is
included to convert radians to degrees. The magnitude
of the birefringence (ZL � ZR) that produces an angle of
rotation equal to 1.0� at the Na–D line (590 nm), for a
sample with a 10-cm pathlength, is only 3.2 � 10�8.
Because refractive indices are typically approximately
1.0, it is obvious that the absolute size of the birefrin-
gence effect is extremely small.

To normalize rotational values when comparing
solutions of different concentrations, the specific rota-
tion [a] ¼ a/c0d was defined, where c0 was expressed
in g/cm3. This unit is an improper choice for making
comparisons among substances with different molar
masses M, and therefore [a] was replaced by the molecu-
lar rotation term [F] ¼ [a], M/100. In the older litera-
ture [F] was expressed in degrees � cm2/decimole.
Division by 100 had no physical meaning whatsoever
and was introduced only to keep numbers small. IUPAC
has determined that the term molecular rotation is
improper and recommended that it be replaced with
the more accurately descriptive molar rotation.

OPTICAL ROTATORY DISPERSION

Two types of ORD were first described in 1852 by Biot.
Inhis earliest quantitative experiments on quartz, he
demonstrated that the optical rotatory power a varies
inversely with the square of the wavelength: a ¼ k/l2.
Measurements on a large number of chiral organic
compounds, dissolved in solvents both chemically
and optically inactive, showed that most of these
appeared toobey this law. Originally referred to as
the ‘‘orthodox’’ class, these compounds are now
thought to produce a plainor normal ORD curve.
The distinctive property of the plain curve is that it is
always concave to the a ¼ 0-axis, regardless of
whether the dispersion is positive (Fig. 2a) or negative.
A substantial number of organic molecules, however,

+ω–ω RL
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A B

Fig. 1 The incident linearly polarized light OO0 is composed

of left and right linearly polarized rotating components OL
and OR of equal length. In a chiral medium (A), the rotations
are in phase, and the result of the two components is always

in the same plane as the incident light. In a chiral medium
(B), the components rotate out of phase. The resultant, repre-
sented by the diagonal of the parallelogram OLO0R, is
rotated through the angle þa from the incident plane.
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were found that did not appear to obey this law but
had enormously large rotational powers compared
with plain curves, which were limited to relatively nar-
row ranges in the spectra. Biot referred to this smaller
group as the ‘‘heretical’’ class because of their anoma-
lous behavior (Fig. 2b). Tartaric acid was the seminal
example. In an effort to more accurately distinguish
between the two types, Lowry specified that for normal
ORD behavior, the specific rotation a and its first and
second derivatives with respect to wavelength must all
maintain the same sign throughout the wavelength
range over which the medium is transparent. In other
words, it is a mathematical statement to the effect that
there should be no zero, no maximum, and no reversal
of sign for a as the spectrum is scanned, that is, the
curve is always concave to the axis (Fig. 2a).

Among the first experimental discoveries regarding
the origins of anomalous dispersion was the observa-
tion that the effect could be created by mixing pairs
of natural products that generate plain ORD curves,
provided they were of opposite signs and unequal
rotatory strengths, for example, (l)-turpentine and
(d)-camphor. This observation was to be of funda-
mental importance in the subsequent development of
theories for anomalous dispersions. For solutions of
tartaric acid, a single pure substance, the existence
of an anomalous dispersion was more difficult to explain.
It was first assumed that an equilibrium mixture of two
molecular forms that generate plain curves of opposite
signs must exist in solution. Eventually, however, the
effect was correctly interpreted as being a consequence
of the molecule having two asymmetric centers that give
rise to the ‘‘required’’ unequal and opposite rotations.

The development of several mathematical models and
interpretations followed, with the best interpretation

being proposed by Drude in Eq. (2), where i ¼
1, 2, 3, . . . , m:

a ¼ SI ki=l
2 � l2

i

� �

ð2Þ

In modern terms, this is rewritten using molar rota-
tional values by replacing a with [F] and ki with Ai.
Drude originally referred to li as the ‘‘characteristic
vibrational’’ wavelength, meaning that there were per-
iods of vibration of the charged particles that, when
close to the vibrational period of the incident light,
would produce the anomalous effect. Again, in modern
terms, these are identified with wavelengths of maxi-
mum absorbance in the electronic absorption spectra.
Whenever l > li, that is, the wavelength of observa-
tion is outside the range of an absorption band, the
Drude equation is reduced to the one-term Biot expres-
sion for a plain curve. As the value of l approaches li,
a increases asymptotically, reaching infinity at l ¼ l1.
Immediately past the maximum wavelength, a is
numerically close to minus infinity, and as l continues
to decrease, the curve follows along an inverse asymp-
totic path towards zero (Fig. 2b).

The anomalous positive ORD curve in Fig. 2b is
rounded at finite values for the maximum (peak) and
minimum (trough) extremities. The crossover wave-
length, where a ¼ 0, generally coincides with the
wavelength of the maximum absorbance. An anoma-
lous curve is always superimposed on a fundamental
plain curve that is alluded to as the background rota-
tion. Media confirmed to have just a single anomalous
dispersion can be solved for li. Historically, this pro-
cedure was used to predict the wavelength maximum
for an incomplete absorbance band that could not
be observed in its entirety because of instrumental
limitations. This particular application of ORD is
now obsolete.

An anomalous curve is referred to as a Cotton effect
in honor of the French physicist Aime Cotton[7] who,
in 1892, was the first to point out that the absorption
of light energy was the other physical property behind
anomalous ORD and CD. Positive and negative anom-
alous dispersions are equally evident in practice. In
ORD, the sign of a Cotton effect, by convention, is
defined to be positive when the peak precedes the
trough as the wavelength decreases and vice versa. A
simple structural way of looking at the origins of
ORD in a single molecule is to imagine that the fixed
asymmetry of a saturated chiral group induces a degree
of dissymmetry into an unsaturated and therefore sym-
metrical functional group or chromophore. In theory
s � s� electronic excitations are possible for satu-
rated molecules for which the theoretical limit of li

was determined to be �150 nm. Chromophores, on
the other hand, absorb at much longer wavelengths in

Wavelength (nm)

(a)

(c)

(b)

Fig. 2 Composite diagram of the three chiroptical disper-
sion spectra: (a) A positive plain ORD curve; (b) a positive
anomalous ORD curve (Cotton effect); (c) a positive CD
curve for a single Cotton effect.
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the easily accessible range of modern instrumentation.
The closer 150 nm is approached, the harder it is to
measure a spectrum. Whenever the induced dissymme-
try is opposite in sign to the fixed asymmetry, anoma-
lous dispersion is produced. The mutual proximity
of the asymmetric center and the chromophore is a
necessary prerequisite to CD induction. Dissymmetry
is the preferred description for theinduced chirality
because the chromophore might wellhave a high degree
of axial symmetry. How this perturbation might occur
has never been satisfactorily explained.

Fig. 2b is an idealized illustration of a single,
uncomplicated Cotton effect. In reality, the occurrence
of a complete curve in the electronic spectrum is rare.
Complete dispersions are more likely to be observed
in the vibrational spectral range because of the
increased spectral resolution. However, even there, dis-
persions are too often complicated by extensive band
overlap. The same is true for electronic spectra where
hidden absorption bands coupled vibronic excitations
and interferences from bands associated with other
chiral chromophores contribute to producing anoma-
lous ORD curves that are so complex they have little
utility in quantitative analytical applications (Fig. 3).

CIRCULAR DICHROISM

Because absorption is a prerequisite to CD activity, the
phenomenon is limited to only those wavelength

ranges that encompass an absorption band in any part
of the electromagnetic spectrum. Outside the range of
absorption, the CD signal is zero, which is the first
important advantage CD has over ORD as an analyti-
cal detector. It should be emphasized, however, that
the absence of a bandis not evidence of the lack of
chirality in the substrate.

At the time that Cotton was correctly interpreting
the physical origins of anomalous ORD behavior, he
proposed that there is also a difference between the
absolute absorbances of the two circular polarized
beams by a chiral medium (dichroism) and that the
magnitude of the dichroism is proportional to the
absorbance difference. Convention has dictated that
the difference is always written as the absorbance of
the left rotating beam minus the absorbance of the
right, DA ¼ AL � AR 6¼ O. Using the Beer–Lambert
law to convert A to molar units, the dichroism expres-
sion can be rewritten as De ¼ eL � eR, where e has the
units of L/mol cm.

A single positive CD band is shown superimposed
on the anomalous ORD spectrum in Fig. 2c. The wave-
length of the maximum CD coincides with the cross-
over wavelength of the ORD dispersion. Shorter
lengths for the vectors OL and OR compared with
the incident vector in Fig. 1 are used to convey the fact
that absorption has occurred. The absorbance differ-
ence at a given wavelength is then represented by
unequal vector lengths OL 6¼ OR. The resultant of
OL and OR, given by the instantaneous diagonal vec-
tor OO0 of the parallelogram OLO0R, no longer oscil-
lates in a single plane, but traces out the perimeter of
an ellipse as OL and OR rotate around an angle 2p.
The transmitted beam is rotated by the angle a from
the original plane of polarization (owing to birefrin-
gence) and is elliptically polarized owing to dichroism
(Fig. 4).

The eccentricity of the elliptically polarized light is
characterized by the term ellipticity C equal to the arc-
tangent of the ratio of the minor to the major axis of
the ellipse and given by OA/OB in Fig. 4. Because
the ratio (De/e) necessary to produce an observable
CD signal is as small as 1 part in 107, the ellipticity is
approximated almost exactly by the expression
C ¼ p(eL � eR)/l, which is entirely analogous to
Fresnel’s equation that relates birefringence to a and
points up the common origins of anomalous ORD
and CD.

In keeping with the older definitions of terms that
are part of polarimetry, there are definitions for speci-
fic ellipticity [C] ¼ C.c0.d, and molecular ellipticity
[Y] ¼ [C] M/100, where M is the molar mass. With
appropriate substitutions, the molecular ellipticity
can be expressed in terms of e, namely [Y] ¼
3300(eL � eR) ¼ 3300De. The numerical constant
is the result of all the physical conversion factors.

280 340 400

O

Rotation
(α degrees)

Wavelength (nm)

Fig. 3 The anomalous ORD spectrum consisting of several
overlapping Cotton bands of the unsaturated rigid ketone,
bicyclo(2,2,1)hept-5-enone, which shows how complex the

spectrum can be, even for a single molecule.
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The survival of these arcane units is a consequence
of the wealth of informational data already in the
literature. The disclosure that CD is no more than a
modified absorbance technique should ultimately moti-
vate investigators to adopt the term molar ellipticity,
YM, in the CD analog of the Beer–Lambert law, that
is, y ¼ C ¼ YMcd.

Anomalous ORD and CD both originate from light
absorption by a chiral species and as such contain the
same information. A mathematical equation, the
Kronig–Kramers transform, relates one to the other
over the wavelength range of the absorption, namely,
[Y(l)] ¼ �2/p [Y(l0)](l02/l2 � l02)dl0. When the
appropriate substitutions are made, the equation relat-
ing ORD to CD reduces to Y ¼ 40.28De.

Because all the rules that apply to absorbance detec-
tion apply equally well to CD, it is convenient to think
of CD as a modified form of absorption spectrophoto-
metry. Spectra are temperature- and pH-dependent;
non-linear correlations of signal versus concentration
are commonplace and are produced for the same rea-
sons, such as chemical equilibria, polychromatic radia-
tion, stray light, etc. Fluorescence emission CD (FDCD)
spectroscopy is observed whenever an analyte meets all

three of the structural prerequisites simultaneously,
either intrinsically or extrinsically. Therefore, anyone
with experience in absorption and emission spectro-
photometries can easily become acquainted with the
experimental capabilities of CD. Similarities end
there, however, and the differences are what make
CD detection unique, especially the enhanced selectiv-
ity that arises from the fact that CD bands can be
positive or negative in sign. Electronic absorption
bands are generally broad and lack the kind of reso-
lution associated with the infrared range. In contrast
to visible-UV absorptions, however, exciton coupling
can divide CD bands into two sub-bands of opposite
sign and unequal intensity separated by a characteris-
tic crossover wavelength where the signal is zero,[6]

resulting in narrower bands than those given by
absorption. Circular dichroism is used most often for
the analysis of bulk samples and has seen limited use
in liquid chromatography and capillary electrophoresis.

CD activity can be induced into molecules that are
either chiral or achiral and is generally referred to as
extrinsic CD. For chiral species, intrinsic and extrinsic
CD effects are additive. Compared with intrinsic CD,
the extent of extrinsic or induced chiroptical effects is
small. One way to induce activity is to apply a static
magnetic field whose strength is on the order of
10–20 kGauss. Magnetically induced CD (MCD) was
originally described by Verdet and correctly inter-
preted by Faraday in what has become known as the
Faraday effect. A magnetic field of sufficient strength
splits the degeneracy of the electronic ground and/or
excited states (the Zeeman effect), resulting in absor-
bance differences between the two circularly polarized
beams. The effect is entirely general and can be
observed in every dielectric substance that transmits
light. The magnitude of the effect depends on the rela-
tive orientations of the light path and the magnetic
field strength and is at maximum when the fields are
parallel. For a fixed geometry, the maximum signal is
proportional to the sample pathlength and the analyte
concentration. Poor sensitivities and even poorer selec-
tivities associated with MORD and MCD make them
unacceptable as analytical detectors.

A second way to induce chiroptical behavior is
to associate a chiral center on one molecule with a
chromophore on another by some aggregation or com-
plexation reaction. If the chiral moiety is CD-inactive,
only the resultant complex exhibits CD activity. The
intensity of the induced CD signal is determined by
two factors: the concentration of the complex that is
formed and the magnitude of the induced De term.
Magnitudes and selectivities of chemically induced
CD are much greater than those of MCD and have
correspondingly higher potential for analytical appli-
cations. Typically, the correlations of signal amplitudes
with analyte concentrations are nonlinear.

A

L

R

BO'
+α

O

Fig. 4 Production of elliptically polarized light in CD. The

direction of polarization of the incident beam is OO0. The
unequal vectors OL and OR represent the difference in
absorbances of theleft and right rotating component beams.

The angular rotation is þa, and the ellipticity is the arctan
(OA/OB).
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INSTRUMENTATION

The basic instrumental needs for chiroptical methods
are virtually the same as for other spectroscopic meth-
ods, namely, a stable unpolarized illuminating source
of sufficient intensity, a wavelength-selection device,
sample holder, and detector; polarizing elements are
essential. Because the only parameter measured in
polarimetry and ORD is rotation, the polarizing ele-
ments are common to both. A monochromatic source,
such as an Na or Hg lamp, is all that is required
for polarimetry. Deuterium or halogen lamps are
of sufficient intensity for ORD, but highly intense
(150–450 W) Xe arc lamps are needed for CD.

Polarizing elements are transparent rhombs con-
structed by joining together two triangular prisms cut
from a single crystal of calcite or quartz. The junction
between the two parts may be just air or a light-weight
balsam cement. The purpose of the junction is to phy-
sically separate the ordinary and extraordinary rays of
the linearly polarized light beam, allowing only one ray
to pass while the other is selectively reflected in a direc-
tion at a right angle to the first. Often, the reflected ray
is fully absorbed to eliminate any interference with the
transmitted ray. An excellent historic account of the
assembly of the parts into working polarimeters is
given by Lowry.[1]

In polarimetry and ORD, the sample is placed
between the first polarizing element (the polarizer),
which remains fixed, and the second element (the ana-
lyzer), which can be rotated about the axis of propaga-
tion. Maximum intensity of the transmitted light is
observed when the principal axis of the polarizer and
analyzer are colinear and exactly parallel. The intensity
is zero when they are crossed; that is, when the princi-
pal axes are orthogonal to each other. The most accu-
rate way to determine the rotation angle a is to set the
polarizer and analyzer in the crossed position using an
achiral substrate and to measure the extent to which
the analyzer has to be turned to restore the optical null
position when the achiral sample is replaced by a chiral
substrate.

Optical rotations are temperature-dependent. For
the most accurate work, sample cells must be thermo-
statted. Solution concentrations are typically above
0.2 M forpolarimetric detection, and pathlengths range
from 1.0 to 100 mm; volumes vary from 0.1 to 50 ml.
Because rotations increase in magnitude with decreas-
ing wavelength, the best sensitivities using conven-
tional light sources are achieved in the UV.
Accuracies are reported to be on the order of �0.2%
for rotations >1.0�. Only the most sophisticated high-
sensitivity polarimeters meet the requirements for
chromatographic detection. With a stable laser system
as the illuminating source, rotations as small as 10�10

to 10�11 radians can be measured fairly accurately.

High sensitivities are critically important in chromato-
graphy because concentrations of eluted components
are very low, being limited by the retention capacity
of the column materials, and because pathlengths,
viewed across the eluant exit tubes, are very short.[8]

The first commercial ORD spectropolarimeters
appeared in the 1950s but are no longer available.
The ORD capability is typically offered as an add-on
to a CD spectropolarimeter.

At present, technical difficulties associated with
scanning chiroptical methods prevent the use of
diode-array detection, and therefore wavelength is
selected in CD with a scanning double monochromator
set-up (Fig. 5). The block diagram for CD differs from
ORD instrumentation by the addition of an electro-
optic modulator, placed immediately after the linear
polarizer, to generate the phase-separated left and right
circularly polarized component beams that are the
origins of the elliptically polarized light beam. The
physical parameter that was measured in the first CD
instruments was the ellipticity of the transmitted beam
(Fig. 4). Greater accuracy and greatly improved sensi-
tivities are achieved if the absorbance difference is
measured, which is the procedure preferred by every
contemporary CD instrument manufacturer.

Because of significant losses of radiant power on
polarization and transmission through the double
monochromator system needed to keep stray light to
an absolute minimum, the light sources for CD detec-
tion must be intense. As a consequence, instrument

S2

P2

P1

S1

M5

M4

M1

MO

LS

M3

M2

L

F
EOM SC

PMT

Fig. 5 Block diagram for a commercial double-
monochromator CD spectropolarimeter. M ¼ various

mirrors; S ¼ slits; P ¼ polarizing elements; LS ¼ light
source; SC ¼ sample; PMT ¼ photomultiplier tube; L
and F ¼ lens and filter, respectively; EOM ¼ electro-
optic modulator.
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compartments are purged with nitrogen to remove
ozone that might be produced by the high-intensity
radiation of oxygen. The detector is a photomultiplier
tube. Wavelength ranges on commercial instruments
extend from 180 to 850 nm. Instruments for the vibra-
tional spectroscopy range are still only custom built.
The ellipticity, or De, scale should be calibrated daily
against selected standards. Scale calibration is wave-
length-dependent, and whenever the range of study is
very broad, the use of more than one standard is
recommended. Those most commonly used are andros-
terone, pantoylactone, (þ)-camphor-10-sulfonic acid,
and ammonium camphor-10-sulfonate for the near-
UV, and alkaline nickel(II) tartrate in the visible.

With absorbance differences on the order of only 1
part in 107 for CD activity, the ratio of transmitted
intensities for the left and right circularly polarized
beams (IL/IR) is essentially one because the errors in
De would be very large if IL and IR are measured
directly.

De ¼ ðeL � eRÞ ¼ ½ð1=c � dÞ logðILIRÞ� ð3Þ

The problem is overcome instrumentally by measuring
the intensities IL and IR separately, at a frequency of
5 kHz. This has the effect of producing an AC voltage
proportional to the CD signal, riding on top of a
steady-state DC component proportional to the total
absorbance at each wavelength. The independence of
IL and IR from the steady-state DC voltage indicates
that the size of a CD signal is not dependent on the
absolute magnitude of the absorption, and relatively
strong CD signals can be obtained from overall weak
absorbers. Although an absorbance difference is mea-
sured in CD detection, the total absorbance by the sub-
strate and matrix is still a limiting feature because it
can affect the intensities of the transmitted beams to
be measured. Excessive amplification of very weak
signals increases the noise level and adversely affects
the quality of the CD signal.

The principal electronic excitations in the accessible
UV range that lead to absorption by organic molecules
are the p � p� transitions associated with the aro-
matic ring and the n � p� transitions of carbonyl
functional groups. Excitations associated with p � p�

transitions have a high probability, and absorbances
are highly intense. To preserve the signal quality, solu-
tions must be very dilute and/or pathlengths must be
short, which is the second advantage that CD has over
polarimetry and ORD. The photomultiplier (PMT)
measures the total transmitted intensity and is incap-
able of discriminating between chiral and achiral spe-
cies. Besides affecting the signal/noise ratio, excessive
absorptions reduce the linear dynamic range of the
detector. At the low concentration end, the determin-
ing factor is the very small size of the CD signal, and

the upper limit is determined by the total absorption.
Ranges are often much narrower than they normally
are using absorption detection.

Current CD instruments commercially available for
analytical applications are limited to the electronic
excitation range of the electromagnetic spectrum. The
more sophisticated of these have the added capability
of pulling an eluate from a chromatographic separa-
tion off-line into a microcell attachment where, instead
of limiting detection to just one wavelength, a partial
CD spectrum can be measured. Volumes can be as
small as 10 nL.[8] Instrumentation for the measurement
of vibrational CD (VCD) and Raman optical activity
(ROA) are still custom-built, although the prospects
for their commercial development in the not too
distant future are bright. A major disadvantage is, of
course, that the emission intensities of tunable IR
sources are generally weak.

An intriguing recent development in CD detection is
its extension to the wavelength range of soft X-Rays
using a synchrotron source.[9] Although this might
never become a routine analytical method, it has been
speculated that from CD measurements made in this
range, it will at last be possible to indisputably deter-
mine the absolute conformation of a chiral molecule
of any size in solution. This would make it superior
to NMR detection, which is limited to small molecules
and single-crystal X-ray structure analyses, in which,
for the want of other methods, structures are usually
assumed to be the same in solution.

ANALYTE SELECTION

In deciding whether analytes are CD-active, it is not
always a simple matter to inspect a molecular formula
and be certain that the chromophore and the chiral
center are mutually located in a manner that produces
activity. Even if the molecular structure suggests that a
chirally perturbed chromophore is present, the sub-
stance might only be available as an achiral racemic
mixture and therefore is not detected by CD.

Optimum wavelength ranges for CD detection are
those where the absorption is minimum and the CD
signal maximum. Absorptions for n � p� and p � p�

transitions are generally weaker at wavelengths longer
than 230 nm, where they appear as shoulders on the
edges of the intense bands that reach a maximum
at shorter wavelengths. Frequently, CD bands in the
range of 230–340 nm are intense enough to allow quan-
titative analysis, e.g., for testosterone and dihydro-
testosterone (Fig. 6).

Electronic excitation energies are shifted to longer
wavelengths as the extent of molecular conjugation
increases. The molecular symmetry that accompanies
the structural planarity created by conjugation might
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reduce the number of potential achiral centers and the
chances of observing intrinsic CD activity, for exam-
ple, in organic dye molecules. Strong absorptions by
dyes, however, are exploited by associating them with
a chiral molecule to induce an extrinsic CD activity
in the longer wavelength range, where passive absorp-
tion by the matrix is less of an interference. Other
absorbers of this capability are colored chiral metal
complexes that have the special advantage that their
absorbances are generally of much lower intensity than
those of organic dyes.

Similarities between CD and absorbance methods
are also found between CD and fluorescence and CD
and circularly polarized luminescence (CPL). Three
prerequisites are needed to produce FDCD and CPL
activities.[8] Intense emission signals normally asso-
ciated with fluorescence are attractive because limits
of detection are lowered considerably. FDCD finds
more uses as a chromatographic detection device. A
CD signal is usually induced by some kind of molecu-
lar complexation reaction. Association can be with a
simple molecule or with an aggregate of molecules,
such as chiral micelles, which are known to be fluores-
cence enhancers. In cases of color induction combined
with fluorescence induction, FDCD can lead to even
higher levels of selectivity among analytes that have
been derivatized by the same color reagent.

Selectivity enhancement is a result of a number of
circumstances. For example, not all of the sub-bands
in the absorption or fluorescence spectrum of the deri-
vative are necessarily CD-active; because only the

chromophore next to the chiral center must fluoresce
for CD activity, all other fluorescence that centers on
the analyte, or in the matrix, will not interfere with
the FDCD signal, and if a chiral center is lost in the
derivatization process, that molecule will be removed
from the list of interferences.

CHIROPTICAL DETECTION
IN CHROMATOGRAPHY

Only polarimetry and CD find practical use as chroma-
tographic detectors.[8] Important parameters to con-
sider in modifying chiroptical detectors for use in
chromatography are the very small sample volumes
involved, which today can be handled with relative
ease, and the very short time intervals that separate
consecutive peaks, which has not been, and probably
never will be, totally resolved. Peak overlap remains
a significant problem. In molar terms, limits of detec-
tion are not particularly impressive, for example,
micromolar levels, but in volumes as little as 1.0 ml,
the limits of detection are actually at the nano- to
picomole level and sometimes lower.[10–14] Engineering
priorities are to develop the technology to focus the
beam on such small targets while maintaining the high
level of radiance needed for chiroptic detection. CW
lasers are an obvious place to start, but source noise
and instability are problems to contend with.[14] By
exploiting the added radiance of pulsed lasers, limits
of detection can be stretched to even lower levels.
Laser sources, however, are limited in the number of
their output wavelengths. Dye lasers offer the best,
albeit still very narrow, ranges (approximately 60 nm).
Current CD instruments, in which the source is laser
illumination, really do operate at just a single wave-
length, depriving the detector of its ability to identify
an analyte.

Options for multichannel LC–CD detection do
exist.[14,15,16] Stopped-flow accessories for commercial
instruments are available that allow part of an eluted
fraction to be taken off-line into a microcell placed
in the regular sample compartment where data are
measured in the normal way. The method still requires
rapid scanning capabilities. Repeated injections and
multiple scans can be averaged to improve the quality
of the signal. A major deterrent to the progress in the
early development of HPLC–CD detection was the
lack of a dedicated instrument at a reasonable cost,
the only option being a fully equipped CD instrument.

In 1998, Jasco International Co. introduced the first
dedicated commercial polarimetric detector, the
OR-990, and the first dedicated CD cum absorbance
detector, the CD-1595, for HPLC. The CD detector
operates in the 220–420 nm range, with a 20 nm band-
width. The illuminating source is a 150 W Hg–Xe lamp.
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Fig. 6 Demonstration of the strong similarity between the
absorbance spectra for (a) dihydrotestosterone and (b)
testosterone in methylene chloride in contrast to their CD
spectra (c) and (d), respectively.
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Injections are typically in the microgram range. Mini-
mum detectable amounts are on the 0.1-ng scale. The
sensitivity of the CD detector is typically 200 times
higher than that of the OR-990 detector but of a factor
of four lower than the absorbance detector of the
CD-1959. The latter is the limiting factor in the combi-
nation of CD with absorbance detection when applied
to enantiomeric purity measurements. This last assay
has taken on considerable new meaning with the
obsessive focus on measuring the enantiomeric purities
of chiral drugs in the biotechnology and pharmaceuti-
cal industries.

Eventually these devices may turn out to be the
starting point for the development of CD diode-array
detectors. Adjusting the scanning speed for on-line,
wide-spectrum CD measurements is a formidable
problem. A major reason for the problem is the incon-
gruity between the time it takes to accumulate CD
data, even for just one spectral ‘‘pass’’ using the very
best currently available diode array technology, and
the typical dispersion time between chromatographic
peaks. The situation may very well change as faster
electronic detection devices become available.

If all the components of a sample loaded on an
HPLC column are baseline-separated, any conven-
tional detector will work, unless the object of the
separation is to determine or confirm the stereochemi-
cal conformation of an enantiomer. In achiral systems,
(solvent and/or stationary phase) enantiomers have
identical retention times and are not separable. The
problem has a solution if two detectors are used in
series, e.g., CD and absorbance.[17,18,19] Because the
enantiomers elute together, the absorbance detector
measures the sum of their concentrations, and the
CD detector measures the difference DA. Solving the
simultaneous equations gives the concentrations for
both enantiomers.

Historically, the experimental limitations of this
procedure give totally meaningless results when enan-
tiomeric ratios are greater than 95 : 5, or within 5% of
being racemic.[20] Concepts that have evolved as poten-
tial solutions to these experimental limitations making
them capable of improving on the accuracies of enan-
tiomeric purity determinations are the g-factor and
principal component analysis (PCA) treatments of
eluted band intensities as a function of time.[21,22]

These are especially useful in cases in which bands
are asymmetrical,[22] which is frequent. The g-factor
is defined as the ratio of the CD intensity to the absor-
bance intensity DA/A. One attribute of this factor is
that for an enantiomerically pure material, the g-ratio
does not change with concentration. Should a change
in the g-factor occur during the elution of a band, it
is clear evidence for an enantiomeric impurity. Ideal
traces documenting the total resolution of bands
for two pure enantiomers in a racemic mixture would

consist of two horizontal lines with constant g-values
of equal and opposite signs. Over the time interval
between the elutions, the traces are separated by sig-
nals that are excessively noisy. This occurs because cal-
culated g-factors in the ranges in which no CD-active
species is being eluted correspond to zero divided by
zero. With PCA, the number of components that are
coeluted can be derived by reduction of a matrix of sig-
nal intensities versus concentrations versus time data
for a series of solutions with prepared compositions.[21]

Ostensibly, the better alternative is to separate the
enantiomers on a chiral HPLC system, typically done
by reacting both enantiomers of a racemic mixture
with a third chiral species. The chiral derivativizing
agent is an integral part of either the mobile phase or
the stationary phase.[19] The products are two diaste-
reoisomer derivatives with different retention times.
The same principle was used in classic experiments in
which, for example, (�)brucine was added to separate
enantiomers by fractional crystallization. It is still the
only viable option to discriminate among enantiomeric
forms by NMR. The numerous problems associated
with chiral chromatographic methods are familiar:[20,21]

	 The number of chiral derivatizing agents that are
100% enantiomerically pure is extremely small.

	 Differences in retention times are very small if the
material has several chiral centers.

	 In practice, chiral solvents can be used as mobile
phases only once.

	 Even if derivatization is accomplished, baseline
separation is not guaranteed.

	 Racemization of the analyte may occur on the col-
umn during elution.

The protocol for separating a partial racemic mix-
ture calls for the chromatographic conditions to be
modified in such a way that the minor component
elutes first[23] and is not lost in the trailing edge of
the band for the major component. Errors encountered
in the determination of enantiomeric excesses when
they are in the range of 98–100%, or close to unique
protocol is required for every chiral analyte assayed
by chiral-HPLC, requiring considerable development
time and constant review of the procedure.

DIRECT CHIROPTICAL DETECTION

In this context, direct means separation of the sub-
strate, except solvent extraction, is not a part of the
analytical work up.[24–26] Only CD has the necessary
selectivity to function as a direct detector. Chiral mole-
cules that do not absorb (e.g., most simple sugars) do
not interfere. Achiral molecules that absorb interfere
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to the extent that their absorption lowers the
signal/noise ratio and the limits of detection. Naturally
occurring pigments and coloring agents added to
pharmaceuticals are among the worst interferences.

Overlapping bands from multiple CD-active ana-
lytes are also a concern, although there is less of a ten-
dency for this to happen with CD compared with
absorption because bands are generally narrower and
often have opposite signs. Curve-fitting algorithms
might be used to resolve overlapping bands, but these
kinds of solutions often lead to ambiguous results.
More and more attention will be given to pattern-
recognition strategies that involve data analyses that
use chemometric methods such as principal component
analyses and artificial neural networking.[27]

Molar ellipticities in the preferred wavelength range
of 230 to 340-nm for underivatized analyses typically
differ by only a factor of two or three. By comparison,
linear dynamic ranges are much greater than this, and
the limiting property in discriminating among CD sig-
nals is the analyte concentration rather than the rota-
tional strength of the chiral chromophore. Limits of
direct CD measurements made on bulk samples using
direct transmission detection are similar to those
for absorbance, approximately 100 nM for a l.0-cm
pathlength.

REFERENCE CD SPECTRA

There are no comprehensive data files for CD spectra
for standard reference materials (SRM) that compare
with the exhaustive libraries which have been compiled
for absorbance data in the electronic and vibrational
spectroscopy ranges. Analysts are required to create
their own CD spectral files using SRM prepared by
the usual purveyors of fine chemicals. A significant
problem with an SRM is that although it might meet
the industry specifications for chemical purity, its
enantiomeric purity is open to question. The few cases
in which absolute enantiomeric purity might be
assured involve natural products whose syntheses are
under total enzymatic control. To prove 100% enantio-
meric purity is beyond current capabilities.[20] The pro-
blem is compounded even more with the risk that the
material might racemize after its extraction from its
natural environment. Therefore, it is not possible to
assume absolute enantiomeric purity with firm conviction.

The superficial observation that CD spectra for
enantiomers are exact mirror images of each other is
only true if the two SRM used to calibrate the CD have
equivalent enantiomeric purities. And even if the spec-
tra are exact images, the evidence is not irrefutable
proofthatboth SRM are 100% enantiomerically pure.
Addedcomplications arise when an analyte molecule
hastwo asymmetric centers for which there are a total

of four optical isomers (R,R; R,S; S,R; and S,S).
Together they constitute two pairs of diastereoisomers
for which there are two pairs of ‘‘equivalent’’ CD spec-
tra. It is conceivable then that the wrong analyte could
be identified and assayed. The practical solution of
these disconcerting uncertainties is to run regular
checks on thereproducibility of the spectrum for a che-
mically pure SRM that has been ‘‘defined’’ to be enan-
tiomerically pure.This is done by adding spectral data
for every new issue of an SRM, supplied from different
product lots by different manufacturers, to an ever-
increasing data pool and periodically updating the sta-
tistically averaged spectrum as the reference spectrum.
The inability to get standards of absolute enantiomeric
purities takes on an even greater practical significance
when attempts are madeto assay enantiomeric excesses
or enantiomeric purities in mixtures of isomers that
may have been produced synthetically.

APPLICATIONS

The ubiquity of the aromatic ring and carbonyl chro-
mophores in the molecular structure of natural pro-
ducts means that the number of potential analyses is
enormously large. Djerrasi[2] pointed out the analytical
potential of chiroptical methods as long ago as 1960,
but even now, the number of investigations is small,
which is explained in part by the enormity of the field
of separation sciences. Most analysts would argue that
the obsession with separation is because problems with
interferences are minimized. On the other hand, for
many of these processes, their potential was illustrated
using carefully chosen synthetic laboratory mixtures,
most of which were so simple they did not even begin
to address the complexities that are encountered in the
analysis of real samples.

The emphases of this section reflect the author’s
own special interests in using CD detection to directly
determine chiral substrates. The majority of the sys-
tems described are drug substances. Direct analytical
applications over the last 20 or so years have clearly
demonstrated that a priori expectations of serious
interference problems are ill-founded. Analytical sensi-
tivities similar to those for absorbance spectrophoto-
metry are readily accessible, and a high degree of
analytical selectivity is obtained because of that very
same property that makes ORD and CD such useful
structural tools, namely, the sensitivity of a chromo-
phore to its chiral environment.[3,6] Substrates are
organized into three groups:

1. Those with chiral chromophores that absorb in
the near-UV.

2. Those that are either chiral or achiral but do not
absorb and are derivatized to absorb in the visible.

454 Chiroptical Analytical Methods



C
al

or
i–

C
hi

ro

3. Those that are achiral and absorb and have
optical activity induced by interaction with a
chiral host.

CHIRAL CHROMOPHORES THAT ABSORB
IN THE NEAR-UV

The major analytes in this category are the alicyclic
compounds (alkaloids and terpenes); heterocyclic
compounds (barbiturates, benzodiazapams, indole
alkaloids, quinolines, nucleic acids, and nucleotides);
aminoacids and peptides; oligopeptides; and proteins
(globular, nucleo-, and lipo-); saccharides and polysac-
charides; and condensation products of saccharides
with all the other analytes, e.g., glucuronides and gly-
coproteins.[26] Thus far, most analyses have been done
on solid and solution forms of the drug substances. A
few illustrations are reported in which CD was used in
the direct analysis of biological extracts.

Morphine Alkaloids

The first series of compounds assayed directly by CD
detection were the morphine alkaloids. They were sup-
ported in aqueous solutions,[28] in a chiral cholesteric
liquid crystal solvent,[29] and mixed in pellet form with
solid KBr.[30] Contrary to expectations, the homoge-
neous aqueous solution medium gave the best selectiv-
ity among 10 related opiates and the most quantitative
results. The pH-dependence of phenol substituted ana-
logs, which in some instances caused the sign of the CD
signal to invert, enhanced the selectivity. Heroin was
assayed both directly and as the morphine hydroly-
sate.[31] Direct multicomponent analyses were made
for prepared mixtures of morphine, codeine, thebaine,
noscapine, and opium extracts.[32]

Aromatic Amines

The strong structural similarities and the proliferation
of enantiomeric forms in the phenethylamine and cate-
cholamine series are major reasons for the considerable
difficulties encountered in their analyses.[20] Absor-
bance bands in the 250- to 320-nm range are identified
with the aromatic ring and are non-discriminatory.
Chiroptical detection methods have a slight edge over
absorbance and a large advantage over electrochemical
detection because of the birefringence factor. An ORD
detection assay was developed to analyze mixtures of
ephedrine and pseudoephedrine.[33] An unprecedented
advantage was found in the determinations of amphe-
tamine and methamphetamine in cases in which achiral
excipients such as lidocaine, procaine, and benzocaine
had been added to deliberately confuse the assay by

absorbance detection.[34] These additives have absor-
bance spectra and retention times in achiral liquid
chromatography that are too similar to the analytes.

Antibiotics

All the tetracyclines have intense visible CD spectra,
with some degree of discrimination among them
possible.[35] The b-lactam antibiotics have very similar
near-UV absorbance spectra, making some kind of
separation the method of choice for their determina-
tion. Discrimination between the penicillin and cepha-
lothin groups by CD detection, however, turned out to
be an elementary exercise when mixtures of Pen-V and
cephalothin were simultaneously determined with
equal imprecisions in prepared laboratory mixtures.[36]

In contrast, discriminations among individual mem-
bers of either b-lactam group is a very difficult
prospect that will, in all likelihood, require a prior
chemical derivatization. An ORD study reported the
discrimination between the neomycin B and C amino-
glycoside antibiotics. However, the strong similarities
between the absorbance and CD spectra for the
polymixin and bacitracin antibiotics[30] make their dis-
criminations by direct assay impractical unless there is
first a derivatization step.

Alkaloids

Other alkaloids assayed with varying degrees of success
include the quinine–quinidine, cinchonine–cinchoni-
dine, digoxin–digitoxin, L-hyoscyamine–atropine, and
pilocarpine–isopilocarpine diastereoisomeric forms.
Being diastereoisomers, these have different chromato-
graphic retention times, yet their assays are confused
when compositions of the enantiomeric mixtures
change. Prepared binary mixtures of the first two pairs
of diastereoisomers were easily quantified using direct
CD detection.[37] Observed signals for the digoxins
and pilocarpines, on the other hand, are so weak that
the best possible analysis was qualitative identification.
The CD spectra for the colchicine, strychnine, brucine,
and tubocurarine alkaloids, all potent poisons, have
been characterized in strong aqueous acids.[38,39] No
reports of their being assayed by chiroptical methods
have appeared.

Vitamins

In the area of vitamin analyses, CD spectra have been
characterized for the water-soluble vitamins B2 and C.
When they occur together, their distinction by direct
measurement is an elementary procedure. Both were
successfully assayed in the extracts of pharmaceutical
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preparation, as was B12.[40] Analysis of the fat-soluble
D2 and D3 vitamins (ergocalciferol and cholecalci-
ferol) has not been equally successful.[38] Vitamin D
extracted from natural sources has a single conforma-
tional stereochemistry that is one of several isomers
produced in synthetic preparations. To certify that
the natural form is present in a synthetic product,
where it can be accurately assayed in the presence of
the other isomers, is a formidable analytical task.
Whether direct CD detection can satisfactorily solve
it is currently unknown. A prior non-selective derivati-
zation reaction might be required on all isomers. The A
and E vitamins are achiral and not subject to chiropti-
cal detection unless first derivatized by reaction with a
chiral host.

Steroids

The seminal work on steroid analyses using chiroptical
detection was done by Djerrasi by the determination of
hecogenin acetate in the presence of tigonenin acet-
ate.[2] Every steroid is chiral and therefore amenable
to polarimetric detection after chromatographic
separation. Chromophores are fairly uncommon, and
analysis by ORD or CD is therefore less suitable.
The only unsaturation in the cholesterol molecule,
for example, is the isolated D5-double bond, which
has an absorbance maximum at 205 nm. Unsaturation
coupled with chirality provides some selectivity, as ably
demonstrated by the work of Potapov for analogs of
progesterone[41] Even simpler than that is the direct
discrimination between the ketosteroids testosterone
and dihydrotestosterone, which have opposite signs
in methylene chloride solution (Fig. 6).

Gergely promoted the development of ORD meth-
ods for the D4-3-Ketosteroids and the 17-Keto- and
17-Ethynyl derivatives.[42] The 17-Keto derivative is
often present as an impurity in the manufacture of
17-Ethynyl-substituted steroids and is easily quanti-
tated by mathematically fitting the spectrum for the
mixture using weighted spectra for the components
or by measuring the spectra in two solvents. In the sec-
ond option, data at two wavelengths are used to pre-
pare simultaneous equations that are solved for the
concentrations of both components. The latter was
used to quantitate mixtures of corticosteroids and D4-
3-Ketosteroids.[42] For the most accurate results, how-
ever, chemometrics methods are recommended with
full spectral data.

Carbohydrates

Although included in this subsection, the only carbo-
hydrates that meet the condition of absorbing in the near-
UV are the keto-, amido-, and carboxylate-substituted

sugars.[43] Fully saturated sugars absorb only at wave-
lengths less than 200 nm and in general have incom-
pletely developed spectra, with many not reaching a
maximum signal. In the near-UV, excellent analytical
data have been obtained for the in situ determination
of D-fructose in honey[44] and of the N-acetyl content
of chitosan in crustacean shells.[45] Simple sugars
commonly exist in the form of equilibrium mixtures of
open-chain and cyclic anomers,[46] in which equilibrium
must be established and the temperature controlled for
the most accurate and reproducible measurements.
Aldoses are typically determined by high-performance
liquid chromatography (HPLC) using absorbance detec-
tion at approximately 300 nm. Polarimetry can be, and
has been, used whenever information on the enantio-
meric forms of the eluants is needed. Kuo and Yeung
combined both these detectors for the analysis of several
saccharides in laboratory mixtures. An advantage is that
the focus is narrowed to cover only chiral absorbers,
which simplifies the analytical identification of the elu-
ates. Of the systems in which HPLC with CD detection
was used,[47] the most common are the simplest ketoses,
D-fructose, D-tagatose, D-sorbose, turanose, D-ribose,
and vitamin C.

Aminoacids, Peptides, and Proteins

Most of the findings related to CD detection of ste-
roids and carbohydrates apply equally well to these
analyses. Without derivatization, only aminoacids with
aromatic side-chain substituents are CD-active in the
near-UV. Signals are generally weak, and enantiomeric
purity measurements using polarimetry detection are
not quantitative. Peptides and proteins have stronger
rotatory powers with obvious potential for clinical
analyses. Nevertheless, the major exploitations of these
data are toward elucidating secondary and tertiary
structural information in aqueous media.[20,48,49] With
respect to analytical applications, there is a larger role
for these macromolecules as auxiliary or host sub-
strates in determining low-molecular-weight sub-
stances that bind to the hosts in stereocontrolled
ways, such as warfarin to human serum albumin for
which FDCD is the preferred detector.[50]

The ubiquitous involvement of these materials in
chirality induction for the purposes of assaying small
molecules, determining enantiomeric purities, quality
control, and quantitative structure-activity relation-
ships (QSAR) is reviewed later in this article. The
detector that is common to all these applications is CD.

Natural Products in Plant Extracts

A special example of the analytical selectivity of CD is
its ability to directly assay natural products in plant
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extracts. Because there are no reference standards for
plant materials, an assay is deemed to be successful if
the results lie within the expected compositional ranges
for that material.[51] Analyses are not fully quantita-
tive. Direct assays have been described for tetrahydro-
cannabinol and cannabidiol in marihuana extracts;[52]

S-Nicotine in leaf extracts from tobacco and tobacco
products;[53] Pen-V extracted from a crude fermenta-
tion broth;[36] vitamin C from a variety of whole fruits,
fruit juices, and whole vegetables;[40] reserpine alka-
loids from Rauwolfia;[54] pyrethroid insecticides;[11]

and amaryllidacea alkaloids;[17] atropine from digita-
lis;[24] and humulone from hops.[24] Obviously, the
most serious interferences would be from the absor-
bance by the plant pigments and light-scattering from
suspended materials. The CD assays offer the advan-
tage that the pigments are not fully extracted into the
selected solvents, leaving the near-UV virtually trans-
parent to absorption.

Exceptions to this last observation are encountered
when the colored materials happen to be present in the
same phase where, because of their excessive absor-
bances, the signal-to-noise ratio is decreased. This kind
of complication was successfully handled in direct
analytical assays devised for lysergic acid diamide
(LSD)[55] and phencyclidine (PCP) in illicit drugs
spiked with intensely colored dyes;[56] for L-cocaine,
morphine, and methadone in the pharmaceutical pro-
duct commonly referred to as Brompton’s cocktails;[57]

and for D-pseudoephedrine in children’s Sudafed.[37]

SUBSTRATES MADE CD-ACTIVE BY
COLOR INDUCTION

From what has been learned from the near-UV studies,
the selectivity and the sensitivity of CD detection are
greatly enhanced if the CD-active absorption bands
are shifted from the wavelength range where the matrix
absorbances are highest. With a few exceptions, the
range of least interference is the visible. Wavelengths
are shifted by using selective color or fluorescence deri-
vatization reactions on chiral analytes as they exist in
the matrix.

Color derivatizations can be broadly divided
between reversible and irreversible reactions. Reversi-
ble reactions typically involve some kind of complex
formation equilibrium. The color originates on the
host and is imparted to the analyte on the formation
of the complex. The combination of chirality and
absorbance that produces CD activity is limited to only
the complex. Any absorbance by uncomplexed host or
any residual chirality on the uncomplexed analyte is
not detected and are therefore not interfering. Because
these are equilibrium reactions, the correlation
between the experimental elliptically and the analyte

concentration is non-linear. An elegant and simple
illustration of the capabilities of this kind of procedure
is the determination of cholesterol in human gallstones
in which association between the chiral cholesterol and
colored bilirubin produced the CD-active complex
(Fig. 7).[20,50,58,59] Analogous reactions could be
exploited for other naturally occurring pigments.

Other colored host molecules with obvious potential
as reversible derivatizing agents are organic dyes and
metal complexes of the first-row transition metals.[26]

Dyes, of course, are inherently strong absorbers,
whereas transition metal complexes are not; however,
the CD signals for the complexes are of similar inten-
sities. Dyes are used as prosthetic binding groups in
the CD analysis of peptides, proteins, and oligo- and
polysaccharides, although more often, the object of
the study is to discover stereochemical information
about macromolecular structures in solution and at
binding sites.[6,60] Their applications as hosts for the
chemical analysis of simple molecules, oligopeptides,
and nucleic acids using CD detection will ultimately
follow.

An example of a colored metal complex as an ana-
lytical prosthetic reagent is alkaline Cu(II)-tartrate,
which is used routinely for the determination of
total-plasma protein. Detection is by absorbance. If
racemic tartrate is replaced by the L-enantiomer, the
analytical reagent itself is CD-active. Exchanges of
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Fig. 7 Extrinsic (induced) CD spectrum for the complex
formed between cholesterol and bilirubin in chloroform
solution.
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analyte ligands with the L-tartrate induce significant
changes from the CD spectrum of the host complex—
changes that can be used not only for structural
information about interactions occurring between the
ligands in the first coordination sphere, but also as
an analytical method selective toward the incoming
ligand.[26,61,62] The assay is a take-off from the analyti-
cal discrimination between neomycin B and neomycin
C using ORD detection.[26] The discrimination power
of CD detection allied with the ligand exchange reac-
tion on copper-L-tartrate was demonstrated for the
amikacin, gentamycin, kanamycin, neomycin, and
streptomycin antibiotics[26] (Fig. 8). The same host
complex used to measure enantiomeric excesses or
ratios[61,62] in difficult-to-measure compositional ranges
is addressed below.

The choice of an irreversible color-induction reac-
tion requires more ingenuity and greater care in execu-
tion. If the extended molecular unsaturation required
to produce the color is too exhaustive, the chiral cen-
ters could be systematically eliminated, and must be
avoided. Reaction conditions are much more unfavor-
able. Reagents are generally toxic and corrosive, and
reaction conditions are anhydrous, e.g., the measure-
ment of plasma cholesterol using a modified Chugaev
reagent.[63]

SUBSTRATES MADE CD-ACTIVE
BY CHIRALITY INDUCTION

Although the heading implies that the analyte is
achiral, it does not have to be. Greater analytical selec-
tivity can be engendered by specific mutual influences
of intrinsic and extrinsic chirality properties. Chirality
induction reactions are generally reversible. Many are
used extensively in chiral liquid chromatography.[12]

Developments presented here are the changes toward
chiroptical detection and the applications of direct
spectral measurements. Optimal conditions are
achieved when chirality resides only on the derivatizing
agent, and the chromophore is limited to the analyte.
On reaction, the CD activity is exclusive to the molecu-
lar complex. Potential interferences from host and
guest are inconsequential. The best hosts are linear
and cyclic forms of oligo- and polysaccharides, such
as the oligomaltoses and the cyclodextrins, which
absorb only in the far-UV. Oligomaltoses are more
soluble but less selective than are cyclodextrins. Vir-
tually any material that has been used as a stationary
phase in chiral chromatography is a candidate for
direct homogeneous association reactions, and many
others will ultimately appear, e.g., cryptands, vesicles,
micelles, peptides, proteins, enzymes, antibodies, and
nucleic acids.

Complexation is an equilibrium process. It is recom-
mended that the host molecule be kept in large compo-
sitional excess over the analyte, thereby maximizing
the mass-action effect and complexing as much of the
analyte as possible. The larger the formation constant,
the straighter the correlation line between the experi-
mental elliptically DA and the analyte concentration.
The b- and g-cyclodextrins were used in exploratory
investigations as analytical reagents[64] and to determine
achiral forms of barbiturates,[65] phenethylamines,[64]

benzodiazepin-2-ones,[66] and phencyclidine and its
analogs.[5] Initial assays were done on prepared labora-
tory mixtures, but successful assays were also reported
for secobarbital in seconal suppositories, meperidine
in demerol dispensary products, and diazepam and
flurazepam in pharmaceutical preparations.[66]

The CD spectra for chiral complexes, formed by
chirality induction on organic dyes by oligomaltoses
and oligocelluloses, were used to elucidate the rota-
tional direction of the helical structures of the hosts
in aqueous media.[60] CD spectra of chiral derivatives
formed by the association of aromatic residues, such as
9-Anthroate and p-Hydroxycinnamate with analogous
oligosaccharides, were used to probe the local stereo-
chemistry of the ring linkages and conformational
arrangements of adjacent groups in acyclic polyols.[26]

Protein hosts, whose absorbance and CD spectra
are dominated by intense signals in the far-UV range
(190–230 nm) are appropriate choices for introducing
chirality into any molecule that absorbs at longer
wavelengths, e.g., associative complexations of pro-
teins, enzymes, and/or oligopeptides with warfarin;[50]

bilirubin and its analogs;[26,50,58,59] and a few dye
molecules.[63] Beside the generation of analytical data,
structural modifications at the active sites can be mon-
itored over two spectral ranges: the far-UV, where the
active group is the peptide bond, and the near-UV,
where the absorber is the guest molecule. In addition,
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Fig. 8 CD spectra for (a) the chiral Cu(ll)-L-tartrate metal
complex and for mixed complexes of this host with equimolar
amounts of (b) kanamycin, (c) amikacin, (d) gentamycin, and

(e) streptomycin.
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CD ought to be seriously considered as an alternative
detector for immunoassays because the experimental
selectivity might overcome some of the limitations
associated with polyclonal antibodies.

DETERMINATION OF ENANTIOMERIC
EXCESS IN PARTIAL RACEMIC MIXTURES

For all types of chemical analysis, the quality of the
results ultimately relates to the chemical purity of the
best available SRM. For naturally chiral substances,
there is the additional more serious concern over what
constitutes absolute enantiomeric purity. Not even
mass spectroscopy, which provides assurance that a
substance is chemically pure, can be used to report
absolute enantiomeric purities. To actually report an
enantiomeric purity higher than 99% is truly beyond
the capability of current analytical methodology.[20]

As noted previously, the fact is that results are
measured relative to an enantiopurity defined to be
100%. Chemical purities aside, the measurement of
enantiomeric purity and enantiomeric excess is techni-
cally the same, the difference being the extent of race-
mization. There are only two experimental options,
either enantiomeric separations or multivariate spec-
troscopic analyses, that involve either two distinct
detectors or multiple-wavelength detection for a single
detector, as noted above. The newly described derivati-
zation reactions fulfill the second option.

If the chosen derivatization reaction is chirality
induction, a simple two-step process is to measure
the CD spectrum for the underivatized partial racemic
mixture, followed by a measure of the net spectrum
after the addition of the derivatizing agent to the mix-
ture. Fundamentally, the reaction is the simple compe-
titive instantaneous complexation of the enantiomers
with, for example, b-cyclodextrin, in which two dia-
stereoisomers are formed. These might have different
formation constants, or different induced spectra, or
both. Regardless, the result is a change in the original
CD spectrum. The two unknown enantiomeric concen-
trations are calculated by solving the simultaneous
equations that describe the additivity of the two enan-
tiomers in the case of the original solution and the two
diastereoisomers in the case of the derivatized solution.
The method was used with limited success in the mea-
surement of enantiomeric distribution for prepared
non-racemic mixtures of R- and S-Nicotine.[26] The
poor results could in part be attributed to the spectral
changes being very small.

More accurate results were achieved by exchanging
both the enantiomers in prepared non-racemic mix-
tures of ephedrines and pseudoephedrines with the
coordinated L-tartrate ligand of the Cu(II)-L-tartrate
host complex dissolved in 0.10 M aqueous base.[62]

The first CD spectrum is that for the parent complex
and the second for the mixed ligand complexes,
where only one of the two bonded L-tartrate ligands
on Cu(II) is exchanged by either the (þ)- or the (�)-
ephedrine or pseudoephedrine enantiomers. The total
signal is the sum of three terms, the CD signal from
the decreased concentration of the parent complex,
plus the CD signal from the 1 : 1 complex of Cu(II)
with one L-tartrate and the (þ) enantiomer, plus the
CD signal from the 1 : 1 complex of Cu(II) with one
L-tartrate and the (�) enantiomer. With careful control
of the reaction conditions, the detection limit for the
enantiomeric purity was on the order of �2%. In fact,
changes in the CD signal on complexation was so
large that almost equivalent results were more easily
obtained using polarimetric measurements at only four
wavelengths.

CD DETECTION/LIGAND EXCHANGE FOR
ASSAYS OF PEPTIDES, OLIGOPEPTIDES,
AND PROTEINS

With literally thousands of potential new drug sub-
stances in the combinatorial chemistry pipeline and
the expanding emphasis on chiral drugs, the develop-
ment of low-cost, routine quality-control procedures
is becoming a priority in pharmaceutics and biotech-
nology. Ligand-exchange derivatization, coupled to
CD detection, has the potential to do that for peptides,
oligopeptides, and proteins.

Regulatory agencies have already set the standards
for quality control (QC) for chiral drug substances. If
it is a company’s decision to market a chiral drug as
a single enantiomer (the eutomer), the submission for
regulatory approval must also include the equivalent
chirality information for the other, non-therapeutic
enantiomeric form (the distomer). An accurate deter-
mination of the enantiomeric purity of both forms is
essential. Furthermore, chemical racemization will
alter the eutomer to distomer ratio with time, diminish-
ing the therapeutic property of the eutomer. Another
very significant factor in QC, therefore, is to be able
to accurately measure the rate of change of enantio-
meric purity and decide when the meaningful therapeutic
value of the eutomer has expired.

By replacing the L-tartrate ligand of the Cu(II)-
derivatizing agent described above with D-histidine, a
very selective host complex for ligand exchange was
created.[67–71] Much of the analytical selectivity accom-
plished by full spectrum visible-range CD detection
is attributable to the specifics of the ligand–ligand
interactions that ostensibly occur within the first
coordination sphere of the complex. The extent of
the selectivity that is accomplished for peptides and
proteins is extraordinarily high (Fig. 9).
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It was also determined that the CD spectral changes
are extremely sensitive to changes in the amino acid
sequence among residues that are far removed from
the binding sites. A case in point is the individualized
CD spectral changes for the exchange of D-histidine
with human, human LysPro, porcine, and bovine insu-
lin forms, all of which are 51 amino acid residue pro-
teins (Fig. 10).[70] It is a known fact that proteins
bind to Cu(II) ion in aqueous base by first substitution
via the N-atom at the amine terminus.[72] Chelation is
completed by second and third substitutions into the
metal first coordination sphere through the N-atoms
of the first and second peptide functional groups.
Because all four insulins have identical initial sequences,
the observed CD spectral changes on ligand exchange
are caused by some other structural variations. The only
differences in the insulin residue sequences occur either
at or adjacent to the acid terminus of the B-chain.
Human insulin differs from human LysPro by the
simple exchange of lysine and proline residues at posi-
tions B-28 and B-29. Porcine and human insulins differ
by one residue, alanine for threonine, at position
B-30.[70] The only explanation that accounts for this is
that the metal ion is enclosed by an extensive, flexible,
chiral, three-dimensional architecture and that subtle
differences in the conformational properties of
the enclosure bring different residues into the realm of
the ligand to metal ion electronic transitions. With the
D-histidine kept in very large excess over the insulin ana-
lytes, there is a good quantitative linear correlation of
the CD signal with concentration. What many research-
ers may have failed to realize in drug modeling is
that when two chiral molecules interact, the stereoche-
mical conformations of both change, and these changes
may be just as significant in the mechanism of drug
action as the absolute conformations of the participants
themselves.

In other tests of the ligand exchange/CD detection
assay procedure, it was demonstrated that 51 of a total
of 53 di- and tripeptides could be uniquely identified by
the character of the changes in the CD spectra for the
mixed Cu(II)-peptide-D-histidine complexes.[67,68,70] A
series of 19 neuropeptides was the focus of another
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investigation.[69,71] Neuropeptides are invariably chiral
molecules and, because of the peptide bond, are
CD-active. Once again, all but two of the analogs were
individually distinguishable by the CD spectra for the
mixed ligand complexes. For the two exceptions, ICI
174,864 and PLO17, the terminal amine group is
substituted and, as such, it is not competitive with
D-histidine in binding to the Cu(II) ion. In other words,
substitution did not occur. To determine whether the
CD spectra had characteristic properties that could
be associated with the structure of first coordination
spheres of the metal complexes, a Y-correlation matrix
of the CD data was subjected to principal component
analysis (PCA). All of the spectra can be accounted
for mathematically by only four factors.[71] The
spectral data for each neuropeptide analyte can be
graphically represented by a single point in an X–Y
plot of the first two principal components, PC1 and
PC2. When the points are subjected to a hierarchical
clustering algorithm, the neuropeptides are observed
to aggregate according to their preferences for the d,
m, or k protein receptors (Fig. 11). This calibration
model has the potential to become a prototypical-
predictive in vitro model for correlating CD spec-
troscopic data with quantitative structure-activity
relationships (QSAR) and, on further substantiation,
may become a viable procedure for new drug forms.[71]

Despite the fact that the system is a mixed equilibrium
reaction, in quantitative terms, a strong linear correla-
tion exists between PC1 and analyte concentrations.

A recurring chiral property in many of the neuro-
peptides is the presence of at least one D-enantiomeric
residue, e.g., natural and designer enkephalins such as
DALDA, DAGO, and DPDPE. Locating the position
of the D-form in a sequence is a challenging endeavor that
is being systematically studied on two series of model
penta- and hexapeptides. The role of D-enantiomeric
forms in biotechnology drug substances is a very real
interest and more especially in view of the recent recog-
nition of the existence of D-serine, which functions as
neurotransmitter in mammalian brain tissue.[73] The
D-enantiomer is synthesized in the brain from the natural
L-form catalyzed by serine racemase.

CONCLUSIONS

The intent of this article was to demonstrate, based on
a wealth of relatively new experimental data, that there
is sufficient analytical selectivity and sensitivity to
accept polarimetry and CD as viable and easy-to-use
analytical detection methods. In contrast to other
detectors, they provide the capability of making direct
analytical assays after a sample work-up that is a sim-
ple solvent extraction and of measuring enantiomeric
purities in the ranges specified by the FDA for the pro-

cess and quality control for new chiral drug substances.
In the future, broader applications will be developed,
especially as the current analytical emphasis turns
toward nucleic acid protein interactions and the CD
properties of intact single cells.
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INTRODUCTION

History

The word ‘‘chromatography’’ is derived from the
Greek words ‘‘chroma’’ and ‘‘graphein,’’ which mean
‘‘color’’ and ‘‘to write,’’ respectively, or ‘‘color writ-
ing.’’ The initial use of the term is attributed to Tswett,[1]

who separated colored bands of plant pigments on a
chromatographic column that consisted of an adsorbant
powder that was washed with a liquid solvent termed
the mobile phase. Substitution of this liquid mobile
phase by a gas constitutes the fundamentals of gas chro-
matography (GC), where the solute to be separated is
vaporized and carried down the length of a tube that
contains an immobile solid or liquid phase, i.e., the
stationary phase. The gaseous mobile phase serves to
move the solute vapors along the column at rates depen-
dent on several factors, the most important of these
being temperature.

The first reported use of a vapor as the mobile
phase is attributed to Martin and Synge[2] in 1941.
They used the principles of partition chromatography,
whereas James and Martin, in 1952, described the first
application of this method, gas–liquid chromatogra-
phy (GLC), for the analysis of fatty acids and
amines.[3] Gas adsorption chromatography (GSC), on
the other hand, involves the use of a solid stationary
phase and separation is based on an adsorptive
mechanism. This technique was first described in
1947 in a doctoral thesis by Prior,[4] under the supervi-
sion of Professor Cremer, and subsequently in their
1951 publication.[5]

It was not, however, until 1955–1956 that the first
commercial gas chromatographs were built.[6,7] Rapid
progress in instrumentation and increased use of GC
followed with the introduction of novel detectors,
such as the flame ionization detector,[8,9] development
of the capillary column,[10] and the introduction of
temperature programming and microsyringes for sample
injection.[6]

Utility

The introduction of GC as an analytical technique has
had a profound impact on both qualitative and quan-
titative analysis of organic compounds. Identification
of compounds by GC can be accomplished by their
retention times on the column as compared to known
reference standards, by inference from sample treat-
ment prior to chromatography,[11] or by the concept
of retention index.[12] The latter method and tables of
retention indices[13] with associated conditions have
been reported.[14] Although qualitative data and analy-
tical techniques for identification of compounds are
well-established[15,16] and relative retention data for
over 600 substances also have been published,[17]

the main utility of GC undoubtedly lies in its powerful
combination of separation and quantitative capa-
bilities. Use in quantitative analysis involves the
implementation of two techniques being performed
concurrently, i.e., separation of components and sub-
sequent quantitative measurement.

The use of GC was first included in the United
States Pharmacopoeia (USP) in the sixteenth edition[18]

in 1960, and became an official method of the British
Pharmacopoeia (BP) in 1968.[19] GC has found wide-
spread use in pharmaceutical analysis by virtue of
its applications to purity and control analysis of raw
materials, content and quality assessment of dosage
forms (including product stability), and in the quanti-
tative measurement of drugs in biological fluids. The
latter application is important for therapeutic drug
monitoring, pharmacokinetic studies, and bioavailabil-
ity assessments. In fact, in a survey on GC use,[20] a
major application of this technique was in the field of
pharmaceuticals.

When this article was first written several years ago,
it appeared that the advent and establishment of high-
performance liquid chromatography (HPLC) in phar-
maceutical analysis had somewhat diminished with
the utilization of GC. However, new regulatory
requirements for drug approvals by the Federal Drug
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Administration (FDA) and other regulatory agencies
around the world, more particularly with respect to
the determination of organic volatile impurities
(OVI’s) as well as other impurities and related sub-
stances,[20] has resulted in more extensive use being
made of GC in modern compendia, such as the USP
24th edition[21] and the 1999 edition of the BP.[22]

Perusal of the current USP[21] indicates that many
more GC applications have been introduced since the
22nd edition of the USP. New inclusions have been
incorporated in the tables in this article. Similarly,
the recent edition of the BP[22] also includes numerous
new applications. A list of compounds in the BP
(which includes the European Pharmacopoeia) that
use GC is included separately as an Appendix.

GC remains the chromatographic method of choice
for thermally stable volatile compounds and for drugs,
which are difficult to measure by HPLC due to detec-
tor insufficiency and/or inadequate resolution by the
HPLC technique. The use of capillary columns in GC
makes the method particularly attractive for difficult
multicomponent analysis since extremely high resolu-
tion can be readily attained.

Modus Operandi

As previously mentioned, GC is a two-phase system
that consists primarily of a stationary (solid and/or
liquid) and mobile (gas) phase. When a liquid station-
ary phase is used (GLC), the liquid is immobilized as
a thin film supported on a finely divided, inert solid
support usually consisting of siliceous earth, crushed
firebrick, glass beads, or in some cases, the inner wall
of a glass tube. In GSC, the stationary phase is an
active adsorbent, such as alumina, silica gel, or carbon,
which is tightly packed into a tube.

Separation of components takes place in this tube
(chromatographic column) following the introduction
of sample at the tube inlet, which is subsequently swept
through the column, partitioning or being dynamically
adsorbed (or both) between the stationary and mobile
phases during transit. The degree and speed of separa-
tion of components is governed by several factors, such
as temperature, gas flow rate, and the physicochemical
properties of the individual components being sepa-
rated, as well as those of the stationary and to a lesser
extent, mobile phase. Obviously, therefore, molecules
with greater affinity for the stationary phase will spend
more time either adsorbed to or partitioned within that
phase and thus take longer to emerge from the column.

On emerging at the outlet, each component passes
into a detector system that produces a signal that can
be related to the mass of the individual component
being detected. This signal is usually amplified electro-
nically and subsequently recorded on a chart-recorder,

integrator, or captured by an online data system. The
resulting response is in the form of a signal–time plot
or chromatogram, and is subsequently evaluated for
either qualitative or quantitative use.

THEORETICAL PRINCIPLES
AND RATE THEORY

A general account of chromatographic theory was pre-
sented in volume 2 of Encyclopedia of Pharmaceutical
Technology.[23] Therefore, the following discussion will
focus specifically on GC theory. The separation of the
component of a mixture depends upon the column
performance (efficacy) and the relative retention capa-
bility of the stationary phase (selectivity). The former
determines the width of the peaks relative to the length
of time a component spends in the column, while the
latter determines the relative position of each emerging
component (resolution).

When the sample is introduced into the column,
usually in the form of a zone of vapor, it takes the form
of a narrow band. During transit through the column,
various factors influence the width of this band,
which is continuously increased due to various disper-
sion processes. These include diffusion of the solute,
resistance to mass transfer between and within phases,
and the influence of flow irregularities and pertur-
bations.[24] A simple concept, the ‘‘theoretical plate,’’
carried over from distillation processes, has been used
to compare columns and account for the degree of dis-
persion that influences bandwidth. A chromatographic
column may be considered to consist of numerous the-
oretical plates where the distribution of sample compo-
nents between the stationary and mobile phase occurs.
Hence, a measure of the efficiency of a GC column
may be obtained by calculating the number of theo-
retical plates, N, in the column from:

N ¼ 16
t

w

� �2

or N ¼ 5:54
t2

w1=2

� �

ð1Þ

where t is the retention time of the substance, w is the
width of the base of the peak obtained by extrapola-
tion (tangential extension of the sides of the relevant
peak) of the relevant peak to the baseline, and w1/2 is
the peak width at half height (Fig. 1).

The higher the value of N for a column, the more
efficient it will be. Columns with high efficiency allow
smaller samples to be injected into shorter columns
at lower temperatures, which results in high resolution
of components in less time.

Column performance under different conditions or
the comparison of different columns may be assessed
by considering the height equivalent of a theoretical
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plate (HETP). Thus, HETP ¼ L/N where L is the
length of the column. Van Deemter, Zuiderweg, and
Klinkenberg[25] derived an equation for dispersion in
chromatography:

HETP ¼ 2ldp þ
2gDg

m
þ 8k0d2

f
Q2ð1 þ k0Þ2D1

m ð2Þ

where l is a constant related to the geometry of the col-
umn packing particles, dp is the average diameter of
the solid support particles, g is a factor to correct for
the ‘‘tortuosity’’ of the column’s gas channels, Dg

and D1 are solute diffusion coefficients in the gas and
liquid phases respectively, df is the liquid film (station-
ary phase) thickness, k0 is the partition coefficient of
the solute, and m is the linear gas velocity.[26] Therefore,
the Van Deemter equation expresses HETP as a func-
tion of the average mobile phase velocity m and for a
specific column, the equation has the general form:

HETP ¼ A þ B

m
þ Cm ð3Þ

where A is the eddy diffusion term that results from
flow inequalities in the column packing, B is the mole-
cular diffusion term (when divided by m it reflects axial
diffusion in the mobile phase), and C reflects resistance
to mass transfer from the stationary phase. The linear
gas velocity, m may be obtained from:

m ¼ Length of column

Retention time of an unretained
component ðe:g:; airÞ

ð4Þ

The flow dependence of the three terms in the Van
Deemter equation gives rise to a hyperbola (Fig. 2)
when HETP is plotted against m for a single com-
ponent. The minimum is the flow rate at which the
column will function at optimum efficiency. Fig. 2 also

depicts how the A, B, and C terms contribute to the
HETP. For maximum efficiency, these terms must
be minimized, i.e., keep HETP as small as possible.
Minimization of the A parameter is readily accom-
plished by using small uniform packing material parti-
cles in small diameter columns. Decreasing the particle
diameter, dp, lowers the HETP. However, below a
certain particle size, flow of carrier gas through the
column is restricted and results in pressure increases,
which limits the reduction in particle size. Since l is a
measure of the column packing particle irregularities,
the more uniform the size and shape of these particles,
the smaller the value of l.

The B parameter relates to the diffusivity of the
solute in the carrier gas. Increases in molecular diffu-
sion will result in increases in band broadening, which
may, however, be controlled to some extent by increas-
ing the gas pressure. The use of a high-molecular-
weight carrier gas will retard diffusivity and result in
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the best efficiency. However, detector function may be
affected by the type of carrier gas used; hence, for the
purposes of expediency, a compromise is often made
by employing hydrogen or helium, which allows rapid
analysis albeit with somewhat reduced efficiency. These
aforementioned gases, which can rapidly diffuse into
the stationary phase, are used at higher flow rates than
nitrogen, another commonly used carrier gas.

The remaining parameter, C, is a measure of the
mass transfer of the solute molecules from the station-
ary into the gas phase and depends upon several vari-
ables. These include the transfer of solute from liquid
to gas and vice versa. Use of thin films of liquid phase
will thus allow faster analysis at lower operating tem-
peratures, although sample capacity will be reduced.
Viscosity of the liquid stationary phase also affects
mass transfer and therefore, should be kept as low as
possible at the lowest possible temperature.

Golay[10] and Giddings,[27] respectively, described a
modification of the rate theory for capillary columns
(hollow tube with inner wall coated with liquid phase)
and the random walk, non-equilibrium theory. The
former derived an equation to describe the efficiency
of an open tubular column, while the random walk
theory describes chromatographic separation in terms
of statistical moments. The non-equilibrium theory
involves a rigorous mathematical treatment to account
for incomplete equilibrium between the two phases.[28]

Selectivity is a function of the efficiency of the
stationary phase with respect to its interactions with
the solute vapor. Selection of an appropriate liquid
stationary phase will even allow the separation of com-
pounds that have the same vapor pressure. Separation
is thus determined by the solubilities of the respective
solutes in the stationary phase. Hence, the partition
coefficient, k, is an extremely important parameter
and is given by the following relationship:

k ¼ Concentration of solute in liquid phase

Concentration of solute in gas phase
ð5Þ

The efficiency of a stationary phase for a particular
separation is measured by a, the relative retention,
which is the ratio of two adjusted retention times
(Fig. 1):

a ¼ t2 � ta

t1 � ta
ð6Þ

where t2 is the retention time of one of the components,
t1 is the retention time of a second or reference compo-
nent in the mixture determined on the same column
using the same separation conditions, and ta is the
retention time for an unretained compound, such as

air. It is thus seen that a reflects the ratio of the parti-
tion coefficients for two components being separated
under identical conditions and is a useful parameter
for the identification of compounds when one of the
components is a reference standard material.[21]

In order to express how well two peaks are actually
separated, a resolution term, R, may be determined
from Fig. 1, i.e.,

R ¼ 2ðt2 � t1Þ
W2 þ W1

ð7Þ

where t2 and t1 are the retention times of the two com-
ponents, and W2 and W1 are the corresponding widths
of the bases of the peaks. Resolution is a measure of
both column and stationary phase efficiency and relates
peak width and maximal separation. In order to obtain
complete separation (baseline resolution) between two
peaks, the value of R must be a minimum of 1.5.

SYSTEM COMPONENTS/EQUIPMENT

Gases

While in principle any gas may be used in GC as the
carrier, a prerequisite stipulates that the gas be inert
with respect to both sample and stationary phase at
the operating temperature. The carrier gas plays a cri-
tical role in the separation process and indeed, contri-
butes to the efficiency of the system, as was shown in
the Van Deemter equation where HETP depends on
solute diffusivity in the gas phase. In practice, however,
the importance of this role is relegated to a somewhat
lower priority since the choice of carrier gas is usually
dictated by the detector requirements. Helium is the
gas of choice for use with the thermal conductivity
detector (TCD), and allows greater sensitivity as
compared to nitrogen. The electron capture detectors
(ECD), on the other hand, are more efficient when
nitrogen or argon–methane mixtures are used as car-
rier gas, while no noticeable difference in sensitivity
is evident between nitrogen and helium when using
the flame ionization detector (FID).[29] Thermionic
detectors (TD), such as the nitrogen–phosphorus
detector (NPD) utilize nitrogen or helium as the carrier
gas. Similarly, the photoionization detector (PID) uses
oxygen-free nitrogen or helium, while nitrogen is used
as carrier gas with the flame photometric detector
(FPD). All gases used as carriers in GC should be of
high purity. A report on carrier gas purity in GC has
been comprehensively discussed by Perretta,[30] and
procedures for the preparation of ‘‘clean’’ gases were
published previously.[31] Traces of hydrocarbons can
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lower detector sensitivity (FID), trace amounts of
water can desorb contaminants in the column, which
leads to high background signals and/or ‘‘ghost
peaks,’’ while traces of oxygen can cause degradation
of certain liquid phases, such as polyglycol and poly-
amides, which results in changes of solute retention
times. Moisture can be removed by placing cartridges
that contain an appropriate molecular sieve fitted
in-line between the gas cylinder and the instrument.
These type of filters also serve to remove other small,
trace level contaminants, such as low-molecular weight
hydrocarbons, and may be regenerated by heating with
a slow flow of nitrogen for a few hours. Oxygen traps
also should be used to protect stationary phases from
oxidative degradation.[32]

Flow Control

The carrier gas is fed into the GC via a pressure regu-
lator, while flow controllers are used to control the
mass flow rate. Maintenance of an accurate and con-
stant carrier gas flow rate is essential for solute elution
reproducibility in both qualitative and quantitative
analysis. Normally, gas flow rates will decrease due
to an increase in gas viscosity and column back pres-
sure, with an increase in temperature, especially during
temperature programmed work. Differential flow con-
trollers are thus essential to assure a constant mass
flow rate independent of the resistance of the column.
In addition, detectors usually require gas flow control,
and this can be accomplished using pressure regulators
operating against flow restrictors. Gas flow rates can
be simply measured at the end of the column with a
soap bubble flow meter or by using rotometers. While
flow control was previously adjusted manually, various
manufacturers now offer software and associated
hardware to effect such changes.

Sample Inlets

Various sample inlet systems have been designed with a
primary objective of facilitating satisfactory vaporiza-
tion of samples and subsequent transfer to the column
as a compact ‘‘plug’’ in the shortest possible time and
in an accurate and reproducible manner. Additional
considerations for efficient sample introduction include
maintenance of constant carrier gas flow rate and
temperature during sample injection. Considerable
differences, however, exist between the manner of sam-
ple injection and the actual injecting system, depending
on whether packed columns or capillary columns are
used. Therefore, sample volume considerations must
be taken into account; whereas 1–10 ml is usual for
packed columns, several orders of magnitude less is
used with capillary columns. Inlet systems for packed
columns usually consist of a heated injection block
(Fig. 3) with a minimum dead volume port (to reduce
band spreading) which is sealed with a special rubber
septum through which the injection syringe needle
may be inserted. Compounds which are thermally
sensitive and unstable when in contact with metal
surfaces may be protected by using glass liners that
minimize the sample contact time with the metal injec-
tion block.

The foregoing discussion relates to the flash vapor-
ization sample introduction technique that involves
injection of sample into a precolumn zone that is kept
at a temperature of 30–50�C higher than that of the
column. This facilitates instantaneous sample vapori-
zation. Samples also may be introduced by on-column
injection where the sample is injected directly into the
head of the column, which results in better precision
than flash vaporization.[33,34]

Inlet systems for packed columns can often be used
with capillary columns as well. However, the much
smaller injection volumes and slower gas flow rates
used with capillary columns, especially small-bore

GLASS INSERT

HEATED METAL BLOCK

CARRIER IN

NUT

SEPTUM

COLUMN FITTING

Fig. 3 Injection block.
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open tubular capillaries (0.25 mm i.d.), require differ-
ent sampling techniques.

Split injection

Early capillary inlets utilize an inlet splitter, which
splits the sample into two unequal portions, the smaller
of which goes into the column. The major function of
the inlet splitter is not only to redirect the amount of
sample placed on the column but also to permit rapid
flushing of the injection chamber so that the sample in
the column is followed by pure carrier gas, thereby
avoiding sample dilution.[35] The larger portion of
sample is vented out of the system and the ratio of the
two flows, the split ratio, typically ranges from 1 : 10 to
1 : 500. Since split injection is a flash vaporization
technique, the possibility of sample discrimination exists.
All sample components must be divided in the same ratio
irrespective of differences in molecular weight, compo-
nent concentration, polarity, injected volume, and inlet
temperature for optimum reproducibility. Although the
discriminatory effect can be minimized through the use
of different inlet configurations,[36] quantitative results
by sample splitting are often not as good as by splitless
and on-column techniques.

Splitless injection

Splitless injection utilizes a ‘‘solvent effect’’[37] and
allows a relatively large amount of dilute sample
(1–5 ml) to be injected. The sample is vaporized and
then carried onto the column on which it must be
reconcentrated prior to analysis. This is essential in
order to prevent band broadening. In order to prevent
column overloading, the amounts of components being
separated should be less than 50 ng. The large excess
of solvent used to prepare the sample is backflushed
30–60 s after injection in order to minimize the occur-
rence of a long solvent tail, which can obscure any
early eluting peaks. There are two mechanisms for
reconcentrating the solutes at the head of the column.
Grob and Grob[38] utilized the ‘‘solvent effect,’’
whereby the solvent acts as a barrier to the sample
components, which facilitates their condensation and
concentration at the head of the column. This is due
to the fact that when the sample components encoun-
ter a liquid phase mixed with retained solvent, the front
of the sample plug undergoes stronger retention than
the rear of the plug. In order to minimize column
deterioration that can result from solvent overloading,
a solvent in which the liquid phase is not readily solu-
ble should be used. Both dichloromethane and hexane
have been widely used and care should be taken to see
that the initial column temperature is 10–30�C below
the boiling point of the solvent selected.

Another method of reconcentrating the components
at the head of the column is to keep the column tem-
perature low enough to condense the solutes (cold
trapping).[35] A general guideline for the use of this pre-
column concentration technique is that compounds
with boiling points 100�C higher than the column tem-
perature will be cold trapped. Therefore, splitless injec-
tion should be used when component concentrations
are too low for detection by split injection (<0.1%
sample) or when only a very limited amount of sample
is available.

On-column injection

When dealing with thermolabile compounds, vaporiza-
tion of the sample can result in degradation during this
process. Schomburg et al.[39] described an on-column
injection technique whereby the sample never encount-
ers temperatures higher than the column temperature.
This method also has been shown to be extremely use-
ful for the separation of compounds that have low
volatility and samples that have a wide boiling range.
Using very fine long fused silica needles attached to a
microsyringe and inserted into the capillary column
bore, on-column systems have been described.[40] The
fine needles are too fragile for normal septum piercing,
hence other methods have been devised in which a
septum-free valved inlet is used.[41]

Inlet modifications that incorporated air-cooling of
the column inlet were later designed to overcome
vaporization in the needle that resulted from the slow
injections necessary to achieve a narrow band of
injected sample.[42]

Automatic injection

The injection process has been automated, thus facili-
tating batch processing of large numbers of samples
that are completely unattended. Various automatic
injector systems are commercially available for use
with both packed and capillary columns. These are
mainly based on the use of syringe injection and pneu-
matically operated under microprocessor control.
Injector loops are largely used for the introduction of
gases into the column, while manual injection con-
tinues to be extensively used. In the latter instance,
the operator’s injection technique can dramatically
influence the quality of the analysis.[35] A skilled opera-
tor may achieve precisions of the order of �1% with
manual syringes by careful debubbling of the syringe,
and using sample sizes at least 50% of the syringe capa-
city to minimize needle hold up and setting errors, as
well as using a very reproducible injection technique.
However, the advent of automatic samplers con-
siderably enhances injection precision and accuracy.
In addition, the tedious process of carefully cleaning
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and flushing the syringe between samples to avoid
cross-contamination during manual injections is read-
ily accomplished automatically.

Oven and Temperature Controls

The column is usually suspended in an insulated ther-
mostatically controlled air oven through which the air
is very rapidly circulated by means of fans or pumps.
This allows accurate temperature control to within
0.1�C and minimizes thermal gradients. Provision is
also made for the temperature to be rapidly increased
and for the equally rapid cooling required with
temperature-programmed work.

Injection port temperatures for packed columns
include thermostatically controlled heating. These parts
should be hot enough to rapidly vaporize the sample
in order to prevent a loss in efficiency from the injec-
tion process. Heated detector systems also are used
depending on the type of detector, to prevent sample
condensation, which inevitably will result in peak
broadening and loss of component peaks. Temperature
control imparts stability to the detection system, often
reducing noise and enhancing the detection limit.
When the FID is used, its temperature must be kept
high enough to avoid any water or by-products formed
during the combustion process.

Detectors

A large variety of detectors have been designed for use
in GC. In addition to numerous publications, several
books and reviews that discuss the design and operating
principles of GC detectors have been published.[43–46]

The chromatographic detector, placed at the col-
umn exit, constantly monitors the emitted gas, and
generates an electrical signal that is amplified and
appears as a plot of detector response versus time,
i.e., the chromatogram. Detectors may be ‘‘universal,’’
which responds to every eluted component (TCD),
‘‘selective,’’ which responds only to certain functional
or elemental characteristics of the analyte (ECD and
FID), or ‘‘specific,’’ which provides qualitative infor-
mation concerning the structure of the eluting compo-
nent (FPD). However, for classification purposes, GC
detectors generally fall into one of two groups: concen-
tration-dependent and mass rate-dependent detectors.
The former, which includes the TCD and ECD, pro-
duces a signal that is proportional to the concentration
of the sample in the carrier gas. In the latter (e.g., FID),
the detector signal is dependent on the mass of sample
that flows through the detector per unit time (g/s).
Some of the most important properties relating to
detectors are: 1) their sensitivity, which is a function
of the amount of component present in the injected

sample; 2) their signal noise, which refers to random,
short-term detector response and which combined with
sensitivity, determines the detection limit for a given
component; and 3) their linearity of response, which
indicates the region over which the detector signal is
directly proportional to sample concentration or mass
flow rate. The dynamic linear range of the detector is
the range of sample size for which a signal is detected
as a linear function of the sample size. Thus, a wide
linear range is useful for quantitative analysis of multi-
component mixtures. In contrast to short-term noise,
which depends upon electrical factors, temperature
sensitivity, or flow variations, long-term noise is man-
ifested by baseline drift in the chromatogram.

Detectors commonly used in GC and specified in
the USP[21] include FID, alkali FID (NPD, TD), ECD,
and TCD. A description of these detectors, including
their operational principles and relative performance,
was presented in a previous volume of this encyclope-
dia.[23] Various other useful detectors for GC include
photoionization (PID), flame photometric (FPD), elec-
trolytic conductivity (ELCD), redox (RCD) and sulfur
chemiluminescence (SCD), and helium ionization
(HID).[47] Table 1 summarizes some of the features of
detectors used in GC.

In addition to the above, several newer and highly
sophisticated detection techniques that involve the
coupling of various types of spectrometers with GC
have emerged. These ‘‘hyphenated’’ techniques include
the on-line interfacing of mass spectrometers (GC–
MS),[57–60] infrared spectrometers that incorporate
Fourier transformation techniques (FTIR–GC),[61]

and FTIR–GC–MS.[62] Generally, these are considered
specific detectors mainly used to obtain qualitative
information, although quantitative data can be
obtained when operating a GC–MS system in the
selected-ion-monitoring mode (SIM). This mode, in
contrast to the normal scanning mode used for qualita-
tive purposes, allows a single or a few characteristic
ions of an analyte to be monitored and subsequently
determined quantitatively.[63,64] Triple–quadruple MS/
MS spectrometers are becoming more prevalent and
these are being increasingly coupled to GC’s that
provide enhanced quantitation capabilities.[60]

Columns

The suitability of a column for a particular use
depends on various factors, such as stationary phase,
solid support, column tubing material, inside diameter,
percent liquid loading, and temperature. Columns may
be prepared in various lengths and diameters depend-
ing on the particular objective. Preparative columns
may range from 0.95 to 10 cm (3/8–40) in diameter or
larger for the collection of quantities of individual
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components when volumes between 0.5 ml and more
are injected. Analytical (or packed) columns generally
have outside diameters of 3, 4.7, or 6.25 mm (1/8,
3/16, or 1/40), and inside diameters of 1–4 mm, while
capillary columns with very narrow inside diameters
are used for applications that require very high resolu-
tion. The inside diameter of the tubing is, in fact, one
of the most critical column dimensions in determining
the efficiency of separation.

Although packed GC columns may be made from
various materials, such as glass, nickel, stainless steel,
copper, aluminum, or even Teflon�, the USP[21] and
BP[22] recommend that glass or stainless steel columns
be used for pharmaceutical analyses unless otherwise
specified. The advantage of using glass lies in its rela-
tive inertness as compared to metal columns, although
its fragile nature is certainly a disadvantage. In order
to assure further the inertness of glass, silanization of
the inside walls with 5–10 vol% dimethyldichlorosilane
in toluene is often performed.[65]

Capillary columns are usually fabricated from fused
silica, with a polyamide outer coating to impart
flexibility and reduce breakage during handling. These
columns can be classified into three categories accord-
ing to the size of the internal diameter. Typical inside
diameters are 0.53 mm, 0.32–0.22 mm, and 0.2–0.1 mm
for megabore (wide-bore), normal bore (high-resolution),
and microbore (high-speed), respectively.

The selection of a stationary phase is extremely
important in GC since it is the major controllable vari-
able of selectivity in the separation process. Stationary
phases can be non-polar, polar, or of intermediate
polarity. Cyclodextrins, cyclic oligosaccharides com-
posed of varying numbers of glucopyranose units, were
found recently to be extremely useful for the separation
of chiral compounds.[66] Three types of derivatives,
5-hydroxypropyl (hydrophilic), dialkyl (hydrophobic),
and trifluoroacetyl (intermediate) have been used, each
of these phases having a selected area of specificity.

Capillary columns offer many advantages in terms
of speed of analysis, high resolution, and overall
very high separation efficiency. New applications that
involve the use of capillary columns are included in
the USP.[21] In particular, methods for OVI analysis
prescribe, almost exclusively, capillary columns, whereas
approximately 20% of the other GC methods also pre-
scribe such columns.

Solid supports should be chemically inert and exhi-
bit a large surface area. Support materials used are
diatomaceous earths, Teflon�, glass beads, and various
polymers. Since the surface of the diatomaceous mate-
rials consist of silanol (Si—O—H) and siloxane
(Si—O—Si) groups, compounds capable of hydrogen
bonding (alcohols, acids, amines, etc.) can interact
with these media, which results in tailing. This prob-
lem may, however, be minimized by silanization[65]

following extensive acid washing to remove inorganic
impurities. Acid-washed flux-calcined diatomaceous
earth is often used for drug analysis.

Specially treated glass beads have been used as
supports for high-molecular-weight compounds. The
beads are usually etched and silanized prior to coating
with the liquid phase. Teflon� is a useful support
material for the analysis of short chain polar sub-
stances, which tail on diatomaceous supports, and
is particularly indicated for the analysis of corrosive
substances such as halogenated acids.

When a separation can be effected by a purely
adsorptive mechanism (GSC), various adsorbants and
porous polymers are used. Commercially available
adsorbants include silica gel, activated charcoal, and
molecular sieve materials. These adsorbants are used
mainly for the analysis of gases and low-molecular-
weight, low-boiling compounds.[67]

Porous polymers also are useful for gas analyses and
for very polar molecules, such as amines, glycols,
and acids. Copolymers of styrene and divinylbenzene
and others, such as ethylvinylbenzene–divinylbenzene,
cross-linked acrylic ester, vinylpyridine, pyrollidone,
and ethylene glycol dimethacrylate, are commercially
available.[29]

Open tubular columns are simply capillary tubes
in which the inside of the column wall is used as the
support for the liquid phase. These wall-coated open
tubular columns (WCOT) have the stationary phase
distributed in the form of a thin film on the inside sur-
face of the open capillary tube, the walls thus serving
as the support. In order to reduce the thickness of
the liquid phase film, a porous layer may be formed
on the inside wall of the capillary tubing and then
coated with the liquid phase to produce a support-
coated open tubular column (SCOT). Porous-layer
open tubular columns (PLOT) are similar to SCOT
columns, the difference being that in the former, the
stationary phase is deposited on fine crystalline parti-
cles or glass powder which is adsorbed onto the walls
of the tube. In both cases, the available surface area
of the wall is increased, and allows an increased
amount of liquid phase to be accommodated in the
same length and diameter of tubing. The whisker-
walled (WW) column consists of whiskers chemically
etched on the surface of the wall, which also result in
a significant increase in the available surface area.
Wall-coated, porous-layer, and support-coated capil-
lary columns are all available as whisker-walled, i.e.,
WWCOT, WWPLOT, and WWSCOT, respectively.

The stationary phase film thickness of capillary col-
umns range from about 0.1–10 mm and can be divided
into three film thickness ranges. Thin-film columns are
usually 0.1–0.2 mm and offer the greatest stability. They
have smaller sample capacity as compared to the thicker
films but are the best for use with high temperatures.
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Thick films are usually 0.6–10mm and allow higher
sample loading, better retention for volatile compounds,
and a high degree of inertness. Their main drawback,
however, is larger bleed at high temperature as compared
to the thin film type. The medium film thickness is
about 0.3–0.6mm and is a useful compromise in terms
of sample capacity, retention properties, and phase
stability.

In addition to the open tubular capillary columns,
packed capillaries, and even micropacked capillaries,
are commercially available. These columns contain
support material, have internal diameters that range
from 0.6–1.0 mm, and have the main advantage of
being able to handle larger sample loadings. This is
useful since direct analysis, as opposed to split-analysis,
can be used with very short columns that operate at
relatively high efficiency.

Column lengths of 0.3–6.1 m (1–20 ft) are commonly
used and configurations can be straight, U-shaped,
spiral, or flat coils. Straight and U-shaped columns
are purported to be slightly more efficient than the
coiled types. However, the dimensions of the GC oven
usually dictate the choice. Capillary columns are gener-
ally much longer than packed columns and range in
lengths from 10–100 m for the open tubular type and
1–6 m for packed type.

SEPARATION TECHNIQUES

Gas chromatographic analysis can be performed at
constant temperature (isothermal mode) or with the
column temperature increasing with time (temperature
programming).

Isothermal

In isothermal GC, peak width increases linearly with
retention time[68] and retention time increases exponen-
tially with carbon number in a homologous series.
In contrast, the peak width remains constant in
programmed-temperature gas chromatography (PTGC)
and retention times increase only linearly with carbon
number in a homologous series.[69]

Gas chromatographic methods for the analysis of
impurities in pharmaceutical dosage forms and raw
materials generally make use of isothermal techniques
where the temperature of the instrument is maintained
constant throughout the run. However, when complex
mixtures that contain components with widely differ-
ent boiling ranges need to be analyzed, PTGC is
undoubtedly the method of choice. Separation of
components in such a mixture may prove difficult if
at all possible under isothermal conditions. Using a
high temperature for the analysis may result in poor

resolution between the rapidly eluting volatile com-
ponents. On the other hand, operating at a lower
temperature could cause excessively long retention
times for the less volatile compounds, with resulting
peak broadening leading to poor detectability and
prolonged running times.

Temperature Programming

The advent in 1952 of PTGC[70] and the subsequent
introduction of commercial equipment for temperature
programming provided the necessary means to analyze
complex mixtures that contained components of widely
differing boiling points and solved some of the pro-
blems previously described in the section dealing with
isothermal separations.

The PTGC technique involves increasing the
column temperature at a preset rate during the elution
process. This rate may be constant throughout the run,
or periods of isothermal operation may be automati-
cally programmed at set times between temperature
increases. Generally, the electronically controlled
ovens are designed to increase temperature at rates
from 0.5–30�C per minute. The initial temperature
should be chosen to minimize the retention time for
the least retained solute, while the final temperature
must be sufficient to elute the least volatile compound
in a reasonable time. The instrument then automati-
cally resets the temperature to the initial value in
preparation for the next sample.

A major problem with PTGC, however, is that
column bleed may cause baseline perturbations as
the temperature increases, which results in interference
with the analysis. Compensation for this effect is
usually accomplished by using a dual column/dual
detector system or replacing the liquid stationary phase
with another less volatile coating. In the former
instance, the output signal from the reference column
is used to cancel out the bleed from the analytical
column. Electronic compensation using single-column,
single-detector systems are also available, as are GC’s
with electronically controlled programmed gas flows.
In the latter case, the carrier flow rate is increased dur-
ing the analysis, which results in reduced baseline drift
by avoiding or reducing column bleed. Since lower
temperatures can be used, the analysis of thermolabile
compounds is facilitated and a wider range of liquid
phases can be used.

Special Techniques

Various compounds do not readily lend themselves to
analysis by GC by virtue of several factors, such as
non-volatility, instability, elicitation of poor detector
response, or high adsorptive properties (presence of
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polar groups). These problems sometimes can be over-
come by the use of pyrolysis or by derivatization.
The former technique involves high temperature
decomposition of high-molecular-weight, non-volatile
substances to lighter, and more volatile compounds.

Derivatization is a valuable aid in GC. Suitable deri-
vatives may be produced using synthetic organic reac-
tions such as esterification, acylation, and silylation.[29]

These methods serve to increase thermal stability in
unstable compounds, improve detectability in some
instances (e.g., derivatives for electron capture detection)
and often sensitivity, improve volatility in instances
where the parent compound is relatively non-volatile,
and mask polar groups to reduce adsorption. Several
comprehensive reports and reviews on derivatization
have been published over the years.[71–74]

Quantitative and Qualitative Analysis

GC constitutes an analytical technique whereby the
separation of components in a mixture and their quan-
titative and qualitative assessment can be performed
simultaneously.

The area under the component elution peak is
proportional to the concentration of that particular
component. Various methods can be used to measure
this area and are based on the assumption that the
shape of the peak is Gaussian. Electronic integration
is the preferred method since very accurate and precise
measurements are obtained this way (RSD � 0.5%).

Peak heights may be used but are less reliable since
any variability in temperature and/or flow rate will
affect this measurement. Peak areas may also be calcu-
lated by multiplication of the peak height and the
width at half-height. This gives a value equal to 84%
of the true area.[75] Triangulation, planimetry, and cutting
and weighing also can be used to measure peak areas.

In order to minimize the possibility of errors as a
result of variable injection volumes, the internal stan-
dard (IS) method should be used. It involves the addi-
tion of a compound, the IS, which is not already
present in the sample. This is normally a substance that
elutes at a position near the sample component of
interest and should be well resolved and readily
detected under the given chromatographic conditions.
The IS is added in constant amount to solutions that
contain varying amounts of the analytical standard.
Calibration curves are then constructed by plotting
the ratio of either the areas or peak heights of the
two peaks (analyte/IS) versus amount or concentra-
tion of analyte. The amount or concentration of each
chromatographed sample can then be obtained by
interpolation of the calibration curve. The calibration
plot should be a straight line with an intercept of zero.
However, non-linear standard curves may result when

the linear range of the particular detector is exceeded
due to excess analyte concentration. The presence of
high background and/or interfering compounds
results in plots that have a positive intercept, while
negative intercepts are usually indicative of sample loss
during handling.

In contrast to the IS method, external standardiza-
tion may be used in which several standard solu-
tions of varying concentrations of the sample are
prepared. Following constant volume injection of
each standard solution, a plot of peak area (or height)
versus concentration is made, and unknown sample
concentrations are obtained from interpolation of the
calibration curve. The success of this technique, how-
ever, is dependent upon the precision of injection
volume, readily accomplished with automatic injection
but less so when manual microliter syringes are used.

A further quantitative measure, normalization, is
sometimes utilized to determine the proportion of
one or more components in a mixture. This involves
calculating the ratio of the individual component peak
area to the sum of the areas of all component peaks in
the chromatogram. It assumes that all the components
have identical response factors to the detector. This is a
reasonable assumption when all the components of the
mixture are chemically similar. When structurally dis-
similar components are analyzed, a response factor
correction should be used by measuring the peak area
for a known quantity of pure material and calculating
the respective response factor (F) from:

F ¼ Component amount

Peak area
ð8Þ

Acquisition of qualitative data may be obtained by
using specific detectors such as GC–MS, FTIR–GC,
and FTIR–GC–MS, as well as from relative retention
times or by the concept of retention index (vide infra).

Headspace Analysis

Specifications for pharmaceutical compounds, in
addition to the actual active ingredient itself, include
information and limits relating to the intermediates,
residual solvents, and other volatile impurities[21] asso-
ciated with their preparation.

Headspace analysis is a very effective technique for
the analyses of volatile compounds, and is particularly
valuable when direct injection would ruin the column
due to corrosive or highly non-volatile components
present in the sample. Headspace analysis obviates
extensive sample preparation, eliminates the possibility
of unwanted component interference, and avoids
degradation of susceptible components in the injection
port or on the column.[76]

(Text continues on page 500.)
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Table 8 Compendial applications of GC for the determination of alcohol content in raw materials and dosage formsa

Dosage form Reference

Acetaminophen oral solution USP (24, p. 18)

Oral solution containing at least three of the following—Acetaminophen and
salts of Chlorpheniramine, Dextromethorphan, and Phenylpropanolamine

USP (24, p. 24)

Oral solution containing at least three of the following—Acetaminophen and
salts of Chlorpheniramine, Dextromethorphan, and Pseudoephedrine

USP (24, p. 31)

Acetaminophen and Codeine Phosphate oral solution USP (24, p. 35)

Acetaminophen, Dextromethorphan, Hydrobromide, Doxylamine Succinate,

and Pseudoephedrine Hydrochloride oral solution

USP (24, p. 37)

Aminobenzoic Acid gel and topical solution USP (24, pp. 110 and 111)

Aromatic elixir NF (p. 1901)

Belladonna tincture USP (24, p. 201)b

Compound Benzoin tincture USP (24, p. 211)

Butabarbital Sodium elixir USP (24, p. 262)

Camphor spirit USP (24, p. 293)

Aromatic Cascara fluid extract USP (24, p. 322)

Aromatic elixir NF (19, p. 2415)

Cinoxate Lotion USP (24, p. 416)

Desoximetasone gel USP (24, p. 508)c

Dexamethasone elixir USP (24, p. 512)

Dexamethasone Sodium Phosphate USP (24, p. 516)d

Dexamethasone Sodium Phosphate inhalation aerosol USP (24, p. 517)

Ergoloid Mesylates oral solution USP (24, p. 656)

Erythromycin topical solution USP (24, p. 667)

Etoposide injection USP (24, p. 704)

Green Soap tincture USP (24, p. 788)

Isoetharine Mesylate inhalation aerosol USP (24, p. 919)

Isoproterenol Hydrochloride inhalation USP (24, p. 928)d

Methdilazine Hydrochloride syrup USP (24, p. 1061)

Methylcellulose oral solution USP (24, p. 1080)

Nitroglycerin injection USP (24, p. 1190)

Nortriptyline Hydrochloride oral solution USP (24, p. 1206)

Opium tincture USP (24, p. 1221)

Oxycodone Hydrochloride oral solution USP (24, p. 1234)b

Paregoric USP (24, p. 1263)

Peppermint spirit USP (24, p. 1295)

Phenobarbital elixir USP (24, p. 1306)

Potassium Chloride oral solution USP (24, p. 1358)b

Potassium Gluconate elixir USP (24, p. 1365)

Prednisilone syrup USP (24, p. 1381)

Prednisone oral solution USP (24, p. 1388)

Prednisone syrup USP (24, p. 1389)

Propoxyphene Napsylate oral suspension USP (24, p. 1425)

Pseudoephedrine Hydrochloride, Carbinoxamine Maleate, and

Dextromethorphan Hydrobromide oral solution

USP (24) and NF (19

First Suppl, p. 2654)

Resorcinol and Sulfur lotion USP (24, p. 1478)

(Continued)
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The liquid or solid sample is placed in a vial, which
is sealed with a septum and heated to a predetermined
temperature for a period of time. Equilibrium between
the sample and vapor phase is then established and a
portion of the volatiles in the gas phase (headspace)
is subsequently injected onto the column. Several dif-
ferent methods have been used to transfer headspace
volatiles into the GC, from manual withdrawal that
uses a gas syringe, to sophisticated automatic sampling
that involves transfer lines, and valves that lead
directly onto the column.

Two main techniques, however, may be used. These
are static and dynamic sampling. The static method
allows the temperature of the sample container to be
held for a sufficiently long period to allow the gas-
phase and sample-phase to equilibrate. The dynamic
sampling uses an inert gas that is swept over or
through the thermostated sample for a period of time
sufficient to extract most or all of the volatile compo-
nents. A general chapter on OVI’s, in which five OVI’s
are specifically mentioned (chloroform, dichloro-
methane, benzene, trichloroethylene, and dioxane),
was introduced into the USP.[21] Previously, the USP
included methods II and III, which provided an alter-
native to direct injection and specified dynamic head-
space sampling. These, however, have now been
excluded and method IV provides for the general use
of static headspace sampling.[77] Method VI, while still
included, prescribes analysis by direct injection into a
gas chromatograph, but none of the monographs in
the USP or National Formulary (NF) specify use of
method VI for OVI testing. The trend, it appears, has
been toward using method IV as a replacement

for other methods in individual monographs and that
monographs that now specify method IV, originally
specified method VI.[78] The advantages, sampling
techniques, and problems associated with headspace
sampling were previously discussed by Hinshaw.[79]

PHARMACEUTICAL APPLICATIONS

Applications of GC to the analysis of pharmaceuticals
have been described in several books, compendia, and
the review of Jack[80] to which the reader is referred. In
addition, the reader might want to review the three-
part multi-authored series[81] that includes HPLC
determinations, as well as the comprehensive listing
of published chromatographic methods in a book edi-
ted by Adamovics.[82]

Although HPLC has largely superseded GC as the
compendial chromatographic method of choice for
the assay of pharmaceuticals, the application of GC
continues to be an important and valuable analytical
method for monitoring certain impurities and for
the determination of various related substances and
OVI’s in many pharmaceutical dosage forms, as well
as in raw materials. GC, furthermore, continue to be
a valuable tool for the analysis of drugs in biological
fluids for the purposes of therapeutic drug monitoring,
pharmacokinetic studies, and in the assessment of
bioavailability/bioequivalence.

A large number of pharmaceutical compounds can,
however, be analyzed by either GC or HPLC. In
terms of cost effectiveness, given that the equipment

Table 8 Compendial applications of GC for the determination of alcohol content in raw materials and dosage formsa

(Continued)

Dosage form Reference

Sulfamethoxazole and Trimethoprim oral suspension USP (24, p. 1573)

Terpin Hydrate elixir Terpin Hydrate and Codeine elixir USP (24, pp. 1607 and 1608)

Theophylline and Guaifenesin oral solution USP (24, p. 1634)b

Theophylline Sodium Glycinate elixir USP (24, p. 1635)

Thiamine Hydrochloride elixir USP (24, p. 1639)b

Thiamine Mononitrate elixir USP (24, p. 1641)b

Thimerosal Topical aerosol USP (24, p. 1644)d

Thimerosal tincture USP (24, p. 1645)

Thiothixene Hydrochloride oral solution USP (24, p. 1654)

Triprolidine Hydrochloride syrup USP (24, p. 1717)

Powdered Valerian extract USP (24) and NF (19 First Suppl, p. 2729)
aChromatographic conditions: Column–Glass 1.8 M � 4 mm I.D. S3 (100–120 mesh) or with S8.
bInternal Standard—Acetonitrile, Acetone.
cIsopropyl Alcohol.
dMethyl Ethyl Ketone; Carrier Gas—Nitrogen or Helium; Temperature – 120�C; Detector–FID.

(Text continues on page 514.)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms

Material/dosage forms Chapter �467� Reference

Acacia Method Ib NF (19, p. 2408)

Acetaminophen Method Vb USP (24, p. 17)

Acetazolamide Method V USP (24, p. 40)

Acetic Acid Method IVb NF (19, p. 2408)

Acetohexamide Method V USP (24, p. 42)

Acetohydroxamic Acid Method I USP (24, p.43)

Acetylcholine Chloride Method I USP (24, p. 44)

Acetylcysteine Method I USP (24, p. 45)
and NF (19, p. 2409)

Acyclovir Method V USP (24, p. 46)

Adenine Method V USP (24, p. 50)

Agar Method IV NF (19, p. 2410)

Alanine Method I USP (24, p. 52)

Albuterol Sulfate Method I USP (24, p. 55)

Allopurinol Method V USP (24, p. 62)

Aluminium Monostearate Method IV NF (19, p. 2412)

Aluminium Sulfate Method IV USP (24, p. 91)

Amantadine Hydrochloride Method I USP (p. 103)

Amiloride Hydrochloride Method V USP (24, p. 107)

Aminoglutehimide Method V USP (24, p. 112)

Aminophylline Method I USP (24, p. 115

Amitriptyline Hydrochloride Method I USP (24, p. 122)

Amobarbital Sodium Method I USP (24, p. 126)

Amodiaquine Amodiaquine Hydrochloride Method V USP (24, pp. 126
and 127)

Amphetamine Sulfate Method I USP (24, p. 134)

Amyl Nitrate Method V USP (24, p. 145)

Amylene Hydrate Method I NF (19, p. 2414)

Anethole Method V NF (19, p. 2414)

Arginine Method I USP (24, p. 158)
and NF (19, p. 2415)

Arginine Hydrochloride Method I USP (24, p. 158)

Aromatic Elixir Method I NF (19, p. 2415)

Ascorbic Acid Method IVx USP (24, p. 160)
and NF (19, p. 2415)

Ascorbyl Palmitate Method IV NF (19, p. 2415)

Aspirin Method IV USP (24, p. 161)

Aspartame Method IV NF (19, p. 2415)

Atropine Method V USP (24, p. 177)

Atropine Sulfate Method I USP (24, p. 178)

Activated Attapulgite Colloidal
Activated Attapulgite

Method IV USP (24, p. 180)

Azathioprine Method V USP (24, p. 184)

Baclofen Method IV USP (24, p. 194)

Belladonna Extract Method IV USP (24, p. 199)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Bendroflumethiazide Method V USP (24, p. 201)

Bentonite Purified Bentonite Bentonite Magma Method IV NF (19, pp. 2416, 2417

and 2418)

Benzaldehyde Method V NF (19, p. 2418)

Compound Benzaldehyde Elixir Method I NF (19, p. 2419)

Benzonatate Method I USP (24, p. 211)

Benztropine Mesylate Method I USP (24, p. 213)

Benzyl Alcohol Method V NF (19, p. 2420)

Benzyl Benzoate Method V USP (24, p. 215)
and NF (19, p. 2421)

Beta Carotene Method IV USP (24, p. 216)

Betamethasone Method V USP (24, p. 217)

Bethanechol Chloride Method I USP (24, p. 229)

Biotin Method V USP (24, p. 234)

Biperiden Biperiden Hydrochloride Method IV USP (24, p. 234)

Bromocriptine Mesylate Method V USP (24, p. 248)

Bromodiphenhydramine Hydrochloride Method I USP (24, p. 251)

Brompheniramine Maleate Method I USP (24, p. 251)

Busulfan Method V USP (24, p. 260)

Butabarbital Method V USP (24, p. 261)

Butabarbital Sodium Method I USP (24, p. 261)

Butalbital Method V USP (24, p. 263)

Butylated Hydroxyanisole Method V NF (19, p. 2422)

Butylated Hydroxytoluene Method IV NF (19, p. 2423)

Butyl Paraben Method IV NF (19, p. 2423)

Caffeine Method I USP (24, p. 272)

Calcifediol Method V USP (24, p. 274)

Calcium Acetate Method I USP (24, p. 275)

Calcium Carbonate Method IV USP (24, p. 277)
and NF (19, p. 2423)

Calcium Chloride Method I USP (24, p. 282)
and NF (19, p. 2423)

Calcium Citrate Method IV USP (24, p. 282)

Calcium Gluceptate Method I USP (24, p. 283)

Calcium Gluconate Method I USP (24, p. 284)

Calcium Hydroxide Method IV USP (24, p. 286)

Calcium Lactate Method I USP (24, p. 287)

Calcium Lactobionate Method I USP (24, p. 288)

Calcium Levulinate Method I USP (24, p. 288)

Calcium Pantotothenate Racemic
Calcium Pantothenate

Method I USP (24, pp. 289
and 290)

Dibasic Calcium Phosphate Method IV USP (24, p. 290)
and NF (19, p. 2423)

Calcium Polycarbophil Method IV USP (24, p. 291)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Calcium Saccharate Method IV USP (24, p. 291)

and NF (19, p. 2424)

Calcium Stearate Method IV NF (19, p. 2425)

Captopril Method I USP (24, p. 296)

Carbamazepine Method V USP (24, p. 299)

Carbamide Peroxide Method I USP (24, p. 301)

Carbidopa Method IV USP (24, p. 304)

Carbinoxamine Maleate Method I USP (24, p. 305)

Carbomer 934P Method IV NF (19, p. 2427)

Carboxymethylcellulose Calcium Method IV NF (19, p. 2428)

Carboxymethylcellulose Sodium Method IV USP (24, p. 313)
and NF (19, p. 2429)

Carboxymethylcellulose Sodium 12 Method IV NF (19, p. 2429)

Carisoprodol Method V USP (24, p. 314)

Cellacefate Method IV NF (19, p. 2431)

Microcrystalline Cellulose Method IV NF (19, p. 2432)

Microcrytsalline Cellulose and

Carboxymethylcellulose Sodium

Method IV NF (19 p. 2433)

Powdered Cellulose Method IV NF (19, p. 2433)

Cellulose Acetate Method IV NF (19, p. 2434)

Cetylpyridium Chloride Method V USP (24, p. 370)

Chloral Hydrate Method I USP (24, p. 371)

Chlorambucil Method V USP (24, p. 372)

Chlordiazepoxide Chlordiazepoxide
Hydrochloride

Method IV USP (24, pp. 381
and 384)

Chlorobutanol Method IV NF (19, p. 2437)

Chloroquine Method V USP (24, p. 388)

Chloroquine Phosphate Method I USP (24, p. 389)

Chlorothiazide Method V USP (24, p. 389)

Chlorpheniramine Maleate Method IV USP (24, p. 392)

Chlorpromazine Method V USP (24, p. 395)

Chlorpromazine Hydrochloride Method I USP (24, p. 396)

Chlorpropamide Method IV USP (24, p. 398)

Chlorzoxazone Method V USP (24, p. 403)

Cholecalciferol Method IV USP (24, p. 404)

Cholesterol Method IV NF (19, p. 2438)

Cholestyramine Resin Method IV USP (24, p. 406)

Cimetidine Method IV USP (24, p. 412)

Cinoxacin Method IV USP (24, p. 415)

Citric Acid Method IV USP (24, p. 423)
and NF (19, p. 2438)

Clidinium Bromide Method I USP (24, p. 429)

Clofibrate Method V USP (24, p. 442)

Clomiphene Citrate Method V USP (24, p. 444)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Clonazepam Method V USP (24, p. 445)

Clorazepate Dipotassium Method I USP (24, p. 448)

Cocoa Butter Method IV NF (19, p. 2438)

Colchicine Method I USP (24, p. 464)

Corn Oil Method IV NF (19, p. 2439)

Cortisone Acetate Method IV USP (24, p. 473)

Cottonseed oil Method IV NF (19, p. 2439)

Cromolyn Sodium Method I USP (24, p. 475)

Croscarmellose Sodium Method IV NF (19, p. 2441)

Cupric Chloride Method V USP (24, p. 477)

Cupric Sulfate Method IV USP (24, p. 479)

Cyclizine Hydrochloride Method IV USP (24, p. 481)

Cyclobenzaprine Hydrochloride Method I USP (24, p. 481)

Cyproheptadine Hydrochloride Method V USP (24, p. 489)

Cysteine Hydrochloride Method IV USP (24, p. 490)

Danazol Method V USP (24, p. 495)

Dapsone Method V USP (24, p. 496)

Dehydrocholic Acid Method V USP (24, p. 500)

Desipramine Method I USP (24, p. 505)

Dexamethasone Method IV USP (24, p. 512)

Dexamethasone Acetate Method V USP (24, p. 515)

Dexamethasone Sodium Phosphate Method IV USP (24, p. 516)

Dexbrompheniramine Maleate Method I USP (24, p. 520)

Dexchlorpheniramine Maleate Method I USP (24, p. 521)

Dexpanthenol Method IV USP (24, p. 523)

Dextrates Method I NF (19, p. 2444)

Dextrin Method I NF (19, p. 2444)

Dextroamphetamine Sulfate Method I USP (24, p. 528)

Dextrose Excipient Method I NF (19, p. 2445)

Diazepam Method V USP (24, p. 538)

Dichlorphenamide Method V USP (24, p. 545)

Dicyclomine Hydrochloride Method I USP (24, p. 549)

Diethanolamine Method IV NF (19, p. 2446)

Diethylpropion Hydrochloride Method I USP (24, p. 552)

Diethylstilbestrol Method V USP (24, p. 554)

Diethylstilbestrol Diphosphate Method V USP (24, p. 555)

Diflunisal Method V USP (24, p. 558)

Digitalis Powdered Digitalis Method IV USP (24, p. 560)

Dihydrotachysterol Method IV USP (24, p. 568)

Dihydroxyaluminum Aminoacetate Method IV USP (24, p. 570)

Dihydroxyaluminum Sodium Carbonate Method IV USP (24, p. 572)

Diltiazem Hydrochloride Method IV USP (24, p. 573)

Dimenhydrinate Method V USP (24, p. 576)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Diphenhydramine Citrate Method V USP (24, p. 582)

Diphenhydramine Hydrochloride Method I USP (24, p. 583)

Dipyridamole Method IV USP (24, p. 590)

Disopyramide Phosphate Method I USP (24, p. 593)

Disulfiram Method V USP (24, p. 594)

Doxepin Hydrochloride Method I USP (24, p. 604)

Doxylamine Succinate Method I USP (24, p. 612)

Dyphylline Method I USP (24, p. 618)

Enalapril Maleate Method IV USP (24, p. 638)

Ephedrine Ephedrine Hydrochloride
Ephedrine Sulfate

Method I USP (24, pp. 642
and 643)

Ergocalciferol Method V USP (24, p. 651)

Conjugated Estrogens Esterified Estrogens Method V USP (24, pp. 681
and 683)

Estropipate Method V USP (24, p. 686)

Ethacrynic Acid Method V USP (24, p. 688)

Ethambutol Hydrochloride Method I USP (24, p. 689)

Ethionamide Method V USP (24, p. 694)

Ethosuximide Method I USP (24, p. 695)

Ethyl Acetate Method I

30 M � 0.53 mm I.D.
fused Silica column
with G16 (1 mm)

NF (19, p. 2450)

Ethyl Vanillin Method IV NF (19, p. 2450)

Ethylcellulose Method IV NF (19, p. 2451)

Ethylcellulose aqueous dispersion Method V NF (19, p. 2451)

Ethylparaben Method IV NF (19, p. 2452)

Ethylenediamine Method V USP (24, p. 698)

Ethynodiol Diacetate Method IV USP (24, p. 698)

Etidronate Disodium Method I USP (24, p. 700)

Eucatropine Hydrochloride Method I USP (24, p. 706)

Famotidine Method V USP (24, p. 707)

Fenoprofen Calcium Method V USP (24, p. 708)

Ferrous Fumurate Method IV USP (24, p. 7111)

Ferrous Gluconate Method I USP (24, p. 712)

Ferrous Sulfate Dried Ferrous Sulfate Method IV USP (24, p. 715)

Flucytosine Method V USP (24, p. 719)

Fluoxetine Hydrochloride Method IV USP (24, p. 738)

Fluoxymesterone Method V USP (24, p. 740)

Fluphenazine Hydrochloride Method I USP (24, p. 743)

Flurazepam Hydrochloride Method I USP (24, p. 746)

Flurbiprofen Sodium Method I USP (24, p. 749)

Folic Assay Method IV USP (24, p. 752)

Fumaric Acid Method V NF (19, p. 2453)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Furosemide Method V USP (24, p. 756)

Galageenan Method IV NF (19, p. 2454)

Gemfibrozil Method V USP (24, p. 763)

Liquid Glucose Method I NF (19, p. 2461)

Glyceryl Behenate Method IV NF (19, p. 2462)

Glyceryl Monostearate Method IV NF (19, p. 2463)

Glycine Method I USP (24, p. 782)
and NF (19, p. 2464)

Griseofulvin Method V USP (24, p. 788)

Guaifenesin Method IV USP (24, p. 791)

Guar gum Method IV NF (19, p. 2464)

Guanabenz Acetate Method V USP (24, p. 796)

Guanadrel Sulfate Method I USP (24, p. 797)

Guanethidine Monosulfate Method I USP (24, p. 799)

Haloperidol Method V USP (24, p. 804)

Homatropine Methylbromide Method I USP (24, p. 815)

Hydralazine Hydrochloride Method I USP (24, p. 818)

Hydrochlorothiazide Method V USP (24, p. 820)

Hydrocodone Bitartrate Method I USP (24, p. 821)

Hydrocortisone Method IV USP (24, p. 824)

Hydrocortisone Sodium Phosphate Method I USP (24, p. 831)

Hydroflumethiazide Method V USP (24, p. 835)

Hydromorphone Hydrochloride Method I USP (24, p. 836)

Hydroquinone Method I USP (24, p. 838)

Hydroxychloroquine Sulfate Method I USP (24, p. 841)

Hydroxyethyl Cellulose Method IV NF (19, p. 2465)

Hydroxypropyl Cellulose Method IV NF (19, p. 2465)

Hydroxypropyl Methylcellulose Method IV USP (24, p. 843)

and NF (19, p. 2466)

Hydroxyurea Method I USP (24, p. 844)

Hydroxyzine Hydrochloride Method I USP (24, p. 846)

Hydroxyzine Pamoate Method V USP (24, p. 848)

Hypromellose Phthalate Method IV NF (19, p. 2467)

Hyoscyamine Sulfate Method I USP (24, p. 851)

Ibuprofen Method V USP (24, p. 854)

Imidurea Method I NF (19, p. 2467)

Imipramine Hydrochloride Method I USP (24, p. 865)

Indapamide Method IV USP (24, p. 867)

Indomethacin Method IV USP (24, p. 874)

Iopromide Method IV USP (24, p. 904)

Isoleucine Method I USP (24, p. 923)

Isoniazid Method I USP (24, p. 924)

Isopropamide Iodide Method I USP (24, p. 926)

Isopropyl Myristate Method IV NF (19, p. 2468)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Isopropyl Palmitate Method IV NF (19, p. 2468)

Isoproterenol Hydrochloride Method I USP (24, p. 928)

Isoproterenol Sulfate Method I USP (24, p. 932)

Isotretinon Method V USP (24, p. 938)

Isoxsuprine Hydrochloride Method V USP (24, p. 940)

Ketoconazole Method IV USP (24, p. 945)

Ketoprofen Method IV USP (24, p. 946)

Ketorolac Tromethamine Method V USP (24, p. 947)

Labetalol Hydrochloride Method I USP (24, p. 949)

Lactitol Method IV NF (19, p. 2469)

Lecithin Method IV NF (19, p. 2471)

Levmetamfetamine Method I USP (24, p. 959)

Levodopa Method IV USP (24, p. 963)

Lime Method IV USP (24, p. 974)

Lithium Carbonate Method I USP (24, p. 981)

Lithium Citrate Method V USP (24, p. 983)

Lithium Hydroxide Method V USP (24, p. 984)

Loxapine Succinate Method V USP (24, p. 993)

Lysine Acetate Method I USP (24, p. 994)

Lysine Hydrochloride Method I USP (24, p. 994)

Mafenide Acetate Method V USP (24, p. 995)

Magaldrate Method V USP (24, p. 996)

Magnesium Chloride Method I USP (24, p. 1002)

Magnesium Citrate Method IV USP (24, p. 1003)

Magnesium Gluconate Method I USP (24, p. 1004)

Magnesium Salicylate Method I USP (24, p. 1008)

Magnesium Silicate Method IV NF (19, p. 2473)

Magnesium Stearate Method IV NF (19, p. 2473)

Magnesium Sulfate Method I USP (24, p.1009)

Malic Acid Method I NF (19, p. 2475)

Mandelic Acid Method IV USP (24, p. 1012)

Manganese Chloride Method I USP (24, p. 1012)

Manganese Gluconate Method I USP (24, p. 1013)

Manganese Sulfate Method I USP (24, p. 1014)

Maprotiline Hydrochloride Method V USP (24, p. 1016)

Mecamylamine Hydrochloride Method I USP (24, p. 1023)

Meclizine Hydrochloride Method IV USP (24, p. 1025)

Meclofenamate Sodium Method I USP (24, p. 1027)

Megestrol Acetate Method IV USP (24, p. 1030)

Melphalan Method IV USP (24, p. 1032)

Menthol Method V USP (24, p. 1038)

Meperidine Hydrochloride Method I USP (24, p. 1039)

Mephenytoin Method V USP 24-NF 19
First Suppl, p. 2639

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Meprobamate Method V USP (24, p. 1043)

Mercaptopurine Method V USP (24, p. 1044)

Mesoridazine Besylate Method I USP (24, p. 1048)

Metaproterenol Sulfate Method IV USP (24, p. 1051)

Methacrylic Acid copolymer Method V NF (19, p. 2477)

Methadone Hydrochloride Method I USP (24, p. 1056)

Methamphetamine Hydrochloride Method I USP (24, p. 1058)

Methazolamide Method I USP (24, p. 1060)

Methdilazine Hydrochloride Method I USP (24, p. 1061)

Methenamine Methenamine
Hippurate Methenamine Mandelate

Method I USP (24, pp. 1062,
1063 and 1064)

Methimazole Method I USP (24, p. 1066)

Methionine Method I USP (24, p. 1067)

Methocarbamol Method V USP (24, p. 1067)

Methotrexate Method V USP (24, p. 1070)

Methoxsalen Method V USP (24, p. 1073)

Methsuximide Method V USP (24, p. 1075)

Methyl Salicylate Method IV NF (19, p. 2479)

Methylcellulose Method V USP (24, p. 1079)
and NF (19, p. 2480)

Methyldopa Method V USP (24, p. 1080)

Methylene Blue Method I USP (24, p. 1085)

Methylene Chloride in coated tablets Method V USP (24, p. 1878)

Methylparaben Method IV NF (19, p. 2480)

Methylparaben Sodium Method I NF (19, p. 2481)

Methylphenidate Hydrochloride Method I USP (24, p. 1088)

Methyltestosterone Method V USP (24, p. 1094)

Metoclopramide Hydrochloride Method I USP (24, p. 1097)

Metoprolol Fumarate Method I USP (24, p. 1100)

Metoprolol Tartrate Method I USP (24, p. 1101)

Metyrosine Method IV USP (24, p. 1108)

Mexiletine Hydrochloride Method I USP (24, p. 1109)

Minoxidil Method IV USP (24, p. 1118)

Mititane Method V USP (24, p. 1120)

Monoethanolamine Method I NF (19, p. 2484)

Monosodium Glutamate Method I NF (19, p. 2484)

Monothioglycerol Method IV NF (19, p. 2484)

Moricizine Hydrochloride Method V USP (24, p. 1129)

Morphine Sulfate Method I USP (24, p. 1131)

Nadolol Method IV USP (24, p. 1134)

Nandrolone Decanoate Method V USP (24, p. 1144)

Nandrolone Phenpropionate Method V USP (24, p. 1145)

Naproxen Method V USP (24, p. 1147)

Naproxen Sodium Method I USP (24, p. 1149)

Niacin Method IV USP (24, p. 1176)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Niacinamide Method I USP (24, p. 1179)

Nifedipine Method V USP (24, p. 1183)

Norethindrone Method IV USP (24, p. 1196)

Norethindrone Acetate Method IV USP (24, p. 1199)

Norethynodrel Method V USP (24, p. 1202)

Nortriptyline Hydrochloride Method I USP (24, p. 1206)

Octoxynol Method IV NF (19, p. 2486)

Octyldodecanol Method V NF (19, p. 2486)

Oleic Acid Method IV NF (19, p. 2486)

Oleovitamin A and D Method V USP (24, p. 1217)

Olive Oil Method IV NF (19, p. 2487)

Omeprazole Method IV USP (24, p. 1217)

Oxandrolone Method V USP (24, p. 1225)

Oxazepam Method V USP (24, p. 1226)

Oxprenolol Hydrochloride Method I USP (24, p. 1228)

Oxtriphylline Method I USP (24, p. 1229)

Oxybutynin Chloride Method I USP (24, p. 1232)

Oxymetholone Method V USP (24, p. 1242)

Oxyquinoline Sulfate Method I NF (19, p. 2487)

Panthenol Method I USP (24, p. 1258)

Papaverine Hydrochloride Method IV USP (24, p. 1260)

Peanut Oil Method IV NF (19, p. 2488)

Pectin Method IV USP (24, p. 1265)
and NF (19, p. 2489)

Pentobarbital Method V USP (24, p. 1293)

Pentobarbital Sodium Method I USP (24, p. 1294)

Peppermint Method IV NF (19, p. 2489)

Peppermint Water Method I NF (19, p. 2490)

Perphenazine Method V USP (24, p. 1296)

Phendimetrazine Tartrate Method I USP (24, p. 1301)

Phenelzine Sulfate Method I USP (24, p. 1303)

Pheniramine Maleate Method IV USP (24, p. 1304)

Phenmetrazine Hydrochloride Method I USP (24, p. 1304)

Phenobarbital Method V USP (24, p. 1305)

Phenobarbital Sodium Method I USP (24, p. 1307)

Phenol Liquefied Phenol Method I USP (24, p. 1308)

Phenoxybenzamine Hydrochloride Method V USP (24, p. 1308)

Phensuximide Method V USP (24, p. 1309)

Phentermine Hydrochloride Method I USP (24, p. 1310)

Phenylalanine Method I USP (24, p. 1313)

Phenylbutazone Method V USP (24, p. 1313)

Phenylethyl Alcohol Method IV USP (24, p. 1318)
and NF (19, p. 2490)

Phenylmercuric Acetate Method IV NF (19, p. 2490)

Phenylmercuric Nitrate Method IV NF (19, p. 2490)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Phenylpropanolamine Bitartrate

Phenylpropanolamine Hydrochloride

Method I USP (24, pp. 1318

and 1319)

Phenytoin Phenytoin Sodium Method V USP (24, pp. 1322
and 1324)

Pimozide Method V USP (24, p. 1335)

Pindolol Method V USP (24, p. 1336)

Piroxicam Method V USP (24, p. 1342)

Polacrilin Potassium Method IV NF (19, p. 2492)

Polycarbophil Method IV USP (24, p. 1348)

Poloxamer Method V NF (19, p. 2492)

Polyethylene Glycol Method IV NF (19, p. 2493)

Polyethylene Oxide Method I NF (19, p. 2497)

Polyoxyl 10 Oleyl Ether Method V NF (19, p. 2498)

Polyoxyl 20 Cetostearyl Ether Method I NF (19, p. 2499)

Polyoxyl 35 Castor oil Method I NF (19, p. 2500)

Polyoxyl 40 Hydrogenated Castor oil Method I NF (19, p. 2501)

Polyoxyl 40 Stearate Method I NF (19, p. 2501)

Polysorbate 20 Polysorbate 40 Polysorbate

60 Polysorbate 80

Method IV NF (19, pp. 2501

and 2502)

Polyvinyl Acetate Phthalate Method IV NF (19, p. 2502)

Polyvinyl Alcohol Method I USP (24, p. 1352)
and NF (19, p. 2503)

Sulfurated Potash Method IV USP (24, p. 1353)

Potassium Benzoate Method I NF (19, p. 2503)

Potassium Bicarbonate Method IV USP (24, p. 1354)

Potassium Carbonate Method I USP (24, p. 1357)

and NF (19, p. 2503)

Potassium Chloride Method I USP (24, p. 1357)
and NF (19, p. 2503)

Potassium Citrate Method I USP (24, p. 1362)
and NF (19, p. 2503)

Potassium Gluconate Method I USP (24, p. 1364)

Potassium Iodide Method I USP (24, p. 1368)

Potasium Metabisulfite Method V NF (19, p. 2503)

Potassium Perchlorate Method I USP (24, p. 1370)

Monobasic Potassium Phosphate Method I NF (19, p. 2504)

Potassium Sorbate Method I NF (19, p. 2504)

Prazosin Hydrochloride Method IV USP (24, p. 1379)

Primaquine Phosphate Method I USP (24, p. 1391)

Primidone Method V USP (24, p. 1392)

Probenecid Method V USP (24, p. 1393)

Probucol Method V USP (24, p. 1395)

Procainamide Hydrochloride Method I USP (24, p. 1397)

Procarbazine Hydrochloride Method I USP (24, p. 1403)

Prochlorperazine Edisylate Method I USP (24, p. 1405)

Prochlorperazine Maleate Method V USP (24, p. 1406)

(Continued)

510 Chromatographic Methods of Analysis: Gas Chromatography



C
hr

om
a–

C
hr

om
a

Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Procyclidine Hydrochloirde Method V USP (24, p. 1406)

Proline Method I USP (24, p. 1409)

Promazine Hydrochloride Method I USP (24, p. 1410)

Propantheline Bromide Method I USP (24, p. 1415)

Propionic Acid Method I NF (19, p. 2505)

Propoxyphene Hydrochloride Method I USP (24, p. 1420)

Propoxyphene Napsylate Method V USP (24, p. 1424)

Propranolol Hydrochloride Method I USP (24, p. 1428)

Propyl Gallate Method V NF (19, p. 2506)

Propylene Carbonate Method I NF (19, p. 2506)

Propylene Glycol Method IV USP (24, p. 1434)
and NF (19, p. 2506)

Propylene Glycol Monostearate Method IV NF (19, p. 2507)

Propylparaben Method IV NF (19, p. 2508)

Propylparaben sodium Method I NF (19, p. 2508)

Propylthiouracil Method V USP (24, p. 1436)

Protriptyline Hydrochloride Method I USP (24, p. 1439)

Pseudoephedrine Hydrochloride Method V USP (24, p. 1439)

Pyrazinamide Method I USP (24, p. 1444)

Pyridostigmine Bromide Method I USP (24, p. 1446)

Pyridoxine Hydrochloride Method I USP (24, p. 1447)

Pyrilamine Maleate Method I USP (24, p. 1449)

Pyrimethamine Method V USP (24, p. 1450)

Pyroxylin Method V USP (24, p. 1451)

Quinidine Gluconate Quinidine Sulfate Method I USP (24, pp. 1453

and 1456)

Quinine Sulfate Method IV USP (24, p. 1458)

Racepinephrine Method V USP (24, p. 1461)

Racepinephrine Hydrochloride Method I USP (24, p. 1462)

Ranitidine Hydrochloride Method I USP (24, p. 1462)

Rauwolfia Serpentina Method IV USP (24, p. 1466)

Resorcinol Method IV USP (24, p. 1478)

Resorcinol Monoacetate Method I USP (24, p. 1479)

Riboflavin Method IV USP (24, p. 1480)

Riboflavin 50-Phosphate Sodium Method IV USP (24, p. 1482)

Rimexolone Method V USP (24, p. 1487)

Ritodrine Hydrochloride Method I USP (24, p. 1493)

Strong Rose water Method I NF (19, p. 2508)

Saccharin Method V NF (19, p. 2509)

Saccharin Calcium Method I USP (24, p. 1497)
and NF (19, p. 2509)

Saccharin Sodium Method IV USP (24, p. 1498)

Salicylamide Method V USP (24, p. 1499)

Salsalate Method V USP (24, p. 1502)

Scopalamine Hydrobromide Method I USP (24, p. 1507)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Secobarbital Method V USP (24, p. 1509)

Secobarbital Sodium Method I USP (24, p. 1510)

Selenious Acid Method I USP (24, p. 1514)

Serine Method I USP (24, p. 1517)

Sesame oil Method IV NF (19, p. 2512)

Silicon Dioxide Colloidal Silicon Dioxide Method IV NF (19, p. 2514)

Simethicone Method IV USP (24, p. 1518)
and NF (19, p. 2515)

Sodium Acetate Method IV USP (24, p. 1524)

Sodium Ascorbate Method I USP (24, p. 1525)
and NF (19, p. 2515)

Sodium Benzoate Method IV NF (19, p. 2516)

Sodium Bicarbonate Method IV USP (24, p. 1525)

and NF (19, p. 2516)

Sodium Borate Method I NF (19, p. 2516)

Sodium Butyrate Method I USP (24 - NF 19)
First Suppl (p. 2657)

Sodium Carbonate Method I NF (19, p. 2516)

Sodium Dehydroacetate Method I NF (19, p. 2516)

Sodium Fluoride Method I USP (24, p. 1532)

Sodium Formaldehyde Sulfoxylate Method I NF (19, p. 2517)

Sodium Iodide Method I USP (24, p. 1535)

Sodium Lauryl Sulfate Method IV NF (19, p. 2517)

Sodium Monofluorophosphate Method I USP (24, p. 1536)

Monobasic Sodium Phosphate Method I USP (24, p. 1540)
and NF (19, p. 2518)

Sodium Propionate Method I NF (19, p. 2518)

Sodium Salicylate Method I USP (24, p. 1542)

Sodium Stearate Method I NF (19, p. 2519)

Sodium Stearyl Fumurate Method IV NF (19, p. 2519)

Sorbic Acid Method IV NF (19, p. 2520)

Sorbitan Monolaurate Method V NF (19, p. 2520)

Sorbitan Monooleate Method IV NF (19, p. 2521)

Sorbitan Monopalmitate Method IV NF (19, p. 2521)

Sorbitan Monostearate Method IV NF (19, p. 2522)

Sorbitol Method IV NF (19, p. 2522)

Spironolactone Method V USP (24, p. 1546)

Stanozolol Method V USP (24, p. 1549)

Starch Pregelatinized starch Method IV NF (19, pp. 2524
and 2525)

Stearic Acid Purified Stearic Acid Method V NF (19, p. 2525)

Storax Method IV USP (24, p. 1551)

Sucrose Method IV NF (19, p. 2527)

Compressible Sugar Confectioner’s Sugar

Sugar spheres

Method 1V NF (19, pp. 2528

and 2529)

Sulfamethoxazole Method IV USP (24, p. 1571)

(Continued)
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Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Sulfapyridine Method V USP (24, p. 1575)

Sulfasalazine Method V USP (24, p. 1576)

Sulfinpyrazone Method V USP (24, p. 1578)

Sulfisoxazole Acetyl Method IV USP (24, p. 1580)

Sulindac Method V USP (24, p. 1581)

Syrup Method I NF (19, p. 2530)

Tamoxifen Citrate Method V USP (24, p. 1586)

Tannic Acid Method I USP (24, p. 1588)

Tartaric Acid Method I NF (19, p. 2530)

Terbutaline Sulfate Method I USP (24, p. 1604)

Testolactone Method V USP (24, p. 1608)

Testosterone Method V USP (24, p. 1610)

Testosterone Cypionate Method V USP (24, p. 1610)

Testosterone Enanthate Method V USP (24, p. 1611)

Testosterone Propionate Method IV USP (24, p. 1612)

Theophylline Method V USP (24, p. 1628)

Theophylline Sodium Glycinate Method I USP (24, p. 1635)

Thiamine Hydrochloride Method IV USP (24, p. 1639)

Thiamine Mononitrate Method IV USP (24, p. 1641)

Thiethylperazine Maleate Method V USP (24, p. 1642)

Thioguanine Method V USP (24, p. 1646)

Thioridazine Method V USP (24, p. 1648)

Thioridazine Hydrochloride Method IV USP (24, p. 1649)

Thiothixene Method V USP (24, p. 1651)

Thiothixene Hydrochloride Method I USP (24, p. 1653)

Threonine Method V USP (24, p. 1654)

Thymol Method IV NF (19, p. 2530)

Tmolol Maleate Method I USP (24, p. 1663)

Titanium Dioxide Method IV USP (24, p. 1666)

Tocainide Hydrochloride Method I USP (24, p. 1672)

Tocopherols excipient Method IV NF (19, p. 2531)

Tolazamide Method V USP (24, p. 1674)

Tolbutamide Method IV USP (24, p. 1676)

Tolmetin Sodium Method I USP (24, p. 1677)

Tragacanth Method IV NF (19, p. 2531)

Trenbolone Acetate Method IV USP (24, p. 1683)

Triamterine Method IV USP (24, p. 1692)

Trientine Hydrochloride Method I USP (24, p. 1701)

Trifluoperazine Hydrochloride Method I USP (24, p. 1703)

Triflupromazine Method V USP (24, p. 1704)

Triflupromazine Hydrochloride Method I USP (24, p. 1705)

Trihexyphenidyl Hydrochloride Method IV USP (24, p. 1707)

Trioxsalen Method V USP (24, p. 1715)

Tripelennamine Hydrochloride Method I USP (24, p. 1716)

(Continued)
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is available, GC often may be preferred due to its
advantage of avoiding the use of expensive solvents
and associated subsequent disposal problems.

Raw Materials (Bulk Drugs) and
Dosage Forms

Both the USP/NF[21] and the BP[22] utilize GC for the
following types of determinations:

1. Assay.
2. Chromatographic purity.

3. Identification.
4. Presence of volatile matter, intermediates, and

related substances.
5. Water.
6. Presence of isomers, isomeric purity, and race-

mate ratios.
7. Alcohol content.

Tables 2–11 list the various compounds and
the associated USP tests, together with their
relevant chromatographic conditions. Drugs and
related dosage forms have been arranged alphabeti-
cally, while descriptions of the various GC supports

Table 9 Compendial applications of GC for the presence of organic volatile impurities in pharmaceutical

raw materials and dosage forms (Continued)

Material/dosage forms Chapter �467� Reference

Triprolidine Hydrochloride Method V USP (24, p. 1716)

Trolamine Method I NF (19, p. 2533)

Tromethamine Method V USP (24, p. 1721)
and NF (19, p. 2533)

Tryptophan Method IV USP (24, p. 1724)

Tyloxapol Method I USP (24, p. 1727)
and NF (19, p. 2533)

Tyrosine Method IV USP (24, p. 1728)

Valine Method I USP (24, p. 1732)

Valproic Acid Method V USP (24, p. 1732)

Vanillin Method IV NF (19, p. 2534)

Hydrogenated vegetable oil Method IV NF (19, p. 2534)

Verapamil Hydrochloride Method V USP (24, p. 1739)

Vitamin E Method IV USP (24, p. 1747)

Vitamin E Polyethylene Glycol Succinate Method I NF (19, p. 2535)

Warfarin Sodium Method I USP (24, p. 1750)

Powdered Valerain extract Method 1 USP 24-NF 19

First Suppl, p. 2728

Carnauba wax Method IV NF (19, p. 2536)

Microcrystalline wax Method IV NF (19, p. 2536)

Xanthan gum Method IV NF (19, p. 2537)

Xylitol Method I NF (19, p. 2538)

Xylose Method 1 USP (24, p. 1760)
and NF (19, p. 2539)

Zein Method IV NF (19, p. 2539)

Zidovudine Method V USP (24, p. 1763)

Zinc Acetate Method I USP (24, p. 1766)

Zinc Chloride Method I USP (24, p. 1766)

Zinc Gluconate Method I USP (24, p. 1767)

Zinc Stearate Method IV USP (24, p. 1769)
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and liquid (coating) phases largely correspond to the
abbreviations used in the USP. These are given below.

USP 24 Nf-19 2000 (21)

Phases
G1 Dimethylpolysiloxane oil
G2 Dimethylpolysiloxane gum
G3 50% Phenyl-50% methylpolysiloxane
G4 Diethylene glycol succinate polyester
G5 3-Cyanopropylpolysiloxane
G6 Trifluoropropylmethylpolysiloxane
G7 50% 3-Cyanopropyl-50% phenylmethyl-

silicone
G8 90% 3-Cyanopropyl-10% phenylmethyl-

silicone
G9 Methylvinylpolysiloxane
G10 Polyamide formed by reacting a C36

dicarboxylic acid with 1,3-di-4-piperdyl-
propane and piperidine in the respective
mole ratios of 1.00 : 0.90 : 0.20

G11 Bis(2-ethylhexyl) sebacate polyester
G12 Phenyldiethanolamine succinate polyester
G13 Sorbitol
G14 Polyethylene glycol (average molecular

weight of 950–1050)
G15 Polyethylene glycol (average molecular

weight of 3000–3700)
G16 Polyethylene glycol compound (average

molecular weight about 15,000). A
high-molecular-weight compound of
polyethylene glycol with a diepoxide linker.
Available commercially as polyethylene
glycol compound 20 M, or as Carbowax
20 M, from suppliers of chromatographic
reagents.

G17 75% Phenyl-25% methylpolysiloxane
G18 Polyalkylene glycol
G19 25% Phenyl–25% cyanopropyl-50% methyl-

silicone
G20 Polyethylene glycol (average molecular

weight of 380–420)
G21 Neopentyl glycol succinate
G22 Bis(2-ethylhexyl) phthalate
G23 Polyethylene glycol adipate
G24 Diisodecyl phthalate
G25 Polyethylene glycol compound TPA. A

high-molecular-weight compound of a
polyethylene glycol and a diepoxide that
is esterified with terephthalic acid. Avail-
able commercially as Carbowax 20 M-
TPA from suppliers of chromatographic
reagents.

G26 25% 2-Cyanoethyl-75% methylpoly-
solixane

G27 5% Phenyl-95% methylpolysiloxane
G28 25% Phenyl-75% methylpolysiloxane
G29 3-30-Thiodipropionitrile
G30 Tetraethylene glycol dimethyl ether
G31 Nonylphenoxypoly(ethyleneoxy)ethanol

(average ethyleneoxy chain length is 30);
Non-oxynol 30

G32 20% Phenylmethyl-80% dimethylpoly-
siloxane

G33 20% Carborane–80% methylsilicone
G34 Diethylene glycol succinate polyester

stabilized with phosphoric acid
G35 A high molecular weight compound of a

polyethylene glycol and a diepoxide that
is esterified with nitroterephthalic acid

G36 1% Vinyl–5% phenylmethylpolysiloxane
G37 Polyimide
G38 Phase G1 containing a small percentage

of tailing inhibitor (Commercially avail-
able as SP2100/0.1% Carbowax 1500
from Supelco)

G39 Polyethylene glycol (average molecular
weight about 1500)

G40 Ethylene glycol adipate
G41 Phenylmethyldimethylsilicone (10% phenyl-

substituted)
G42 35% phenyl–65% dimethylpolysiloxane

(percentages refer to molar substitution)
G43 6% cyanopropylphenyl–94% dimethyl-

polysiloxane (percentages refer to molar
substitution)

G44 2% low-molecular-weight petrolatum
hydrocarbon grease and 1% solution of
potassium hydroxide

G45 Divinylbenzene-ethylene glycol-dimethyl-
acrylate

G46 14% cyanopropylphenol–86% methyl-
polysiloxane

Supports USP 24 NF-19 2000 (21) (NOTE:
Unless Otherwise Specified, Mesh Sizes of
80–100 or, Alternatively, 100–120 are Intended.)

S1A Siliceous earth for gas chromatography
has been flux calcined by mixing diatomite
with Na2CO3 flux and calcining above
900�. The siliceous earth is acid-washed,
then water-washed until neutral, but not
base-washed. The siliceous earth may be
silanized by treating with an agent such as
dimethyldichlorosilane (unless otherwise
specified in the individual monograph, sila-
nized support is intended) to mask surface
silanol groups.
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S1AB The siliceous earth as described above is
both acid- and base-washed (unless other-
wise specified in the individual mono-
graph, silanized support is intended).

S1C A support prepared from crushed firebrick
and calcined or burned with a clay binder
above 900� with subsequent acid-wash. It
may be silanized.

S1NS The siliceous earth is untreated.
S2 Styrene–divinylbenzene copolymer having

a nominal surface area of less than 50 m2 per g
and an average pore diameter of 0.3–0.4mm.

S3 Copolymer of ethylvinylbenzene and divi-
nylbenzene, having a nominal surface area
of 500–600 m2/g and an average pore
diameter of 0.0075 mm.

S4 tyrene-divinylbenzene copolymer with
aromatic -O and -N groups, having a
nominal surface area of 400–600 m2/g and
an average pore diameter of 0.0076mm.

S5 40- to 60 mesh, high molecular weight
tetrafluorethylene polymer.

S6 Styrene–divinylbenzene copolymer, having
a nominal surface area of 250–350 m2/g
and an average pore diameter of 0.0091mm.

S7 Graphitized carbon having a nominal
surface area of 12 m2/g.

S8 Copolymer of 4-vinyl-pyridine and styrene–
divinylbenzene.

S9 A porous polymer based on 2,6-diphenyl-
p-phenylene oxide.

S10 A highly polar cross-linked copolymer of
acrylonitrite and divinylbenzene.

S11 Graphitized carbon having a nominal sur-
face area of 9 m2/g modified with small
amounts of petrolatum and polyethylene
glycol compound (commercially available
as SP1500 on Carbopack B from Supelco).

S12 Graphitized carbon having a nominal
surface area of 100 m2/g.

Biological Fluids

While it is clearly apparent that packed columns are
mainly used for the various compendial tests, the use
of capillary columns for the determination of therapeu-
tic agents in biological fluids has become increasingly
popular. The high resolution capability of capillary
columns often overcomes the problems of interference
from the biological sample matrix and, coupled
with specificity and increased sensitivity has made
possible the quantitative analysis of many, formerly
undeterminable drugs in biological fluids. In particular,

drugs with very poor ultraviolet (UV) molar absorptiv-
ities, as well as drugs which by virtue of their specific
physicochemical properties result in extremely low
recovery values when extracted from biological fluids,
have been successfully determined by GC using capillary
columns.

The literature is full of such examples and continues
to expand at an ever-increasing rate. In addition to the
several texts that contain examples of such deter-
minations,[3,81,82] the reader is referred to several peri-
odicals in which accounts and details of GC assays
for drugs (and/or metabolites) in biological fluids are
regularly published. These include: Chromatographia,
International Journal of Pharmaceutics, Journal of Chro-
matographic Sciences, Journal of Chromatography–
Biomedical Applications, Journal of Pharmaceutical
and Biomedical Analysis, Journal of Pharmaceutical
Sciences, Pharmaceutical Research, Therapeutic Drug
Monitoring, and LC–GC.

CONCLUSIONS

Although the introduction of HPLC has often been
perceived as ultimately replacing GC for use in phar-
maceutical analysis, perusal of the current literature
and new official compendia clearly indicate that
GC is ‘‘here to stay.’’ The notion of an imminent
demise of GC appears unrealistic in the light of inno-
vations and applications that continue to expand.
Other innovative quantitative techniques with poten-
tial for use in pharmaceutical analysis are certainly
looming on the horizon. In particular is the technique
of high voltage capillary zone electrophoresis. These
newer methods, coupled with the now wellestablished
TLC and HPLC methods, will undoubtedly gain more
importance and widespread use in the future. However,
all these techniques are unlikely to oust GC, since each
have their strengths and weaknesses and together com-
pliment the array of techniques and methods for use in
pharmaceutical analysis.

Advances in the manufacture of flexible fused silica
WCOT columns will almost certainly extend the appli-
cations of GC by virtue of their high-resolution
capability, while the advent of sophisticated, compu-
terized detectors forecast the improvement in sensitiv-
ity and specificity. The use of chiral stationary phases
for the resolution of enantiomers is becoming an
increasingly important topic in pharmaceutical ana-
lyses. The range and availability of various liquid
phases for chiral analysis by GC is bound to make
this technique extremely valuable for the assay of
pharmaceutical raw materials as well as for use in
biological fluids.
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Multidimensional and multihyphenated techniques
may become increasingly useful, particularly for the
analysis of drugs in biological fluids where LC–GC
interfacing has a great deal of promise with respect
to sample cleanup and preparation time.[83,84] GC–MS
applications continue to grow in number from the
qualitative structural identification point of view, for
quantitative analysis that uses SIM,[85] and for other
quantitative applications of GC (in particular, the
increasing use of triple-quad MS/MS spectrometers).

Thus, it is apparent that GC has firmly established
itself as a valuable technique for the qualitative and
in particular, quantitative determination of drugs.
Its application in monitoring impurities, volatile mat-
ter, intermediates, and related substances in pharma-
ceutical raw materials and dosage forms makes it
currently the method of choice in this respect. Mean-
while, its increasing use for the quantitative determina-
tion of some ‘‘hard-to-measure’’ drugs and metabolites
in biological fluids suggest that it is likely to remain an
important tool in this arena in the future.

APPENDIX

British Pharmacepoeia (BP) and European Pharma-
copoeia (EP) Applications of GC for the Assay; Chro-
matographic Purity; Identification; Presence of
Volatile Matter, Intermediates and Related Sub-
stances; Organic Volatile Impurities; Determination
of Water; Presence of Isomers and Racemate Ratios;
Determination of Alcohol and Miscellaneou’s Uses
of GC in Pharmaceutical Raw Materials and Dosage
Forms.

Assay

Acetyleugenol BP

Alpha Tocopheryl Hydrogen Succinate EP

Alpha Tocopherol EP

Alpha Tocopheryl Acetate EP

Alpha Tocopheryl Acetate Concentrate

(Powder Form)

EP

Alpha Tocopheryl Succinate Tablets BP

Amantidine Oral Solution BP

Anethole BP

cis-Anethole BP

Anisaldehyde BP

Benzydamine Mouthwash BP

Benzydamine Oromucosal Spray BP

Bitter Fennel EP

Busulphan Tablets BP

(Continued)

Butyl Acetate R1 BP

Camphor BP

Carvone BP

b-Caryophyllene BP

Cetostearyl Alcohol EP

Chloroform and Morphine Tincture BP

Chloroform Stabilised with Amylene BP

Chlorphenamine Oral Solution/
Chlorpheniramine Oral Solution BP

Chloroxylenol Solution BP

Cholesterol EP

Cineole BP

Clindamycin Hydrochloride EP

Clindamycin Capsules BP

Clindamycin Palmitate Hydrochloride BP

Coriander Oil BP

p-Cymene BP

Decyl Oleate EP

Dipipanone and Cyclizine Tablets BP

Emulsifying Cetostearyl

Alcohol (Type B)

EP

Emulsifying Cetostearyl
Alcohol (Type A)

EP

Ethosuximide Oral Solution BP

Ethyl Oleate EP

Ethylcellulose EP

Eugenol BP

Fenchone BP

Geranyl Acetate BP

Homatropine Eye Drops BP

(þ)-Isomenthone BP

Isopropyl Myristate EP

Isopropyl Palmitate EP

Lavandulyl Acetate BP

Limonene BP

Linalool BP

Linalyl Acetate BP

Lincomycin Capsules BP

Lincomycin Injection BP

Lincomycin Hydrochloride EP

Menthofuran BP

Menthol BP

Menthone BP

Menthyl Acetate BP

Menthyl Anthranilate BP

Methyl Salicylate Liniment BP

(Continued)
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a–C
hrom

a

Methyl Salicylate Ointment BP

Mianserin Tablets BP

Miconazole Cream BP

trans-Nerolidol BP

Neryl Acetate BP

Nitrogen EP

Nitrous Oxide EP

3-Octanone BP

Octyldodecanol EP

Oleic Acid EP

Omega-3-Acid Ethyl Esters EP

Omega-3-Marine Triglycerides EP

Paediatric Clindamycin Oral Suspension BP

b-Pinene BP

Primidone Tablets BP

Primidone Oral Suspension BP

Pulegone BP

RRR-Alpha Tocopheryl Hydrogen Succinate EP

RRR-Alpha-Tocopherol EP

RRR-Alpha-Tocopheryl Acetate EP

Sodium Valproate Enteric-coated Tablets BP

Sodium Cetostearyl Sulphate EP

Spectinomycin Injection BP

Spectinomycin Hydrochloride EP

Stearic Acid BP

Stearyl Alcohol EP

Sweet Fennel EP

g-Terpinene BP

Terpinen-4-ol BP

Thymol BP

Trimethadione EP

1-Vinylpyrrolidin-2-one BP

Chromatographic Purity

Anethole BP

cis-Anethole BP

Anisaldehyde BP

Anise Oil EP

Bitter-Orange Flower Oil EP

Butyl Acetate R1 BP

Calcitonin (Salmon)/Salcatonin BP

Cinnamon Oil A BP

Clove Oil EP

Dementholised Mint Oil BP

Dotriacontane BP

Estragole BP

Ethylbenzene BP

(Continued)

Lavender Oil EP

Methyl Arachidate BP

Methyl Stearate BP

Methyl Palmitate BP

Methyl Myristate BP

Methyl Laurate BP

Methyl Oleate BP

Peppermint Oil EP

Phenytoin Injection BP

Sodium Tetradecyl Sulphate Concentrate BP

a-Terpineol BP

Thyme Oil EP

Identification

Amantidine Oral Solution BP

Clove Oil EP

Colestipol Granules BP

Colestipol Hydrochloride BP

Dichloromethane EP

Diethylene Glycol Monoethyl Ether EP

Dodecyl Gallate BP

Ethosuximide Oral Solution BP

Ethyl Gallate BP

Ethylene Glycol Monostearate EP

Homatropine Eye Drops BP

Isopropyl Palmitate EP

Isopropyl Myristate EP

Lincomycin Capsules BP

Lincomycin Injection BP

Methyl Salicylate Liniment BP

Methyl Salicylate Ointment BP

Mianserin Tablets BP

Miconazole Cream BP

Nitrogen EP

Octyl Gallate BP

Oleic Acid EP

Omega-3-Acid Ethyl Esters EP

Peppermint Oil EP

Primidone Oral Suspension BP

Propylene Glycol Monostearate EP

Sodium Cetostearyl Sulphate EP

Sodium Tetradecyl Sulphate Concentrate BP

Sodium Valproate EP

Sodium Tetradecyl Sulphate Injection BP

Sodium Tetradecyl Sulphate Concentrate BP

Stearic Acid BP

Stearyl Alcohol EP

(Continued)
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Presence of Volatile Matter, Intermediates
and Related Substances

Acetone EP EP

Amantadine Hydrochloride EP

Amantidine Capsules BP

Amantidine Oral Solution BP

Amoxicillin Sodium EP

Amoxicillin Trihydrate EP

Ampicillin Sodium EP

Ampicillin Trihydrate EP

Ampicillin EP

Bacampicillin Hydrochloride EP

Benzydamine Hydrochloride BP

Benzyl Alcohol EP

Benzylpenicillin Sodium EP

Biperiden Hydrochloride EP

Brompheniramine Tablets BP

Brompheniramine Maleate EP

Bronopol BP

Budesonide EP

Buserelin EP

Calcitonin (Salmon) Salcatonin BP

Calcium Folinate EP

Calcium Stearate EP

Carbenicillin Sodium EP

Carbon Dioxide EP

Cefadroxil EP

Cefalexin EP

Cefalotin Sodium EP

Cefazolin Sodium EP

Cefotaxime Sodium EP

Cefradine EP

Chlorocresol EP

Chloroform BP

Chloroform and Morphine Tincture BP

Chloroxylenol BP

Clindamycin Hydrochloride EP

Clioquinol BP

Clofibrate EP

Clofibrate Capsules BP

Cloxacillin Sodium EP

Colchicine EP

Daunorubicin Hydrochloride EP

Desmopressin EP

Dexchlorpheniramine Maleate EP

Dextran 70 for Injection EP

(Continued)

Dextran 60 for Injection EP

Dextran 40 for Injection EP

Dextropropoxyphene Napsilate BP

Dibutyl Phthalate EP

Dichloromethane EP

Dicloxacillin Sodium EP

Diethanolamine BP

Diethyl Phthalate EP

Diethylene Glycol Monoethyl Ether EP

Dihydrostreptomycin Sulphate EP

Dimethyl Phthalate BP

Dimethyl Sulphoxide EP

Diphenylpyraline Hydrochloride BP

Docusate Tablets BP

Docusate Sodium BP

Doxorubicin Hydrochloride EP

Dydrogesterone BP

Estramustine Sodium Phosphate BP

Ethanol R1, Absolute BP

Ethanolamine BP

Ethosuximide EP

Ethyl Cinnamate BP

Ethyl Acetate EP

2-Ethylhexanoic Acid BP

Eugenol EP

Fenticonazole Nitrate EP

Flexible Collodion BP

Flucloxicillin Sodium EP

Fluorescein Sodium EP

Fluorescein Eye Drops BP

Fluoxetine Hydrochloride EP

Formaldehyde Solution EP

Foscarnet Sodium BP

Gentamycin Sulphate EP

Glipizide EP

Gonadorelin Acetate EP

Griseofulvin Tablets BP

Griseofulvin EP

Halothane EP

Hexachlorophene BP

Hydrogenated Polyoxyl Castor Oil EP

Hydrogenated Wool Fat EP

Hydrous Wool Fat EP

Hydroxyethylcellulose EP

Imipenem EP

Inositol Nicotinate BP

(Continued)
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Iohexol EP

Isoaminile BP

Isometheptene Mucate BP

Isopropyl Alcohol EP

Isoxsuprine Hydrochloride EP

Ivermectin EP

Lactulose EP

Lactulose Sodium EP

Lauroyl Macrogolglycerides EP

Levomenthol EP

Lincomycin Capsules BP

Lincomycin Hydrochloride EP

Lincomycin Injection BP

Macrogol 300 EP

Macrogol 400 EP

Macrogol 1000 EP

Macrogol 1500 EP

Macrogol 3000 EP

Macrogol 4000 EP

Macrogol 6000 EP

Macrogol 20,000 EP

Macrogol 35,000 EP

Macrogol Cetostearyl Ether EP

Macrogol 7 Glycerol Cocoate EP

Macrogol Lauryl Ether EP

Macrogol Oleyl ether EP

Mefloquine Hydrochloride EP

Methyl Decanoate BP

Nitrous Oxide EP

Octanoic Acid BP

Oleoyl Macrogolglycerides EP

Omeprazole EP

Orciprenaline Sulphate EP

Phenoxyethanol EP

Piperacillin Sodium EP

Piperacillin EP

Pivampicillin EP

Pivmecillinam Hydrochloride EP

Poloxamer 188 BP

Polyoxyl Castor Oil EP

Potassium Clavulanate EP

Primidone Tablets BP

Procyclidine Hydrochloride BP

Propacetamol Hydrochloride EP

Protirelin EP

Racementhol EP

(Continued)

Racemic Camphor EP

Saccharin Sodium EP

Saccharin EP

Sodium Stibogluconate BP

Sodium Cetostearyl Sulphate EP

Sodium Valproate Tablets BP

Sodium Cyclamate EP

Sodium Lactate Solution EP

Sodium Tetradecyl Sulphate Concentrate BP

Sodium Valproate Oral Solution BP

Sodium Valproate EP

Sodium Valproate Enteric-coated Tablets BP

Somatostatin EP

Streptomycin Sulphate EP

Tetracosactide EP

Thymol EP

Ticarcillin Sodium EP

Ticlopidine Hydrochloride EP

Tobramycin EP

Tranylcypromine Sulphate BP

Tranylcypromine Tablets BP

Triethanolamine BP

Valproic Acid EP

Vigabatrin BP

Vindesine Sulphate EP

Warfarin Sodium Clathrate EP

Wool Alcohols EP

Wool Fat EP

Xanthan Gum EP

Xylitol EP

Zopiclone EP

Organic Volatile Impurities

Amylmetacresol BP

Betadex EP

Chloroform BP

Colchicine EP

Dichloromethane EP

Ethanol EP

Ethanol (96 percent) EP

Hydroggenated Polyoxyl Castor Oil EP

Isopropyl Alcohol EP

Lauroyl Macrogolglycerides EP

Linoleoyl Macrogolglycerides EP

Macrogol Cetostearyl Ether EP

Macrogol 7 Glycerol Cocoate EP

Macrogol Lauryl Ether EP

(Continued)
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Macrogol Oleyl Ether EP

Macrogol Stearyl Ether EP

Oleoyl Macrogolglycerides EP

Omeprazole EP

Polyoxyl Castor Oil EP

Stearoyl Macrogolglycerides EP

Determination of Water

Chorionic Gonadotrophin EP

Desmopressin EP

Gonadorelin Hydrochloride BP

Menotrophin BP

Menotrophin Injection BP

Urofollitropin EP

Presence of Isomers and Racemate Ratios

Anhydrous Lactose EP

Desogestrel BP

Dosulepin Tablets/Dothiepin Tablets BP

Dosulepin Capsules/Dothiepin Capsules BP

Doxepin Capsules BP

Labetalol Hydrochloride EP

Labetalol Injection BP

Determination of Alcohol

Cefixime EP

Chloroform BP

Dexamethasone Sodium Phosphate EP

Doxorubicin Hydrochloride EP

Doxycycline Hyclate EP

Estramustine Sodium Phosphate BP

Mitoxantrone Hydrochloride/Mitozantrone

Hydrochloride

Nadroparin Calcium EP

Phenytoin Injection EP

Miscellaneous BP

Acachis Oil Enema BP

Almond Oil EP

Almond Oil Ear Drops BP

Arachis Oil EP

Calcium Stearate EP

Caprylocaproyl Macrogolglycerides EP

Cod-liver Oil (Type A) EP

Hydrogenated Wool Fat EP

Hydrogenated Cottonseed Oil EP

Hydrogenated Soya Oil EP

Hydrogenated Arachis Oil EP

Lauroyl Macrogolglycerides EP

Linoleoyl Macrogolglycerides EP

(Continued)

Macrogol 7 Glycerol Cocoate EP

Medium Chain Triglycerides EP

Olive Oil EP

Olive Oil Ear Drops BP

Refined Almond Oil EP

Refined Sunflower Oil EP

Refined Rapeseed Oil EP

Refined Wheat-germ Oil EP

Refined Maize Oil EP

Cod-liver Oil (Type B) EP

Soya Oil EP

Stearoyl Macrogolglycerides EP
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Chromatographic Methods of Analysis: High Performance
Liquid Chromatography

R. Raghavan
Jose C. Joseph
Abbott Laboratories, Abbott Park, Illinois, U.S.A.

INTRODUCTION

Chromatography is a technique to separate individual
components in a mixture. High-performance liquid
chromatographic (HPLC) methods are usually pre-
ferred over other methods of quantitative analysis.
The methods are usually very specific to the analyte or
analytes of interest since excellent separation of indivi-
dual components are easily achieved. HPLC instruments
are ubiquitous since the technique finds application
in biotechnological, biomedical, clinical, and pharma-
ceutical analyses. Additionally, HPLC is used in many
other fields including chemical, cosmetics, energy, envi-
ronmental, and food industries. The availability of
moderately priced, reliable, efficient, and sophisticated
instrumentation has resulted in the use of HPLC as a
method of choice in the pharmaceutical analysis, starting
from the synthesis or isolation of a potential drug to the
final stage of maintaining quality control information on
a formulated dosage form.

Since the fundamental theoretical principles of HPLC
were established in the 1960s, the development of HPLC
instrumentation has been phenomenal. Development in
column packing materials led to the development of
reverse-phase chromatography in the 1970s. Develop-
ment of computers and automation in the 1980s led to
the ease of use of HPLC. In the 1990s the development
of microcolumns, specialized columns, stable detectors,
coupled with integrated data acquisition, storage, and
retrieval capabilities has vastly increased the speed and
efficiency of the HPLC instruments.

BASIC CONCEPTS, DEFINITIONS, AND
CHROMATOGRAPHIC THEORY

Basic Concepts and Definitions

In HPLC for separation of individual components, the
sample is introduced into a flowing stream of a liquid
(mobile phase) and the analytes are allowed to pass
through a layer column of packing materials of
very small diameters (large surface area), called the

stationary phase. As the analyte molecules pass
through the column, carried by the moving mobile
phase, there is constant interaction of the analyte mole-
cules (or solutes) with the stationary phases as well as
with the moving mobile phase. This results in a
dynamic equilibrium. The differences in the equili-
brium processes of the different solute molecules result
in the separation of components of the mixture. When
such separation is achieved by maintaining a constant
composition of all the constituents of the mobile phase,
the process is known as isocratic elution. If the mobile
phase composition is changed continuously with
respect to one or more of the solvents in the mobile
phase, as a function of time, it is called gradient
elution. When the effluent with mobile phase zones
containing the analyte molecules emerges out of the
column, it is passed through a detector, or a series of
detectors. The detector signals respond as function of
the solute concentration in the mobile phase zones.
These signals are fed into data processors, which plot
signal responses as a function of time. The graphic
display of signals is called a chromatogram and the
individual component zones are identified as chroma-
tographic peaks. These peaks are characterized by the
following parameters: their peak widths, peak areas
or peak heights, and the extent of tailing and the
retention time of the peaks. The instrumental set up
is called a chromatograph. A typical chromatogram is
shown in Fig. 1.

In HPLC solute molecules are introduced into a
moving mobile phase stream. The stream passes
through an inlet and emerges through the outlet of
the column. Since the particles are extremely small in
size (10 mm or less) and the column is fully packed,
the moving mobile phase has to be pumped through
using high pressure pumps. The solute molecules are
only carried by the moving mobile phase. Molecules
that interact with the surface of the column will be
impeded and the emerging band will elute later than
a band of weakly interacting molecules.

The relative migration of the solute is dependent on
the thermodynamic and kinetic properties of the
solute. The extent and quality of separation of two
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closely eluting peaks are expressed by retention (or
capacity) factor (k0), selectivity factor (a), and the
number of theoretical plats (N). Capacity factor is a
measure of time that the solute molecules are attached
to the column particles, in comparison to that of the
mobile phase. Thus greater the value of k0, the greater
is the interaction with the column particles. The capa-
city factor is dependent on the nature of the column,
the organic or aqueous strength of the mobile phase,
and the temperature at which the column is main-
tained. Experimentally measurable parameter of rela-
tive retention time with respect to the retention time
of an active drug is computed. Under isocratic elution
conditions, a value of 2–6 for capacity factor is optimal
and normally values between 1 and 10 are acceptable.
Greater the value of k0, greater is the resolution
between adjoining bands. However, as k0 increases,
there is increase in analysis time, which also results in
lower detection limit, because of peak broadening. By
using gradient elution these two disadvantages of
isocratic elution can be overcome.

The chromatographic separation process is consid-
ered efficient if all the components are completely
separated and the peak width is relatively narrow. The-
oretically, when identical molecules enter the column
head in a narrow band, the band width should be the
same at the outlet. However, since solute molecules
can elute at slightly different times because not all
molecules will take the same path. These differences

are caused by differences in the local surface area,
relative physical activity of the interacting surface,
the presence of stagnant mobile phase pools in crevices
and pores, and minor variations of flow rate of mobile
phases through these surfaces. Not all solute molecules
traverse the same path and hence they might contri-
bute to peak broadening.

Additionally, the quality of separation is evaluated
by measurement of resolution, ‘‘R,’’ between two
closely eluting peaks.

R ¼ 2ðt2 � t1Þ=ðw1 þ w2Þ

where w1 and w2 are peak widths expressed in the same
units as retention times, t1 and t2.

The greater the value of R, greater is the separation.
For an R value of 1.00, solute purity is about 97.7% if
each peak is Gaussian. In practice to attain a peak pur-
ity of 99.8% or greater a resolution of 1.50 is required.

The efficiency of separation, expressed as theoreti-
cal plate number, N, is calculated as follows:

N ¼ 16ðtr=wBÞ2 ¼ 5:54ðtr=w1=2Þ

where ‘‘tr’’ is the retention time, wB, is the peak width
at the base, and ‘‘w’’ is the band width at the peak
height. A column independent parameter, H [height
equivalent to Theoretical Plate, (HETP) ¼ L/N,
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Fig. 1 Typical chromatogram.
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where L is the length of the column], is more often
used.

Column efficiency is inversely proportional to the
particle size of the column packing. Thus the efficiency
of separation will follow the following order.

E3m > E5m > E10m

where E is efficiency and the subscripts denote particle
size.

HPLC techniques can be used for preparative che-
mical separations. However, this discussion will be
restricted to quantitative analytical separations. For
quantitative analysis a known volume of a standard
solution of known concentration is injected multiple
times (most compendial methods require typically five
to six injections). The average peak area of the peak of
interest is computed. From a comparison of the peak
area of similarly injected and separated analyte with
that of the standard, the concentration of the unknown
in the analyte is calculated. This procedure is known as
external calibration. However, sometimes a known
compound is added to both the standard and the
analyte sample. Then the ratio of the relative peak area
(or some times peak height) responses of the peak of
interest, and that of the added compound are evalu-
ated. From a comparison of the relative responses of
the standard and that of the analyte injections, the
concentration of the unknown is computed. This is
known as internal calibration. Sometimes, peak height
is used instead of peak area. The theoretical plates,
resolution of two closely eluting peaks, percent relative
standard deviation values of multiple injections, and
tailing factor (extent of deviation of the chromatog-
raphic peak shape from symmetrical Guassian peak)
are used as system suitability parameters. USP 24
(see Bibliography), and other monographs provide
examples of system suitability requirements and
methods of measurement to meet the corresponding
requirements.

COLUMNS AND MODES OF
CHROMATOGRAPHY

The stationary phase in HPLC is the solid support con-
tained in within a specified column over which the
mobile phase flows effecting the separation of the indi-
vidual components. The HPLC column is normally
fabricated using 100- to 300-mm long stainless steel
tubes with an internal diameter of 2–5 mm. They are
packed with porous, microporous, spherical, or irregu-
larly shaped particles, or particles with specific coatings
with the following characteristics.

Mean particle sizes of 3–10 mm, surface area
between 150 and 400 m2/g, specific pore volume
between 0.2 and 1.5 cm3 or mL/g, and an apparent
density of 0.4–0.6 g/ml. The different modes of chro-
matography are distinguished based on the differences
in the packing materials, coupled with the correspond-
ing compatible mobile phase components and the
differences in the nature of the interacting functional
groups present in solute molecules. These functional
groups selectively and specifically interact with the
column support material or mobile phase leading to
selectivity and specificity of separation. The stationary
phase chemical characteristics are altered by using
suitably modified silica particles such that the differ-
ences in the functional group properties can be selec-
tively utilized. These are summarized in Fig. 2.
A brief description of the different modes of chromato-
graphy follows.

Normal Phase Chromatography

In normal phase chromatography, a polar stationary
phase and a non-polar mobile phase is used for separa-
tion. A modulator, like methanol or acetonitrile, at a
suitable concentration can be used to increase the
polarity of the mobile phase. Most normal phase chro-
matographic columns use bare silica support, which is
acidic and polar. The acidic surface silanol groups,
which are hydrophilic, interact differently with differ-
ent functional groups in the solute molecule. The
lipophilicity of the mobile phase also affect the pre-
ferential solubility or preferential adsorption on the
surfaces. The use of silica support in normal phase
chromatography suffers from the following disadvan-
tages: 1) product dependent activity of silica leading
to poor separation and variations from column to
column and from brand to brand; 2) irreversible
adsorption of strong polar solutes on the column sup-
port; 3) the necessity to control the water content of
the mobile phase; and 4) slow re-equilibration of parti-
cles to mobile phase changes. Some of these problems
are over come with the use of modified silica stationary
phases. The silica surfaces are modified by bonding
with appropriate functional groups. Cyanoalkyl or
aminoalkyl or phenyl moieties are bonded to these
surfaces.

Non-polar supports like polystyrene/divinylbenzene
copolymers or carbon are also used as column mate-
rials. Alumina is polar and acidic while TiO2, and
zirconia are much more neutral. They all have good
aqueous stability compared to silica. Normal phase
chromatography is restricted to the separation of
stereochemical isomers, diastereomers, low molecular
weight aromatic compounds and functionalized long
chain aliphatic compounds.
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Reverse Phase Chromatography

Since many compounds of pharmaceutical interest are
generally polar and highly water soluble, reverse phase
chromatography is extensively used. In reverse phase
chromatography, separation is accomplished by the
use of polar mobile phases on non-polar stationary
phase. By chemically bonding silanol groups in silica,
non-polar stationary phases are obtained. Typically
C3, C4, C8, C18 alkyl chains are bonded to silica
support surfaces. Mobile phases are usually buffered
aqueous solutions containing one or more of the
organic solvents like methanol, or acetonitrile, or tetra-
hydrofuran as modulators. The modulators reduce the

polarity and decrease retention of solutes. Depending
on the organic solvent used selectivity also can be mod-
ified. Column designations like octyl (C8), octadecyl
(C18), refers to the length of the carbon chain attached
to the silica surface. Amino, cyano, and phenyl
columns can also be used in reverse phase chromatog-
raphy. To increase polarity of the stationary phases
diphenyl and pentafluorophenyl columns are also used.
Alkylated polystyrene/divinyl benzene polymers also
can be used instead of silica based supports.

In reverse phase chromatography separation may
be due to either adsorption effects or due to partition-
ing of the solute between the stationary phase and
the mobile phase. More often, separation is probably
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Normal Phase Chromatography
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with diol groups
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based on both mechanistic pathways; the relative con-
tribution of each for a specific separation process can-
not be estimated. In general, C18-bonded phases yield
better retention and better separation compared to
C8-bonded phases because of higher carbon content
in the stationary and higher non-polar interaction with
the solute.

In isocratic elution, some times compounds are
not fully resolved and some compounds are highly
retained. The sensitivity of the highly retained com-
pound is reduced considerably due to peak broaden-
ing. These drawbacks are overcome when gradient
elution is adopted. In gradient elution, the sample is
injected when mobile phase has low organic content.
The organic fraction is then increased in increments
to decrease polarity. These increments are usually lin-
ear. Multiple step gradients are also adopted. The
capacity factor is dependent on flow rate, slope of
the gradient and column dead volume. In linear gradi-
ent elution, the bandwidth is generally constant and
hence the peak becomes sharper, yielding enhanced
sensitivity.

Reverse phase liquid chromatography is very versa-
tile, fast and highly reproducible. Aqueous solutions
are normally used and the modifiers used are very
cheap and highly pure. Separation is predictable based
on the polarity, pH profile, solubility and other physi-
cochemical characteristics of the solute molecules.
Analysis time is rather short and reequilibration is
generally fast. Multiple components with minor differ-
ences in polarity can be separated by appropriate
choice of gradient profiles.

Stationary phases have been modified to

1. Reduce interaction of free silanols.
2. Improve the stability of phases over a wide

range of pH.
3. Introduce functional groups on the phases that

will enable prediction of selectivity for different
solutes.

Only about 50% of the free silanols in silica are
bonded in octyl and octadecyl stationary phases. These
residual silanols contents is further reduced by a
process called endcapping, in which hexamethyl and
isobutyl groups are additionally introduced into the
matrix. Endcapped columns offer better separation
and retention in addition to reduced peak tailing.

Although endcapped columns offer some advan-
tages, the aqueous instability is still problem. To over
come these problems of silica based columns, alterna-
tive supports like alumina (Al2O3), zirconica (ZrO2),
and titania (TiO2) have been developed. Alumina col-
umns are stable in the pH range of 2–12, while zirconia
columns extend the range from 0 to 14. These are
basic oxides and hence silanol-like interactions are

eliminated. Different bonded phases can be obtained
using zirconia, however, because of poor reactivity
such bonded phases are difficult to prepare with alu-
mina supports.

Polydivinylbenzene and polystyrene polymer based
stationary phases also eliminate these effects. Porous
graphitic carbon provides a highly non-polar surface
with excellent chemical stability under acidic and basic
conditions, However, they suffer from lower sample
loading capacity and lower efficiency than conven-
tional columns.

In spite of these efforts, silica based modified col-
umns are still widely used. Many column-manufacturers
have introduced quality control procedures for the
synthesis and characterization of silica based columns.
Therefore, lot to lot variations from the same manu-
facturers have been considerably reduced. However,
identical phases from different manufacturers can
yield different separation behaviors of the same analyte
under identical instrumental and mobile phase
conditions. (Of 13 phenyl columns investigated for an
oncolytics, we found only three columns providing
similar separation profile for a 13-component impurity
mixture.)

Ion-Pair Chromatography

In reverse phase chromatographic separations, ionic
compounds, being more water soluble, are not retained
in the column. To increase retention and separation a
strong counter ion (an organic alkyl or aryl-substituted
ion of opposite charge) is added to the mobile phase.
Typically alkane sulfonic acid salts or alkyl ammonium
salts are added to the mobile phase. These counter ions
associate (ion-pairs) with the analyte ion, while displa-
cing the inorganic counter ion like chloride ions. Ana-
lyte is retained since the ion-pair partitions into the
stationary phase like a large non-polar neutral organic
molecule. This technique, also known as ion-interaction
chromatography, utilizes the effect of pH, ionic strength,
mobile phase organic content and temperature to control
retention and separation.

Ion-Exchange and Ion Chromatography

Ion-exchange stationary phases consist of solid resin
particles that have positive or negative ionic bonding
sites incorporated in the stationary phase. The ions
of opposite charge in the mobile phase are exchanged
with ions on the surface. The ions of opposite charge
in the mobile phase are exchanged with ions on the
surface. Cation exchange resins contain covalently
bound negatively charged functional groups, while
anion exchange resins have positively charged func-
tional groups. When the charged functional groups
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is a sulfonate anion, it is called strong cation exchan-
ger. Week cation exchange resins contain such func-
tional groups as carboxymethyl, phosphate, slulfoalkyl
groups. If strongly basic quaternary amines are on
the resin, it is called a strong anion exchanger. Weak
anion exchangers contain weakly basic groups like
aminonethyl, diethyaminomethyl groups. If these func-
tionalities are only on the surface of the stationary
phase they are called pellicular particles. When pellicu-
lar particles are used, lower eluent concentrations are
adequate. When pellicular ion-exchange resins are
used, ion-exchange is the only method of separation.
When ions are thus separated, particularly in the
separation of inorganic ions or small organic acid
anions, it is called ion chromatography. Most modern
ion chromatographic stationary phases use polystyrene
divinylbenzene copolymer resins. These stationary
phases have very high pH stability and can withstand
strong acids and bases.

Using ion chromatographic separation and conduc-
tivity detection the inorganic anions like halides, phos-
phate, nitrite, nitrate, thiocyanate, and sulfate and
many cation ions including transition metal ions can
be detected. When quantitation of ions are carried
out in a solution matrix that is weakly conducting,
coductomertric detection and quantitation is possible
since the total background conductivity is very
small. Examples include the determination of ions in
sea water or tap water or from environmental streams.
However, if strongly acidic or basic eluents are
used, the background conductivity is high. In order
to suppress the background conductivity, special sup-
pressor columns are used, which neutralize the acids
or bases after elution and before detection. New pulsed
amperometric detectors (PAD) are commercially avail-
able. With the use of PADs, parts per billion levels of
metal ions can be detected. Accurate quantitation of
metal ions is possible since ready to use inorganic
calibration standards are commercially available.

When metal ions are used as counter ions, instead of
organic quaternary ammonium ions, in the packing
material, the hydroxy (–OH–) functional groups of
the carbohydrates and other sugars interact with these
metals ion. Pb2þ, Ca2þ, and Naþ, are typical metal ions
in the packing material. Depending upon the type of
counter ions used, the intensity of the interaction
changes and therefore, the retention between different
carbohydrates vary. Some of the carbohydrates are
also retained because of the size of the molecule under
these conditions.

Ion-exchange chromatography is widely used for
analyses of proteins, glycoproteins, peptides and other
high molecular weight compounds. These organic com-
pounds have considerable surface charge and behave
like charged anions. Hence they are amenable to
ion exchange separation. To separate nucleotides of

similar molecular structures, the differences in the
phosphate groups of various nucleotides and the dif-
ferences in their binding characteristics are used. In
addition to silica based resins, acrylic polymer based
resins, dextrans, and cellulose bonded phases are used
for the separation of proteins. In order to preserve
the biological activity during separation, hand poured
columns packed with ion-exchange materials are
used. Gravity flow of eluent at low temperatures is
the norm for separation. Thus, ion exchange chroma-
tography and ion chromatography are no more used
synonymously.

Hydrophobic Interaction Chromatography

In hydrophobic interaction chromatography, weakly
hydrophobic sorbents are used. Gradient elution with
decreasing concentration of salt is used for the separa-
tion of large biomolecules, particularly proteins, by
this technique. The non-polar functional groups of
large bio-polymer molecules (weakly) associate with
the hydrophobic ligands in the stationary phase. The
stationary phase consists of a highly hydrophobic
organic layer. The organic layers contain short alkyl
or aryl functional groups attached at the surface. These
attached groups are separated with large unattached
space in between these attached functional groups.
Because of this wider spacing, these ‘‘soft’’ stationary
phases preserve biological activity without denaturing
the proteins. High ionic strength aqueous mobile
phases enhance binding between the solute and the sta-
tionary phase. Then the salt concentration is decreased
to decrease the ionic strength of the mobile phase. The
weak mobile phases then reduces the binding and thus
separation is effected.

Typical stationary phases include the following:
polyvinylpyrrolidone (PVP) coated silica sorbents,
monodisperse non-porous silica columns with surface
bound amides or ethers and composite agarose and
polyacrylamide gels. The eluent normally consists
of salts at concentrations greater than 1.0 M. Typical
salts include sodium phosphate, sodium sulfate and
ammonium sulfate, and organic acid salts like mono-
sodium glutamate. Protein retention is stronger with
salts that increase surface tension like phosphates, sul-
fates, citrates, which are solvated in water than
with salts such as perchlorates and thiocyanates and
the like.

Typical biological compounds that are separated by
HIC include, cytochrome P-450, enzymes, DNA
polymerase, epidermal growth factor, glycoprotein
hormones, human immunoglobulins, human recombi-
nant DNA and canine pancreatic juice proteins. Many
HIC techniques have been used for large scale purifica-
tion of proteins.
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Affinity Chromatography

This chromatographic technique uses a specific binding
agent. The stationary phase is prepared by immobiliz-
ing one of a pair of interacting molecules on to parti-
cles of support. The immobilized molecule is referred
to as a ligand. These ligands selectively bind to the
interacting second pair in a protein or a biomolecule.
For example, an antitransferrin antibody is immobi-
lized on the support. In this example, the antibody is
the ligand; the transferrin antigen in the biomolecule
will bind to the surface or release out of the surface
depending on the mobile phase strength. Therefore,
this technique, which utilizes the differences in the affi-
nity of the two specific interacting groups or moieties is
called affinity chromatography.

Typical ligands may be of biological origin like anti-
bodies, inhibitors, substrates, coenzymes, cofactors,
nucleic acids, and the like, or of non-biological origin
like triazine dyes, metal chelates, boronate salts, etc.
In this technique, sample is injected on to the column
using a weak mobile phase called the application buffer.
Under these conditions, the only interacting component
is bound to the surface and hence retained in the col-
umn. The rest are washed out of the column. Then using
a stronger mobile phase, called the eluent buffer, the
solute of interest is released, eluted from the column,
and then quantitated or collected for later use. Elution
may involve two separate steps or may be a simple step
gradient. This technique is used for the separation
of hormones, peptides, proteins, viruses, enzymes, gly-
copeptides, antibodies, metal binding amino acids, etc.
Afinity chromatography is furtherclassified as bio-
affinity, bioadsorption, immunoaffinity and the like
depending on the nature of the ligand on the support.

Size Exclusion Chromatography

Size exclusion chromatographic (SEC) technique is
used for the separation of biomelcules based on their
molecular size. Synthetic and many natural polymers
like polysaccharides, cellulosics, natural rubber, and
some proteins have chains of differing molecular
weight components. When such mixed molecular
weight species are present it is said to be a polydisperse
polymer. Otherwise, the monomer is said to be mono-
phasic. The SEC chromatographic peak is broad
indicative of the elution of the different components
of the polydisperse phase. The polydisperse phase is
described by up to ‘‘3’’ molecular weight parameters
that define the distribution of species. These are 1)
number average, Mn; 2) the weight average, Mw; and
3) z-average, Mz, molecular weights. When Mn ¼ Mw,
the distribution is said to ‘‘Monodisperse.’’ Mw/Mn is a
measure of the polydispersity of the system. For large

biomolecules, Mn and Mw are different since Mw is
usually higher, because it is sensitive to the presence
of high molecular components in the distribution.
Mn, Mw, Mz are defined as follows:

Mn ¼ SNiMi=SW1

Mw ¼ SMiWi=SWi and

Mz ¼ SWiM
2
i =SWiMi

where Ni, is the number of molecules of molecular
weight Mi, and Wi refers to the weight (or concentra-
tion) of Mi. The ratio of Mw/Mn or Mz/Mw shows the
width of the distribution. Size exclusion chromatog-
raphy is a relative and not an absolute technique.

Gel permeation chromatography (GPC) refers to
the technique in which polymers that are soluble in
organic solvents are separated. In These cases, more
polar organic mobile phases like tetrahydrofuran,
toluene, chloroform will be used. Gel filtration
chromatography (GFC) is used for separation of water
soluble biopolymers. Four different calibration meth-
ods are used. If absolute known molecular weight stan-
dards are used, it is called primary calibration method.
In secondary calibration approach, poly-dispersity
standards of material similar to samples are used.
The result is then usually specified as apparent molecu-
lar weight distribution. When Mw and Mn are obtained
by use of an iteration procedure using a sophisticated
software program, it is called broad molecular weight
calibration. The iteration procedure uses calibration
slopes and intercepts of broad molecular weight
standards with known Mn and Mw values. Universal
calibration is obtained from a plot of log (Mn) vs. Ve,
elution volume, where Z, is the intrinsic viscosity of
the polymer measured at the same temperature and
in the same solvent as used for the mobile phase. This
technique uses on line SEC viscometers in conjunction
with universal calibration.

For organosoluble polymers cross linked polysty-
rene or silica based packings are used. For water
soluble polymers various silica based and hydrophobic
polymeric packings are used. Pore sizes of the SEC
packings may range from 3 to 300 nm.

In addition to refractive index detectors, specialized
detectors such as on-line SEC detectors and low angle
laser light scattering detectors are used for determining
the distribution of molecular weights by SEC.

INSTRUMENTATION

Solvent(s) Delivery

Solvent (mobile phase) delivery is achieved using
high pressure pumps. There are several types of pumps
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commercially available for delivery of mobile phase
through the injector, column, detectors and then to the
solvent waste container. Since the column head pressure
is high, the pumps operate under high pressures (50–
300 psi). Most commonly used pumps are reciprocating
piston pumps with check valves. These pumps are usually
computer controlled. The modern pumps provide flow
rate precision which is better than 0.1% in retention time.

For gradient elution at least two solvents has to be
pumped and then mixed before it passes through the
column. Additionally, the solvent composition is chan-
ged in a continuous linear, continuous non-linear, or
stepwise fashion. The solvents are mixed with the use
of proportioning valves, and the mixed solvents reach
the pump. Since solvent mixing occurs before the
pump under low pressure conditions, it is called low
pressure mixing. This is the most commonly used form
of mixing for gradient elution. In high pressure mixing,
two or more solvents are individually pumped using
different pumps and then they are mixed at high pres-
sures. Pump head leakage is a common problem in
such pumps. The pump heads has to be constantly
monitored or repaired for leakage.

Dissolved oxygen from mobile phase solvents has to
be removed. This is accomplished by passing helium
gas through the solvent container or by passing the
mobile phases through helium purging units. Cur-
rently, computers that control the pumps also control
vacuum degassers, which are placed in between the
pump and solvent reservoir.

Autosamplers

Autosamplers are used for unattended introduction of
samples from vials that are arranged either in a rectan-
gular or circular tray. Autosampler delivers the desired
volume of 1–2.5 ml with a precision of less than or
equal to 0.5% for injections greater than 10ml. All
autosamplers use mechanized valves. Majority of
HPLC autosamplers belong to one of two types. In
type I autosamplers the septum cap is pierced using a
syringe needle, liquid is displaced into the syringe by
gas pressure or plunger action to the inlet port of a
six port valve injector. The filled syringe is withdrawn,
moved, and the solution deposited into flowing stream
of mobile phase by the use of appropriate electrome-
chanical devices.

Type 2 autosamplers behave in a very similar way to
type I except partial loop volume can be filled and
delivered. Additionally, this allows the injection of
low volume with high precision compared to type I
autosamplers. Both types of autosamplers suffer from
carry over problems if appropriate wash cycle and
wash solvents are not used between each sampling
from the vials.

Detectors

A liquid chromatography detector consists of sensors
and an associated electronic device to send signals to
a processor. Detectors are classified as bulk property
detectors or solute property detectors. Bulk property
detectors measure the changes in the property of the
combined eluting mobile phase and the eluting solute.
For example, the refractive index is characteristic of a
liquid. When a solute is dissolved, the refractive index
of the solution is different from that of the solvent.
These change the property of the bulk solution.
Although the change is due to the presence of the
solute, the refractive index of the bulk as a whole is dif-
ferent from that of the pure solvent. Refractive index
detectors and conductivity detectors are examples of
bulk property detectors. Solute property detectors
detect the changes in some physical or chemical prop-
erty of eluting solute component of the mobile phase.

HPLC detector

A HPLC detector should have the following character-
istics.

1. Excellent linear response as a function of
concentration of the solute.

2. Wide linear dynamic range; the dynamic range
over which the response to concentration is
linear.

3. High signal to noise ratio. The noise arises as a
result of fluctuations or perturbations caused to
the signal as a result of temperature, pressure, or
flow rate changes in the mobile phase. Noise is
also caused by the electronic circuits used in
the detector system. All these combined pertur-
bations, called noise, should be low such that very
low concentrations of solute can be detected.

Refractive index detectors

The most common Refractive Index (RI) detector uses
a differential refractometer, which responds to the
deflection of a light beam; the deflection being caused
by the differences in the refractive indices of a cell
through which eluant passes and that of a reference cell
in which the mobile phase is contained. The response
of the detector is proportional to the mass concentra-
tion irrespective of the nature of solute being analyzed.

Conductivity detector

The conductivity detector measures the conductivity of
a solution containing an electrolyte. When current is
allowed to pass through two electrodes, there is
resistance (or better impedance) to the flow of current
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through the medium. This impedance decreases if
conducting electroytes are present in the eluant.
This detector is mostly used in ionchromatography.
Coupled with ion suppression technology, this has
become a versatile detector for low levels of inorganic
ion content in analytes of interest.

UV–vis detectors

UV–vis spectophotometric detectors are most com-
monly used detectors in HPLC, since most organic
compounds absorb light in the UV region (190–
400 nm) and a few in the visible region (400–750 nm).
Fixed wavelength, variable wavelength, and diode
array detectors are commercially available. All these
operate based on the ability of a solute to absorb light
at defined wavelengths based on the chemical structure
and functional groups present in the solute molecule.
The source of UV light is a deuterium or high pressure
xenon lamp while for the visible range it is a simple
tungsten lamp.

A beam of light is allowed to pass through a flow
cell mounted at the end of the column. As the solute
molecules elute from the column and enter the flow
cell, they absorb radiation. The differences in the light
energy, as a result of absorption, are used as a measure
of quantitation. Fixed wavelength detectors operate at
a single wavelength, either at 254 or at 280 nm in the
UV region. In variable wavelength detector using a
monochromator light of a particular wavelength (less
than �3 nm) can be selected, passed through the
sample, and then on to a photocell for detection. Cur-
rently available detectors can be programmed to change
wavelengths while analysis is in progress to get a spec-
trum of the eluting species. Otherwise, using appropri-
ate software, the absorbence of the eluate can be
monitored simultaneously at two to four different
wavelengths. This multi-wavelength detector is less
sensitive compared to fixed wavelength detectors
(10�7 g/ml vs. 5 � 10�8 g/ml).

Photodiode array detectors

Diode array detectors acquire data over the entire
range of UV–vis range 190–800 nm; in some up to
1100 nm. Two different types of photodiode array
detectors are available in the market. In one, to detect
over an entire spectrum, light from a continuous
source is passed through the cell using a rapidly rotat-
ing or vibrating grating, which passes radiation
through the cell, one wavelength at a time. The signal
of the photodetector is measured as a function of time
over the measuring cycle. Then, from the measuring
cycle, wavelength is related to time to obtain a plot of
wavelength vs. signal. In the second type polychromatic
light is passed through the cell and then through a

holographic grating. The light dispersed from the grating
is arranged to fall on a linear photodiode array. These
diode array detectors are very versatile and are used to:

1. Check peak purity using ‘‘peak overylay’’ (nor-
malized) methods or by computing peak ratios
at two different wavelengths.

2. Identify peaks by spectral matching with accu-
mulated and stored spectral libraries.

3. Generate the spectrum of the eluting peak and
determine wavelength of maximum absorption
of an unknown or impurity peak.

4. Quantify different peaks at different wave-
lengths in a single chromatographic run.

5. Provide graphic 3D or contour plot presenta-
tions to regulatory agencies to show the purity
of the eluting chromatographic peak.

6. Identify peaks, during method optimization, when
the order of elution of the compounds changes.

It should be noted that the sensitivity of these detec-
tors is lower than fixed or variable wavelength detec-
tors. Also, if an overlapping impurity is present
either in the fronting or tailing portions of the eluting
peak, it can be detected only when the concentration of
the impurity is greater than 2.0% relative to that of the
major peak.

Fluorescence detectors

Since the fluorescence detector is a highly sensitive,
picogram levels of solute can be detected by using this
detector. However, this is limited to compounds that
naturally fluoresce or can be made to fluoresce by
reacting with suitable derivatizing agents. Even this is
restricted since appropriate functional groups that
undergo such derivatization should be present in the
solute molecule. In many HPLC methods where this
technique is utilized, the fluorescent agent is added
after separation of the components. This has the
advantage that the derivatization need not be quantita-
tive. But the reaction should be very rapid, reproduci-
ble and proportional to concentration. Because it is an
unique property of the solute, it offers selectivity as
well as specificity of detection.

Electrochemical detector

This is also a very specific and extremely sensitive
detector. The specificity arises from the need to have
an electro-oxidizable or reducible functional group
present in the solute molecule. Similar to the case of
fluorescence detectors, solute molecules can be derivatized
to yield compounds containing oxidizable (or rarely,
reducible) functional groups. A desired potential is
applied between a working electrode and a reference
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electrode connected to the flow cell. A third electrode
known as auxiliary electrode is used to control the
potential. As the oxidation takes place at the working
electrode surface, the current flow changes. This is
monitored, amplified and presented as response using
appropriate software and hardware. When the oxida-
tion reaction is allowed to go to completion using a
high surface area of working electrode and exhausting
all the reactant in the flow cell, it is called a coulo-
metric detector. In this case, the total number of
coulombs of charge transferred is measured. How-
ever, in the most common amperometric detector,
the solute molecules at the surface and those are very
close to the surface are oxidized by maintaining the
working electrode at a constant potential. This oxida-
tion process is diffusion controlled and is propor-
tional to concentration. Here the increase in the
current flow, ‘‘i’’ is measured, amplified and the sig-
nal is presented as a function of time. Glassy carbon
electrode is the commonly used electrode for oxida-
tion. Surface coating and the resulting contamination
of the surfaces leads to a decrease in sensitivity on
constant use. Therefore, this detector has be disas-
sembled, and cleaned very often. Also this requires
long equilibration time compared to other detectors.
Therefore, it is not an extensively used detector com-
pared to other detectors described in this article. The
problem of electrode pollution is overcome in pulsed
amperometric detector (PAD). In this technique using
a gold or platinum electrode a repeating cycle of
potential pulses are applied. Typically, in a one sec-
ond pulse cycle, three potential pulses are applied.
In the initial negative pulse the solute is adsorbed;
in the second positive potential pulse the adsorbed
compounds are oxidized and the increased current
as a result of oxidation is measured. In the third pulse
at a high much higher positive, the electrode surface
is cleaned by oxidation of the electrode itself. Thus
the new surface generated is used for the repeat
cycling process. This is very useful in the detection
of very low levels of sugars and other polyhydroxy
compounds that are otherwise are not easily oxidized.

Evaporative light scattering detector

In this detector, the entire eluate from the column is
atomized and evaporated to form small droplets. The
solutes finally remaining form particulates suspended
in the atomizing gas. When these particles are allowed
to pass through a light beam, light is scattered in all
directions by the particles. This is known as Rayleigh
scattering. However, the light scattered at 45� angle
to the incident beam is viewed using appropriate
optical filters and the resultant signal is electronically
processed. The detector response is sensitive to the
mass of the solute particles and hence it is a universal

detector. The sensitivity of this detector compares with
that of the RI detector.

Computers

The computers are ubiquitous and have become indis-
pensable component of any laboratory. It serves both
data processing and process control functions. As a
data processor, the computer receives, stores, archives
and reprocess the input signals from various detectors.
Additionally, as a system processor, the computer moni-
tors the system detectors. The data acquired for each
chromatographic run can be processed appropriately
to arrive at peak area or peak height or response ratios
to an added internal standard. From these it can be used
to calculate the concentrations of individual components
in an analyte.

Through the use of appropriate software and hard-
ware, the computer can be programmed to do the fol-
lowing: 1) to command injection of the samples; 2) to
control and monitor, various parameters of the pump
like the flow rate, composition of the mobile phase, col-
umn pressure; 3) to monitor and control column oven,
and detector temperatures; and 4) to start and stop
injectors, detectors and other system units. The compu-
ter also can be used to monitor system suitability
parameters and reinject samples after adjusting condi-
tions to meet system suitability. A decision tree can be
constructed to allow retesting when pre-established
system suitability conditions are not met. The compu-
ter can be programmed such that if conditions are not
met, the system is shut down or paused until it can be
attended to. Sample preparation, derivatization and
other processes also can be controlled using individual
computers. With multiple computers attached to a
large computer called the server, data from a number
of detectors can be monitored, stored, and archived.
The computer is also used as an excellent book-keeper
storing all the information regarding samples, their
results, and also the conditions under which those results
are obtained. The computer has become versatile tool in
the highly regulated pharmaceutical industry especially
to provide traceability and data integrity to required
government and compendial agencies such as FDA,
USP, BP, etc.

METHOD DEVELOPMENT AND
METHOD VALIDATION

The method development process involves selecting
appropriate method conditions for the sample in
hand. It is based on prior knowledge of the sample
properties, pKa or pKb values of functional groups,
the polarity and size of solute molecules, UV–vis
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spectral properties, redox behavior, concentration
range, solubility behavior and the like. From a knowl-
edge of these, suitable mode of chromatography,
corresponding column(s), mobile phase composition,
flow rate, choice of detectors, gradient or isocratic con-
ditions, and the like can be selected. Once the method
has been developed with some initial trials, optimiza-
tion is carried out. Optimization is necessary to accom-
plish best possible separation of all components
within the shortest possible time or in the case of low
level detection, conditions have to be optimized such
that required level of detection and/or quantitation
can be achieved. In general, the system suitability
parameters are usually evaluated and specified before
method validation is performed.

Method validation is a process by which documen-
ted evidence is prepared and provided to show that the
method meets the intended need. Highly regulated
pharmaceutical analytical laboratories perform
method validation and generate data on the following
parameters, to comply with the compliance requirements
of government agencies such FDA, EPA and/or to pro-
vide data for compendial agencies like USP, BP, etc.

The parameters that define validation are accuracy,
precision, specificity, linearity, ruggedness, and robust-
ness. Accuracy is a measure of the closeness of the
measured value to the true value or an accepted refer-
ence value. This is usually measured by spiking known
amounts of the analyte to a matrix called the placebo,
and computing the recovery of the analyte after sample
analysis. Placebo contains all the ingredients of a for-
mulation other than the active ingredient or the ingre-
dient being analyzed. FDA and ICH (International
Committee on Harmonization of Technical Require-
ments for Registration of Pharmaceutical for Human
use) guidelines recommend collecting data from nine
determinations at (at least) three concentration levels
encompassing the range of target analyte concentration.

Precision refers to the degree of repeatability under
the stated conditions of the method. It is expressed as
percent relative standard deviation (% RSD) for a sta-
tistically significant number of analyses of samples.
Precision provides a measure of day to day, analyst
to analyst and instrument to instrument variation on
a routine basis. The precision data provided in support
are standard deviation, % RSD, confidence intervals
and may also include inter laboratory variations.

Specificity refers to the ability to determine the con-
centration of the analyte with a high degree of confi-
dence that the other components in the matrix do
not interfere with the target analyte. The potential
interfering substances include other active and inactive
ingredients, impurities, degradation products of the
components and active ingredient, and extractables
from the container-closure system and the like. Specifi-
city is the currently accepted terminology by regulatory

agencies. In the literature selectivity is also used to
suggest specificity. [Refer h1225i of USP XXII (1900)
vs. XXIII (1995) and 24 (2000).]

Linearity refers to the linear response of the detec-
tor to the analyte concentration within a specified
range. Range, expressed in the same units as the analy-
tical test results, is the interval between the lower and
upper levels of the analyte concentration. To show lin-
earity, a plot of response vs. concentration is provided
for at least at five different concentration levels within
the range. In addition, the slope and intercept of the
regression line with the correlation coefficient are also
provided. Normally a single standard is recommended
if the intercept is very close to zero. Otherwise, quanti-
tation, based on linear plot of multiple standards, is
generally recommended.

Ruggedness is again a measure of precision. ICH
guidelines include ruggedness in precision, while USP
separates it. Ruggedness according to USP is a mea-
sure of the variation in interlaboratory comparison
data. It is performed to establish lack of influence of
test results based on operational and environmental
parameters.

Robustness is a measure of how method parameters
like organic content, pH, ionic strength of the mobile
phase and column temperature do not affect test
results when minor variations are deliberately induced
in these parameters. The quality of separation of com-
ponents, the accuracy and precision of the method and
the like should not change as a result of these varia-
tions. (It is the belief of the authors that robustness
should be part of the method development process
regarding the appropriate choice of the column and
the mobile phase conditions.)

Two other terms, limit of quantitation (LOQ) and
limit of detection (LOD) are used especially in the
determination of the analytes at trace levels. The trace
level analyte may be impurities or degradation pro-
ducts of ingredients in a sample or it may be a solution
of active ingredient at trace levels in rinse or swab sam-
ples obtained as part of cleaning validation. LOD
refers to the lowest concentration of an analyte that
can be detected (but not quantitated), under a given
set of chromatographic conditions. Usually, it is
expressed as a concentration parameter calculated
using a signal to noise ratio of 3 : 1. LOQ refers to
the concentration of the analyte that can be quantified
in a sample with a predefined value of variation in pre-
cision. Normally accepted signal to noise ratio value
for LOQ is 10 : 1. Generally, LOD and LOQ values are
dictated by specific requirements, in order to ascertain
reproducibility of LOD and LOQ values. Examples
of specific requirements include determination of
impurities at 0.05% using a 0.1% surrogate standard,
or ppm quantitation or detection requirements based
on equipment cleanability and the like. For practical
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purposes, it is recommended that a control solution at
a known concentration of the analyte be prepared such
that a peak corresponding to this analyte concentra-
tion is always detected (LOD) or quantitated (LOQ).
From one of these two parameters, if experimentally
obtained, the other can be calculated.

PRACTICAL CONSIDERATIONS

Sample Preparation

For many analyses, sample preparation may simply
involve dissolving a known weight or volume of sample
and diluting to appropriate concentration for analysis.
However, extensive sample preparation may be
required, if precolumn derivatization is needed. Precol-
umn derivatization is carried out to increase sensitivity,
to induce specificity, or to separate optical isomers and
to reduce or eliminate otherwise complex and expen-
sive clean up procedures. Solid phase extraction using
appropriate solid cartridges are normally used in the
clean up of biological samples. Solid phase cartridges
can also be used to increase the concentration of trace
analyte. These purification steps can be done in situ
during analysis by appropriate plumbing using six- or
ten-port valves and using computer control of the pumps
and values. No matter how it is done, attention must be
paid for proper sampling and preparation of samples.

Mobile Phase Preparation

Mobile phase should be prepared using HPLC grade
solvents and analytical reagent chemicals only. Mobile
phases should be filtered using (�0.5 mm) filters to
remove any particulate matter from the solvent. To
eliminate dissolved air, helium sparging or vacuum
degassing is necessary. In gradient elution, in order
not to alter solid phase wetting and gelling characteristics,
it is advisable to use at least 5% water content instead of
pure organic solvents as one of the mobile phases.

System Maintenance

Pumps and columns should be cleaned of with 50 : 50
methanol–water or acetonitrile–water mixture to elim-
inate buffers from the system. Pumps, injectors, and
detectors should require periodic and scheduled
maintenance to keep instruments in good operating
conditions. Detector should be calibrated on a regular

basis using appropriate calibration standards available
from NIST or other sources traceable to NIST. FDA
and other regulatory agencies require extensive docu-
mentation regarding the ‘‘health’’ of these instruments.
Therefore, necessary and appropriate documentation
should be maintained regarding details of mainte-
nance. If there is any instrument failure additional
documentation is necessary to prove that analytical
results were not impacted or compromised because of
these failures, if any.
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Chromatographic Methods of Analysis:
Thin Layer Chromatography

Joseph Sherma
Department of Chemistry, Lafayette College, Easton, Pennsylvania, U.S.A.

INTRODUCTION

Thin layer chromatography (TLC) consists of the
sample solution being applied as a spot or band on
the origin of a layer spread on a support (the plate).
After evaporation of the sample solvent, the plate
is placed in a sealed chamber or tank that contains a
solvent mixture chosen as the mobile phase. Develop-
ment occurs as the mobile phase moves up the layer
by capillary forces. Instrumental development meth-
ods, such as overpressured layer chromatography
(OPLC) or automated multiple development (AMD),
can provide separations with increased resolution.
The plate is removed from the chamber, and the
separated zones are detected by physical or chemical
methods, identified by comparison of their Rf values
(Rf ¼ distance of migration of the sample zone/
distance of the mobile phase front) and colors to stan-
dard zones on the same plate, and quantified by visual
or instrumental densitometry based on measurement
of zone sizes and intensities. Zone identification is
confirmed by off- or on-line coupling of TLC with
visible/ultraviolet (UV), Fourier transform infrared
(FTIR), Raman, and mass spectrometry (MS). Phar-
maceutical applications of TLC include analysis of
starting raw materials, intermediates, pharmaceutical
raw materials, formulated products, and drugs and
their metabolites in biological media.[1]

TLC is a flexible, versatile, and economical process
in which the various stages (Fig. 1) are carried out inde-
pendently. The advantages of this off-line arrangement
as compared with an on-line process, such as column
high performance liquid chromatography (HPLC),
have been outlined[2] and include the following:

1. Availability of a great range of stationary phases
with unique selectivities for mixture components.

2. Ability to choose solvents for the mobile phase
is not restricted by low UV transparency or
the need for ultra-high purity.

3. Repetition of densitometric evaluation can be
achieved under different conditions without
repeating the chromatography in order to opti-
mize quantification since all sample fractions
are stored on the plate.

4. High sample throughput since many samples
can be chromatographed simultaneously.[3]

5. Minimal cost of solvent purchase and disposal
since the required amount of mobile phase per
sample is small.

6. Accuracy and precision of quantification is
high because samples and standards are chro-
matographed and measured under the same
conditions on a single TLC plate.

7. Sensitivity limits of analysis are typically at
nanogram (ng) to picogram (pg) levels.

Comparative studies have often found that high
performance TLC (HPTLC) is superior to HPLC
in terms of total cost and time required for pharma-
ceutical analyses.[4] The Bibliography contains sources
of general information on the principles, theory,
practice, instrumentation, and applications of TLC
and HPTLC. Detailed information on the subjects
mentioned above as well as on additional topics and
applications that could not be covered because of lack
of space will be found in these references.

EXPERIMENTAL PROCEDURES

Sample Preparation

Sample extraction and cleanup procedures for TLC are
similar to those for gas chromatography (GC) and
HPLC. If the analyte concentration is sufficiently high,
pharmaceutical dosage forms can often be simply
dissolved in a solvent that will completely solubilize
the analyte and leave excipients or extraneous com-
pounds undissolved to yield a test solution that can
be directly spotted for TLC analysis. Grinding of the
sample and application of heat and/or sonication
may be required to assure solubility of the analyte,
as well as filtration or centrifugation to remove
undissolved excipients. If the analyte is present in low
concentration in a complex sample, solvent extraction,
cleanup (purification), and concentration procedures
usually precede TLC in order to maximize the analyte
and minimize interfering extraneous components in the
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test solution. Since layers are not reused, it is often pos-
sible to apply cruder samples than could be injected
into a GC or HPLC column, including samples with
irreversibly sorbed impurities.

Traditional procedures that are still widely used
include liquid–liquid partitioning, column chromato-
graphy, desalting, and deproteinization,[5] but the newer
microwave extraction, solid phase extraction (SPE),[6]

and supercritical fluid extraction (SFE) methods are
being increasingly applied for isolation and cleanup of
samples prior to TLC. Special plates with pre-adsorbent
or concentrating zone composed of adsorption-inactive
kieselguhr or silicon dioxide may provide sample
cleanup by retaining some interfering substances.[7]

Assay protocols for samples, such as tablets, usually
involve taking multiple tablets (e.g., 10–20), grinding
and mixing thoroughly, and weighing a test sample
equivalent to one tablet, rather than analyzing only
one tablet, so that the sample will be more representative
of the batch being sampled.

Stationary Phases

Commercial precoated layers on glass support are used
in virtually all analyses. HPTLC uses plates that are
smaller (10 � 10 or 10 � 20 cm), have a thinner
(0.1–0.2 mm) layer composed of sorbent with a finer
mean particle size (5–6 mm) and are developed over
shorter distances (ca. 3–7 cm), as compared to classi-
cal 20 � 20 cm TLC plates which are generally
20 � 20 cm with a 0.25-mm layer and developed
for 10–12 cm. HP plates provide improved resolution,
shorter analysis time, higher detection sensitivity, and
improved in situ quantification and are used for indus-
trial pharmaceutical densitometric quantitative analyses.
TLC plates are usually used for qualitative identification
and purity studies as contained in pharmacopeias.

Normal phase adsorption TLC on silica gel with a less
polar mobile phase, such as chloroform-methanol, has
been used for more than 90% of reported analyses of
pharmaceuticals and drugs. Lipophilic C-18,[8] C-8, C-2;
phenyl chemically-modified silica gel phases; and hydro-
carbon-impregnated silica gel plates[9] developed with a
more polar aqueous mobile phase, such as methanol–
water or dioxane–water[10] are used for reversed phase
TLC. Other precoated layers that are used include
aluminum oxide,[11] magnesium silicate, magnesium
oxide, polyamide,[12] cellulose, kieselguhr, ion exchangers
(e.g., PEI cellulose anion exchanger), and polar modified
silica gel layers that contain bonded amino,[13] cyano,
diol, and thiol groups. The polar bonded phases, in which
the functional groups are bonded to silica gel by means of
a hydrophobic spacer (e.g., n-propyl), can function with
multimodal mechanisms, depending on the composition
of the mobile phase. Silica gel can be impregnated with
various reagents to improve separations (e.g., EDTA
for tetracycline analysis).[14]

Optical isomer separations that are carried out on a
chiral layer produced from C-18 modified silica gel
impregnated with a Cu(II) salt and an optically active
enantiomerically pure hydroxyproline derivative,[15] on
a silica layer impregnated with a chiral selector such as
brucine,[16] on molecularly imprinted polymers of
alpha-agonists,[17] or on cellulose with mobile phases
having added chiral selectors such as cyclodextrins[18]

have been reported mostly for amino acids and their
derivatives. Mixtures of sorbents have been used to
prepare layers with special selectivity properties.

Layers are often cleaned by predevelopment with the
mobile phase or methylene-chloride–methanol (1 : 1) or
immersion in methanol[19] prior to sample application,
especially for quantitative TLC.

Mobile Phases

The mobile phase for a particular separation is usually
selected empirically using prior personal experience

Sample
preparation and
derivatization

Sample
application

Chromatogram
development

Chromatogram evaluation by
densitometry for qualitative and

quantitative analysis

Computation and
reporting of results

Prewashing
the layer

Choosing the
stationary and
mobile phases

In situ
derivatization

Zone detection

Preconditioning
the layer

Photo and video
documentation

Fig. 1 Schematic diagram of the steps in a thin layer chro-
matographic analysis. (Adapted from Camag Scientific, Inc.)
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and literature reports of similar separations as a guide.
In addition, various computer-assisted mobile phase
optimization schemes[20] have been described for select-
ing the mobile phase components and their relative
concentrations, most notably the PRISMA model.

General mobile phases systems that are used based
on their diverse selectivity properties are diethyl
ether, methylene chloride, and chloroform combined
individually or together with hexane as the strength-
adjusting solvent for normal-phase TLC, and metha-
nol, acetonitrile, and tetrahydrofuran mixed with water
for strength adjustment in reversed phase TLC.
Separations by ion pairing on C-18 layers are done
with a mobile phase such as methanol–0.1 M acetate
buffer (pH 3.5) containing 25 mM sodium pentane-
sulfonate (15.5 : 4.5).[21] Specific mobile phases for
pharmaceutical and drug analysis are listed in the
Applications of TLC in Pharmaceutical and Drug
Analysis section.

Application of Samples

The method used for application of sample solutions is
determined by whether HPTLC, TLC, or preparative
layer chromatography (PLC) and qualitative or quan-
titative analysis are being performed. Sample volumes
of 0.5–5 ml for TLC and 0.1–1 ml for HPTLC are
applied manually to the layer origin as spots using
fixed volume glass micropipets, such as Drummond
Microcaps or selectable volume 10 or 25 ml digital
microdispensers. In addition, many manual and auto-
mated instruments are available for sample application,
especially for quantitative HPTLC.

The partially automated Linomat IV (Fig. 2)
can apply 2–99ml volumes to HPTLC plates (5–490ml

for PLC) as bands of controlled length [1 mm (spot)
to 190 mm] by spraying from a glass syringe. This
instrument has been used more than any other for
densitometric quantification in pharmaceutical analy-
sis. Compact bands are also produced when 1–25 ml
samples are applied manually with a digital micro-
dispenser to plates that contain a preadsorbent zone.
Band application is advantageous for obtaining the
highest resolution separations and precise quantitative
results by scanning densitometry.

A fully automated, personal computer-controlled
spotter (e.g., the Camag Automatic TLC Sampler III),
which consists of a stainless steel capillary connected
to a dosage syringe operated by a stepper motor, can
sequentially apply constant or variable volume sam-
ples, chosen from a rack of vials, within the range of
10 nl to 50 ml as spots or bands.

Chromatogram Development

In addition to the stationary and mobile phases,
separations obtained in TLC are affected by the vapor
phase, which depends on the type, size, and saturation
condition of the chamber during development. The
interactions of these three phases as well as other fac-
tors, such as temperature and relative humidity, must
be controlled to obtain reproducible TLC separations.
The development process with a single (isocratic)
mobile phase is complicated because of progressive
equilibration between the layer and mobile phase and
separation of the solvent components of the mobile
phase as a result of differential interactions with the
layer, which leads to the formation of an undefined
but reproducible mobile phase gradient.

The important development methods in pharmaceu-
tical and drug analysis include classical linear ascending
development, horizontal development,[22] gradient
TLC with AMD, OPLC, and two-dimensional (2D)
development. These development methods will be
described briefly. Other development methods, such
as circular, anticircular, continuous, and rotational, will
not be covered.

In the classical method of linear, ascending develop-
ment TLC and HPTLC, the mobile phase is contained
in a large volume, covered glass chamber (N-chamber).
The spotted plate is inclined against an inside wall of
the tank with its lower edge immersed in the develop-
ing solvent below the starting line. The solvent begins
to rise immediately through the initial zones due to
capillary flow. The space inside the tank is more or less
equilibrated (saturated) with solvent vapors, depend-
ing on the presence or absence of a paper liner and
the period of time the tank is allowed to stand before
the plate is inserted. Unsaturated chambers can pro-
vide different, often higher resolution, separations as

Fig. 2 Camag linomat IV band applicator. (Photo courtesy
of Camag Scientific, Inc.)
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compared to saturated chambers with the same mobile
phase. The twin trough chamber (Camag)[23] is an
N-chamber modified with an inverted V-shaped ridge
on the bottom that divides the tank into two sections.
These divisions allow development with low volumes
of mobile phase in one and easy pre-equilibration of
the layer with vapors of the mobile phase or another
conditioning liquid (e.g., a sulfuric acid-water mixture
to control humidity) or volatile reagent in the other.
A computer-controlled automatic developing chamber
(Camag) offers programmable, reproducible linear
ascending development without operator attention.

The use of a horizontal developing chamber
(Camag) permits simultaneous development from both
ends to the center of up to 70 samples on a 20 � 10 cm
HPTLC plate, or 35 samples from one end to the other.
The developing solvent, held in narrow troughs, is
carried to the layer through capillary slits formed
between the trough walls and glass slides. The chamber
is covered with a glass plate during pre-equilibration
and development, and it can be operated with con-
trolled levels of vapor saturation and relative humidity.

Unidimensional multiple development, in which the
layer is developed repeatedly for the same distance with
the same solvent system or two different systems,[24] is a
manual method for improving the resolution of zones
that migrate in the lower half of the layer.[13] Multiple
development has been improved by the use of AMD
instruments,[25] one of which is shown in Fig. 3. AMD
generally involves 1–25 individual linear ascending
developments of an HPTLC plate performed with a
mobile phase gradient of decreasing strength (i.e.,
decreasing polarity for silica gel) over distances that
increase by 3–5 mm for each stage. The layer is dried
under vacuum and conditioned with the vapor phase
of the next batch of fresh solvent before each incremen-
tal run. The repeated movement of the solvent front
through the chromatographic zones causes compres-
sion into narrow bands (width about 1 mm) during
AMD, leading to a spotcapacity (the number of zones
that can be completelyseparated in the available layer
distance) of more than 50 for an 80-mm run. Typical
‘‘universal gradients’’ are produced from the solvents
methanol or acetonitrile (polar), methylene chloride,
diisopropyl ether, or t-butylmethyl ether (medium
polarity), and hexane (non-polar). Mixtures containing
compounds with widely different polarities can be
separated by AMD on one chromatogram, and migra-
tion distances of individual components are largely
independent of the sample matrix. AMD is the most
promising development method available for modern
TLC and will certainly receive increased use in the
future for pharmaceutical analysis.

OPLC is a method in which the mobile phase is
pumped through a layer that is sandwiched between
a rigid support block and a flexible plastic membrane

under external pressure of 10 or 25 atm (Chrompres
10 and 25). Mobile phase flows through the layer
at a constant linear flow rate velocity in the range of
1–12 ml/min, leading to higher separation efficiency
than is possible with capillary flow where the mobile
phase velocity is variable. To carry out linear chroma-
tography, the layer must be specially prepared by
scraping the edges and treating with a polymer sealant
to eliminate leaks during development, and by cutting
mobile phase inlet and solvent outlet channels at
appropriate positions. A newer OPLC instrument
(BS 50) provides linear isocratic or three-step gradient
development, on-line or off-line modes, analytical or
preparative separations, and ready-to-use presealed
20 � 20 cm or 10 � 20 cm silica gel or C-18 TLC
and HPTLC layers. Of all TLC methods, OPLC
most closely simulates HPLC. Determination of
deramciciane by HPTLC-OPLC[26] and forensic and
clinical drug screening[27] are examples of applications.
In addition to the usual elution-type development,
forced flow displacement TLC was reported for phar-
maceutical densitometric analysis.[28]

In 2D TLC, the sample mixture is applied to one
corner of the TLC plate, which is developed with the
first mobile phase, dried, and developed with a second
mobile phase that provides different selectivity in a

Fig. 3 Automated multiple development instrument (AMD 2).
(Photo courtesy of Camag Scientific, Inc.)
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perpendicular direction. Greatly increased spot capaci-
ties of 250–400 for capillary flow development and
500–2000 for forced flow have been reported for 2D
TLC. The analyses of amphetamine derivatives[13] and
thyreostatic drugs[29] by 2D TLC were reported.

Zone Visualization (Detection)

After removal of the mobile phase from the developed
plate by heating, zones are detected on the layer by
their natural color, natural fluorescence, quenching of
fluorescence, or as colored, UV-absorbing, or fluores-
cent zones after reaction with a reagent (postchroma-
tographic derivatization). Zones with fluorescence or
quench fluorescence are viewed in cabinets that incor-
porate shortwave (254 nm) and longwave (366 nm) UV
lamps.

Fluorescence quenching occurs on an ‘‘F-layer’’
that contains a fluorescent indicator or phosphor.
Compounds that absorb 254 nm UV light, particularly
those with aromatic rings and conjugated double bonds,
appear as dark violet spots on a green or pale blue
background because the absorbing compounds diminish
(quench) the uniform layer fluorescence. Many drugs
quench fluorescence, and this method is very widely
used for detection and quantification by scanning.[30]

Universal or selective chromogenic (dyeing) and
fluorogenic detection reagents are applied by spraying
onto the layer, dipping the layer into the reagent,
exposing the layer to reagent vapors (e.g., iodine),
incorporating the reagent in the mobile phase or in
the layer, or by pressing an adsorbent polymeric pad
soaked with the reagent against the layer (overpressure
derivatization). Examples of universal reagents that
react with many compound classes are vanillin-sulfuric
acid,[31] anisaldehyde,[32] and iodine, while ninhydrin
is a selective reagent for detection of amino acids[33]

and Dragendorff reagent is widely used to detect
alkaloids.[34] Although spray application is most widely
used, dipping is more reproducible, especially when
carried out in a mechanized chromatogram immersion
instrument (Camag). Layers must frequently be heated
in an oven or on a flat heating plate after applying the
detection reagent in order to accelerate the reaction
upon which detection is based. Biological-physiological
methods of detection, such as bioautography, are also
employed for medicinal compounds.[35]

An important advantage of the off-line operation of
TLC is the flexibility afforded by the use of multiple
methods for zone detection and identification. For
example, the layer can be viewed under long- and
short-wave UV light, followed by one or more chromo-
genic, fluorogenic, or biological detection methods.

Many hundreds of reagents and detection methods
have been described in various literature sources.[36–38]

Documentation of Chromatograms

TLC separations can be documented by photography
or video recording.[39] Commercial documentation
systems that incorporate standard and instant photo-
graphic cameras and charge coupled device (CCD)
video cameras are suitable for chromatograms with
colored, fluorescent, and quenched zones. The latest
approach for copying TLC plates is by use of computer
imaging, and a system that incorporates a computer,
scanner, and black-and-white or color printer was
described.[40] Digital cameras (e.g., Casio QV 200) are
widely used for photographing TLC plates, but their
use for quality control purposes is in question because
of the potential for manipulating the file with software.

Quantitative Analysis

Quantification of thin layer chromatograms can be
performed indirectly after scraping off the separated
zones of samples and standards, and elution of the
substances from the layer material with an appropriate
solvent. The volumes of the eluates are adjusted and the
solutions analyzed by use of a spectrometric method,
GC, or HPLC. Scraping and elution are usually per-
formed manually. Although direct quantification has
become increasingly important, indirect analysis is still
widely used (e.g., for assay of some drugs according to
the USP).

Direct quantification is carried out in situ rather
than after spot elution. The simplest direct method
involves visual comparison of sample zone size and/or
intensity (color) variation according to concentration
against reference standards developed on the same
plate.[11] This qualitative/semiquantitative approach
is specified in various pharmacopeias for the purity
analysis of active raw materials and formulated pro-
ducts. These pharmacopeial methods are designed
for analyses at several levels: 1) simple detection of
impurities as additional spots; 2) detection and identi-
fication of impurities by comparison to the Rf values
distances of standards;[41] or 3) detection, identifica-
tion, and estimation of amounts of impurities by
comparing intensities between samples and standard
dilutions of the same compounds.[42]

Most modern HPTLC quantitative analyses are
performed in situ by measuring the zones of samples
and standards using a chromatogram spectrophoto-
meter (usually called a densitometer or scanner) with
a fixed sample light beam in the form of a rectangular
slit. A schematic diagram of single beam densitometer
arranged for linear reflection (most used) or transmis-
sion scanning is shown in Fig. 4. A tungsten or halogen
lamp is used as the source for scanning colored zones
(visible absorption) and a deuterium lamp is used for
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scanning UV-absorbing zones directly or as quenched
zones on F-layers. Of all possible densitometric modes,
most quantitative pharmaceutical assays have been
carried out by UV absorption scanning of fluorescence-
quenched zones. The monochromator is a prism or, more
often, a grating, and the detector is a photomultiplier or
photodiode. For normal fluorescence scanning, a high
intensity xenon or mercury lamp would be used as the
source and a cutoff filter would be placed between the
plate and detector to block the exciting UV radiation
and transmit the visible emitted fluorescence. Zigzag,
dual wavelength reflection scanning with a point source
also has been used for pharmaceutical analysis.[43]

Many modern scanners have a computer-controlled
motor-driven monochromator that allows automatic
recording of in situ absorption and fluorescence excita-
tion spectra. These spectra can aid compound identifi-
cation by comparison of unknown spectra with stored
standard spectra obtained under identical conditions
or spectra of standards measured on the same plate.
The spectral maximum determined from the in situ
absorption spectrum is usually the optimal wavelength
for scanning standard and sample areas for quantita-
tive analysis. The densitometer is usually connected
to a computer with software designed specifically for
data handling and automation of the scanning process
in modern instruments. With a fully automated system,
the computer can perform the following: 1) data acqui-
sition; 2) automated peak searching and optimization

of scanning for each fraction located; 3) multiple wave-
length scanning; 4) baseline location and correction; 5)
computation of peak areas and/or heights of samples
and co-developed standards, calculation of calibration
curves by linear or polynomial[44] regression, interpola-
tion of sample concentrations, statistical analysis of
reproducibility, and presentation of a complete analy-
sis report; and 6) storage of data on disk. In general,
external standardization is employed for quantification
with a calibration curve generated from a series of
standards that covers the full concentration range of
the analysis. Although the internal standard method
is sometimes used,[45] it is not normally needed, unless
losses during the sample preparation steps are anti-
cipated, since samples and standards are run on the
same plate under essentially identical conditions.

Image processing with a video densitometer is an
alternative for colored or fluorescence-quenched zones
to the use of a slit-scanning densitometer.[8] A video
scanner consists of a transilluminator system for
totally lighting the plate, CCD camera, computer and
printer, and chromatogram evaluation software. Video
densitometers cannot measure UV-absorbing zones or
fluorescent zones directly; cannot scan a layer with uni-
form, monochromatic light of selectable wavelength;
and are not as accurate, precise, or sensitive as slit
scanning densitometers in their present state of devel-
opment.[46] One of their advantages as compared to
slit-scanning densitometers is for quantification of 2D
chromatograms.[47] TLC with video technology is being
used successfully for fingerprint analysis of herbal
supplements and medicines.

Special Techniques

Transfer of mobile phases to HPLC

An important application of TLC is to serve as a pilot
method for HPLC, the most widely used analytical
method for pharmaceutical analysis. If the stationary
phases are similar, TLC can predict solute retention
behavior and suitability of a particular mobile phase
through correlation of log k0 in HPLC and Rf data in
TLC. Particularly useful is detection of compounds that
migrate minimally in the mobile phase and can contam-
inate the HPLC column during subsequent runs.

Determination of lipophilicity

The determination of the lipophilicity of drugs is
extremely important because the biological activity of
a molecule can generally be correlated with its ability
to penetrate the different hydrophobic barriers (mem-
branes) (i.e., with its lipophilicity or hydrophobicity).
One of the best ways to determine lipophilicity is by

Fig. 4 Light path of TLC scanner 3. (Diagram courtesy of
Camag Scientific, Inc.)
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measurement of retention characteristics [RM values,
RM ¼ (1 � Rf � 1)] of the compounds of interest
by reversed phase TLC on a silica gel layer impreg-
nated with paraffin oil or a C-18 chemically bonded
silica gel layer. The study of anti-inflammatory drugs
is an example of an application.[48] The TLC determi-
nation of lipophilicity and other molecular parameters
was reviewed.[49]

Preparative layer chromatography

Analytical TLC differs from PLC in that larger weights
and volumes of samples are applied as a band across
the entire layer width to thicker (0.5–2 mm) and
sometimes larger layers, the purpose of which is the
isolation and purification of 10–1000 mg of sample
for further analysis. Multiple development of the plate
is commonly used,[50] and the separated substances are
detected by a non-destructive method (e.g., under UV
light and iodine vapors), and recovered by extraction
from scraped layer material. PLC can be used to isolate
sufficient pure drug compounds for confirmation by
spectrometry in cases where analytical TLC is not
adequate for identification. Examples of pharmaceuti-
cal applications of PLC include a new sesquiterpene
trimer[51] and phenylpropanoid glycosides.[52]

Combined TLC–spectrometry methods

Compound identification is initially made by compar-
ing sample and standard zones based on Rf values
and colors produced by selective detection reagents.
Identification is confirmed by off- or on-line combi-
nation of TLC and spectrometric methods such as
visible/UV, fluorescence, FT-Raman, FTIR,[53,54] solid
state (NMR),[55] MS,[56] and MS–MS. Coupled TLC-
FTIR[57] and other combined methods[58] have been
reviewed.

HPTLC coupled on-line with spectrometric methods
has been proposed as a reference method in clinical
chemistry for identification prior to quantitative analysis.
This is particularly important for unequivocal diagnosis
as the basis for further clinical therapeutic measures.[59]

Thin layer radiochromatography

Location and quantification of radioisotope-labeled
substances on a thin layer requires the use of autoradio-
graphy, zonal analysis with scintillation counting,[60]

or direct scanning with a digital autoradiograph[26]

or a bio-imaging analyzer.[61] Thin layer radiochro-
matography is widely used for metabolism studies of
pesticides and drugs in plant, animal, and human
samples, and in quality control and development of
radiopharmaceuticals.[62]

Method Validation

Validation procedures are performed according to
the recommendations of regulatory agencies, such as
the Committee for Proprietary Medicinal Products
(CPMP) of the European Economic Community
(EEC) and with consideration for the special features
of the TLC procedure. The following validation
parameters are typically monitored: 1) selectivity; 2)
stability before, during, and after TLC development;
3) linearity of the calibration graph; 4) range of levels
within which the analyte can be quantified; 5) limits
of detection and accurate and precise quantification;
and 6) accuracy (indication of systematic errors), preci-
sion (indication of random errors), sensitivity (ability
to measure small variations in concentration), and rug-
gedness (results of the method when used by different
analysts in a variety of locations). Each step of the
analysis must be validated through error analysis and
a suitability test, and includes sample preparation,
application of samples, TLC separation, detection
procedures, and quantification. Definitions, general
principles, and practical approaches for validation of
pharmaceutical TLC analysis are described by Szepesi
and Nyiredy.[42] Benchmarking studies of the assay and
purity testing of phospholipids by silica gel HPTLC
with copper (II) sulfate-phosphoric acid detection
reagent and scanning of the brown-violet zones at
365 nm showed that HPTLC provided a cost reduction
of 1 : 2.5 as compared to HPLC.[63]

Applications of TLC in Pharmaceutical
and Drug Analysis

Gas chromatography, HPLC, and TLC are compli-
mentary methods with their own advantages and
disadvantages for pharmaceutical and drug analysis.
Regular reviews of the TLC literature[64] have shown
that applications to pharmaceuticals and drugs are
more prevalent than for any other class of compounds.

Applications of TLC include analysis of the follow-
ing sample types:[65]

� Starting raw materials (plant extracts, extracts of
animal origin, fermentation mixtures).

� Intermediates (crude products, reaction mixtures,
mother liquors and secondary products).

� Pharmaceutical raw materials (identification, purity
testing, assay, separation of closely related com-
pounds, stability testing[10]).

� Formulated products (identification, purity testing,
assay, stability testing under storage and stress,
content uniformity test,[66] dissolution test).

� Drugs and their metabolites in biological media such
as urine, plasma, or gastric fluid (pharmacological,
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toxicological,[67] pharmacokinetic,[68] metabolic,
bioequivalence, forensic, and compliance and phar-
macodynamic studies).

TLC analyses are performed in a wide variety of
laboratories, including government, pharmaceutical
manufacturer, hospital, police, and contract testing
laboratories dealing with illicit drug detection in
sports, horse racing, and employment screening. For
identification of known compounds and impurities,
purity testing, and obtaining impurity profiles in
bulk raw materials and formulations, Rf values and
spot sizes/intensities between samples and reference
materials developed on the same plate are compared
by non-instrumental or instrumental methods using
TLC systems that can separate compounds from dif-
ferent classes or closely related compounds within a
single class. Confirmation of identity often requires
use of an on-line or off-line ancillary method,
such as IR, NMR, or mass spectrometry, GC, or
HPLC.

The following eight general, standardized TLC sys-
tems are recommended for the analysis of drugs:

For basic drugs: Silica gel layer dipped in 0.1 M
KOH and dried; mobile phases: 1) methanol–ammonia
(100 : 1.5); 2) cyclohexane–toluene–diethylamine (75 : 15 :
10); 3) chloroform–methanol (9 : 1); and 4) acetone.

For acidic and neutral drugs: Silica gel layer; mobile
phases: 1) chloroform-methanol (4 : 1); 2) ethyl acet-
ate–methanol–ammonia (85 : 10 : 5); 3) ethyl acetate;
and 4) chloroform–methanol (9 : 1)

Migration data for many drugs in these systems have
been tabulated.[69] Retention data for 443 drugs were
reported for four other standardized silica gel systems:
1) ethyl acetate–methanol–30% ammonia (85 : 10 : 15);
2) cyclohexane–toluene–diethylamine (65 : 25 : 10); 3)
ethyl acetate–chloroform (1 : 1); and 4) acetone. The
plate was dipped in KOH solution before development
with acetone.[70] The following screening system
(UniTox) employs three mobile phases for normal and
reversed phase TLC:

For acidic and neutral drugs: 1) methanol–water
(65 : 35), C-18 silica gel.

For basic, amphoteric, and quaternary drugs: 1)
toluene–acetone–ethanol–conc. ammonia (45 : 45 :
7 : 3), silica gel and 2) methanol–water–conc. HCl
(50 : 50 : 1), C-18 silica gel.[71]

The USP 24/NF 19, section 201 (Ref.[72], p. 1856),
contains a general TLC identification test that involves
a non-high-performance silica gel layer with fluorescent
indicator, chloroform–methanol–water (180 : 15 : 1)
mobile phase, and detection under 254 nm UV light
for verification of the identities of compendial drugs in
dosage form test solutions prepared according to the
individual monographs. Section 621 of the USP 24/NF
19 (Ref.[72], pp. 1916–1917) presents brief information

on the equipment and procedures of classical ascending
and continuous development TLC.

Analytical information and data were presented on
the TLC analysis of the most widely prescribed human
and animal drugs as well as illicit drugs.[69] In addition,
applications of quantitative TLC in pharmaceutical
analysis were described.[73,74] Biennial reviews of TLC
typically contain more than 75 references that describe
applications to drug and pharmaceutical analysis.[64]

The following are brief descriptions of TLC analyses
of drugs in pharmaceutical dosage forms and biological
samples that were selected as typical examples.

Analysis of Biological Fluids Using
Visual Zone Comparison

Clenbuterol and salbutamol residues
in animal urine[75]

1. Sample preparation. Solid phase extraction
on C-18 column, elution with 0.1% triethyl-
amine in methanol.

2. TLC. Silica gel 60 layer with concentrating
zone, ethyl acetate-methanol-acetic acid (8 : 1 : 1)
mobile phase.

3. Detection. N-chlorination with chlorine vapors
and detection of the N-chloro derivatives as blue
spots with iodide-o-tolidine solution.

4. Qualitative screening and semiquantitative
analysis. Based on Rf value and color bright-
ness comparison between samples and stan-
dards.

Analysis of Biological Fluids Using
Fluorescence Densitometry

Cortisol in plasma and urine[76]

1. Sample preparation. Extraction with dichloro-
methane.

2. TLC. Extracts and standards applied in 3–6 mm
bands with a Linomat IV to an aluminum-backed
silica gel 60 layer, chloroform–methanol (9 : 1)
mobile phase.

3. Detection. Layer dipped into isonicotinic acid
hydrazide reagent for 20 s and then into
chloroform-liquid paraffin (9 : 1) to enhance and
stabilize fluorescence.

4. Quantification. Scanning with 366 nm excita-
tion and 460 nm emission wavelengths.

5. Validation. Limit of detection 1 ng, RSD
1.4–6.3%, comparison of results to a TLC-
radioimmunoassay method gave correlation
coefficients of 0.97 and 0.98.
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Sulfamethazine in pork tissue[77]

1. Sample preparation. Sulfabromomethazine
added to tissue as an internal standard, extraction
with water, centrifugation, and cleanup and
concentration by a series of solid phase extractions
using C-18 bonded silica, acidic alumina, and AG
MP-1 anion exchange microcolumns.

2. TLC. Samples and standards applied in 6 mm
bands with a Linomat IV to a silica gel 60 layer,
ethyl acetate–toluene (1 : 1) mobile phase.

3. Detection. Layer dipped into fluorescamine
solution.

4. Quantification. Fluorescence scanning of ana-
lyte and internal standard zones at 366 nm or
400 nm (Fig. 5).

5. Validation. Limit of detection 0.25 ppb, average
recovery over analysis range (0.54–2.18 ppb) was
95.6% (standard deviation 29.4%, n ¼ 54).

Analysis of Pharmaceutical Preparations
Using Visual Zone Comparison

Purity test for allylestrenol bulk drug
substance and tablets[78]

1. Sample preparation. Drug substance was dis-
solved in chloroform; tablets were powdered
and sonicated in acetone.

2. TLC. 2.5 and 5 ml aliquots of sample and allyl-
estrenol and impurity standard solutions were
manually applied in 8 mm bands to HPTLC
silica gel plates, which were developed by OPLC
with cyclohexane–butyl acetate–chloroform
(90 : 12 : 2) mobile phase.

3. Detection. Spray with 10% ethanolic sulfuric
acid and heat at 120�C for 2 min.

4. Assay. Visual comparison of sample and stan-
dard zones under 366 nm UV light.

Migration distance (mm) Migration distance (mm) Migration distance (mm)

SMZ

SMZ

SBZ
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Fig. 5 Sample densitograms: pork tissue samples fortified with 10 ppb sulfabromomethazine (SBZ) and either 0, 1.1, or 2.2 ppb
of sulfamethazine (SMZ). Origin is at 0 mm, solvent front at 53 mm. (Reprinted from Ref.[77].)
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Analysis of Pharmaceutical Preparations
Using Visible Densitometry

S-Carboxymethylcysteine in syrups used to treat
respiratory diseases[33]

1. Sample preparation. Syrup diluted with 96%
alcohol–ammonia (4 : 1).

2. TLC. Samples and standards applied with a
Nanomat III to a silica gel 60, 1-butanol–glacial
acetic acid–water (3 : 1 : 1) mobile phase, devel-
opment in a twin-trough chamber.

3. Detection. Plate dipped into ninhydrin reagent
and heated for 3–4 min at 100�C.

4. Quantification. Zones scanned at 487 nm.
5. Validation. Detection limit 15 ng/spot, RSD

0.99–1.6%, recoveries from adult and children’s
syrup 100.0 and 99.5%, respectively.

Analysis of Pharmaceutical Preparations
Using UV Densitometry

Salbutamol sulfate and bromhexine
hydrochloride in formulations[23]

1. Sample preparation. Sample solutions were
prepared in methanol at concentrations of
200–800 ng/ml.

2. TLC. Standards and samples applied with a
Linomat IV to precoated alumina-backed
silica gel 60 F layer, methanol–chloroform–
triethylamine (5.5 : 4.5 : 0.05) mobile phase,
development in a twin-trough chamber.

3. Quantification. Fluorescence quenched zones
of samples and standards scanned at 276 nm.

4. Validation. Calibration curves linear over the
range 20–580 ng/ml; RSDs ranged from 1.1 to
1.6% and recoveries from 98.8 to 99.6% for
assay of the compounds in a syrup and tablet.

Diphenhydramine hydrochloride in tablet, gelcap,
and capsule antihistamine pharmaceuticals[79]

1. Sample preparation. Ground powder or gel
dissolved in ethanol.

2. TLC. HPTLC silica gel 60 F layer, samples and
standards applied as 6 mm bands with Linomat
IV, ethyl acetate–methanol–conc. ammonia
(85 : 10 : 15) mobile phase, development in
twin-trough chamber.

3. Quantification. Fluorescence-quenched zones
scanned at 260 nm.

4. Validation. Precision ranged from 1.7 to 1.9%
RSD and errors in recovery analyses of spiked
samples were 0.81 and 0%.

Betamethasone valerate and miconazole
nitrate in cream preparations[80]

1. Sample preparation. Creams were ultrasoni-
cated with 96% ethanol, and insoluble material
was removed by centrifugation and filtration.

2. TLC. 4 ml aliquots of samples and standards
applied using a Nanomat III to a silica gel
60 F layer, development in a twin-trough cham-
ber with chloroform–acetone–glacial acetic acid
(34 : 4 : 3).

3. Quantification. Fluorescence-quenched zones
of scanned at 233 nm.

4. Validation. Recoveries from laboratory-made
cream were 100.1 and 100.5%, respectively, and
RSD ranged from 0.68 to 1.67% (n ¼ 6).

Pyridoxine hydrochloride and doxylamine
succinate in tablets[81]

1. Sample preparation. Tablets were powdered,
sonicated in methanol, and the solution filtered.

2. TLC. 5 ml aliquots of samples and standards
applied as 6 mm bands to HPTLC silica gel
60 F layer with the Linomat IV, acetone–chloro-
form–methanol–25% ammonia (7 : 1.5 : 0.3 : 1.2)
mobile phase.

3. Quantification. Fluorescence-quenched zones
scanned at 269 nm.

4. Validation. Linearity range 0.5–2.0mg/spot;
RSD 0.73 and 1.93%, and recoveries 99.3–103%
and 97.7–101%, respectively.

Analysis of Pharmaceutical Preparations
Using Fluorescence Densitometry

Amlodipine besylate in tablets[82]

1. Sample preparation. Tablets powdered, dis-
solved in methanol, and filtered.

2. TLC. Samples and standards applied to a silica
gel 60 F layer with a Linomat IV, developed
with chloroform–acetic acid–toluene–methanol
(8 : 1 : 1 : 1) mobile phase in a twin-trough
chamber.

3. Quantification. Fluorescent zones scanned at
366 nm.
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4. Validation. Minimum detectable limit 0.2 ng;
recovery from pre-analyzed tablet spiked with
three different levels of the drug standard
was 100.1%.

Analysis of Pharmaceutical Preparations
Using Scraping and Elution of Zones

Sulfur in topical acne medications[83]

1. Sample preparation. Liquid and cream sam-
ples dissolved by boiling with acetone or chloro-
form.

2. TLC. Samples and standards applied as 2 cm
bands, silica gel G layer, petroleum ether mobile
phase.

3. Detection. Iodine vapor.
4. Quantification. Bands scraped and extracted

with chloroform, UV absorption spectrometry
at 265 nm.

5. Validation. Recovery from three spiked sam-
ples containing 3–5% sulfur averaged 99.2 �
2%, 100 � 2%, and 101 � 1% for five repli-
cates each.
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INTRODUCTION

Overview

This article is intended to be an overview of clinical
data management systems and the processes they sup-
port. Data management systems are highly dependent
on the size and complexity of the organization using
them. Systems can range from a set of SAS data sets
to a fully integrated, distributed set of applications using
a relational database. The entire data management
process may employ a variety of technical solutions.

The information presented here is based on experience
with processes and technology in a large international
pharmaceutical company. Many of these concepts are
employed in smaller pharmaceutical companies and con-
tract research organizations (CROs) but on a lesser scale.

The core data management processes are repre-
sented in the study lifecycle illustrated in Figs. 1 and 2.

Re-engineering

The pharmaceutical industry is under constant pressure
to bring drugs to market more quickly and less expen-
sively, without compromising the quality of the products.
The desire to achieve a profitable balance between these
three objectives—speed, cost, and quality—results in
perpetual ‘‘re-engineering.’’ The investment put into
developing and implementing a solid database and
streamlining data management tools and processes can
contribute greatly to the success of this effort.

How Technology Is Driving Changes
in Data Management

The introduction and proliferation of the Internet and
web-based applications is having a profound impact

on the conduct of clinical trials. The Internet provides
us with the ability to communicate easily with CROs
and investigators; and them with us, without compro-
mising corporate security. Data sets can easily be
placed on a secure web site for being reviewed and
updated by a partner. Remote data entry will reach
its full potential as a result of the introduction and
acceptance of internet technology.

STUDY SET-UP

Standardization

To avoid redundancy, many parts of the study and set-
up processes can be standardized and reused (Fig. 1).
For example, as case report forms (CRFs) are devel-
oped for use across studies, the corresponding compo-
nents of the study definition (questions, response
values), the validation checks, reports, and extract data
structures can be reused as well, especially within a
drug project. This standardization allows for more
efficient use of resources and systems, as well as
realization of benefits in CRF design, study definition,
validation, analysis, reporting, metrics, and training.
Standards for data collection and processing are also
necessary to fulfill the reporting requirements for
pooled analyses across a project (e.g., safety updates,
integrated reports, summaries).

Protocol Development

The protocol must contain a clear statement of the
objectives of the investigation (primary and secondary
endpoints) and the methods of analysis to be used. The
various sections may be written by the appropriate
team members and assembled by the clinical represen-
tative who is the protocol author. Once the protocol is
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complete, the CRF is designed. The CRF is the princi-
pal document used to collect the study data and guide
the study definition in the data management system.

In-House vs. Outsourcing to CROs

Once the project team completes a protocol synopsis,
in-house resources should be evaluated. Consideration
is given to the type of study required along with the
study’s priority within the project. The advantages of
doing the data management in-house include:

� All data for project resides on one database
� Full control over study set-up
� Re-use of tools already developed
� Real-time access to data
� Control over study costs.

If in-house resources are limited and the decision is
made to outsource data management activities, the
planning process begins by creating a detailed scope
of work statement and issuing the request for proposal
(RFP). Bids should be solicited from several CROs.

In choosing a CRO, consider the following:

� Depth of experience in data management
� Compatibility of computer systems
� Qualified technical support for data transfer
� SOPs and policies that meet GCP criteria
� Interpersonal compatibility
� Price

Previous sponsor experience with the CRO, the
CRO’s track record of delivering, and the CRO reputa-
tion within the industry are more important than price.

When a CRO has been chosen, the contract should
include a detailed definition of the scope of work
required along with a clear understanding of when
the data is considered clean and ready for analysis. A
test run of data transfer from the CRO to the sponsor
should be done early in the study to identify any
problems in data formatting and transmission. The
milestones and deliverables must be tracked closely
during study conduct in order to ensure that appropri-
ate progress payments are made. The importance of
regular communication cannot be overemphasized.
The early identification and resolution of technical or
process problems is necessary for a smooth database
closure and transfer of data. Transfer of data often
contains more issues and surprises than anticipated.

The sponsor must take the time to gain a thorough
understanding of the CRO’s organization, work pro-
cesses, and needs with respect to the project. In turn,
the CRO must understand the sponsor’s structure,
organization of the project management team, and

the role the CRO is expected to fill in the overall opera-
tional process of the clinical study. This building of
mutual understanding takes time and effort but is
crucial for project success.

The project team requires reports to track the pro-
gress of the study including patient enrollment data,
discrepancy counts, outstanding CRF pages, and
terminated patients (including dropouts). If the CRO
already has adequate tracking systems, the reports
should be evaluated and adapted as needed.

After study completion, a review of the CRO’s per-
formance and a written report of lessons learned will
provide information for future planning of projects
and outsourcing needs.

There are several options for the transfer of
CRO-processed data back to the sponsor. Most often,
the final data are entered into the CRO’s database to
produce the final study reports with corresponding
datasets. However, with the advances in the Internet
and in distributed study conduct, it is possible, and gen-
erally desirable from the sponsor’s viewpoint, for the
CRO to enter data directly into the sponsor’s database.

CRF Development

The CRF design process can begin either following or
concurrent with the protocol development. Well-designed
data collection forms are critical to achieve the objectives
of the clinical trial. Consideration should be given to the
content, format, and layout of the forms since all these
factors contribute to the overall quality and accuracy of
the data that will be collected, processed, and reported.

Many disciplines should participate in the CRF
design stage. The core team will generally consist of
representatives from statistics, data management,
forms design, medical and clinical monitoring groups,
with other specialists, consulting, as necessary. The pri-
mary objective of the team in this process is to optimize
and balance the following requirements for the CRF:

� To facilitate the investigational site in filling out the
forms correctly

� To allow for quick and accurate data entry
� To ensure that data can be analyzed and that they

represent the patient’s experience for statistical
and clinical reporting

� To facilitate the pooling of data across a project for
safety updates and integrated safety and efficacy
reporting

� Consistency within project or area (e.g., pharmacoeco-
nomics, clinical pharmacology) to allow reuse of tools.

The forms should only collect data that are needed
for reporting purposes and avoid collecting unneces-
sary or redundant data.
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The standardization of CRFs for use across multi-
ple studies results in significant savings in the design,
processing, reporting, and training resources required
for a clinical study. Forms can be further broken down
into modules (e.g., physical exam, vital signs, demogra-
phy) or groups of questions. The use of these modules
allows for greater flexibility when constructing the
forms/pages while retaining the standard use of the
question groups. A library of forms can be centrally
gathered and maintained that includes ‘‘global’’ forms
(those that can be used across projects—e.g., adverse
events, demography), project or therapeutic standard
forms (used across a project), and study specific forms.

There are many applications and systems that can
be used to design and generate the CRFs. These range
from word processing and desktop publishing
packages to customized systems that facilitate the
maintenance and use of a library of modules/forms
and enforce standards. The CRF may also be in an
electronic format rather than on paper, as in the case
of remote data entry systems.

Randomization

Randomization is the process by which patients are
randomly assigned to a treatment group. It is used to
reduce the possibility for investigators and study per-
sonnel to bias the results (consciously or unconsciously)
in favor of one treatment over another in a study.
Randomization also allows for maintaining the blinding
of a study when the blind must be broken for an individ-
ual patient. In most trials, the randomization data will
be kept blinded until data are considered clean and after
exclusions are decided to avoid influencing the results
of a study. At the end of the trial, it is a requirement
to confirm the integrity of the blinding. There must be
documentation or an audit trail of all blind breaks
and of all data changes post unblinding.

The statistician plays an important role in specifying
appropriate parameters to be utilized in generating the
randomization. The randomization specifications include
treatments, centers, block size, study design, blinding
requirements, and stratification factors. It is through
the usage of stratification or grouping criteria that patient
differences can be minimized between treatment groups.

Randomization codes are used for packaging and
labeling study medications. The systems that are used
to generate labels for the treatment bottles may be
independent of those that produce the randomization.

Study Definition

A study definition is used to identify to the system
characteristics about the data fields stored within, cri-
teria for acceptance of those data, as well as extract

formats and file structures. These characteristics may
include database variable name, data type (numeric,
character, date/time), question name and label, short
reference name (e.g., SASa variable name), format
(e.g., ddmmyy), field length, acceptable response values
(e.g., male/female), coding formats (e.g., 1 ¼ yes,
2 ¼ no), and validation information (e.g., validate
against specific thesaurus).

Data entry screen layout is also part of the study
definition. The ease (or difficulty) of data entry must
be balanced with the utility of the data extract file
structure, both of which are greatly determined by this
process. Therefore, good database design requires the
close cooperation and compromise between data man-
agement and statistics to ensure quality and efficiency
throughout the data processing, management, analysis,
and reporting lifecycle.

Many database systems have a catalog of questions
or other global library capabilities to facilitate the
storage and retrieval of data definition objects. Using
these objects as ‘‘building blocks,’’ standard modules
can be established and used across many studies.

This standardization saves considerable resources,
not only in the study set-up process but also in training
data entry personnel, coding validation checks, pro-
ducing monitor reports, and for analysis/reporting.
The continued usage of these standards can also allow
for constant streamlining and improvement based
on experience, with appropriate maintenance and
controls.

Related to the study definition process, most systems
require a schedule of events to be defined to instruct the
system when to expect certain forms for tracking pur-
poses and to associate date/visit with the form.

Data Quality Specifications

A data quality plan is a tool to aid in the implementa-
tion of data quality. The plan should be developed as
soon as the protocol is finalized. Data quality is a
shared responsibility across all functions. For example,
the monitor assures quality by source document verifi-
cation (SDV), and the clinician reviews listings of
individual patient profiles and study ‘‘outliers.’’

New data and corrections to data are usually pro-
cessed nightly through a batch validation program in
the clinical database. The batch validation program
will identify new discrepancies that have appeared
since the last execution of the validation. The program
will also resolve any previously generated discrepancies
that are no longer valid because either the data or
the associated validation criteria have changed.

aSAS is a registered trademark of SAS Institute, Inc.
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Batch validation may also be run ‘‘on demand’’ if
immediate validation of data is required.

With the help of the study team, data management
usually prepares the validation procedures document
to identify specific variables that must be validated.
Edit checks may be defined as part of the data
structure and executed during data entry. Programmed
checks are user-defined checks executed off-line during
batch validation.

These programmed checks include

� Standard checks developed for all standard CRF
pages

� Project specific checks used within each project
� Study specific checks used for study specific pages

of the CRF.

The completed validation checks should be run
against test data to ensure they are written correctly.
As the data is received and validated by these proce-
dures, it is important to review the output and add
or delete edit checks as appropriate.

STUDY CONDUCT

Receipt of Data

Technology is providing a number of options for the
transmission of data from the investigator, CRO, or
lab, back to the sponsor site. Imaging technology
allows for the capture and efficient storage of all CRFs
for use in data tracking and electronic submissions.
Current and near future imaging technology will allow
us to store an electronic copy of signed CRFs as well
as easily archive all study-related documents. Images
can be read using optical character recognition and bar
coding techniques. These technologies, once perfected,
will greatly reduce the manpower required to index and
enter the data on CRFs into the data management sys-
tems. Imaging technology is currently being employed
to route documents through the appropriate study
conduct workflow (Fig. 2).

There have been numerous advances in the area of
remote data acquisition. Data can be collected at the
site via an electronic CRF or a hand held electronic
device. These data can then be transmitted back to
the sponsoring company and batch loaded into the
sponsor’s clinical trial database. Remote data entry
technology currently allows for the easy definition
and distribution of the electronic CRFs to the investi-
gator site. Some online cleaning can be performed as
the data are entered before transmission to the sponsor
site, where additional quality checks are applied
and transmitted back to the investigator site. This
iterative process allows for collection and generally

faster cleaning of clinical data. Data can also be trans-
mitted from the CRO, investigator, or lab via electronic
data transfer. Laboratory data are most often trans-
mitted this way due to the volume of the data. The data
are then batch loaded into the sponsor’s clinical trial
database. Fax transmissions are often received from
the investigator. The fax transmission can be printed
out and then data entered, or the fax can go directly
to a fax server or be passed through a scanner and an
electronic image of the form/document can be created.
This image can then be stored, or data entered either
by optical character recognition, manual data entry,
or a combination of the two.

Many studies are still conducted by traditional
paper-based methods. CRFs and documents are sent
by post (often overnight) to the sponsor site where they
are data entered and filed. Today’s technology allows
for the conduct at multiple sites, with the ability to
pool data for interim analyses and integrated safety
summaries. The size and complexity of a study should
determine which technology should be employed. Most
large pharmaceutical companies have a portfolio of
study conduct technologies to employ.

Data Entry

In a paper-based data flow, as CRFs are received by
the sponsor, the pages or forms can be ‘‘logged in’’
or identified to the system. A document number may
be used to uniquely identify a page for further tracking
within the database. This document identifier can be
scanned from a barcode printed on a form, created using
a document number generator, or manually entered.

Once the form is recognized as received by the
system, a data entry operator can start entry into the
database. In the data definition process, screen layouts
will have been defined to facilitate the accurate and
speedy entry. Some validation or discrepancy checks
can be designed to trigger at entry. For example, if a
data entry operator attempts to violate the criteria
defined to the system for a particular data field (e.g.,
entering character information into a numerically
defined field), a discrepancy can be raised to alert the
operator for acceptance or correction to the data. If
the entry correctly reflects what is written on the
CRF, the value can be accepted and a discrepancy
noted for later follow up.

Many systems allow for the option to perform an
independent second pass of data entry to ensure that
data that is recorded on the CRF matches what is
entered into the database. Second pass (double key)
should be performed by a different data entry operator
than the first pass. In the cases where the first pass and
second pass do not match, the data entry operator is
prompted and can accept either entry. An audit trail
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is kept by the system, and reports may be generated to
document changes performed during the second-pass
process.

Data entry conventions are recommended to assist
in the consistent handling of the data. These conven-
tions should include guidelines and rules for dealing
with expected (and unexpected) issues arising on the
forms. Some examples include handling missing data,
illegible text or data, investigator comments, accepta-
ble abbreviations, etc.

Not all data are received by the sponsor site on
CRFs or paper. For example, data may be entered
remotely at the investigator site or generated as an out-
put file from instrumentation and then electronically
transferred to the sponsor site via the Web/Internet,
other connections, or even diskettes. Alternatives to
traditional data entry also include using optical character
recognition (OCR) technology. This scanning tech-
nique used to populate the database may require the
CRFs to be designed with special considerations as
to the density of the forms, increased use of coded
fields, and legibility of the completed forms.

Discrepancy Management

In addition to the discrepancies generated as a result of
study definition (univariate discrepancies), discrepan-
cies may also arise when a batch validation detects
data inconsistencies (univariate and multivariate dis-
crepancies). Discrepancies are also identified by a
visual review of the data, e.g., monitoring lists,
SDV review. Discrepancies may also be created by
people responsible for data analysis (e.g., statisticians,
pharmacoeconomists, clinical pharmacologists). All
discrepancies and data fields requiring verification or
clarification are tracked using the clinical database.

Quality control for clinical data within data man-
agement includes computerized validation of data in
the database and second-pass data entry. These activ-
ities are performed to ensure that data are complete,

accurate, and compliant with the protocol. In addition
to discrepancy reports, verification of randomly
selected fields may be used to assess the data quality.

Discrepancy reports are prepared for investigator
review and correction. The sponsor translates the
computer output into user-friendly reports. There is
direct communication between the investigational site
coordinator and the data manager for any error
messages that may need clarification.

Corrections are made by the site representative
directly onto the CRF page and then faxed back to
the sponsor. If fax technology is not used, a copy of
the corrected CRF page is made and sent to the spon-
sor by mail or courier. Good clinical practice requires
that all corrections must be dated and initialed by the
site representative.

Once the corrected copies are received, the data
manager makes the change in the clinical database. An
electronic audit trail is maintained in the clinical data-
base of all data entered and changed. This audit trail
tracks the date and time stamp and the identification
of the person making the entry correction or change.

Ongoing Monitoring

A number of query tools may be used to track the
quality and completeness of CRF and non-CRF data.
Many of the tracking reports reside within the data
management system, but tracking may also be done
using simple ad hoc query tools such as Brio or even
SAS. An example of on-going monitoring is the track-
ing of study enrollment by investigators (Table 1).

Inclusion and exclusion criteria are usually listed on
the CRF. The investigator reviews the criteria and
either admits or excludes the subject from continuing
in the study. This may be reviewed and monitored
manually by the monitor reviewing the subjects’
medical records to confirm eligibility during source
document verification or through reports/listing of this
particular patient data highlighting any irregularities.

Table 1 Patient enrollment statistics, by investigator

Investigator Inv ID Site

Total

enrolled

Total

active

Total

completed Early terms

Smith, Michael 205000_P 15103_P 7 6 1 0

Sole, Thomas 205250_P 22609_P 1 0 1 0

Kay, James 205636_P 22938_P 12 10 2 0

Burn, Alan 205707_P 22997_P 4 4 0 0

Chub, Andrew 205708_P 22998_P 3 3 0 0

Door, Robert 205709_P 22999_P 3 3 0 0

Field, Roy 205713_P 23001_P 4 0 4 0

34 26 8 0
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Database Closure

At study completion, the data manager is responsible
for assuring that the data are clean and then prepares
to lock the study/close the database. The purpose of
locking the study is to ensure that a full audit trail of
any changes exists once the study/patients have been
unblinded. Database closure marks the end of the study
conduct phase and the beginning of the analysis and
reporting phase. The standard definition of clean data is:

� All outstanding data in-house
� All outstanding discrepancies resolved
� SDV completed
� Clinical review of data complete
� The allocation of preferred terms to CRF verbatim

terms reviewed and complete
� All non-CRF data revised and processed.

The data management system through a series of
reports and internal checks provides the documenta-
tion and verification that data have been completely
cleaned.

When the criteria for clean data are met, a formal
sign-off meeting is held for team members and ad
hoc functional representatives. With the database
closure form signed off, the data manager locks the
database. Locking limits the ability to change values
for specific privileged users. It also starts a new audit
trail of any changes made after locking.

The randomization codes may now be entered
allowing the statistician to review the data in an
unblinded fashion. Any pharmacokinetic data are also
loaded at this time. Data management then freezes the
database. No changes may be made to the existing
database and no new data may be added.

Study Performance Metrics

Performance metrics are used by the study team to
track and manage the study. The metrics will aid in

the early identification and resolution of problems that
may affect data quality and study timelines.

For example, metrics involving patient enrollment,
visits, forms flow, and discrepancies may be tracked
using the clinical database. An example of a tracking
report for time from patient visit to receipt in-house
is given in Table 2.

Laboratory Data

It is common practice to employ outside laboratories
to perform testing for safety and efficacy measures in
clinical trials. Along with the results, these laboratories
will also provide the units and normal ranges for the
tests performed. Since the laboratories are typically
utilized by many patients in a study or even across
studies, it is practical for the units and ranges to be
received and entered once in the system and then
linked internally to the patient data to which they
apply. This principle of centrally storing values that
can be shared across the system is also desirable for
maintaining the conversion factors used in deriving
lab results into standardized units.

Thesaurus

Medical dictionaries are utilized extensively in clinical
trials to assign common terminology to medical events
such as adverse events reporting and clinical diagnoses,
as well as to link medication trade names to their
generic components. Thesaurus management systems
facilitate both the ongoing maintenance of base dic-
tionaries (e.g., COSTART, WHOART, MEDDRA)
and the linkages to the reported and entered data.

Pharmacokinetic Data

In blinded studies, entering of pharmacokinetic (PK)
data on an ongoing basis could jeopardize the blinding
of the study. Consequently, the PK data are often

Table 2 Weeks from patient visit to login, by investigator

Investigator Inv ID Site

Num DCIs

logged

Min wks

to log

Max wks

to log

Avg wks

to log

Smith, Michael 205000_P 15103_P 640 0.0 32.0 4.8

Sole, Thomas 205250_P 22609_P 294 1.6 35.9 12.5

Kay, James 205636_P 22938_P 959 0.1 24.1 5.7

Burn, Alan 205707_P 22997_P 731 0.1 28.1 3.7

Chub, Andrew 205708_P 22998_P 1050 0.4 32.7 3.7

Door, Robert 205709_P 22999_P 679 0.1 23.6 1.9

Field, Roy 205713_P 23001_P 637 0.0 36.6 4.8

4990
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entered into a separate database. The data is usually
loaded into the data management system only after
the study is closed and ready for analysis.

ANALYSIS AND REPORTING

Extracting Data

A well-designed data management system typically
will focus on the primary objective to facilitate the
collection and cleaning of clinical data. Although it
must also support analysis and reporting, it is not
always possible to achieve an equal balance across
all these requirements; therefore, data are usually
analyzed outside of the clinical database.

Data extraction is the process of selecting and
copying data fields to an external file. Data extraction
procedures generally produce files that are simply a
reflection of the database. The data can then be
manipulated and/or transposed to achieve an optimal
structure for analysis and reporting requirements.
Additional fields can be derived, response values
standardized or decoded, and variables labeled more
clearly.

Data may be organized by type of data, such as
adverse events, laboratory data, demography, physical
exam, etc. Since many of these categories of data exist
across clinical trials, standard file structures can be
designed and implemented. This standardization allows
for the reuse of validated software as well as facilitates
the pooling of data across studies for use in project safety
summaries and other data reporting across studies.

Derivations

The derivation of data points can be conducted in a
number of different ways. Usually they are calculated
either in the clinical trials database or as part of the
creation of the analysis ready, value added data sets.

It is advisable to store derivations for values that
are not likely to change, and for which the derivation
algorithm is commonly accepted in the clinical trials
database. Derivations that are a result of a constantly
changing database, or of a complex algorithm particu-
lar to a given study, should be conducted outside the
clinical trials database and as part of the creation of
the analysis ready, value added data sets.

Reporting Tools

Reporting and analysis is usually a continuous process
throughout the life of a study. The ‘‘final report’’ is the
culmination of the efforts involved in conducting a
clinical trial.

For ongoing reporting during the life of a study,
there are a large number of reporting tools available
on the market for the querying of clinical trials
data. Each database has a number of tools that are
appropriate for creating easy to mildly complex reports
against the clinical trials database (i.e., Oracle�b has
several reporting tools). There are also a number of
user-friendly query tools that are designed to retrieve
data from a number of different databases. Brio�c

can generate query results that join multiple tables
and give quite a bit of flexibility over report format
and features such as sorting. More complex reports,
such as a ‘‘missing and overdue forms report,’’ are
usually written in third generation language (3gl) such
as Cþþ, or taking the data outside the database
and using external programming tools. For the final
statistical listings and tables, SAS is the industry stan-
dard. Where reporting is concerned, the tool that best
performs the job should be the one selected.

Electronic Submission of CRFs
to Regulatory Agencies

Sponsors may be required to provide selected CRFs as
part of the overall package submitted to the regulatory
authorities. Recently, regulatory agencies have been
encouraging the electronic submission of these CRFs.
Given a comprehensive and well-indexed imaging sys-
tem, it may be possible to subset the requested images
and electronically transfer the file with relative ease.
For the situations where these files must be manually
compiled, a different process may be employed. As
CRFs are identified for inclusion, a scanner can be
used to produce .pdf files (via Adobe Acrobat Exchan-
gezTMd). An index is required to facilitate the retrieval
of the forms, as desired. The collection of indexed
images is then transferred onto CD-ROM for the
electronic submission.

SYSTEM ISSUES

Year 2000

The approach of 2000 A.D. had caused the technology
industry to take an in-depth look at all of the auto-
mated solutions employed in the industry. Every place
where a date was used in an application was examined.
Two digit dates were particularly troublesome as we
approached the new millennium. The validation effort

bOracle is a registered trademark of Oracle Corporation.
cBrio is a registered trademark of Brio Technology, Inc.
dAdobe Acrobat Exchange is a trademark of Adobe Systems, Inc.
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consumed an enormous amount of resources, both
in-house and at the software vendors.

Upgrades

Whether your clinical trials management system was
developed in-house or purchased from a vendor, even-
tually you will have the opportunity to experience an
upgrade. At some point you will probably need to
upgrade the operating system on the PC or server,
the version of the database that your application is
built on, or the application software itself. Worst case
is when you have to upgrade all of these at once.

Ideally your application environment consists of a
fully functional and separate test environment. It is in
this area that you would test any upgrades. Testing
should consist of executing documented test scripts
with the goal of proving that existing functionality still
works and any advertised new functionality also works.

Ideally you would try to avoid upgrading multiple
pieces of your environment at the same time, as in
the worst case example above. Although multiple
rounds of testing is resource intensive, it is much easier
to determine the source of any problems and resolve
them in a controlled environment. This is a point to
be aware of when choosing clinical trial software: Will
the vendor support multiple versions of an operating
system and database? This will give you the time to test
the worst case scenario in a two-phase approach.

Conversion vs. Migration vs. Upgrade

Over time software becomes obsolete, as does hard-
ware. Upgrading to the latest version of the software
or hardware is probably the easiest path. But when
you find that you must move to a completely new
hardware or application environment, there are several
things to consider. Often software and hardware ven-
dors can provide the service of migrating or converting
your existing data from one system to another. One
should carefully investigate what this process would
entail. Conversion can be a painful and extremely
resource intensive operation. You should realistically
look at whether it is feasible to let ongoing trials
complete in the legacy system or whether it is feasible
to re-enter data into the new system for smaller studies.
These strategies are often much more straightforward
and less error prone than a conversion would be.

System Validation

Computer systems validation (CSV) is an ongoing pro-
cess that involves the evaluation and documentation of

all components of a system during its life cycle to
ensure compliance with approved user requirements
and quality standards. A system is defined not only
by its hardware and software, but also by the processes
surrounding its use. CSV is applicable to a system used
to collect, process, capture, or manipulate data that
may be included in a submission to a regulatory
authority. Validation requires establishing documented
evidence that a system meets its predefined specifica-
tions and quality attributes. Validation seeks to assure
that a system has been developed, tested, and imple-
mented in a controlled manner, performs and will
continue to perform accurately and reliably, and is
secure from unauthorized or accidental change. In
addition to documenting the development and imple-
mentation of system components, validation includes
documenting hardware and software change control,
security management, and training.

Audit Trails and Change Control

It is important to be able to track the reason and
source for any changes to data in your clinical trials
database. Many applications have built in audit trail
capabilities that track the date, time, and ID of the
person entering or changing data through the applica-
tion. Some applications will even prompt for a data
change reason. Any changes or deletion of data should
be done through the application whenever possible.
Sometimes however, the volume of the data to be mod-
ified or complexity of the changes requires external
intervention. If you plan to modify data in the clinical
trials database from outside of the application, the
process should be very carefully documented. As in
any software development, the program or script that
will be run to enter or update data should have a
design document, that outlines the modules purpose
and expected performance, as well as a set of fully
executed test cases. It is common to keep all requests
for manual data changes and data change scripts with
their respective documents in one directory as backup
for a data change log.
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INTRODUCTION

The process of developing a new drug, from the identi-
fication of a potential drug candidate to postmarketing
surveillance, is extremely complex. The drug develop-
ment process requires input from various members of
a multidisciplinary team and the conduct of numerous
studies. The time from drug discovery to marketing
takes an average of 13 years. Once a chemical is
identified as a new drug candidate, extensive preclinical
analyses must be completed before the drug can be
tested in humans. The pharmacology, toxicology, and
preclinical pharmacokinetics must be characterized.
The formulations of the drug product that were used
in the preclinical studies may be different from the
formulation of the final drug product, which may
require that additional formulation work and pharma-
cokinetic analyses be performed. If the characteristics
of the new drug candidate are acceptable for all of
the preclinical assessments, it may then be tested in
humans. The new drug candidate, at this point, enters
the clinical research stage of drug development.

Clinical research represents a vital stage in the devel-
opment process a stage that is no less daunting than the
preclinical research stage. The data obtained from the
first-time-in-human, Phase 1 pharmacokinetic studies,
and initial safety evaluations in healthy volunteers can
make or break the entire developmental program for a
drug candidate. The sponsoring company, of course,
hopes that the data collected in these initial studies will
show minimal safety concerns over an adequate dose
range. The pharmacokinetic data can then be used to
help design future studies in which efficacy and long-
term safety are assessed and additional pharmacokinetic
and pharmacodynamic data are collected.

Although the basic designs of the initial single and
multiple dose-escalating studies are generally straight-
forward (but the starting dose is often intensely
debated), it is imperative that these studies and future
studies be designed to address specific questions. The
questions vary depending on numerous specific consid-
erations, including the targeted disease characteristics
(e.g., acute or chronic); desired safety, efficacy, and
pharmacokinetic evaluations; and assessment of clinical

pharmacology (e.g., dosage formulations or dose fre-
quency). Basic study procedures must also be consid-
ered. Thus, the design, conduct, data reporting and
analysis, and production of the final study reports can
be completed only through the coordinated efforts of a
multidisciplinary drug development team.

For every clinical study, input is required from multi-
ple personnel with various areas of expertise. Members
of a drug development team include physicians, scien-
tists, pharmacists, project managers, statisticians, com-
puter programers, study monitors, regulatory experts,
and for some studies, a representative of the formu-
lations group. While some team members may be able
to perform multiple tasks, no one team member has
the expertise or the time to do everything required to
conduct a clinical study. In addition, some members
may have overlapping abilities, but other members with
particular expertise may be called upon. For example,
pharmacokineticists are the experts in pharmacokinetics,
but they may also be knowledgeable in pharmaceutics,
biostatistics, and clinical care. However, scientists (PhDs)
are trained primarily in basic research, while physicians
(MDs) are trained in clinical medicine. Since a single
drug development program is derived from both of these
distinct disciplines, considerable overlap, cooperation,
and coordination are necessary to take a drug success-
fully and efficiently from discovery to market.

Clinical drug development is generally divided into
four phases: Phase 1 through Phase 4. For each study
conducted within a particular phase, specific informa-
tion is collected according to the requirements for
individual drugs being developed. Collection of safety,
efficacy, and pharmacokinetic data is the focus of most
clinical trials. Although these topics appear to be
distinct disciplines, they are intertwined and represent
different ways of evaluating the intrinsic properties of
a drug. While the safety, efficacy, and pharmacokinetics
of a drug may be assessed in most studies, the team must
establish the type and extent of information to be
collected, which will vary based upon the specific objec-
tives and designs of the studies.

A critical function of the drug development team
is the development of the study protocol. The study
protocol must clearly describe the study design and

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000460
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methodology that will be used to achieve the study
objectives. Input from non-medical and non-scientific
members of the team, such as marketing and informa-
tion technology experts, also is helpful in establishing
development strategies and in designing and conduct-
ing of clinical studies. Finally, project planning efforts
can synchronize team efforts, help contain the soaring
costs of pharmaceutical research, and coordinate
international development efforts.

The drug development team’s primary goal is to
gain approval to market the drug, which requires that
a marketing application be submitted to a regulatory
agency (e.g., a New Drug Application [NDA] is sub-
mitted to the Food and Drug Administration [FDA]
in the United States and to the Health Products and
Food Branch [HPFB] in Canada, while a Marketing
Authorization Application [MAA] is submitted to
European regulatory agencies). During the conduct
of the studies and the compilation and analyses of
the data, the team must consider and evaluate many
issues, such as how to collect, categorize, and report
adverse events. All of these decisions will affect the
marketing application that is submitted and may
ultimately define how the drug is to be administered.

Many of the decisions to be made by the team, and
particularly by the investigators, pose ethical dilem-
mas. Legislation has been enacted to protect human
research subjects. Recently, the most pressing ethical
dilemma facing the clinical research scientist concerned
biotechnology and genetic engineering research.

Frequent changes in the regulations and guidelines of
various regulatory agencies, differences in interpretations
of these rules, and special reporting mechanisms for
adverse events represent only a few of the challenges
facing a drug development team. Due to continuous
advances in scientific information, understanding of
disease processes, and gene therapy, change continues
to be the rule in modern drug development. However,
through the efficient application of sound scientific
principles in an ethical manner and with a coordinated
team effort, effective new therapies can continue to be
developed and marketed.

ROLES OF THE DRUG DEVELOPMENT
TEAM MEMBERS

Physicians

The physician’s contribution to drug development and
the physician’s role on a drug development team have
changed over the last few decades.[1] Before the 1960s,
medical departments of pharmaceutical companies
were primarily composed of physicians who were
routinely involved in responding to drug informa-
tion requests rather than developing new drugs.

The Kefauver–Harris Amendment, enacted in 1962,
required pharmaceutical companies to demonstrate
before marketing that a drug was efficacious, which
necessitated that physicians increase their presence on
drug development teams. Along with the advent of
additional governmental regulations, the increase in
complexity of medical knowledge has mandated that
physicians become an integral member of any drug
development team. In fact, because of the different
roles of the physician within an organization, compa-
nies may now have various departments (e.g., a clinical
research department and a clinical safety department)
within the medical department.

Although physicians are trained in patient care,
physicians who are typically employed by pharma-
ceutical companies have more training in scientific
methodology than those in the past. The physician
on the team is the one qualified to follow the progress
of each patient enrolled in a clinical trial and to inter-
pret the results. Some physicians continue to spend
time treating patients at a university hospital or a
specific clinic where their specialty can be utilized
and practiced, which allows these physicians to main-
tain sharp diagnostic skills. Also, some may perform
basic research in academic settings to develop or main-
tain their knowledge and skills in basic research.

However, much of today’s clinical research is actu-
ally conducted by investigators who are not employed
by the company sponsoring the development of the
drug. The physician on the drug development team
must help inthe selection of appropriate investigators
to conduct the clinical studies. Pharmaceutical physi-
cians may rely on colleagues who are experts in their
respective fields and who have appropriate patient
populations and facilities for the targeted research
project. The physician is also the expert who deals with
emergency situations that may arise during the course
of a clinical research project, such as an overdose or
severe adverse experience (SAE) that might be experi-
enced with the drug. Similarly, the physician assists
investigators who are responsible for evaluating the
severity of adverse experiences (AEs) and determining
thecausal relationship of the AEs to the drug under
development.

The physician’s involvement in clinical research
does not end with the completion of the clinical study.
Medical reports, clinical study reports, and sections of
NDAs must be written. Interactions with regulatory
agencies that require the physician’s input may occur
frequently. Physicians in clinical research may also
be called upon to promote new drugs in a scientific
environment by organizing symposia and workshops
and by reviewing journal advertisements and promo-
tional material for medical validity and accuracy.

The role of the physician in a clinical drug develop-
ment program has expanded and has been refined in
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the last 40 years. Physicians increasingly contribute
clinical and scientific expertise and administrative skills.
Many physicians on drug development teams today
spend most of their time designing and implementing
studies and interpreting and reporting data rather than
being in direct contact with patients. An experienced
clinician is an important member of any drug develop-
ment team.

Scientists

While a drug development team may have only one
primary physician, it may have multiple scientists.
Pharmacokineticists, pharmacologists, toxicologists,
and pharmaceutical scientists are all involved in the
clinical development of drugs. The contributions of
scientists to a drug development project are derived
from their experience in both scientific methodology
and basic research.[1]

Although physicians are trained in patient care,
scientists are trained in problem-solving skills related
to scientific research. To obtain a doctoral degree, a
scientist must conduct research and write a dissertation
that covers a topic of sufficient scope and depth. During
this process, the scientist learns how to solve problems
from different perspectives. The scientist also collects
extensive data and performs data analyses, thereby
gaining valuable insight into the considerations neces-
sary to determine the feasibility of collecting data in a
clinical trial. Also, some scientists, such as pharmacoki-
neticists with a pharmacy background, may receive some
clinical experience during their training as a scientist.

Scientists help design major portions of study proto-
cols and clinical case report forms (CRFs). The study
protocol is the overall plan that the study follows,
and it must contain certain types of information,
including the following: 1) background data on the
targeted disease; 2) the empirical and structural
formula of the drug being studied; 3) preliminary phar-
macology and toxicology of the drug (specific study
objectives and designs); 4) the methods and materials
to be used in the study; 5) information regarding drug
packaging, labeling, dosage forms, and decoding
procedures; 6) overdose management; 7) patient dis-
continuation procedures; 8) explanation of informed
consent and provisions regarding institutional review
board approval; and 9) any relevant references and
appendices. The CRFs are the forms on which indivi-
dual patient data are recorded during a clinical trial.
From these data, clinical and statistical analyses are
performed. All the information that is stipulated in
the study protocol must be collected on the CRFs.

In conjunction with non-scientific personnel, scientists
are responsible for ensuring that the CRFs will capture
the appropriate information for each study subject

according to the objectives, tests, and evaluations
stipulated in the protocol. Careful attention must be
given to the administration of special tests or collection
of samples so that the timing of the assessments or
sample collections do not conflict.

Experience in basic research enables the scientist
to function as an important link between the basic
research labs within the company and the drug devel-
opment team. Departments specializing in drug meta-
bolism, microbiology, pharmacology, and toxicology
need feedback from early human safety and pharmaco-
kinetic studies so they can continue to plan and
conduct appropriate long-term animal studies. Thus,
communication between the clinical scientist and the
basic scientist is important throughout the progress
of the drug development program.

Because clinical research has become increasingly
more scientific, experts in the methodology of science
are necessary for a complete research program. The
drug development team’s scientists may account for
much of the scientific expertise, but the roles of the
research team overlap to form a scientifically sound,
medically astute cohesive group. In addition to scienti-
fic expertise, use of the scientist’s administrative talents,
such as organizational skills and familiarity with per-
sonnel practices, enables effective drug development.
Thus, scientists with these skills are often employed in
management positions in many organizations.

Pharmacists

The pharmacist’s role on the drug development team
has greatly expanded the professional opportunities
of individuals with backgrounds in pharmacy. Phar-
macists can provide valuable therapeutic insight into
medical research. Training of pharmacists as clinical
scientists with both clinical skills and scientific research
skills continues to be an emphasis at many pharmacy
schools. Several programs have been devised for the
education and development of the pharmacist as
clinical scientist.[2] Pharmacists have a broad knowl-
edge in both clinical medicine and pharmaceutics,
and therefore are able to bridge the gap between the
clinic and the laboratory.

Pharmacists’ training focuses on drug therapies in
disease states, whereas physicians’ training focuses on
the diagnosis of disease states. Studies regarding drug
interaction, positive control, or drug comparison involve
drugs that have been studied and marketed. Pharmacists
can help in the design of such trials because of their
knowledge of marketed drugs.

Additional roles of pharmacists appear in the areas
of drug information and education and training.
Pharmacists have the appropriate expertise in drug
therapy to answer inquiries from physicians (and other
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health professionals) concerning both marketed and
investigational drug products. Similarly, the clinic/
laboratory bridge that the pharmacist builds makes
this team member especially well suited to educate
and train new employees in drug development. By
offering both general and special skills, the research
pharmacist blends clinical medicine with pharmaceuti-
cal science and is well qualified as an educator and
drug information specialist.

Non-Scientific Personnel

Drug development includes many tasks that may not
require the specialized expertise of a physician or a
scientist. Administrative skills, creativity, and excellent
communication abilities, which are qualities not
necessarily emphasized within traditional medical and
scientific educational curricula, may be required for
many of these tasks.

The administrative skills necessary for drug devel-
opment include incorporating seemingly disparate
but vitally linked concepts into a single overall plan.
Integration planning may mean organizing study files
into a logical sequence or helping to assemble the var-
ious parts of an NDA. In the first example, files must
be set up in a way that can facilitate internal quality
assurance audits and FDA inspections. In the second
example, knowledge of the FDA’s regulations and
good abstracting capabilities are required.

Creativity is a quality that cannot be developed
through formal training. Creativity requires bold con-
jecture and it expresses itself in newer, better ways to
accomplish the same goals. An example of creativity
in clinical drug research might involve the development
of a variable report that could support all of the differ-
ent research documents that are generated by drug
research teams. With such a variable report, common
information need not be recreated each time another
document is generated.

Excellent communication skills may be the most
important quality for individuals working in drug
development, even for those with strong medical
backgrounds. Clinical research requires extensive inter-
actions with personnel within the organization and
with outside vendors or clinical sites. The information
flow must be both efficient and accurate. For example,
marketing departments must communicate frequently
with medical departments so that marketing studies,
advertising, and package inserts can be planned and
evaluated. Individuals who lack strong science back-
grounds but who have excellent communication skills
often act as liaisons in these situations.

One aspect of clinical research that requires extensive
contribution by the drug development team personnel is
study monitoring. Study monitors oversee the planning,

initiation, conduct, and data processing of clinical
studies.[3] While monitoring studies, monitors must
communicate frequently with investigators and help
ensure the data are being collected properly, FDA
regulations are being followed, and any administrative
problems are resolved as quickly as possible. Although
monitors traditionally have had a non-scientific
background, many monitors today have training in
the basic sciences, and some even have advanced
degrees, which allows them to better understand
the scientific aspects of the project. Effective study
monitors have a wide range of talents.

The many facets of a clinical research program
afford individuals with varying types of training, edu-
cation, and experience, the opportunity to contribute
to the drug development process. Although some tasks
clearly require the clinical or scientific expertise of a
physician or a scientist, other tasks are better suited
to those individuals with less specialized and more
general capabilities.

STAGES IN CLINICAL
DRUG DEVELOPMENT

Before clinical drug development can begin, many
years of preclinical development occur, millions of
dollars are spent, and countless decisions are made.
Basic research teams consisting of chemists, pharma-
cologists, biologists, and biochemists first identify
promising therapeutic categories and classes of
compounds. One or more compounds are selected for
secondary pharmacology evaluations and for both
acute and subchronic toxicology testing in animal
models. A compound that is pharmacologically active
and safe in at least two non-human species may then
be selected for study in humans. Before the drug
can be tested in humans, an Investigational New
Drug (IND) application, which contains supporting
preclinical information and the proposed clinical study
designs, must be filed with an appropriate regulatory
agency.

Clinical drug development follows a sequential
process. By convention, development of a new drug in
humans is divided into four phases: preapproval seg-
ments (Phases 1 through 3) and a postapproval segment
(Phase 4).[1–4] The definitions of the three preapproval
phases have relatively clear separations. However, the
different phases refer to different types of studies rather
than a specific time course of studies. For example,
bioequivalence studies and drug–drug interaction studies
are both Phase 1 studies, but they may be conducted
after Phase 3 studies have been initiated. The generalized
sequence of studies may be tailored to each new drug
during development.
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Phase 1

After the appropriate regulatory agency has approved
a potential drug for testing in humans, Phase 1 of the
clinical program begins. The primary goal of Phase 1
studies is to demonstrate safety in humans and to col-
lect sufficient pharmacokinetic and pharmacological
information to permit the determination of the dose
strength and regimen for Phase 2 studies.

Phase 1 studies are closely monitored, are typically
conducted in healthy adult subjects, and are designed
to meet the primary goal (i.e., to obtain information
on the safety, pharmacokinetics, and pharmacologic
effects of the drug). In addition, the metabolic profile,
adverse events associated with increasing dosages, and
evidence of efficacy may be obtained. Because most
compounds are available for initial studies as an oral
formulation, the initial pharmacokinetic profile usually
includes information about absorption. Additional
studies, such as drug–drug interactions, assessment of
bioequivalence of various formulations, or other studies
that involve normal subjects, are included in Phase 1.

Generally, the first study in humans is a rising,
single-dose tolerance study. The initial dose may be
based on animal pharmacology or toxicology data, such
as 10% of the no-effect dose. Doses are increased gradu-
ally according to a predetermined scheme, often some
modification of the Fibonacci dose escalation scheme,[5]

until an adverse event is observed that satisfies the
predetermined criteria of a maximum tolerated dose
(MTD). Although the primary objective is the deter-
mination of acute safety in humans, the studies are
designed to collect meaningful pharmacokinetic infor-
mation. Efficacy information or surrogate efficacy
measurements also may be collected. However, because
a multitude of clinical measurements and tests must be
performed to assess safety, measurements of efficacy
parameters must not compromise the collection of safety
and pharmacokinetic data.

Appropriate biological samples for pharmaco-
kinetic assessment, typically blood and urine, should
be collected at discrete time intervals based upon extra-
polations from the pharmacokinetics of the drug in
animals. Depending on the assay sensitivity, the half-
life and other pharmacokinetic parameters in healthy
volunteers should be able to be evaluated, particularly
at the higher doses. The degree of exposure of the drug
is an important factor in understanding the toxicologic
results of the study. Pharmacokinetic linearity (dose
linearity) or non-linearity will be an important factor
in the design of future studies.

Once the initial dose has been determined, a
placebo-controlled, double-blind, escalating single-dose
study is initiated. Generally, healthy male volunteers
are recruited, although patients sometimes are used
(e.g., when testing a potential anticancer drug that may

be too toxic to administer to healthy volunteers). These
studies may include two or three cohorts, with six or
eight subjects receiving the active drug and two subjects
receiving placebo. The groups may receive alternating
dose levels, which allow assessment of dose linearity,
intrasubject variability of pharmacokinetics, and dose-
response (i.e., adverse events) relationship within indivi-
dual subjects.

Participants in the first study are usually hospita-
lized or enrolled in a clinic so that clinical measure-
ments can be performed under controlled conditions
and any medical emergency can be handled in the most
expeditious manner. This study is usually placebo-
controlled and double-blinded so that the drug effects,
such as drug-induced ataxia, can be distinguished from
the non-drug effects, such as ataxia secondary to viral
infection. The first study in humans is usually not
considered successfully completed until an MTD has
been reached. An MTD must be reached because the
relationship between a clinical event (e.g., emesis) and
a particular dose level observed under controlled con-
ditions can provide information that will be extremely
useful when designing future trials. Also, the dose
range and route of administration should be estab-
lished during Phase 1 studies.

A multiple-dose safety study typically is initiated
once the first study in humans is completed. The
primary goal of the second study is to define an
MTD with multiple dosing before to initiating well-
controlled efficacy testing. The study design of the
multiple-dose safety study should simulate actual clin-
ical conditions in as many ways as possible; however,
scientific and statistical validity must be maintained.
The inclusion of a placebo group is essential to allow
the determination of drug-related versus non-drug-
related events. The dosing schedule, which includes
dosages, frequency, dose escalations, and dose tapering,
should simulate the regimen to be followed in efficacy
testing.

Typically, dosing in the second study lasts for 2
weeks. The length of the study may be increased
depending on the pharmacokinetics of the drug so that
both drug and metabolite concentrations reach steady
state. Also, if the drug is to be used to treat a chronic
condition, a 4-week study duration may be appropri-
ate. To obtain information for six dose levels with six
subjects receiving active drug and two receiving pla-
cebo for each of two cohorts, a minimum enrollment
of 24 subjects should be anticipated. Similar to the first
study in humans, these subjects would be hospitalized
for the duration of the study.

Also similar to the first study, pharmacokinetic
data must be obtained. These data will be used to
help determine dosage in future efficacy trials. The
new pharmacokinetic information that can be gathered
includes the following: 1) determination regarding
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whether the pharmacokinetic parameters obtained in
the previous acute safety study accurately predicted
the multiple dose pharmacokinetic behavior of the
drug; 2) verification of pharmacokinetic linearity (i.e.,
dose proportionality of Cmax and AUC) observed in
the acute study; 3) determination regarding whether
the drug is subject to autoinduction of clearance upon
multidosing; and 4) determination of the existence and
accumulation of metabolites that could not be detected
in the previous single-dose study. A number of experi-
mental approaches can be used to gather this infor-
mation, and all require frequent collection of blood
and urine samples. The challenge to the clinical
pharmacokineticist is to design an appropriate blood
sample collection schedule that will maximize the
pharmacokinetic information, yet can be gathered
without biasing the primary objective—determination
of clinical safety parameters.

Phase 2

After the initial introduction of a new drug into
humans, Phase 2 studies are conducted. The focus of
these Phase 2 studies is on efficacy, while the pharma-
cokinetic information obtained in Phase 1 studies is
used to optimize the dosage regimen. Phase 2 studies
are not as closely monitored as Phase 1 studies and are
conducted in patients. These studies are designed to
obtain information on the efficacy and pharmacologic
effects of the drug, in addition to the pharmacokinetics.
Additional pharmacokinetic and pharmacologic infor-
mation collected in Phase 2 studies may help to optimize
the dose strength and regimen and may provide addi-
tional information on the drug’s safety profile (e.g.,
determine potential drug–drug interactions).

Efficacy trials should not to be initiated until the
MTD has been defined. In addition, the availability
of pharmacokinetic information in healthy volunteers
is key to the design of successful efficacy trials. The
clinical pharmacokineticist assists in the design and
execution of these trials and analyzes the plasma drug
concentration data upon completion of the efficacy
studies.

During the planning stage of an efficacy trial, the
focus is on the dosage regimen and its relationship
to efficacy measurements. Plasma drug concentrations
for various dosages can be simulated based upon the
data collected in the first two studies in humans. The
disease or physiological states of the test patients
(e.g., organ dysfunction as a function of age), concur-
rent medications (e.g., enzyme inducers or inhibitors),
and the safety data obtained earlier must be considered
when choosing an optimal dosage regimen for the
study. In addition, if the targeted site of the drug is
in a tissue compartment, theoretical drug levels in

this compartment can be simulated, which may help
scientists determine the appropriate times for efficacy
measurements.

On completion of the efficacy trial, a therapeutic
window for plasma drug concentrations can be defined
by reviewing the correlation between plasma drug
concentrations and key safety and efficacy parameters.
The goal is to improve efficacy and safety of the drug
by individualizing the dosage based upon previous
plasma drug concentration profiles in the same patient.

Phase 3

If the earlier clinical studies establish a drug’s
therapeutic, clinical pharmacologic, and toxicologic
properties and if it is still considered to be a promising
drug—Phase 3 clinical trials will be initiated. Phase 3
studies enroll many more patients and may be con-
ducted both in a hospital or controlled setting and in
general practice settings. The goals of Phase 3 studies
are to confirm the therapeutic effect, establish dosage
range and interval, and assess long-term safety and
toxicity. Less common side effects and AEs that
develop latently may be identified. In addition, studies
targeted to evaluate and quantify specific effects of the
drug, such as drowsiness or impaired coordination, are
conducted during this phase.

Phase 3 studies are also used to identify the most
appropriate population or subpopulation for the study
drug and to establish a place for the drug in its thera-
peutic class. A drug may be developed in a therapeutic
class that already has effective alternatives, but the
investigative compound may have a better safety pro-
file than its established competitors. A Phase 3 clinical
study can be designed to assess relative safety profiles.

Closer inspection of drug interactions is warranted
in Phase 3 clinical trials. In many disease states, the
use of polytherapy is quite common, and the risk of
drug–drug interactions is high, both from phar-
macokinetic and pharmacodynamic perspectives. The
likelihood of drug interactions and semiquantitative
estimates of magnitude may be predicted from in vitro
data.[6] The potential for interactions needs to be
evaluated from two perspectives: the potential that
the new drug may affect the pharmacokinetics of other
drugs, and the potential that other drugs may affect
the pharmacokinetics of the new drug. The former
generally depends on the ability of the new drug to
affect various enzyme and carrier-mediated clearance
processes. Most notably, this concerns the cytochrome
P450 (CYP) isoforms but could also involve conjuga-
tive enzymes and transporters, such as p-glycoprotein.
Drugs may be an effective inhibitor without being a
substrate of a CYP isoform, as is the case for quinidine’s
inhibition of CYP2D6.
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The potential for significant drug–drug interactions
caused by other drugs requires knowledge of the
components of clearance for the new drug and the like-
lihood that known inhibitors will be coadministered.
For drugs with multiple pathways and a broad thera-
peutic index, the need for formal interaction studies
may be limited. Population pharmacokinetic analyses
of data obtained from Phase 3 studies may be used
to help discover and quantify drug interactions due
to classes of drugs often associated with inhibition
(e.g., macrolides, systemic antifungals, calcium channel
antagonists, fluoxetine, paroxetine) or induction (e.g.,
anticonvulsants, rifampin).

Most early clinical trials are conducted at university
medical centers with physicians who specialize in a
certain area of medicine. When study drugs are even-
tually marketed, however, general practitioners will
be prescribing them as well. Therefore, it is important
that family physicians are exposed to study drugs dur-
ing this phase because they represent the segment of
clinicians who will be writing most of the prescriptions.
Similarly, to maximize the commercial return on drug
development, a multi-indication strategy may be pur-
sued (sometimes designated as Phase 5 if conducted
postapproval). In addition, testing of the drug in
foreign countries is appropriate during Phase 3;
however, other countries may operate under different
regulatory obligations than in the United States.

Phase 4

Whereas Phase 1, 2, and 3 studies are conducted
prospectively using subjects or patients whose entrance
into the study depends on strict inclusion and exclusion
criteria, Phase 4 studies employ mainly observational,
rather than exclusionary, study designs. Postmarketing
surveillance and any additional studies requested by
the regulatory agency as conditional approval of the
NDA are conducted during Phase 4.

Data collection in premarketing clinical trials is
an extensive, scientific exercise. Detailed blood work,
special laboratory tests, and careful physiologic moni-
toring are typical in these studies. Postmarketing
studies, however, are often targeted for much larger
patient populations (5000–10,000 or more), which lim-
its extensive data collection from each patient and
emphasizes collection of safety information. These stu-
dies are complemented by reports of AEs from patients
not enrolled in a study. The large numbers of patients
in Phase 4 studies make it easier for researchers
to determine rare AEs and can help identify patient
populations that are at particular risk for certain AEs.
For example, demographic trends toward side effects
involving geographic locus, gender, or race may be
determined from postmarketing surveillance data.

PROTOCOL CONSIDERATIONS

The task of designing a clinical study cannot be under-
taken until the study objective of that trial has been
rigorously defined. The objective should explicitly state
what is being investigated and vague language should be
avoided.[7] Once an unbiased and specific objective has
been developed, scientists can build the study design
around it and then develop and write the protocol.[8]

One of the main considerations when designing an
investigational study concerns the type and number
of comparative groups that will be involved. A control
group of subjects may be evaluated in addition to the
group taking the investigational drug. Sometimes more
than one control group is used in a study. The control
groups take either placebo or active medication and
are compared with the group taking the investigational
drug. This design is used to rule out the possibility of a
placebo effect or to assess the efficacy and safety of the
investigational drug relative to other drugs currently
marketed.

Regulatory agencies frequently require the pivotal
Phase 3 studies, which will be used to support an
NDA, to be placebo-controlled studies. Placebo
medication should be as similar as possible to the drug
being investigated (e.g., same color, taste, and shape).
No statistically significant difference in response
between this group and the subjects taking the investi-
gational drug is evidence against that drug having any
real effectiveness.

Similar to the placebo considerations, active medi-
cation taken by the control group also should be as
similar as possible to the drug being investigated
(e.g., same color, taste, and shape). If the formulations
cannot be made with similar appearances (e.g., tablet,
suspension, etc.), a placebo of each formulation could
be made so subjects would take one active formulation
and the placebo of the other formulation to maintain
the blind. No statistically significant difference in
response in this group relative to the subjects taking
the investigational drug is evidence that active medica-
tion has no advantage therapeutically over the existing
therapy. However, a higher incidence of AEs in the
control group and an equal rate of efficacy relative
to the subjects taking the investigational drug are evi-
dence of the new drug’s advantage over the existing
therapy.

In addition to determining the types and number of
control groups that should be included in a study, the
drug development team must decide between a parallel
and a crossover design. For example, in a placebo-
controlled clinical trial, a parallel design is one in
which each study group takes the same medication
(i.e., either placebo or active drug) throughout the
study. With a crossover design, each study group
eventually receives both placebo and active drug
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(e.g., one group may take placebo for a 6-week period
and then cross over to receive active drug for the
following 6-week period).

An advantage of the crossover design is that it
allows each group to be its own control, thereby allow-
ing a demonstration of efficacy to occur during the
treatment with the drug. A disadvantage of the cross-
over design is that residual effects from one treatment
period may carry over into the other treatment period.
Absolute determination of efficacy and safety of the
different treatments is difficult and sometimes impossi-
ble. One way to avoid the problem of residual effects on
crossover studies is to have washout periods between
the different treatment phases. During the washout per-
iod, the patient is either given a placebo or no treatment
for several days or weeks so that any possible meta-
bolite or effect of the drug is ‘‘washed out’’ of the
patient before the next treatment phase begins.

An advantage of the parallel design is that it avoids
the problems associated with possible residual effects
of one treatment period influencing the other treatment
period(s) because each treatment group is only exposed
to one drug. Compared with a crossover study, more
patients may be required for a parallel study so that
statistical significance can be established between the
study groups. In a parallel study, recruiting the required
larger numbers of patients who fit the study criteria
takes longer, but the duration of that study is usually
shorter than the duration of a crossover study.

Crossover designs span greater periods of time
because each group must sequentially take an active
and a control medication over a period that is long
enough to allow a treatment effect to emerge. When
washout periods are added, the time required to con-
duct these studies becomes longer still, and more study
subjects may drop out. These difficulties are often
outweighed by the fact that statistical significance can
be achieved with fewer patients in crossover studies.

Once the study design has been chosen, there are
many other issues to consider when developing and
writing clinical protocols. Among the topics to be
considered are criteria for patient eligibility, efficacy
and safety parameters, timing of the events, packaging
and dispensing of the clinical trial material, and
the informed consent form. Also, to be determined is
how the study will be blinded. For most well-
controlled studies, subjects are assigned to the various
groups by using a randomization process so that
biased selection is eliminated, the overall collection
of the subjects’ variables is comparable in each group,
and statistical power is guaranteed.[9] In these double-
blind studies, neither the subject nor the investigating
scientists know to which group the subject has been
assigned. Thus, extensive input from the drug develop-
ment team is required when designing studies and
writing protocols.

DRUG DEVELOPMENT CONSIDERATIONS

Most drugs are tested in humans to treat a specific dis-
ease entity or some adverse clinical condition. Because
the pathogenesis of diseases and the exact mechanisms
of action of drugs are often poorly understood, the
process of evaluating a drug’s efficacy can be compli-
cated. Upon treatment, a patient’s adverse clinical
condition may improve; however, for many diseases
this occurrence can only be evaluated indirectly by
clinical assessments (e.g., via blood pressure measure-
ments in the treatment of hypertension). However, a
drug’s characteristics can also be measured directly.
For example, measurement of blood concentrations
of the drug enabling calculation of pharmacokinetic
parameters is a direct evaluation of the drug.

Similar to efficacy assessments, evaluation of the
safety of a drug may also involve indirect measure-
ments. One of the primary methods of obtaining safety
information in a clinical trial is through a patient’s
reporting of AEs. Although the exact biochemical
mechanisms responsible for many AEs cannot be
evaluated directly, the indirect evaluation of the drug’s
adverse effect can be seen clinically. Because clinical
assessments are indirect measures, AE reporting leads
to several complex questions. The degree of drug-
relatedness or causality, the effect of concomitant
medication, the severity of the AE, the complications
of the disease state, and the effects of other clinical
conditions or diseases are usually difficult to deter-
mine, particularly early in the drug development
program. Also, all reports of AEs in a clinical drug
research program are recorded, tabulated, and cross-
referenced to form a safety database, regardless of
whether the AE is determined to be drug related. The
information contained in this database is used to
generate the package insert.

Although the clinical effect of a drug is perhaps the
primary concern of drug development, an understand-
ing of the drug’s biochemical and physicochemical
properties and mechanism of action is also desired.
These direct measures are of equal concern in drug
development as are the indirect evaluations of a
drug’s clinical effects. The primary tool used to study
the intrinsic physicochemical properties of a drug is
pharmacokinetics, which is a branch of biopharma-
ceutics. Pharmacokinetics describes the relationship
between the processes of drug absorption, distribu-
tion, metabolism (biotransformation), and excretion
(collectively abbreviated ADME) and the time course
of therapeutic or adverse effects of drugs.[10] Efficacy
is determined by the drug concentration at the site of
action, which generally is correlated with the drug
concentration in the blood. The ultimate goal of
pharmacokinetics is to characterize the sources of
variability in the concentration time profile, which
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may be correlated with variability in efficacy and
adverse events.

Pharmacokinetics can be used to guide dosage regi-
men selection and thereby optimize pharmacologic
effects and minimize toxicologic effects when a drug is
administered to an individual patient. Thus, although
the basic pharmacokinetic properties of a drug are
identified during the earliest stage of clinical drug
development, the many factors affecting the pharma-
cokinetics in the patient population must be identified
throughout the drug development process to enable
proper dose selection for individuals. Thus, both indir-
ect and direct measures are used to evaluate a drug.

MARKETING INPUT

A successful pharmaceutical company has an appro-
priate blend of both research and marketing to enable
a symbiotic, rather than antagonistic, relationship.
Because an effective scientific and clinical research
team often designs and executes experiments and clin-
ical trials that involve costly overhead expenses, it is
essential for marketing decisions to be geared toward
company profitability being made allow the company
profitable so these expenses can be met. Therefore,
both medical and marketing input are necessary if a
pharmaceutical company is to be successful.

By gathering data on all facets of the needs in the
marketplace from clinicians and by maintaining a pro-
file awareness of new products under development by
competitors, marketing personnel are in an excellent
position to advise their colleagues in the research arena
who are responsible for the drug development pro-
gram. Also, a marketing expert can help identify the
problems other companies are having in selling their
product and thereby avoid the same difficulties. For
instance, sales problems may be related to ineffective
advertising or faulty packaging; therefore, they do not
concern clinical research. However, problems in sales
can also be related to a drug’s undesirable effects. An
effective drug that does not lead to the AEs associated
with an already approved drug would have a marketing
advantage. Someone in marketing research may suggest
conducting clinical studies that would evaluate the
relative incidence of the AE with the hope that the data
could be used to support effective advertising.

Thus, research and marketing are mutually benefical
in a successful pharmaceutical company. Marketing
groups help clinical research teams by supplying them
with information about competing products, the needs
of the marketplace, and suggestions for new formula-
tions. Clinical research teams provide the data to
support therapeutic and marketing claims and act as
chief advisors to marketing personnel concerning drug
research studies and promotional claims.

EFFECTIVE GLOBAL PLANNING

Because drugs are frequently marketed worldwide and
the clinical development of drugs may involve studies
that are conducted internationally effective global plan-
ning can present its own difficulties. Obviously, medical
practice, regulatory guidelines, and the cultural envir-
onment may be different in various countries, but also
the manner in which research is conceived can differ
vastly between countries. Medical researchers in some
countries may be more conservative than researchers
in other countries, which could potentially lead to the
underdosing of drugs. These differences in research
approaches actually stem from differences in ethical
standards.

Another reason that international planning may be
difficult in drug research concerns the way in which
various countries view early clinical trials and drug
safety. Some countries view volunteer subjects and
patients differently from a regulatory perspective,
making it easier to recruit and enroll subjects for
Phase 1 studies than it is to recruit and enroll patients
for Phase 2 or Phase 3 studies. In the United States,
both patients and volunteers are viewed in the same
way, and studies with patients and volunteers cannot
be initiated until the FDA has authorized an IND.

In addition to regulatory guidelines, the regulatory
process is still another aspect of clinical drug develop-
ment that can differ widely between countries. In
England, sponsoring research firms do not interact
very much with the British drug regulatory agency
the Committee on Safety of Medicines. This lack of
direct interaction stems from the desire to keep com-
mercial influence away from the objective evaluation
of a pharmaceutical company’s study data. This lack
of communication results in British companies treating
government guidelines for conducting clinical research
as a routine checklist rather than an aid in forming the
most appropriate development strategy.

In the United States, federal guidelines (Code of
Federal Regulations, CFR) have been established by
the FDA to help sponsoring research firms conduct
good, consistent clinical studies. However, some of the
items in these guidelines may not be appropriate for all
clinical studies, and some items that may be appropri-
ate to include in a clinical study may not have been
incorporated into the federal guidelines. These varia-
tions occur because each drug and disease state is
unique, and complete guidelines cannot be established
for all cases. For these reasons, several meetings are held
between clinical research teams and the FDA before
an NDA submission to ensure that all appropriate
methodology and experimentation is being incorporated
into the overall drug development project.

Beginning in the early 1990s, the FDA participated
in a collaborative effort to harmonize the technical
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procedures for development and regulatory approval
of human pharmaceuticals internationally. Forces that
led the agency in this direction included increased
trade, the multinational nature of the pharmaceutical
industry, trade agreements such as the North American
Free Trade Agreement and the General Agreement on
Tariffs and Trade by the World Trade Organization,
European activism, and pressures on the industry to
control costs.[11] These pressures included intense com-
petition and health care reimbursement controls. This
harmonization effort is the work of the International
Conference on Harmonisation (ICH) of Technical
Requirements for Registration of Pharmaceuticals for
Human Use. ICH has focused on achieving harmoni-
zation of technical requirements in three major regions
of the world: the United States, the European Union,
and Japan. Some of the earliest ICH guidelines
addressed the format and content of the Investigator’s
Brochure,[12] stability testing,[13] and genotoxicity test-
ing.[14] The FDA also works with the World Health
Organization and other international organizations to
set standards for health care products.[11]

Clinical drug research is a complicated, multidisci-
plinary task that may be conducted internationally.
In fact, many pharmaceutical companies are multi-
national, with locations in several countries. Planning
and coordination become even more complex for such
global drug development programs. Despite the differ-
ences among countries in medical practice, regulation,
and culture, international drug development and
marketing are vital parts of many organizations. The
successful multinational pharmaceutical company will
plan its clinical research strategy according to any
differences among nations before to implementing its
international development plans.

ETHICAL CONSIDERATIONS

No topic in clinical drug development is more contro-
versial and emotionally charged than the myriad ethical
dilemmas that face physicians and scientists involved in
clinical research. Given that clinical research has gener-
ally proved to have moral consequences through its
direct and indirect influence on alleviating suffering,
steps must be taken to ensure that abuses do not occur
during the course of drug development. Therefore,
guidelines for the protection of human subjects have
been developed, proposed, and accepted worldwide.[15]

Because of the atrocities committed by Nazi medical
researchers in the 1930s, the Nuremberg Code[16] was
written, and highlighted the importance of obtaining
all research subjects’ voluntary consent to their partici-
pation in clinical studies. The Declaration of Helsinki,[17]

which was published by the World Medical Association

in 1964 and has been updated several times since, takes
the informed consent issue one step further by giving
only qualified medical scientists and physicians the
right to conduct clinical research. However, similar
concerns go back at least to the 1830s, when Dr. William
Beaumont developed a contract with a patient, and in the
late 1800s, when a leprosy worker experimented on a
patient without her consent.[18]

Legislation that ensures the protection of human
research subjects in the United States includes the 1979
publication of the Belmont Report on the Ethical
Principles and Guidelines for the Protection of Human
Subjects of Research.[19] This report concerns the fine
line between biomedical research and the routine
practice of medicine and explores the criteria that
determine the risk-benefit ratio in the consideration of
conducting clinical research. It also addresses basic
guidelines for the proper selection of human research
subjects and further defines the elements of informed
consent.

Other important legislation in the United States
includes the FDA’s Guidance for Institutional Review
Boards (IRBs)[20] for further guarantees of protection
for human research subjects. IRBs are independent
committees that review proposed clinical research pro-
jects before the commencement of the research. These
committees decide whether the risk to research subjects
outweighs the potential benefit of the research; they
can suggest modifications in the research proposal or
disapprove the project altogether. IRBs must consist of
both men and women of varying professions. At least
one member must have his or her primary concern in a
non-scientific area (e.g., a lawyer or clergyperson), and
at least one member must not be affiliated with the
institution at which the research will be conducted.

Closely related to the rights of human research
subjects are the rights of routine patients involved in
non-research medical matters. In 1973, the American
Hospital Association published the Patient’s Bill of
Rights,[21] which requires that the acting physician give
his patients complete information concerning their
diagnosis, treatment, and prognosis; that the patient be
given respectful care; that the patient be given the oppor-
tunity to refuse treatment; and that the patient’s records,
condition, and medical care be treated confidentially.

Another ethical issue facing clinical research scien-
tists concerns study design, in particular, the placebo-
controlled clinical trial. The reason placebo-controlled
clinical trials are conducted is quite compelling from a
scientific standpoint: to ensure that the evidence sup-
porting the efficacy of an experimental drug is actually
due to the properties of the drug and not to the
psychologic properties of the study subjects. In other
words, if a placebo effect from the experimental drug
occurs rather than a true therapeutic effect, then a
comparison of the drug group with the placebo group
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will show statistically similar response rates. It is a way
to help separate actual drug responses from placebo
responses, especially in studies investigating psychiatric
compounds, but also in other therapeutic areas with a
clearer ‘‘physiologic’’ or ‘‘biochemical’’ basis.

One defense for conducting placebo-controlled
clinical trials is that the subjects chosen for the placebo
group are randomly chosen, so that no malicious
withholding occurs. Also, many study protocols have
provisions of study extension that guarantee subjects in
placebo groups have the opportunity to take the drug
as an extension of the study after they complete the
original part, or they are offered the chance to receive
alternative therapy. Study subjects may be given mone-
tary compensation for their participation in studies, in
addition to free, thorough physical exams, lab work,
and physician visits.

Interestingly, experimental drugs have unknown side
effects that can cause serious biochemical and physiolo-
gic problems, whereas placebo medication does not. This
fact makes possible the contrary argument and objec-
tion, on purely ethical grounds, to giving study subjects
experimental and hence unproven drugs. Of course,
informed consent and careful monitoring by trained
medical personnel help to alleviate the ethical problems
associated with giving subjects an active, investigational
drug. The most important aspect of all studies is that the
patient be completely informed of all study procedures
and agree to willingly participate in the study.

The most recent pressing ethical dilemma facing the
clinical research scientist surrounds the increasing
amount of research that is being conducted in biotechni-
cal and genetic engineering. Ethical issues will continue
to play important parts in the medical and legal worlds.
Whereas pure science is value-neutral, its application is
always open to debate. Undesirable extremes are likely
to exist at both ends of the spectrum.

CONCLUSIONS

To conduct a clinical study for the evaluation of a new
drug, a vast array of personnel is required. Physicians
are largely used because of their knowledge of clinical
medicine and patient care, whereas scientists are used
because of their knowledge of the methodology and
the science. Pharmacists serve a bridging function
due to their unique training in therapeutics and the
pharmaceutical sciences. Non-scientific personnel are
indispensable because of their ability to coordinate
the many facets of a drug development project.

The clinical evaluation of drugs involves many
different levels of scrutiny before a drug product can
be marketed. These levels include Phase 1 for safety
testing, Phase 2 for evaluating efficacy and determining
the correct therapeutic dose, Phase 3 for large-scale

studies and determination of drug interactions, and
Phase 4 for postmarketing surveillance. Phase 1 studies
are typically conducted in healthy volunteers, and
Phase 2 through 4 studies are conducted in patients.

Study design plays a critical role in the clinical eva-
luation of drugs. A clinical study cannot be conducted
without specifically outlined objectives and a definitive
plan, which are vital components around which the
study protocol is constructed. The use of placebo or
active drug control groups in the study, and whether
the design should be open, parallel, or crossover, must
be determined. In most studies, patients are assigned to
study groups randomly.

The developmental objectives facing the clinical
research team include indirect evaluations of a drug’s
safety and efficacy, such as effects on vital signs or
behavior, and direct evaluations of a drug’s intrinsic
properties, such as its pharmacokinetics and mode of
action. Also, the marketing medical liaison is impor-
tant if research is to support future sales plans and
advertising is to reflect study results. Finally, effective
global planning is necessary because drugs are more
frequently developed and marketed worldwide, and
therefore involve differing patient populations and dif-
ferent government regulations. ICH guidelines have
helped to standardize regulations worldwide.

The ethical dilemmas facing clinical research scientists
affect much of the legislation that currently regulates the
conduct of clinical trials. The goal of drug development
research is to develop effective pharmacotherapy for
mankind’s ailments, and regulatory agencies have
enacted legislation to prevent unethical research.

Although traditional medicines continue to be discov-
ered and developed, the fields of biotechnology and gene
therapy continue to advance. In addition, new methods
to collect and evaluate clinical data on a real-time basis
will help to speed the development process.
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INTRODUCTION

Therapeutics relates drug administration to physio-
logical effects, both beneficial and toxic, in patient
populations. The important intervening steps or pro-
cesses, which occur following drug dosing that lead
to therapeutic effects in the body, are described in
Fig. 1. This scheme illustrates the dose-effect relation-
ship. The discipline of pharmacokinetics provides an
understanding of drug absorption, disposition, and
elimination, as these relate to the physiological effects
of drugs. Pharmacodynamics relates the measured
response, either efficacious, toxic, or both, to the
drug’s pharmacokinetics. Pharmacokinetics has
become increasingly important, as it has proven to be
a very useful tool in understanding not only drug
dosage in relation to achievable drug concentrations
in plasma, but also the influence of disease states on
the behavior of a drug in the body. A very power-
ful interpretative instrument becomes available when
the disciplines of pharmacokinetics and pharmaco-
dynamics are combined. Clinical pharmacokinetics
specifically deals with optimizing drug dosage in
individual patients. By using plasma concentration
measurements, and clinical pharmacokinetic princi-
ples, doses can be adjusted to achieve maximal thera-
peutic utility, with minimum toxic risks for individual
patients.

Basic knowledge of pharmacokinetic principles is
important not only for the clinician to understand
basic drug–patient interrelationships, but also for the
drug industry to facilitate the design of relevant studies
for drug discovery candidates. The gain from designing
proper pharmacokinetic studies can probably be
counted not only in better therapy for the patient but
also in long-term economic savings for the pharmaceu-
tical industry.

In this article the basic principles of pharmacoki-
netics and pharmacodynamics will be addressed, and
examples of how these principles can be used to
increase the understanding of drug therapy and drug
dosage formulation are given.

PHARMACODYNAMIC CONSIDERATIONS

The fundamental hypothesis in clinical pharmcoki-
netics asserts that a relationship exists between a drug
concentration in some measurable biologic fluid and
observed drug effects, both therapeutic and/or toxic,
as illustrated in Fig. 1. Many drugs, for example, anti-
arrhythmics, anticonvulsants such as phenytoin, and
diuretics such as furosemide, show an apparent direct
relationship; that is with every change in plasma drug
concentration, there is an immediate and correspond-
ing change in effect. For other drugs the relationship
is more complicated; the drug level of warfarin for
instance, triggers a cascade of events leading to pro-
longed clotting time. Here, the mean steady-state
level rather than the time course of concentrations
can be most closely correlated to the therapeutic effect.
In some instances, the effect itself is difficult to quan-
tify, and demonstrating any relationship is difficult.
When unbound concentrations are maintained at a
particular steady-state concentration across a popula-
tion, then an observed difference in response between
individuals must be due to pharmacodynamic recep-
tor-level variability across the population. However,
most traditional relationships of drug effects have
been developed relative to drug dose rather than
steady-state unbound concentrations. When com-
paring the dose given to the effect, the variability in
drug absorption, first-past metabolism, protein bind-
ing, and clearance must also be included, thereby
giving a significantly more variable and complicated
relationship.

The full model for the concentration (C) and effect
(E) relationship is the Hill equation, also called the
extended Emax model:[1]

E ¼ Emax Cs

ECs
50 þ Cs

ð1Þ

where Emax is the maximal effect, EC50 is the con-
centration giving 50% of maximal effect, and s is the
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slope factor. The Hill equation can be simplified to
different extents, for example, if s ¼ 1.

Between 20 and 80% of the maximal response, the
relationship is logarithmic:

E ¼ m log C þ e ð2Þ

where m is the slope and e is the intercept. This equa-
tion has the limitations of not being able to predict
effects outside this range of responses (i.e., <20% and
>80%).

Below 20% of maximal response, the relationship is
linear:

E ¼ m C þ e ð3Þ

This relationship has been used for up to 50% of
maximal response; however, it then is a coarse approx-
imation, depending upon the value of s (the lower the
value of s, the better the approximation).

The Hill equation should be used only when a rea-
sonable estimation of Emax is possible and when data
are gathered over the whole effect range. If data are
available only from the lower part of the curve, the lin-
ear equation might just as well be used. The difference
between the Hill equation and the linear or log-linear
equation is that only the Hill equation gives a mechan-
istic–physiologic understanding of the effect. The other
equations are merely descriptive.

Sheiner and associates[2] have developed the rela-
tionship where the pharmacodynamic model [Eq. (1)]
is integrated together with the pharmacokinetic model.
This makes possible describing both the steady-state
concentration–effect relationship (i.e., EC20, EC50,

EC90, etc.) and the time lag between the measured
rapidly changing plasma concentration and the corre-
sponding steady-state effect at that concentration level.
This time-lag parameter is described by the equilibra-
tion half-time. Using both these parameters, that is,
the expected effect and the time required to obtain
the effect, allows investigators to model the effect–
concentration relationship when patients are not at
steady state.

The relationship between the measured effect and
steady-state plasma concentration sometimes yields
bell-shaped (e.g., nortriptyline) or U-shaped (e.g., clo-
nidine) curves. Several unusual concentration–effect
curves, including the U-shaped curve describing the
blood pressure lowering effect of clonidine, have been
explained by Paalzow and associates[3] as being a
result of multiple receptor responses. The drug then
acts on several different receptors that can have
opposite effects and that are triggered at different
concentrations.

Tolerance to the drug effect, that is, a decrease in
the effect with time, also obscures the dose-response
relationship. Pharmacokinetic and/or pharmacody-
namic causes for tolerance development are possible.
Pharmacokinetic tolerance, for example, can be caused
by induction of metabolic enzymes, thereby causing a
decrease in drug concentrations. Pharmacodynamic
tolerance can be characterized mainly in two different
ways: the receptors down-regulate in response to the
drug, giving a smaller response with time, or other phy-
siologic mechanisms counteract the drug effect. The
blood pressure lowering effect of hydralazine that is
diminished by a compensatory increase in heart rate,
and the diuretic effect of furosemide that is decreased
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Fig. 1 Schematic representation of the dose-effect relationship for a drug.
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as a result of the drug’s volume and salt-depleting
actions are two examples.

Fig. 2 illustrates a utility curve, that is, a curve
describing the clinical utility of a drug in terms of the
risk of side effects from a high concentration and the
risk of no effect from a low concentration. The closer
the effect and toxicity curves, the more narrow is the
range of plasma concentrations that can be used for
therapy. The utility is obtained as the difference
between the effect and toxicity.

Depending upon the steepness of the concentration–
effect relationship [the size of s in Eq. (1)], an increase in
concentration will result in different changes in effect.
An all-or-none relationship is obtained when the curve
is very steep (s > 6). Theophylline shows a shallow
relationship with plasma concentration for its antiasth-
matic effect; a big increase in concentration results in a
small increase in effect. However, as the side effects of
theophylline show a much steeper relationship with
plasma concentration, it is critical not to increase theo-
phylline concentrations above 20 mg/L. With a lower
limit for antiasthmatic effect of 10 mg/L, theophylline
exhibits a narrow range of concentrations where
therapy is beneficial.

Another measure of utility is in terms of the ratio
between the concentration level causing an undesirable
side effect to the concentration level giving the desired

therapeutic effect (therapeutic index). For theophylline
this ratio is 2, for digoxin it is 1.6, and for furosemide it
is 40. The higher the therapeutic index, the less critical
are dosing recommendations with respect to the risk of
serious side effects.

CLEARANCE

Clearance is the measure of the ability of the body to
eliminate a drug, and as such is one of the most impor-
tant pharmacokinetic parameters, as it gives a well-
defined, physiologically relevant measurement of how
drugs are eliminated by the organism as a whole, or
by a particular organ. Clearance relates drug concen-
tration to the elimination rate from the body [Eq. (4)],
or at steady state the average concentration Css to the
dosing rate because at steady state the input rate into
the body will equal the output rate [Eq. (5)]:

Elimination rate ¼ CL C ð4Þ

Dosing rate ¼ CL Css ð5Þ

The clearance concept has been used in defining the
pharmacokinetics of drugs since the mid-1970s.[4,5] The
clearance concept is based in physiology, where it is
used as a measure of renal function (creatinine clear-
ance). Creatinine is formed from muscle breakdown
at a constant rate, and thus a constant creatinine con-
centration in plasma results. The magnitude of this
concentration is dependent on the elimination rate of
creatinine and the size of the muscle pool (formation
rate). By measuring the plasma concentration and the
renal excretion of creatinine, renal clearance can be
estimated and thereby kidney function indicated, as
creatinine is mainly filtered into the urine

CLcreatinine ¼
Urine volume � Urine concentration

Plasma concentration

ð6Þ
Drugs are not only eliminated via the kidneys but

also eliminated in the bile by the liver and metabolized
in the liver and elsewhere, which makes direct measure-
ment of the elimination rate of a drug difficult. Indeed,
other routes of elimination could include loss in
expired air, saliva, sweat, partition into tissue stores,
efflux from the blood into the gut lumen, and gut meta-
bolism as well as other sites of metabolism such as the
lung. The total clearance, CL, can be defined as

CL ¼ Dosei:v:

AUC
ð7Þ

where Dosei.v. is the intravenous dose, and AUC is
the resulting area under the plasma concentration
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Fig. 2 Utility curve and concentration–effect/toxicity rela-

tionships for a theoretical drug according to Eq. (1). EC50

for efficacy ¼ 10 mg/L, EC50 for toxicity ¼ 60 mg/L, thus
the therapeutic index is 6; s ¼ 1.0. Utility is obtained as
the difference between effect and toxicity.
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time curve. Total clearance can also be measured dur-
ing continuous drug therapy as dosing rate divided by
Css according to Eq. (5).

Clearance is referenced to plasma (plasma clear-
ance, CLp), blood (blood clearance, CLb) or plasma
water (unbound clearance, CLu), depending upon
where the concentration is measured. Total clearance
can be divided into the contributions of each of the
eliminating organs, the most important being renal
clearance, CLR, and hepatic clearance, CLH.

CL ¼ CLR þ CLH þ CLgut þ CLother ð8Þ

Renal clearance can be separately determined by
measuring the excretion rate of unchanged drug into
the urine, as for creatinine. The difference between total
clearance and renal clearance is usually called non-renal
clearance, meaning the clearance that is not accounted
for by excretion of unchanged drug into urine, be it meta-
bolism in the liver or elimination by any other organ.

Clearance is measured in units of volume per time
(ml/min or L/h) and thus is defined using the same
units as blood or plasma flow. By definition, clearance
gives the volume of plasma (blood) from which a drug
is completely removed per unit time. For some drugs
the liver or kidneys have the ability to clear drug from
all the blood flowing through the organ; for example,
p-aminohippuric acid (PAH) has a renal plasma clear-
ance of 600–700 ml/min, which equals renal plasma
flow. Because PAH does not partition into red blood
cells, PAH renal blood clearance will equal renal blood
flow (see imipramine in the next paragraph for calcu-
lations according to Eq. (9), CRBC/Cp ¼ 0). So, when
the eliminating organ has a high capacity to eliminate a
drug, the blood clearance equals the blood flow to that
organ. As the organ cannot eliminate drug any faster
than the rate at which drug is presented to the organ,
blood flow becomes the limiting value for clearance. Thus,
hepatic blood clearance cannot exceed 1.5 L/min, and
renal blood clearance cannot exceed 1.2–1.3 L/min.

Some drugs show a higher plasma clearance than
the corresponding plasma flow through the elimina-
ting organ. Imipramine has a plasma clearance of
1050 ml/min,[6] thus exceeding the rate of plasma flow
to the liver, where it is predominantly eliminated.
Looking at whole blood, the concentration of imipra-
mine in blood is higher than its concentration in
plasma because of a considerable partitioning into
red blood cells (CRBC/Cp ¼ 2.7). Thus, the amount
of drug delivered to the liver by the blood is much
higher than that assumed from measuring its plasma
concentration alone. The relationship between plasma
and blood clearance at steady state is given by

CLp

CLb
¼ Cb

Cp
¼ 1 þ H

CRBC

Cp
� 1

� �

ð9Þ

Imipramine blood clearance can be calculated by
substituting the red blood cell to plasma concentration
ratio and the average value for hematocrit (H ¼ 0.45)
into Eq. (10). The resulting blood clearance is calcu-
lated to be 595 ml/min, a value within the physiologic
range of liver blood flow The higher plasma versus
blood clearance for imipramine also indicates that
the drug present in the red blood cells is readily avail-
able for the metabolizing enzymes by being in rapid
equilibrium with the drug present in plasma water.
Thus, the plasma clearance may assume values that
are not ‘‘physiologic.’’ However, if the concentration
in blood is used to define clearance, the maximal clear-
ance possible is equal to the sum of blood flow to the
various organs of elimination. If a drug shows a higher
blood clearance than the combined blood flow, a prob-
able cause is extrahepatic or extrarenal elimination,
such as the metabolism of nitroglycerin in blood and
tissues. The rate of elimination of a compound by
an organ is the difference between the rate of presenta-
tion to the organ and the rate of exit from the organ.
Rate of presentation equals the organ blood flow mul-
tiplied by the entering concentration (QCin), and the
rate of exit equals the blood flow multiplied by the
exiting drug concentration (QCout) (Fig. 3).

Rate of elimination ¼ QCin � QCout ð10Þ

By relating the rate of elimination to the entering
concentration [Eq. (4)], an expression for organ clear-
ance of drug can be obtained

CLorgan ¼
QðCin � CoutÞ

Cin
¼ Q ER ð11Þ

in terms of blood flow and ER, the extraction ratio,
which equals (Cin�Cout)/Cin. A high organ clearance
signifies that the organ has a high capacity to extract
drug from the blood.

For a compound for which the organ has a high
extraction capacity, the exiting concentration is very

Rate of Excretion
Q(Cin – Cout)

Rate in
QCin

Rate out
QCout

Fig. 3 Extraction of drug in an organ of elimination.

Clinical Pharmacokinetics and Pharmacodynamics 575



C
linical–C

olor

low relative to the entering concentration, and ER
approaches unity. For an organ with a low extraction
capacity, the exiting concentration is not very different
from the entering concentration, and ER approaches
zero. Extraction ratio can thus be expressed as the frac-
tion of the organ blood flow that is cleared by the
organ (ER ¼ CLorgan/Qorgan). Several models relating
the hepatic clearance to physiologic parameters have
been suggested, including the well-stirred and the par-
allel tube models,[7,8] the distributed model,[9,10] and the
dispersion model.[11–14] The well-stirred model is the
most easily understood and most commonly employed
model, and the following discussion will be based on
this approach.

The well-stirred model assumes that the unbound
drug concentration leaving the organ, for example
the liver, is equal to the unbound concentration within
the organ, thus assuming an instant ‘‘mixing’’ at the
entrance of drug into the organ. The intrinsic ability
to metabolize or otherwise clear unbound drug and
the protein binding (unbound fraction, fu) together
with the blood flow through the liver (QH) all contri-
bute to the resulting hepatic clearance, which may be
mathematically expressed as

CLH ¼ QH
fu CLu;int

QH þ fu CLu;int
ð12Þ

Thus, an example of a high-extraction drug is when
the capacity of the liver to metabolize a drug is large
compared to the rate at which drug enters the liver
(fu CLu,int � QH), clearance approximates liver blood
flow

CL ffi QH ð13Þ

An example of low-extraction drug is when the
capacity of the liver to metabolize a drug is small rela-
tive to the rate of presentation (fu CLu,int � QH),
because of a low intrinsic ability to metabolize or
because of diffusion problems to the enzyme site. Under
these conditions, hepatic clearance approximates

CL ffi fu CLu;int ð14Þ

Between these extremes, hepatic clearance is depen-
dent on all three factors: Unbound fraction of drug,
intrinsic clearance, and hepatic blood flow. The
unbound clearance, CLu, equals CL/fu.

A reasonable assumption is that the active secretion
mechanism in the kidney can also be described by the
well-stirred model. However, the kidneys have several
mechanisms that may determine renal clearance of a
drug, including passive filtration and reabsorption.

The renal clearance is the sum of filtration and
secretion minus reabsorption. It can be described as

CLR ¼ CLfiltration þ CLsecretion � CLreabsorption

ð15Þ

or,

CLR ¼ ðCLfiltration þ CLsecretionÞ
� ð1 � fraction reabsorbedÞ ð16Þ

Filtration in the kidneys is determined by the glo-
merular filtration rate, GFR (120 ml/min in a healthy
young person), and by the fraction of the drug that is
dissolved in plasma water, that is, the unbound
fraction, fu. Thus,

CLfiltration ¼ fu GFR ð17Þ

Suppositions regarding the mechanisms by which a
drug is renally eliminated can be made by comparing
the filtration clearance with the measured renal clear-
ance. Drug is always passively filtered to some extent,
depending of the value of fu. If CLR > CLfiltration,
the drug is also secreted and may be reabsorbed
but to a smaller extent than it is secreted. If
CLR < CLfiltration, however, this is an indication of
reabsorption but does not exclude secretion. If
CLR ¼ CLfiltration, the drug can still be both secreted
and reabsorbed, but to the same extent. Conclusive
evidence on whether a drug is reabsorbed cannot be
made solely on the basis of clearance values.

Intestinal Metabolism or Clearance

Recently, it has been recognized that small intestinal
metabolism and active efflux of orally absorbed drugs,
are major determinants of oral drug bioavailability.[15]

Many elements, including patient specific ones, deter-
mine the extent of oral drug delivery. The observed
oral bioavailability (Foral) of any particular drug is
dependent upon the following processes: delivery to
the intestine (gastric emptying, pH, presence of
food), absorption from the lumen of the intestine
(dissolution, lipophilicity, particle size, active uptake),
intestinal metabolism (phase I/phase II), active extru-
sion (drug efflux pumps), and then first pass hepatic
metabolism.[16]

The enzymes of the cytochrome P 4503A family are
the predominant phase I drug metabolizing enzymes in
man. The major isoform of the CYP3A family is
CYP3A4, the predominant form found in adult human
liver and small intestine. Members of the 3A4 family
are estimated to be responsible for the metabolism of
more than one half of all drugs that are substrates
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for the P450 system of metabolic enzymes in man.[17]

The levels of CYP3A4 found in human liver and small
intestine is highly variable, with 10–100 fold variations
observed in liver and as much as 30-fold variation in
the small intestine, respectively.[18] Levels of CYP3A4
in the small intestine are generally 10–50% of the levels
found in the human liver, and these levels as well as the
activity of the enzyme decrease longitudinally along
the small intestine.[19] The enzymes of the CYP3A4
subfamily comprise approximately 30% of all hepatic
cytochromes and at least 70% of all intestinal cyto-
chromes responsible for drug metabolism.[20]

Previously, drug absorption from the gut was
assumed to occur by passive processes, and little atten-
tion was paid to the activity of counter transport sys-
tems. It has now been recognized that P-glycoprotein
(P-gp), an ATP-dependent efflux transporter, is
expressed at high levels on the apical surface of the
columnar epithelial cells in the jejunum of the small
intestine.[21] P-gp represents the best studied member
of the ATP binding cassette (ABC) family of transpor-
ters, and is the product of the multidrug resistance gene
MDR1 in man. P-gp is expressed in a wide variety of
tissues including the adrenal glands, the bladder, the
cells of the blood–brain barrier, kidney, liver, lungs,
pancreas, rectum, spleen, and most importantly for
the purpose of oral bioavailability, in the esophagus,
stomach, jejunum, and colon.[21–23] In an apparent con-
trast to the situation noted above for CYP3A, levels of
P-gp increase longitudinally along the intestine, with
the lowest levels found in the stomach and the highest
levels found in the colon.[23]

The co-importance of CYP3A and P-gp for the oral
bioavailability of drugs is suggested by their shared
locations within the enterocytes of the small bowel,
as well as a significant overlap in their substrate speci-
ficities.[21,24–28] Intracellularly, P-gp is found traversing
the plasma membrane of enterocytes while CYP3A is
found within the cytoplasm on the endoplasmic reticu-
lum. Although gene expression of these two proteins
does not appear to be coordinately regulated,[29,30]

their proximal spatial relationship suggests that P-gp
may act to regulate exposure of drug (substrates) to
metabolism by CYP3A. Repeated absorption and
extrusion processes would then, result in repeated
exposure of drug to CYP3A, resulting in enhanced
overall metabolism, and correspondingly lower oral
bioavailability, as depicted in Fig. 4. This spatial juxta-
position, coupled with the large number of overlaps
between CYP3A and P-gp substrates, suggests a strong
complementary role for these proteins in the pharma-
cokinetics of drug absorption.

Oral bioavailability (Foral) is equal to the product of
the fraction of dose absorbed (Fabs), the fraction of the
absorbed dose which passes into the hepatic portal
blood flow unmetabolized (FG), and the hepatic

first-pass availability (FH), as seen in Eq. (18).

Foral ¼ Fabs FG FH ð18Þ

Gut and hepatic availability may be defined as one
minus the extraction ratio (ER) at each site.

Foral ¼ Fabsð1 � ERGÞð1 � ERHÞ ð19Þ

The hepatic extraction ratio (ERH) can be deter-
mined after intravenous dosing from the ratio of hepa-
tic clearance (CLH) to hepatic blood flow (QH).

ERH ¼
CLH

QH
¼ fu CLu;int

QH þ fu CLu;int
ð20Þ

So that FH ¼
QH

QH þ fu CLu;int
ð21Þ

The ability to estimate the gut extraction ratio
requires further experimental manipulations and
assumptions, such as evaluating the effects of an
enzyme inducer, e.g., rifampin, on oral and i.v. drug
dosing as first utilized by Wu et al.[31] for cyclosporine,
or measurement of portal concentrations as first uti-
lized by Thummel and coworkers[19] for midazolam.

It is apparent that the greatest impact on oral bioa-
vailability, that would result from the concerted activ-
ity of intestinal CYP3A and P-gp, will be observed in
drugs that are characterized by low to intermediate
hepatic first-pass extraction. High hepatic extraction
will probably obscure the gut effects. The inhibition
or induction of intestinal CYP3A directly translates

27%
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14%

8%M

Liver
Portal
Vein

ERH = 24%

ERG = 59%
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Gut
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1
Metabolism

Fig. 4 This cartoon depicts the various processes leading to

an oral bioavailability of 27%, following an oral dose of the
Sandimmune� formulation of cyclosporine.[15] The values at
the bottom of the figure indicate the average fraction of the

dose lost in each of the processes; i.e., 14% of the dose is
either unabsorbed, counter transported (effluxed) by P-gp,
or degraded in the gut lumen, 51% of the drug is metabolized

in the enterocytes of the gut wall, and only 8% is lost due to
hepatic first-pass metabolism.

Clinical Pharmacokinetics and Pharmacodynamics 577



C
linical–C

olor

into changes in the oral bioavailability of drugs. Inhibi-
tion and induction of P-gp in contrast, manifests as a
change in the rate of absorption, Tmax, which can also
affect the extent of oral availability, since the Tmax changes
reflects the access of the drug to the intestinal enzymes.

Many commonly prescribed drugs are joint sub-
strates for CYP3A and P-gp, which as has been dis-
cussed, both reside in the human intestine, associates
within the enterocytes. It is therefore very likely that
changes in bioavailability for a number of drugs could
result from intestinal metabolism and/or efflux coun-
ter transport of absorbed drug back into the intestinal
lumen. Selective inhibition of one or both of these pro-
cesses could theoretically increase bioavailability, while
decreasing the variability inherent in absorption. An
approach using specific modifiers of intestinal metabolic
and counter transport activity could conceivably trans-
form the therapeutic efficacy of many drugs now in use.

DISTRIBUTION

The systemic circulation transports drug molecules
from the site of administration to all tissues and organs
in the body. Depending upon the physicochemical
properties of the drug (lipophilicity, degree of ioniza-
tion), the drug partitions into different tissues to differ-
ent extents.

The rate at which distribution takes place into a tis-
sue is dependent on both the drug partition coefficient
(concentration in tissue/concentration in blood at
equilibrium) and the blood flow to that tissue. The
higher the perfusion rate (blood flow per unit volume
of tissue), the more rapid is equilibrium achieved
between blood and tissue. The higher the partitioning
into the tissue, the longer reaching equilibrium takes,
as more drug has to be transported to the tissue.

Within the blood, drug is dissolved in the plasma
water (unbound concentration, Cu). Drug can also be
bound to plasma proteins and concentrated in the
red blood cells. It is the unbound drug molecules that
diffuse across the membranes into the tissues. At equi-
librium, the unbound concentration of drug is thought
to be the same throughout the whole body.

Volume of Distribution

To measure drug concentrations, a blood sample is
centrifuged and the plasma concentration analyzed.
The relationship between the amount of drug in the
body and the concentration (C) is called volume of
distribution:

V ¼ amount in body=C ð22Þ

Depending on the fluid being measured, blood (Cb),
plasma (Cp) or plasma water (Cu), different values for
the volume term can be obtained as the concentrations
in these fluids differ.

The volume of distribution is a proportionality con-
stant. It can be smaller or larger than the true physio-
logic fluid spaces of the body, depending upon whether
the affinity of the drug is highest in plasma constituents
or in other tissues. For a normal 70-kg man, the
plasma volume is 3 liters, blood volume is about 5.5
liters, extracellular fluid outside plasma is 12 liters,
and total body water is approximately 42 liters.

To determine the volume of distribution of a drug,
an i.v. dose is necessary. The volume of distribution
can be calculated from the plasma concentration
versus time data by means of non-compartmental
methods as described by Benet and Galeazzi[32] for a
bolus i.v. dose

Vss ¼
Dosei:v: AUMC

AUC2
ð23Þ

Here Vss represents the volume in which a drug
would appear to be distributed during steady state,
AUC is the area under the plasma concentration time
curve, and AUMC is the area under the first moment
of the plasma concentration time curve, that is, the
area under the curve of the product of time, t, and
plasma concentration, over the time span zero to infi-
nity. The volume of distribution at steady state can
also be determined by compartmental methods, that
is, by using the coefficients and exponents of a multiex-
ponential fit to the data.[33]

An alternative measure of volume of distribution is
Varea. This parameter is dependent on the terminal half-
life or, expressed differently, the terminal rate constant
lz, where lz, is equal to 0.693/t1/2

Varea ¼
Dosei:v:

lz AUC
¼ CL

lz

ð24Þ

as Dosei.v./AUC ¼ CL, according to Eq. (7). Although
Varea is a convenient and easily calculated parameter,
the value of Varea can show differences when the half-
lives differ, for example, between different patient
populations, without a true difference in the distri-
bution space. Contrary to Varea, Vss is theoretically
independent of changes in elimination. Thus, to deter-
mine whether a particular disease state is influencing
the clearance process and/or the distribution of the drug,
the Vss volume term should preferentially be used. An
example of the different conclusions that can be drawn,
depending on which of these volume terms is used, is
shown in Table 1. The pharmacokinetic parameters for
cefamandole in six normal volunteers[34] and in three
uremic patients[35] are compared. As cefamandole is
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almost exclusively eliminated via the kidneys, uremia
results in a dramatic decrease in clearance (24-fold).
The terminal half-life increases, but only by a factor
of 11, resulting in more than a twofold difference in
Varea between the two groups [Eq. (24)]. Based on these
data, conclusions could be made that a decreased renal
function not only influences the ability to excrete
cefamandole but also results in a decrease in the distribu-
tion of the drug in the body. However, when comparing
Vss the conclusion is that no significant difference exists in
the distribution of cefamandole between the two patient
populations.

HALF-LIFE

Half-life is the ‘‘oldest’’ and best known of all pharma-
cokinetic parameters. It is a measure of the time
required for the amount of drug in the body to decline
to half of its value. Half-life is a useful measurement to
determine the time to reach steady state for chronic
dosing, or the time for the amount or concentration
of drug to decline, for example, after an intoxication.
To reach 90% of steady state or to eliminate 90% of
the drug from the body takes 3.3 half-lives because
50% of the steady-state level is reached in one half-life,
75% in two, 87.5% in three, and 93.75% in four half-
lives. The corresponding values hold for elimination
of drug from the body.

Half-life can be readily determined from a plot of
log plasma concentration versus time and was for
many years considered to be the most important char-
acteristic of a drug. Early studies examining drug
disposition in disease states were compromised, by a
reliance on half-life as a sole measure of disposition
changes. It is now appreciated that half-life is a second-
ary, derived parameter that relates to and depends on
the primary parameters of clearance (CL) and volume
of distribution (V) according to the following relation-
ship in Eq. (25):

t1=2 �
0:693 V

CL
ð25Þ

Thus, to look at half-life only as a measure of, for
instance, the effect of liver disease on drug pharmaco-
kinetics is not sufficient, as a change in half-life can be
caused by either a change in clearance or a change in
volume of distribution. Furthermore, half-life may be
unchanged in a particular disease state due to parallel
changes in both V and CL.

Clearance and volume of distribution are two sepa-
rate and independent characteristics of a drug. They
are closely correlated with physiologic mechanisms in
the organism (thereby the term primary parameters).
Clearance defines the body’s ability to remove the
drug, that is, by metabolism or by renal or biliary
excretion. Volume of distribution is a measure of the
physical interrelationship between the drug and body
constituents, such as binding to plasma proteins or
partition into muscle, tissue, or fat.

PROTEIN BINDING

At steady state, the distribution of any drug in the
body is dependant upon its binding to plasma proteins,
blood cells and tissue receptors. Only unbound drug is
capable of entering and exiting from plasma and tissue
compartments. Therefore, an apparent volume of dis-
tribution can be expressed as follows,[36]

V ¼ Vp þ VTW
fu

fu;T
ð26Þ

where Vp represents the volume of plasma, VTW is the
volume of tissue fluid (non-plasma), fu represents the
fraction unbound in plasma, and fu,T is the fraction
unbound in tissue. Human plasma contains over 60
proteins. Albumin is the major component of this pro-
tein family responsible for the binding of most drugs in
plasma. Acidic drugs bind primarily to albumin, the
major drug-binding protein in plasma. Some acidic
drugs bind with very high affinity, for example, furose-
mide, which is 98–99% bound and warfarin, which is
99.5% bound. Basic drugs bind to albumin with lower

Table 1 Pharmacokinetic parameters for cefamandole in normals and uremics

Parameter Normalsa Uremicsb Significance

CL (ml/min kg) 2.81 þ/� 0.98 0.115 þ/� 0.023 p < 0.05

t1=2 (h) 1.2 þ/� 0.2 13.0 þ/� 4.5 p < 0.05

lz (h�1) 0.576 þ/� 0.096 0.0534 þ/� 0.0187 p < 0.05

Varea (L/kg) 0.298 þ/� 0.104 0.138 þ/� 0.048 p < 0.05

Vss (L/kg) 0.161 þ/� 0.050 0.134 þ/� 0.045 n. s.

Data is þ/� S.D.
aData from Ref.[34].
bData from Ref.[35].
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affinity but are more avidly bound to proteins like
a1-acid glycoprotein and various plasma lipoproteins.
These proteins have lower concentrations in plasma
relative to albumin. Binding is therefore more easily
saturable, as is the case with some drugs such as pre-
dnisolone and disopyramide, yielding fluctuations in
the free fraction of drugs falling within the therapeutic
plasma concentration range.[6] Because the binding of
drugs to plasma proteins and tissue binding sites is lar-
gely non-selective, many drugs with similar chemical
properties can compete with each other for access to
binding sites. The concern over the potential for
adverse drug events based on competitive displacement
from plasma protein binding sites has been overstated
however. Indomethacin has been shown to markedly
decrease warfarin binding to human serum albumin,
in vitro.[37] However, this in vitro drug interaction
has not been confirmed by in vivo studies.[38] Steady-
state unbound drug concentrations in vivo are largely
independent of factors which alter protein binding,
unless a drug is very highly protein bound, for exam-
ple, greater than 90%.[39] A dynamic equilibrium exits
between tissue and plasma stores of any drug. Binding
at these sites is reversible and changes so rapidly that
equilibrium is re-established within milliseconds.
Therefore, changes in the free fraction of drugs
brought about by competition with higher avidity
ligands or saturable kinetics are quickly compensated
for by movement of drug from tissue stores into
plasma, precluding the need for adjustment of dosage
regimens.

Variation in plasma protein concentrations can
occur secondary to decreased albumin concentrations
associated with hepatic cirrhosis, and nephrotic syndrome
(Table 2). Increased (a1-acid glycoprotein concentrations
are associated with the stress response to disease states
such as myocardial infarction, inflammatory disease,
and postsurgically.[41] A more relevant problem

resulting from competition between drugs for plasma
protein binding is the misinterpretation of the mea-
sured concentrations of drugs in plasma, as most
assays are not able to differentiate between bound
and unbound drug.[42] Concentration-dependent bind-
ing of a drug to a plasma protein is expected when
the total drug concentration approaches the protein
concentration. For albumin this concentration is
0.6 mM, and for a1-acid glycoprotein in healthy indi-
viduals it is 0.015 mM, assuming that one drug mole-
cule binds per protein molecule. For a drug with a
molecular weight of 250, this corresponds to concen-
trations in plasma of 150 mg/L and 4 mg/L, for
saturation of albumin and a1-acid glycoprotein,
respectively.

Influence of Protein-Binding Changes
on Volume of Distribution

As is obvious from the relationship shown by Eq. (26),
a drug which is characterized by a high degree of bind-
ing to plasma proteins (i.e., a low fu) will exhibit a
small volume of distribution. Decreases in albumin
concentration, for example, may result in a decline in
the fraction of drug bound to plasma proteins. The
increased amount of unbound drug is then free to dis-
tribute to other tissues. Unlike binding to plasma pro-
teins however, binding to tissue receptors cannot be
measured directly. This parameter is generally assumed
to be constant. Again, from Eq. (26), this would appear
to result in a volume of distribution increase. However,
these changes are only important for drugs exhibiting a
high degree of binding in plasma (>90%) and an even
higher degree of binding in the tissues, that is, drugs
with a high volume of distribution. Changes in protein
binding will not significantly affect volume of distribu-
tion for low V drugs. Note that changes in volume of
distribution do not influence the steady-state relation-
ship between dosing rate and average concentration
[Eq. (5)].

Influence of Protein-Binding
Changes on Clearance

If we examine Eqs. (12)–(14), we can see that for drugs
with a low extraction ratio (i.e., chlordiazepoxide),
Qorgan is much greater than fu, CLint; clearance is then
approximated by fu CLint. However in the case of a high
extraction ratio drug (i.e. lidocaine), fu CLint is much
greater than Qorgan, and clearance approaches organ
blood flow. Therefore, clearance of high extraction ratio
drugs is perfusion rate limited, and not influenced by
protein binding. Clearance of low extraction ratio
drugs, in contrast to Eq. (14), is dependent upon both

Table 2 Conditions that alter the concentration of two
major plasma proteins

Plasma protein Condition

Change in

concentration

Albumin Hepatic cirrhosis Decrease
Burns
Nephrotic syndrome

End stage renal disease
Pregnancy

a1 acid
glycoprotein

Myocardial infarction Increase
Surgery

Crohn’s disease
Rheumatoid arthritis
Trauma

(Adapted from Ref.[40].)
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the fraction unbound and the intrinsic clearance (CLint)
of the metabolizing organ, for example, the liver.

THE CONCEPT OF EXPOSURE

Most pharmacokinetic theory has concentrated on
explaining changes in clearance and bioavailability in
terms of the parameters of intrinsic clearance, blood
flow and fraction unbound [Eqs. (12) and (21)]. Yet
the response of a patient to a dose or dosage regimen
of a drug is dependent on the patient exposure to the
drug, which is best characterized by AUC. Thus, it will
be useful to consider the importance of individual
parameters such as CLint, Q and fu in terms of expo-
sure concepts. Consider first an intravenous dose of a
drug where from Eq. (7).

AUC ¼ Dosei:v:

CL
ð27Þ

and for a drug excreted exclusively by the liver substi-
tution of Eq. (12) into Eq. (7) yields

AUC ¼ Dosei:v:ðQH þ fu CLu;intÞ
QH fu CLu;int

ð28Þ

For a high extraction ratio compound (fu CLu,int �
QH), exposure will be inversely dependent upon hepatic
blood flow

AUC ffi Dosei:v:

QH
ð29Þ

while for a low extraction ratio compound (QH � fu

CLint), exposure will be inversely related to fraction
unbound and intrinsic hepatic clearance.

AUC ffi Dosei:v:

fu CLu;int
ð30Þ

However, for an orally administered compound
exposure will also be a function of oral bioavailability

AUC ¼ Foral Doseoral

CL
ð31Þ

Substituting, Eq. (18) for Foral, Eq. (21) for FH. and
Eq. (12) for CL into Eq. (30) above, and simplifying
yields the following expression of exposure following
an oral dose of a drug where elimination is via the liver.

AUC ¼ Fabs FG Doseoral

fu CLu;int
ð32Þ

Note that for oral dosing, exposure is inversely
related to fraction unbound and intrinsic clearance

for all drugs independent of whether they are low or
high extraction ratio compounds.

Comparing Eqs. (29) and (31) for a low extraction
ratio drug where elimination is primarily hepatic, it is
obvious that similar oral and i.v. doses will yield simi-
lar AUC values, unless the product of Fabs FG is low.
A drug with Fabs FG � 1, such as acetaminophen
yields similar exposure following both oral and intra-
venous dosing, and also the variability of exposure will
be similar for both routes, since the factors controlling
variability, fu CLu,int, are the same in each case.
Cyclosporine is an example of a low extraction ratio
drug eliminated systemically by hepatic metabolism
where exposure is markedly less following oral dosing
vs. i.v., since Fabs FG is so low, in this case due to
marked first pass gut metabolism as depicted in
Fig. 4. For this drug we would expect variability in
exposure to the oral drug to be greater than i.v., due
to the addition of the Fabs FG differences.

Propranolol is a good example of a high extraction
ratio drug where systemic elimination is almost com-
pletely hepatic. Although there is some gut metabolism
for propranolol following oral dosing, it is not exten-
sive (FG � FH). Fig. 5 depicts the predicted differ-
ences in exposure following i.v. (10 mg) and oral
(80 mg) dosing for this high extraction ratio drug. Note
in comparing Eqs. (28) and (31) that exposure is less
for the oral dose since fu CLu,int > QH. In addition,
it is obvious from Fig. 5 that the variability following
oral dosing is much greater than that following i.v.
dosing. That is, hepatic blood flow from subject to
subject shows much less variability than the intrinsic
clearance of the hepatic enzymes.

Returning to pharmacodynamic considerations, it is
generally believed that drug responses, both efficacious
and toxic, are related to exposure of the patient to
unbound concentrations of the drug. For intermittent
(not continuous infusion) dosing of drugs, Eq. (1) can
be written as

E ¼ Emax AUCs
u

AUCs
u;50 þ AUCu

s ð33Þ

where AUCu,50 is the unbound AUC that yields 50% of
the maximal effect over a dosing interval. That is, the
effect achieved over a dosing interval for a given dose
of the drug is a function of the exposure to unbound
concentrations of the drug. Unbound drug exposure
is related to total exposure by fu, fraction unbound.

AUCu ¼ AUC fu ð34Þ

Note that unbound drug exposure will be inde-
pendent of fu for orally administered drugs that are
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predominantly eliminated by hepatic mechanisms. When
AUC from Eq. (31) is substituted into Eq. (33) then

AUCu ¼
Fabs FG Doseoral

CLu;int
ð35Þ

Similarly for intravenous dosing of low extraction
ratio drugs, AUCu is independent of fu. Substituting,
Eq. (29) into Eq. (33) yields

AUCu ffi
Dosei:v:

CLu;int
ð36Þ

For high extraction drugs predominantly eliminated
by the liver, fu does affect AUCu

AUCu ffi
fu Dosei:v

QH
ð37Þ

For drugs where hepatic elimination is negligible,
then FH ¼ 1 and following oral or intravenous dosing
we may predict AUCu as follows

AUCu ¼
fu Fabs FG Dose

CL
ð38Þ

and for a drug eliminated by renal processes

CL ¼ QK fu CLu;int

QK þ fu CLu;int
ð39Þ

where QK is blood flow to the kidney. Substituting
Eq. (38) into Eq. (37), then

AUCu ¼
Fabs FG DoseðQK þ fu CLu;intÞ

QK CLu;int
ð40Þ

For a low extraction ratio drug in the kidney
(Qk � fu CLu,int), Eq. (39) becomes

AUCu ¼
Fabs FG Dose

CLu;int
ð41Þ

wheras for a high extraction ratio drug in the kidney
(fu CLu,int � Qk), Eq. (39) becomes

AUCu ¼
Fabs FG Dose fu

QK
ð42Þ

Note from the equations above that fu becomes a
determinant of AUCu, and its thereby effect, only for
a high extraction ratio drug given intravenously when
the liver is the major route of elimination [Eq. (36)],
and for a high extraction ratio drug given orally or
intravenously when the kidney is the major route of
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Fig. 5 Plasma propranolol levels in 5 subjects after i.v. administration of 10 mg and oral administration of 80 mg to fasting sub-
jects. Observe the much larger variability in plasma concentrations between individuals after administration via the oral route.
(From Ref.[43].)
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administration [Eq. (41)]. Since most drug dosings do
not fall into these very limited categories, it now
becomes clear why changes in protein binding as a
function of disease state or drug interactions are gener-
ally of irrelevant consequences.

NON-LINEAR PHARMACOKINETICS

Most drugs fortunately show linear pharmacokinetics
within the therapeutic plasma concentration range
(that is, with a doubling of the dose, the plasma con-
centration is also doubled), making possible the predic-
tion of the impact of changes in drug dosing on the
pharmacokinetic outcome.

Non-linear pharmacokinetics are caused mainly by
saturation of the metabolizing enzymes during drug
elimination or during the first passage of drug through
the liver, and also by saturable protein binding as pre-
viously discussed. This leads to less predictable results
in drug therapy and to the risk of a higher incidence of
side effects.

Non-Linear Elimination/Clearance

All metabolic processes are saturable at a certain con-
centration of the substrate/drug. Thus, rate of elimina-
tion of the drug by metabolism as described by Eq. (5)
can also be described by a Michaelis-Menten equation:

Rate of metabolism ¼ Vm C

Km þ C
ð43Þ

From these equations metabolic clearance can be
described as

CL ¼ Vm

Km þ C
ð44Þ

where Vm is maximal velocity and Km is the Michaelis-
Menten constant. When kinetics are linear, C � Kin,
and clearance equals Vm/Km, but as the concentration
approaches or exceeds Km, clearance becomes depen-
dent on the concentration, resulting in saturable
metabolism. At steady state, when input rate (Rin)
equals elimination rate, the steady-state concentration
can be described by replacing rate of metabolism in
Eq. (42) by Rin and rearranging

Css ¼
Km Rin

Vm � Rin
ð45Þ

Drugs that show saturable metabolism within the
therapeutic range include phenytoin and salicylate.
Because of the serious side effects encountered with

phenytoin, and because of the genetic variability in
metabolic capacity with respect to individual Vm and
Km values, phenytoin therapy is closely monitored
using plasma concentration analysis. Phenytoin has
a therapeutic concentration range of 10–20 mg/L,
which is above Km for most individuals. A small
change of the dose in this region leads to a big change
in plasma concentrations. An orbit graph of the rela-
tionship between Vm, Km, and the average steady-state
concentration of phenytoin based on Eq. (44) is shown
in Fig. 6.

The mean values of Km and Vm within the popula-
tion are 4 mg/L and 7 mg/kg/day, respectively.
The variation within the population is also depicted
in Fig. 6, where 50% of the population has Km and
Vm values within the innermost circle, 75% within the
second circle, and so on. With the help of this
graph, the suitable dosing rate of phenytoin for an
individual patient can be determined. With two plasma
concentrations at two different dosing rates of pheny-
toin in one patient, his/her individual Vm and Km

values can be obtained to further optimize the dosing
schedule.
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Fig. 6 The Bayesian feedback method of phenytoin dosage

prediction. The eccentric circles represent the fraction of
the sample population whose Vm and Km values are within
that orbit. By drawing lines from the measured Css values

via the given doses of phenytoin, the most probable values
of Vm and Km can be estimated and further used in calcula-
tion of new dosing rates corresponding to a target concentra-
tion. (From Ref.[44]; also discussed in Ref.[45].)
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Saturable first-pass effect

Because of very high drug concentrations entering the
gut and the liver during the absorption of a drug after
oral administration, the liver may often be exposed to
drug concentrations that are much higher than after
i.v. administration or much higher than the concentra-
tions encountered during the elimination phase after
oral administration. These initial hepatic portal vein
concentrations after oral administration may exceed
Km even if the plasma concentrations measured in a
peripheral venous sample do not exceed Km. The
higher the dose, the more of the drug escapes first-pass
metabolism, which gives higher bioavailability with
increasing dose. An illustrative example of this is the
availability of p-aminobenzoic acid (PABA) as shown
in Table 3.[46] Virtually all PABA is eliminated into
the urine as metabolite and unchanged drug within
24 h. However, the percent of the dose that has been
metabolized to acetyl-PABA is dependent on dose size
and rate of administration, with a clear decrease of the
fraction of metabolite formed with increasing dose
after oral administration. Also, the fraction of the dose
that is metabolized increases dramatically with pro-
longed oral and i.v. administration. This may also have
an impact on slow-release formulations, which for
drugs exhibiting a saturable first-pass effect never yield
portal vein concentrations as high as comparable
immediate-release tablets, thus resulting in lower bioa-
vailability for the slow-release formulation.

STEADY-STATE CONSIDERATIONS
IN DESIGN OF DOSAGE REGIMENS

Most drug therapy is designed for chronic drug
administration, such as for treatment of hypertension

or diabetes. At steady state, the rate of input equals
the rate of elimination [cf. Eqs. (5) and (6)]:

F Dose

t
¼ CL Css;avg ð46Þ

where F is bioavailability, t is the dosing interval, and
Css,avg is the average concentration during steady state.
Note Css,avg is another measure of exposure as dis-
cussed previously, since during the dosing interval
Css,avg is equivalent to AUC/t. Multiplying both sides
of Eq. (45) by t and dividing by CL yields Eq. (30).
From Eq. (45) dosing rate can be calculated knowing
F and CL, or if Css,avg is measured, CL/F can be esti-
mated in a patient.Plasma drug concentration mea-
surements as an aid in giving appropriate drug
treatment may be useful when

1. The therapeutic index of the drug is low (e.g.,
theophylline, digoxin).

2. No pharmacodynamic measurements (e.g.,
blood pressure, minor side effects such as dry
mouth during anticholinergic drug therapy)
can be used as end points for therapy.

3. The drug shows non-linear kinetics within the
therapeutic range (e.g., phenytoin).

4. The patient is ‘‘uncommon’’ (e.g., newborns,
small children, pregnant women, or patients
with decreased kidney function).

For the average steady-state concentration, the fre-
quency of drug administration is not important as long
as the dosing rate is the same (Fig. 7). Thus, 1020 mg of
theophylline can be given every 24 h or 340 mg every
8 h and still have the same average plasma concentra-
tion as when a constant infusion of 43.2 mg/h is
given.[17] However, the fluctuations around the mean
value are influenced by the dosing interval. For drugs

Table 3 The extent of urinary excretion of p-aminobenzoic acid and its acetyl metabolite as a function of rate and

route of administration in one subject

Route

Total dose

Na-PABA (g)

Total PABA in urine in

24 h as % of dose

excreted in 24 h (%)

Acetyl-PABA in

urine as % of total

PABA (%)

i.v. Bolus 1 102 51

Prolonged administration

i.v. infusion—270 mm 0.4 90 95
10 Oral doses given every half hour 0.4 95 97

Single dose

Oral solution 1 103 51

2 103 47

4 102 36

8 102 30

(Adapted from Ref.[46].)
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with a small therapeutic index, the fluctuations
between maximum and minimum concentrations dur-
ing a dosing interval must be kept within the therapeu-
tic range, thus favoring shorter dosing intervals.

Maximum (Css,max) and minimum (Css,min) concen-
trations during a dosing interval tau (t) can be esti-
mated using the following equations, assuming rapid
absorption compared to elimination, and a one-
compartment model for the elimination, where lambda
(l) is the rate constant for drug elimination:

Css;max ¼
F Dose=V

ð1 � e�ltÞ ð47Þ

In Eq. (46) (F Dose)/V describes what is added to
the concentration from the new dose. Thus, (Css,min)
may be calculated as (Css,max) multiplied by the frac-
tion remaining in the body at the end of the dosing
interval:

Css;min ¼ Css;maxe
�lt ð48Þ

The difference between maximum and minimum
concentrations at steady state is (F Dose/V), and thus
the amount that is eliminated during the dosing inter-
val equals the available dose.

The factors that determine the average concentra-
tion at steady state are bioavailability and clearance.
The maximum concentration is determined by the
volume of distribution, the smaller the volume, the
higher the concentration. The dosing interval com-
pared to the half-life is most important in defining
the fluctuations. A very convenient dosing interval is
equal to the half-life of the drug. This results in a
decline during the dosing interval to a minimum con-
centration that is 50% of the maximal concentration.
However, administration of a drug every half-life
might sometimes be difficult to achieve because of
too short or too long half-lives compared to our 24-h
cycle. A practical minimum dosing interval is 6 h,
and the maximum is 24 h. For drugs with short half-
lives, slow-release preparations might give smoother
plasma concentration curves and decrease the number
of dosings required. Compliance ultimately determines
the therapeutic outcome; therefore, adjusting drug
dosings to the daily routine of an individual, as much
as possible, is important.

Loading Dose

A loading dose is given to attain the effective target
concentration rapidly. It can be given as one dose or,
more commonly, be divided into several doses over a
relatively short period of time, such as one per day.
The size of the loading dose depends on the target con-
centration and the volume of distribution and bioavail-
ability of the drug. The loading dose should give the
same amount of drug as will be present in the body
during steady state

Loading dose ¼ CssV=F ð49Þ

A loading dose is used when the need for drug ther-
apy is too urgent to wait 3–4 drug half-lives to reach
the desired drug concentration in the body. The advan-
tage is a more rapid attainment of steady state. The
disadvantage is a higher risk of side effects if the drug
concentrations become too high or if the individual is
more sensitive to the drug than the average patient.
However, in some instances, such as in dosing anti-
arrhythmics following an acute myocardial infarction,
the only choice is to give a loading dose.

INDIVIDUALIZING DOSAGE REGIMENS:
INDIVIDUAL VARIATIONS AND
DISEASE STATES

When starting a patient on a particular drug therapy,
the clinician is dependent on general dosing informa-
tion, such as from the PDR (Physicians Desk Reference)
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Fig. 7 Relationship between frequency of dosing and
maximum and minimum plasma concentrations when a
steady-state theophylline plasma level of 15mg/ml is desired.

The smoothly rising line shows the plasma concentration
achieved with an intravenous infusion of 43.2 mg/h. The
doses for 8-h administration are 340 mg; for 24-h administra-

tion, 1020 mg. In each of the three cases, the mean steady-
state plasma concentration is 15 mg/ml. (From Ref.[47].)
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or other literature or experience, including an evalua-
tion of the physical status of the patient. At that time
the clinician cannot know exactly how this specific
patient will react to the drug, pharmacokinetically
or pharmacodynamically. For optimal therapy, the
progress of therapy should be followed with measure-
ments of relevant effect parameters, by titrating the
dose to avoid certain known side effects, or by using
therapeutic drug monitoring (drug plasma concentra-
tion measurements).

The need for individualized dosage recommenda-
tions has received increased attention in recent years
parallel to the increased knowledge of what can cause
interindividual variability in pharmacokinetic handling
of drugs and in pharmacodynamic response. These
causes include the influences of genetic variations,
age, and disease states. Disease states influence the
pharmacokinetics of drugs mainly by impairing drug
transport and/or elimination, such as in heart failure
or kidney or liver disease.

Kidney function and age show a close correlation.
Glomerular filtration rate (GFR) is 100–125 ml/min/
70 kg at 20–30 years of age, and then declines approxi-
mately 1ml/min per year as the patient ages. Decreased
kidney function as a result of disease is usually
detected by measuring serum creatinine levels and cal-
culating the creatinine clearance as a measure of GFR,
even though using creatinine as a marker for decreased
kidney function has received increased criticism due to
overestimation of GFR at medium–low kidney func-
tion.[48] A GFR between 20 and 50 ml/min indicates
moderate renal failure, and values <10 ml/min indicate
severe renal failure. If a major portion of the dose of
a drug is eliminated unchanged via the kidneys, or
if active or toxic metabolites are renally eliminated,
corrections for kidney function may be necessary in
dosing recommendations.

The influence of age on metabolic clearance is less
clear than its influence on renal function. Metabolic
clearance is more variable between individuals because
of the genetic control and the influence of environmen-
tal factors on the metabolic capacity. The term meta-
bolism also encompasses many different enzyme
reactions that might be influenced to different extents
by age, liver disease, or genetic variables. Unlike renal
disease, in which creatinine clearance provides a rea-
sonable estimate of kidney function, not one good indi-
cator exists for the degree of liver function impairment
with respect to drug metabolizing capacity.

Liver disease includes many diverse conditions.
A distinction can be made between acute and chronic
liver disease with respect to changes in clearance. Acute
states do not generally seem to influence metabolic
clearance of most drugs, but chronic states, such as cir-
rhosis, seem to decrease metabolic function to a greater
degree. Also in cirrhosis, a portion of the blood flow

may be shunted past the small capillaries within the
liver or bypass the liver, causing even less exposure
of the drug to the metabolizing enzymes and thereby
greatly increasing the bioavailability of high-extraction-
ratio drugs. Different drugs show different behavior
with respect to the influence of liver disease on pharma-
cokinetics. Oxidative pathways seem to be more highly
affected by liver disease than conjugation reactions such
as glucuronidation. This is evident in the benzodiazepine
group, where in cirrhosis patients oxazepam and loraze-
pam are preferred over diazepam and chlordiazepoxide
due to the smaller changes in clearance for the former
drugs, which are predominantly glucuronidated.[49]

Cardiac failure may influence drug disposition by
decreasing the cardiac output and increasing the per-
ipheral resistance, thereby redistributing the blood flow
from peripheral organs and tissues, such as kidneys
and muscles, in favor of central organs, such as brain
and heart. This might cause a slower than normal dis-
tribution of drug throughout the body and higher
initial concentrations in the central organs that could
cause an increased risk of side effects. Because of a
lower blood flow to the gastrointestinal tract, heart
failure might cause a slower rate of absorption of
drugs. However, this seldom results in a lower bioavail-
ability. A decreased and redistributed blood flow in
liver and kidneys could yield a slower elimination of
highly extracted drugs.[50]

Pharmacogenetics

The 20th century yielded an enormous expansion in
the chemical arsenal available to medical professionals,
for the treatment of disease. The worldwide use of
these drugs, particularly over the past several decades,
has revealed substantial interindividual differences in
the response to drugs. These differences, confirmed
and explained by pharmacokinetic analysis, appear in
individual patients as variations not only in expected
therapeutic responses, but often in the frequency and
nature of associated adverse events. Any particular
drug or drug dose may be therapeutic in some patients,
but ineffective in other individuals. Along the same
lines, some individuals may experience drug related
adverse effects from standard therapy, while others
are unaffected. Recognition of these interindividual
differences in drug response is an essential first step
in optimizing drug therapy. A great deal of evidence
has accumulated over the past several decades indicat-
ing that a substantial portion of the observed variabil-
ity in response to drugs is genetically determined,
although age, nutrition, health, and environmental fac-
tors play important roles. Pharmacogenetics is primar-
ily concerned with the genetic basis underlying this
interindividual drug response, and focuses on genetic
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differences among individuals, and on the different
patterns of drug response among geographically and
ethnically distinct populations. The goal of pharmaco-
genetics is to make truly individualized drug therapy,
one could say personalized medicine, possible, and
with a reasonably predictive outcome.

The basic unit of inheritance is the gene, a specific
DNA sequence of base pairs which codes for a particu-
lar protein. The genotype, is the configuration of genes
in an individual, while the phenotype, is the outward
physical expression of those genes. The mode of inheri-
tance of any individual trait can be either monogenic
or polygenic, depending on whether it is derived from
a single gene at a single locus (position), or by multiple
loci on the chromosomes respectively. An allele is one,
two or more different forms of the same gene, contain-
ing specific inheritable differences, occupying corre-
sponding positions on paired chromosomes. Genetic
polymorphism, refers to monogenic traits existing in
the population in at least two phenotypes, each of
which exits at a frequency of at least 1%. An individual
possessing a pair of identical alleles for a given trait is

said to be homozygous for that trait. Individuals who
are heterozygous for a given trait, possess a combina-
tion of dominant and recessive alleles for that trait.

The cytochrome P450 (CYP) monooxygenase sys-
tem of enzymes is responsible for the primary portion
of xenobiotic (foreign substance) metabolism in man.
This large family of genes is composed of numerous
subtypes, among which CYP2D6, CYP3A4/3A5,
CYP1A2, CYP2E1, CYP2C9 and CYP2C19 play espe-
cially important roles in genetically determined
responses to a wide spectrum of drugs. Examples to
date of inherited variability in pharmacokinetics have
been almost entirely restricted to drug metabolism.
Renal clearance for any drug tends to be very similar
for age and weight matched patients in good health.
Similarly, the role of genetics in determining the
absorption and distribution of drugs is poorly defined.

A number of examples of genetic polymorphisms in
drug metabolism have now been identified, involving
oxidation, S-methylation, and acetylation., as shown
in Table 4. These polymorphisms were initially identi-
fied by adverse drug reactions occurring in distinct

Table 4 Polymorphic drug metabolizing enzymes

Enzyme Variant phenotypes Drugs Modified response

Plasma pseudocholinesterase Slow hydrolysis Succinylcholine Prolonged apnea

Acetyl transferease NAT2 Slow, rapid acetylators Isoniazid Toxic neuritis, lupus erythematosus.
Sulfamethazine (Slow acetylators)

Procainamide
Sufasalazine
Paraminosalicylic acid

Hydralazine

Thiopurine
methyltransferase

Poor TPMT methylators 6-Mercaptopurine
6-Thioguanine
Azathioprin

Bone marow toxicity,
hepatotoxicity

Dihydropyrimidine
dehydrogenase

Slow inactivation 5-Fluorouracil Enhanced toxicity

Aldehyde dehydrogenase Fast, slow metabolizers Ethanol Slow: facial flushing
Fast: protection from liver cirrhosis

CYP 2D6 Rapid, poor metabolizers Debrisoquine
Spartein
Phenformin

Nortriptyline
Dextromorphan, etc.

Poor: increased toxicity
Rapid: drug resistance

CYP 2C9 Poor metabolizers Tolbutamide
S-warfarin

Phenytoin
Non-steroidal

anti-inflammatory agents

Imipramine

Increased response or toxicity

CYP 2C19 Poor and extensive
hydroxylators

Mephenytoin
Hexobarbital
Omeprazole

Proguanil, etc.

Poor: increased toxicity
Extensive: drug resistance
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groups, termed ‘‘poor metabolizers,’’ following normal
therapeutic doses of the initial, archetypic drugs.

Patients who are homozygous for the CYP2D6
‘‘slow’’ alleles exhibit a poor metabolizer phenotype,
with impaired metabolism and excretion of many drugs,
such as metoprolol, nortriptyline and propafone.[51]

These ‘‘poor metabolizers’’ are more likely to experi-
ence adverse reactions to standard doses of these
drugs. The frequency of this recessive trait ranges
from 1–2% in Asians, approximately 5% in African
Americans to 6–10% in Caucasian populations.[52]

More than 40 drugs now in clinical practice, parti-
cularly in the areas of cardiovascular disease and
psychiatric disorders exhibit the same polymorphic
pattern of metabolism by CYP2D6.[53,54] Along similar
lines, patients who are homozygous for the recessive
allele of CYP2C19 are highly sensitive to omeprazole,
diazepam, propranolol, mephenytoin, amitriptyline
and other drugs metabolized by this isoform.[51] The
‘‘poor metabolizer’’ phenotype of CYP2C19 comprises
approximately 2–5% of Caucasians and 3–23% of
Asians. Another polymorphically expressed enzyme
of the P450 superfamily is CYP2C9. This enzyme is
responsible for the metabolism of a range of therapeu-
tically important drugs such as phenytoin, tolbutamide
and warfarin.[5] It has been estimated, that approxi-
mately 5% of Caucasians posses the genetic variant
of CYP2C9 associated with a fivefold decline in meta-
bolic activity.[6] Drugs such as phenytoin and warfarin,
for example, have narrow therapeutic indices, and
individual genetically based variations in metabolism
could have important clinical significance.

Individuals also vary widely in their elimination
kinetics of isoniazid, procainamide, and other sub-
strates of N-acetyltransferase (NAT2). Peripheral
neuropathy associated with the use of isoniazid, an
antituberculosis drug, first surfaced more than 40 years
ago. It is now known that the ‘‘slow acetylator’’ phe-
notype represents approximately 40–50% of Cauca-
sians, and results in decreased clearance of drug with
increased potential for associated toxicities.

Genetic heterogeneity appears then, to be an impor-
tant source of the observed variability in drug
response. This strongly implies that information per-
taining to interethnic and interindividual genetic differ-
ences can play an important role in drug discovery and
development. New genetic tools for the rapid, inexpen-
sive determination of patient genotypes could have
important therapeutic implications. The need for a
new, individualized approach to drug therapy is now,
more obvious than ever. Every year approximately 3
billion prescriptions are issued in the United States,
of which 2 million result in an adverse reaction, with
as many as 1 million resulting in hospitalization. Some
100,000 patients die each year as a result of drug
induced adverse reactions. Early or preventive therapy,

guided by individual genetic information, could signif-
icantly improve clinical outcomes, while reducing the
incidence of drug associated adverse events.

USE OF PHARMACOKINETIC INFORMATION
IN DRUG FORMULATION

Depending on the use of a drug, different parameters
are important in designing a dosage form. For inter-
mittent drug use, such as aspirin for headache, the
ideal dosage form should give a rapid rate of absorp-
tion to yield quick relief of the pain. This objective
has led to the formulation of buffered or soluble forms
of acetylsalicylic acid, for which the absorption rate is
limited mainly by the drug’s ability to cross the GI
membranes. With a different indication, such as aspirin
used chronically for rheumatoid arthritis, low exposure
to the stomach is desired; for this purpose, enteric-
coated tablets and granules of the drug have been
formulated.

For a drug intended to be used chronically, the
clearance of the drug from the body, together with
the extent of availability, determines the dose size for
a given therapeutic drug level [Eq. (45)]. If clearance
and volume of distribution of the specific drug result
in a short half-life and keeping drug concentrations
above a certain level is important, for example, during
antiarrhythmic treatment, the dosing interval is crucial,
leading to the demand for a controlled-release dosage
form.

However, pharmacokinetic properties of a drug may
pose limitations as to the possibility of attaining an
ideal therapy. The choice of digoxin over digitoxin is
mainly determined by the shorter half-life and in the
minds of some clinicians a safer and more predictable
drug therapy with digoxin. Oxazepam is an example
of a drug with a slower than wanted rate of absorption,
which decreases its use as a help in starting to sleep.
This slow absorption rate is a characteristic of the drug
itself and cannot be increased by drug-product formu-
lation. Thus, dosage form development is limited by
the basic pharmacokinetic properties of the drug.

The oral bioavailability of a high-extraction-ratio
drug can never be improved by dosage form develop-
ment if the reason for low availability is high first-pass
metabolism. The ability to give an oral dosing regimen
of a high-extraction-ratio drug is dependent on the
ratio between therapeutic concentrations of the drug
and toxic concentrations of the metabolites formed
during the first pass and on how critical for successful
therapy staying within the therapeutic range of drug
concentrations is. Both lidocaine and propranolol
have a high extraction in the liver with low bio-
availability as a result (35 and 36%, respectively).[6]
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However, propranolol is given orally and lidocaine
is not. Therapeutic concentrations of lidocaine are
1.5–6 mg/L, and side effects start to appear at concen-
trations of 6–10 mg/L. For lidocaine falling below the
therapeutic concentration range is just as serious as
going too high in concentration, as both situations
may cause arrhythmias. With a half-life of only 1.8 h,
oral doses would have to be given very often, which
is not practical. Also, the variability in the first-pass
effect between individuals (Figs. 4, 5 makes uniform
dosing recommendations difficult. Propranolol also
has a relatively short half-life (3.9 h), but the therapeutic
index is much higher, and plasma concentrations falling
below the ‘‘therapeutic concentration’’ are not as critical
for the patient; therefore, larger fluctuations in plasma
concentrations can be allowed during a dosing interval
without loss of an acceptable therapeutic outcome.

The pharmacokinetic profile of a drug can in this
way be used as a basis for dosage form development,
together with the specific requirements of the particu-
lar drug concerning maximal and/or minimal concen-
trations desired, effectiveness versus toxicity, the
desired rate of attaining an effect, and the convenience
of drug administration for the individual.

Thus, the knowledge of basic pharmacokinetic
features, such as rate of absorption, degree of absorp-
tion, degree of renal elimination versus metabolism,
whether the drug is a high or a low extraction drug,
and the like, and knowledge of the pharmacokinetic–
pharmacodynamic relationship are tools in optimizing
drug product development to the needs of the patient.
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INTRODUCTION

Applicability of GMP to Clinical Supplies

The Federal Food, Drug, and Cosmetic Act (the Act),
Title 21, U.S. Code, section 301 et. seq., establishes that
a drug shall be deemed to be adulterated if ‘‘ . . . the
methods used in, or the facilities or controls used for,
its manufacture, processing, packing, or holding do
not conform to or are not operated or administered
in conformity with current good manufacturing prac-
tice to assure that such drug meets the requirements
of this article as to safety and has the identity and
strength, and meets the quality and purity characteris-
tics, which it purports or is represented to possess.’’
[21 U.S.C. section 351(a)(2)(B)]. This requirement is
generally referred to as ‘‘CGMP’’ (current good
manufacturing practice), or simply ‘‘GMP.’’

The requirement as written in the law is obviously
very broad. It does not define the specific steps manu-
facturers must take to comply, or the controls that
must be in place to ensure compliance. A later section
of the Act gives the Secretary of Health and Human
Services authority to promulgate regulations for the
efficient enforcement of the Act. [In practice, this
authority is delegated to the Commissioner of the
Food and Drug Administration (FDA).] The FDA,
acting in accordance with this authority, has promul-
gated regulations found in Title 21 of the Code of
Federal Regulations (CFR) that sets forth the defini-
tions to be used in specifying GMP requirements for
all drugs (21 CFR Part 210) and the procedures and
controls necessary for manufacturing of finished
pharmaceuticals (human and veterinary), found in
21 CFR Part 211. Part 211 of the regulations is what
is generally meant by the term ‘‘CGMP’’ or ‘‘GMP’’
(the acronym GMP will be used in this text). While
FDA gives consideration to prevailing practice in
regulated industry before specific requirements are
written into the regulations as being ‘‘current, good
practices,’’ FDA’s final basis used to establish
GMP requirements is whether the practice is ‘‘feasible
and valuable’’ in assuring drug safety, quality,

and purity.[1] We also point out that the final GMP
regulations are the product of notice and comment
rulemaking through publication, first as a proposal in
the Federal Register. The affected public, including
the industry, has an opportunity to comment on the
proposed rule before it is finalized.

Because the regulations apply to all ‘‘finished pharma-
ceuticals,’’ and because of the statutory requirement to
comply with GMP, there is no question that the regula-
tions apply in a binding manner to the manufacture of
clinical supplies. Nevertheless, a debate has existed for
many years, and even continues today, regarding exactly
how and in what respects a company may differ in its
approach to the application of GMP regulations to
clinical supplies vs. full-scale commercial production.

BACKGROUND INFORMATION

Clinical supplies, also known as clinical trial materials,
are those investigational new drug products intended
for administration in human or veterinary (animal)
patients during clinical trials.[2] In many respects, there
is no difference between the equipment and technology
employed to manufacture clinical supplies and that
used for commercial production. In other respects,
for example, production scale, robustness of the man-
ufacturing process, labeling for clinical trial materials,
expiration period (and hence the need for supporting
stability data), final container, and even formulation
and dosage form, there are important differences that
should be taken into account when designing appro-
priate GMP controls for clinical supplies.

Placebos used in medical treatment to bring about
a therapeutic effect without a pharmacologically active
ingredient, or placebos used as study controls in
clinical trials for new drugs are also subject to the require-
ments in the current good manufacturing practice regula-
tions (GMP).[3] Because they lack any active ingredient,
placebos clearly cannot be tested for potency, but their
inactive composition can be confirmed. This and other
considerations unique to placebos also call for some
degree of interpretation of GMP.
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Clinical supply manufacturing operations are those
areas involved in the manufacture of Phase I–IV
clinical trial materials, and may include laboratory
(or table-top) scale activities, operations performed in
a pilot plant (with batch sizes generally larger than
lab scale, but smaller than commercial scale), clinical
supplies produced in facilities manufacturing commer-
cially approved products, as well as clinical supplies
produced at contract manufacturing sites.[4]

The GMP regulations apply to investigational new
drug products produced for clinical trials in humans
or animals, whereas those activities earlier in the pro-
duct development life cycle such as ‘‘basic research,’’
discovery or preclinical experimentation are not
subject to GMP requirements.

FDA INSPECTIONS OF CLINICAL
SUPPLY MANUFACTURERS

Under the Federal Food, Drug, and Cosmetic Act, the
FDA has the authority to ‘‘ . . . enter, at reasonable
times, any . . . establishment in which food, drugs,
devices or cosmetics are manufactured, processed,
packed, or held . . . ’’ [section 704(a), FD&C Act]. This
authority clearly includes sites that manufacture or
conduct analysis of clinical supplies (for lot release,
stability, or in connection with failure investigations).
The term ‘‘reasonable time’’ has been interpreted by
the courts to mean any time-regulated operations are
taking place, regardless of date, day of the week, or
time of day or night. Inspections are typically not
preannounced, but may be in certain cases.

In practice, FDA only occasionally inspects clinical
supply manufacturing sites. However, that should not
result in a false sense that an FDA inspection will
never take place. Manufacturing sites should always
be prepared to undergo FDA inspections. Factors
that may cause FDA to inspect clinical supply manu-
facturers include: Review in connection with a pre-
approval inspection of the commercial manufacturing
site; routine inspections of contract manufacturers
who manufacture only clinical supplies; inspections
resulting from observed product defects, especially
when such defects are linked to adverse reactions
in patients (such as contaminated parenterals); in
reaction to recalls of clinical supplies; or other factors.
The FDA inspections of manufacturing operations for
clinical supplies used in Phase III trials are more likely
than for operations producing Phase I or Phase II
clinical trial material.

Each site should have ready access to a person or
persons highly knowledgeable in FDA inspection pro-
cedure who can prepare personnel for the inspection
and manage it from the company’s perspective when
it occurs. It is not the purpose of this article to explain

in detail how to manage an FDA inspection, but the
authors highly recommend that key personnel at each
site receive relevant training in preparation for an
FDA inspection, and prepare detailed policies and pro-
cedures concerning the handling of FDA inspections.

UNDERSTANDING AND USING
FDA DOCUMENTS

To properly interpret and apply GMP requirements to
a specific context require some research and a good
deal of judgment. This process can be greatly aided
by reference to a variety of FDA documents in the
public domain. Most are available via links found on
the FDA website, www.fda.gov. Examples of useful
documents include: Guidelines; the so-called Points to
Consider documents issued by the Center for Biologics
Evaluation and Research (CBER); Compliance Policy
Guides; Inspection Technical Guides; Compliance
Program Guidance Manuals; and others.

A key document for interpretation of GMP in a
clinical supply setting is FDA’s 1991 Guideline on
the Preparation of Investigational New Drug Products
(Human and Animal). This Guideline illustrates when
drug development activities are subject to GMP require-
ments, the degree of compliance expected at certain
stages of drug development, and FDA guidance for
several important sections of the GMP regulations.

FDA’s position on the applicability of GMP to
clinical supplies was clearly articulated in the Preamble
to the September 29, 1978 revision of the Drug GMPs
(Federal Register, Vol. 43, No. 190, 45013–45336) that
stated: ‘‘GMP regulations apply to the preparation
of any drug product for administration to humans or
animals, including those still in investigational stages.
It is appropriate that the process by which a drug
product is manufactured in the development phase be
well documented and controlled in order to assure
the reproducibility of the product for further testing
and for ultimate commercial production.’’

Compliance Policy Guides are FDA internal
documents that provide precedent for GMP (and other)
enforcement decisions by FDA’s field offices. They are
found on the ‘‘Field Operations’’ or ‘‘ORA’’ (Office of
Regulatory Affairs) pages on FDA’s website under the
heading ‘‘Compliance References.’’

Points to Consider documents are topical policy
statements by CBER on subjects such as viral inacti-
vation, transgenic animals, and other specialized
technology subjects.

Compliance Programs provide FDA investigators
with procedural guidance for performing inspections
in a wide variety of industries. Some (but not all)
of these are also accessible via the ORA link of the
FDA’s website.
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Industry publications and seminars can also provide
useful information, but users should be wary of placing
too much weight on ‘‘podium policy’’ statements by
FDA officials or reading inspection citations issued
to other companies. These sources may be misleading
when the reader may not know all the facts surround-
ing any statements.

SELECTED GMP SYSTEMS AS APPLIED
TO CLINICAL SUPPLIES

The Quality Organization

21 CFR 211.22 is the regulation that sets forth the
responsibilities of the ‘‘Quality Control Unit’’
(QCU). There is no difference in the required roles
and responsibilities of the QCU in the manufacture of
clinical supplies vs. commercial products. The FDA
considers the presence of an adequately staffed and
trained QCU, empowered with authority to carry out
its responsibility effectively, as a critical factor in
GMP compliance.

Companies should be aware that ‘‘Quality Control
Unit’’ is a generic term, and the company-specific ter-
minology may differ from the term QCU. For example,
in most companies, this unit is referred to as Quality
Assurance (QA). Other common terms include Regula-
tory Compliance, QA/QC, or in some cases, the
Regulatory Affairs group fulfills many, if not all, of
the listed QCU functions. In very small companies
or ‘‘virtual’’ firms, the QCU may be as small as one
person, while in large companies the number of
QCU employees may be quite large, and the quality
organization may have several subdivisions. Thus, the
name given to the QCU and its members is not as
important as the authority to implement the required
roles and responsibilities.

The regulation requires that the QCU be responsible
for the following, at a minimum:

� Dispositioning (approval or rejection) of compo-
nents, containers, closures, in-process materials,
packaging, labeling, and finished products.

� Review of production records to assure that no
errors have occurred.

� If errors have occurred, they have been fully
investigated.

� Approval or rejection of standard operating proce-
dures (SOPs) and specifications.

� Approval or rejection of changes.
� Oversight of contracted manufacturing operations

(including testing).
� Approval or rejection of all activities having a poten-

tial impact on the safety, purity, potency, quality, and
efficacy of the products being manufactured.

The FDA expects (and many other regulatory
authorities require) that the QCU will have full
independence from other units. This is to provide the
maximum degree of assurance that the QCU’s
decisions will be free of conflicts of interest and other
impediments. Normally, the expectation is that the
head of the QCU will report to a very senior level
person (CEO, President, COO, etc.) of the company,
and that there will not be a situation where the head
of the QCU reports to manufacturing, marketing, or
other similar functions.

The GMP requires that the QCU should have a
qualified laboratory. This may be an in-house labora-
tory that is part of the QCU itself, or it may be an
outside contractor or another company site laboratory.
Here again, there is an expectation of independence
of the laboratory from manufacturing or other units,
in order to assure the maximum degree of objectivity
in the data that are generated.

Master (and Batch) Production
and Control Records

The specific requirements for master production and
control records, and batch production and control
records outlined in sections 21 CFR 211.186 and 21
CFR 211.188, respectively, also apply to clinical sup-
plies. Despite these requirements, the level and amount
of available documentation for early developmental
batches will generally be much less when compared
to commercial products, until the manufacturing
process becomes more fully defined. Batch production
and control records for clinical batches produced will
have an increased amount of notes, changes, and other
information handwritten on them during execution
of clinical batches. The amount of this extraneous
information usually coincides with the stage of devel-
opment for the drug product (e.g., early phase produc-
tion ¼ more notes and changes), and may include the
following:

� Notes of any situations arising during production.
� Problems that occurred.
� Modifications made to the formulation, processing

step sequence, processing parameters, or equipment
set points.

This information that is annotated on executed
master production and control records should be eval-
uated, reviewed and, if necessary, approved, and incor-
porated utilizing an established change control system.

In many cases, master production and control
records used in the production of clinical supplies start
out as ‘‘batch cards,’’ which are sometimes printed on
a heavier stock paper that may be colored (e.g., blue or
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green), in order to differentiate them as related to
R&D production operations, and not commercially
manufactured products.

Buildings and Facilities

While buildings and facilities are required to be of
suitable size and construction, as well as maintained
in a good condition for both approved products and
clinical supplies, the level of protection these areas
are required to provide is dependent upon the activities
taking place inside a respective area. For example,
sterile fill operations necessitate, among other things,
high-efficiency particulate air (HEPA)-filtered air,
temperature and humidity controls, and Class 100
(Class A) environmental conditions.[5] It would be
inappropriate to perform aseptic filling operations for
even Phase I clinical supplies in a non-environmentally
controlled laboratory suite under a hood certified to
meet Class 100 conditions. As it will be noted later in
this article, there is little to no difference in matters of
sterility assurance when comparing clinical trial materi-
als to approved products.[6] Similar discretion should
also be exercised for operations such as dispensing,
mixing, and packaging because FDA expect buildings
and facilities used to manufacture clinical supplies are
the same as those for commercial products.

Equipment

As with buildings and facilities, equipment must also
be of suitable size and construction, as well as suitably
located to facilitate its operation, maintenance, and
cleaning (21 CFR 211.63). While there is clearly no dif-
ference in regulatory requirements for equipment used
to manufacture clinical supplies, when compared to
commercial manufacturing (e.g., equipment must be
maintained and cleaned at appropriate intervals, mea-
surement devices calibrated, qualified, and operating
according to written and approved procedures),
cleaning is especially important, in as much as many
compounds encountered during drug development
are of unknown toxicities that pose additional risks.[7]

Generally, fully established and validated cleaning
procedures will not be in place during Phase I and II clin-
ical supply manufacture. However, the actual cleaning
regimen should be robust enough to minimize the poten-
tial for contamination or product carry-over. This may
be accomplished via visual inspection, or possibly by
verification through actual sampling and analytical
testing. Finally, 21 CFR Part 211.105 requirements
regarding identification of equipment used in the manu-
facture of clinical trial material can be satisfied with a
single sign, or placard, denoting the material in question,
the phase of production, and batch number.[8]

Control of Incoming Materials

General requirements related to incoming materials,
which include components, drug product containers,
and closures, include establishing and following writ-
ten procedures for the receipt, identification, storage,
handling, sampling, testing, and approval (or rejection)
of said items (21 CFR 211.80). Research and develop-
ment organizations will typically have receiving func-
tions and areas that are separate from those used to
receive incoming materials for commercial manufac-
turing operations. The quantities of components, drug
product containers and closures, and the containers
holding them are generally smaller when compared
to the volumes and sizes of incoming materials received
by commercial operations.

It is important to note that FDA expects incoming
materials used in the manufacture of clinical supplies
to be released by the Quality Unit (21 CFR 211.22).
Attempts to circumvent the established receiving opera-
tion in order to expedite use of these materials should
be avoided. Equally important is the requirement to
ensure proper storage and segregation of incoming
materials, such that quarantined, released, and rejected
items are easily identified, and there is some level of
separation among them. Different lots or item numbers
of similar materials should not be comingled during
storage, in order to avoid inadvertent mix-ups with
their use in manufacturing (21 CFR 211.80).

Finally, incoming components (e.g., raw materials)
used to manufacture clinical supplies must be tested
for identity using a specific identity test (if available).
Specifications should be established and confirmed
for each lot of components, drug product containers,
and closures received (21 CFR 211.84 and 21 CFR
211.94), and all other provisions of 21 CFR Part 211,
Subpart E, Control of Components and Drug Product
Containers and Closures not noted in this section also
apply to clinical supply manufacturing operations.

Qualification and Validation Activities

Qualification activities are normally associated with
buildings, facilities, utility systems (e.g., water, air
handling, Clean-in-place/Steam-in-place (CIP/SIP),
and compressed gases) major equipment (including
laboratory instrumentation), whereas validation likely
is in reference to those confirmatory tasks related
to processes and analytical methods. In simplistic
terms, validation (and qualification) can be defined as
documented evidence that a process, activity, or piece
of equipment can consistently meet its predetermined
acceptance criteria and quality attributes.[9] This
section will be dedicated towards outlining the require-
ments for validation of manufacturing processes, as
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the requirements for buildings, facilities and equip-
ment, and the validation of cleaning processes have
been discussed in previous sections.

The FDA has indicated that during development,
processes are expected be validated, and this should
be completed to the ‘‘extent possible.’’ Challenges with
earlier stages of development include fewer batches from
which to establish physicochemical characteristics
(including toxicity and potency), processing parameters,
and commensurate equipment set points. There is also a
greater reliance on in-process monitoring and testing,
and final product testing for Phase I, II, and possibly
early Phase III clinical supply manufacture. This more
intensive monitoring and testing is needed to supplant
full process validation, where multiple batches have
not been produced under replicated conditions. Once,
as FDA puts it, ‘‘a growing body of scientific data and
documentation’’ reaches a point, complete validation
of the manufacturing process will be required.[8]

While blending times and tablet press parameters
may not be fully established for early phase clinical
supply manufacturing of solid oral dosages, those vari-
ables have a much lower potential to directly affect
product safety than sterility, endotoxin contamination,
or objectionable types and levels of particulates do for
sterile, parenteral clinical supplies.[6] Because clinical
supplies can be incompletely characterized, and are
usually given to patients already in weakened condi-
tions,[7] those processes and their related validation data
necessary to guarantee patient and product safety (e.g.,
sterilization and aseptic fill) are expected to be in place
as early as Phase I clinical supply manufacture.[6,8]

Production and Process Controls

Written procedures are required to be established
and followed for production and process controls as
specified in 21 CFR Part 211.100. Because the specific
requirements regarding handling of changes, devia-
tions, and equipment identification are addressed in
other sections of this article, and all other provisions
of Subpart F are required in order to meet CGMP
requirements for clinical supplies, this section will
focus on the other aspects of Subpart F that provide
unique challenges during clinical supply manufacture.

Yield calculations are not only required according
to 21 CFR Part 211.103, but they also provide some
measure of process, phase, or step consistency when
compared on a batch-by-batch basis. This information
may prove useful when continuing process development,
process optimization, or in the investigation of any
process problems encountered during clinical supply
production. Actual yields and percentages of theoretical
yield also one of many important measures used to
evaluate the validation of a manufacturing process.

Time limitations on production may not be fully
known or established during early clinical supply
development. However, those operations that are
time-sensitive such as mixing or blending times, and
drying times should be supported by data that are
obtained through developmental studies. Arbitrarily
assigning time limits without the benefit of any data,
or the working knowledge of the operation in question,
should be avoided, and can result in costly develop-
mental errors and product delays.

Reprocessing can be defined as the repeating of a
defined step or sequence of steps outlined in a master
production and control record, in order to achieve a
predetermined endpoint. Written procedures should be
established and followed for any reprocessing steps or
operations that are incorporated into a developed man-
ufacturing process. The effectiveness of any reprocessing
activity should be demonstrated through validation
studies and should be fully supported by data.

Sterility Assurance

During inspections, FDA places a great deal of
emphasis on the following systems they feel most
directly will impact the safety and efficacy of sterile
products manufactured,[10] namely:

� Sterilization processes for the drug itself, any compo-
nents, container/closures, product-contact equipment,
and surfaces

� Depyrogenation processes[11]

� Water systems
� Air handling systems
� Environmental monitoring programs
� Handling of incoming components
� Packaging and labeling operations
� Laboratory controls
� Lyophilization (if applicable).

In general, the above-mentioned, including proce-
dures, systems and, if applicable, validation should be
in place for clinical supply manufacturing operations.
This would include validation of processes such as
sterilization, depyrogenation, and lyophilization; quali-
fication of water and air handling systems; establishing
and following procedures for: environmental moni-
toring programs, handling of incoming components,
packaging, and labeling operations; and CGMP com-
pliance for laboratories performing analyses of raw
materials, in-process and final product samples, envir-
onmental monitoring activities, and testing in support
of clinical supply manufacturing. Additionally, those
processes or activities that are product-specific (e.g.,
sterilization, depyrogenation, the manufacturing pro-
cess for the finished drug product itself, and analytical
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testing related to raw materials, in-process and final
product testing) should be validated to what has
been previously noted as the ‘‘extent possible.’’ For
example, in the case of sterilization processes such
as terminal sterilization using moist heat, all of the
following validation and process control requirements
would be necessary in order to avoid exposing a
patient to a risk of non-sterility:

� Equipment that is qualified, maintained, and cali-
brated.

� Empty chamber heat distribution studies.
� Heat penetration studies that are product and load

pattern-specific.
� Challenges with biological indicators.
� Process controls and monitoring typical for steam

sterilization (e.g., time, temperature, and pressure).[6]

Similar logic can be applied to sterilization by filtra-
tion or depyrogenation by means of dry heat. In these
and other cases, there will be little to no difference
in the level of compliance necessary when comparing
clinical supply manufacturing to that for the manufac-
turing for commercially approved products.

Change Control

Change control is one of the GMP systems that is
applied somewhat differently in clinical supply manu-
facture than it is in the manufacture of commercial
products. Change control does not have a separate
and distinct section in the GMP regulations; however,
the management of change is referenced or mentioned
in several GMP sections [see, for example, 21 CFR
211.100(a) and 211.160(a)].

In commercial manufacturing, the purpose of change
control is twofold:

1. Keep validated systems functioning in a vali-
dated state.

2. Maintain the accuracy of approved submissions
to regulatory agencies (such as NDAs, ANDAs,
BLAs, etc.).

In the manufacture of clinical supplies, normally,
manufacturing processes are not robust (and therefore
not completely validated) until Phase III, sometimes
not until the later stages of Phase III. Therefore, the
goals of change control in clinical supply manufacture
are somewhat different. Those goals should include:

� Assurance that equipment (including computer
systems and software), which has been qualified
(installation, operational, and performance qualifi-
cation), is maintained in a qualified state.

� Support systems (such as water for injection,
air handling systems, compressed gases, vacuum,
clean-in-place systems, and others) are likewise
maintained in a qualified state.

� Any significant modification of the Chemistry,
Manufacturing, and Controls section of the IND
is noted, and, where applicable, the approved sub-
mission is supplemented to provide for the change.

� Key changes in the development of formulation,
dosage form, manufacturing process, cleaning
procedures, and other key operations are identified
for the purpose of documenting them as part of the
development history.

� When significant numbers of batches are manufac-
tured using replicate processes (usually in late
Phase III trials), changes are evaluated in order to
determine if process development is complete, and
validation should commence.

Laboratory Controls

The majority of 21 CFR 211.160 (laboratory controls)
and subsections can be applied in the same manner for
clinical supplies as for commercial products. An excep-
tion, in many cases, is the time by which analytical
methods validation is required. For new chemical
entities or significant formulation changes, new analy-
tical methods may need to be developed. As with
manufacturing processes, until such methods are robust
it is difficult (or impossible) to validate them to the full
extent that is expected for commercial products.

The factors normally considered in analytical meth-
ods validation include:

� Specificity
� Sensitivity
� Linearity
� Repeatability
� Robustness
� Ruggedness
� Limit of detection
� Limit of quantitation.

Analytical method validation should track closely
to the stages of development of the method itself.
However, it is not realistic to expect complete and
thorough validation of the method until its develop-
ment cycle is complete. An exception to this would
be a situation where an accepted compendial method
is applied to clinical material (such as a dissolution test
or release testing of a compendial component). In these
cases, companies must be prepared to demonstrate that
consistent acceptable results can be obtained when
using the compendial method in the company’s labora-
tory (also known as methods verification). The obvious
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difference is that a compendial method is not a
proprietary method, having been developed fully in a
collaborative process. Therefore, transfer of a compen-
dial method to a clinical supply context does not differ
from a similar transfer to a commercial product.

Methods for the investigation of out-of-specifica-
tion (OOS) results should be similar to what is required
for commercial manufacturing. However, it is recog-
nized that in many cases, specifications may be less
exact and methods may still be under development;
therefore, it may be considerably more difficult to
determine assignable causes for OOS findings related
to clinical supplies.

When considering OOS investigation procedures for
clinical supplies, manufacturers must keep certain basic
principles in mind. Those basic principles include:

� OOS results must not be arbitrarily dismissed
simply because they are unexpected and present
obstacles to release of materials.

� Consideration must be given as to whether analyst
error, equipment malfunction, inappropriate reagents,
or some other detectable and assignable cause was the
reason for an OOS result.

� Consideration must be given as to whether a detect-
able process error or non-process related (employee)
error was the reason for the OOS result.

� There must be a documented rationale for resam-
pling or retesting, including documentation of the
reasonableness of the number of retests that are
needed to overcome an OOS finding.

� Averaging of results should be avoided when the
purpose of the test is to reveal variability in a batch
(such as blend uniformity or content uniformity
testing) because averaging tends to hide variability.

� If averaging is employed, OOS results must be
included along with within-specification findings,
unless they may be discarded by an approved statis-
tical outlier test (either approved in the compendia
or in the IND).

Training records for analysts should demonstrate
that they have the necessary combination of education,
training, and experience to perform the specific
methods they are assigned to perform.

Stability testing will be guided mainly by the condi-
tions approved in the IND. However, the manner
in which the stability program is managed should be
similar to that required for commercial products. For
example (not an all inclusive list):

� Procedures to ensure that stability samples are cor-
rectly collected and are representative of the batch.

� Procedures to ensure that chambers are qualified
(temperature mapped) and monitored for environ-
mental parameters.

� Procedures to ensure that test intervals are consis-
tently met.

� Procedures for the development of stability-indicating
analytical methods.

� Complete, clear, and accessible records of all test-
ing, including the preservation of raw data.

Deviations and Failure Investigations

As with commercial manufacturing, product or process
deviations, or the failure of any clinical batch or any of
its components to meet any of its specifications must
be handled by approved procedures and thoroughly
investigated (21 CFR 211.192). The investigation
report should include, among other things:

� Nature of the deviation or failure
� Date
� Affected batch or batches
� Root cause determination
� Impact analysis
� Recommended corrective actions
� Approval by the Quality Unit.

Apart from being product or process-related, devia-
tions can also be procedural in nature, meaning that
certain requirements of a specific SOP were not
adhered to. Sometimes the terms ‘‘unplanned’’ and
‘‘planned’’ deviations are also used. Unplanned devia-
tions include those events, activities, or actions that are
non-intentional. An example of an unplanned deviation
could include shutdown of processing equipment dur-
ing the manufacture of a batch due to safety concerns.
Planned deviation, on the other hand, is a term that
is not favorably looked upon by FDA. A conscious
decision not to follow written procedures, manufactur-
ing instructions, or other records required under the
predicate rule is, at the very least, a CGMP issue.
The FDA expects that deviations will be fully and
thoroughly documented, including any decisions made
and by whom.

In the clinical supply setting, systems and proce-
dures should be established and followed for handling
deviations and performing investigations. For devia-
tions, this would also include trending (either accord-
ing to defined categories such as equipment, process,
etc. by product line or other predefined criteria), timely
resolution of the issues, and re-evaluation of process or
equipment parameters and specifications, procedural
requirements, or other items bearing on the quality or
purity of the finished drug product. This re-evaluation
is especially important during new product develop-
ment, where less information may be known about
the drug product being studied, the method of manu-
facture, process capabilities, or sensitivities of test
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methods. In these and other cases, improperly or
incorrectly defined product or process attributes could
contribute to an artificially high deviation rate, and
more importantly, could suggest that additional pro-
duct development work is needed.

Complaints and Adverse Reactions

Section 211.198 of the GMP regulations sets forth the
requirements for reporting and investigating com-
plaints. This section is intended to assure that when
a manufacturer is notified of a product defect, a thor-
ough investigation will be performed to determine the
cause of the defect, and whether a recall of the product
from the marketplace should be initiated. Of course,
these activities are all aimed at protection of patients
from harm caused by defective products.

When the product in question is intended only for
use in clinical trials, the fundamental purpose of
the regulation, protection of patients from defective
products, must still be of primary concern. However,
the quantity of product at risk, and its limited distribu-
tion will impact the process of complaint investigation.
For example, the generally smaller amount of product
involved may make it difficult to identify low-level
occurrences of manufacturing defects. The limited and
more tightly controlled system of distribution of clinical
trial supplies, however, will likely facilitate and limit the
recall process should that be deemed necessary.

Complaints of adverse reactions to clinical supplies
are typically seen as reportable events that impact the
safety or efficacy of the test article. Companies should
give consideration to the possibility that an increase
in the frequency or severity of adverse reactions may
be linked to a manufacturing defect. For example, a
product that has been formulated such that it is super-
potent in its final form can be expected to produce
adverse reactions of greater severity or frequency than
if it was properly formulated. Labeling mix-ups can
have devastating impact on patients, or, at minimum,
may seriously affect the validity of a clinical trial.
Therefore, the following elements should be included
in the complaint assessment system:

� Complaints of observable (physical) defects should
be promptly and thoroughly investigated to deter-
mine the root cause of the defect and the probable
scope of its occurrence.

� Complaints of unusual or severe adverse reactions,
or significant and unexpected increases in the
number of adverse reactions (including marked lack
of efficacy) should be evaluated to determine
whether manufacturing errors may have caused or
contributed to the observed effects.

� When a product defect is identified, the evaluation
should include a health hazard assessment by a
qualified person, usually a physician. The FDA’s
recall policy regulations contain a suggested rubric
for performing a health hazard assessment (see 21
CFR 7.41).

� Product defect complaints and adverse reaction
data and trends should be periodically compared
to determine if there is any correlation between
unexpected numbers, types or severity of adverse
reactions, and the number and type of reported
product defects.

� As with commercial products, careful records of
reported complaints, their investigation and resolu-
tion are critical to GMP compliance.

Technology Transfer Plans and Reports

Technology transfer plans and reports are used by a
research and development organization in order to
document their official ‘‘transfer’’ of a newly devel-
oped or recently upgraded product/process from the
developmental area and facilities to an operations unit
and site, usually located in separate buildings, or at an
entirely separate and different manufacturing sites.
While the format and content has not been formally
prescribed by FDA, companies generally include the
following information[12] in these documents:

� Definition of responsibilities for key departments;
documentation review, approval, and storage
requirements.

� Summary of developmental activities completed.
� Summary of scale-up activities; summary of formu-

lation, synthesis, process, and analytical method
changes; establishment of impurity specifications;
establishment of critical process parameters;
identification of validation plans and activities.

� Definition of component, container/closure, and
product attributes.

� Analytical methods development and validation
summary.

� Descriptions, specifications, design parameters and
requirements of facilities, and major equipment
and utility systems.

� Definition of the manufacturing process.
� Stability and expiry dating information.
� Change control.
� Reprocessing.
� Cleaning processes, including methods development

and validation of the processes and methods.
� Summary of Regulatory Affairs activities, including

regulatory commitments, key data and information
to be summarized in regulatory filings.
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Data Integrity Considerations

The integrity of GMP data should be a vital part
of any company’s compliance scheme. The term ‘‘data
integrity’’ generally means that the raw (source) data
and associated data summaries and reports are truth-
ful, accurate, legible, indelible, complete, and readily
accessible. This applies whether the data are in
hard copy (paper) form or electronic form. The GMP
rules allow for the preservation of data through photo-
copying or other optical reproduction process (micro-
filming, optically scanning, etc.); however, original
documents should be preserved whenever possible.

The fundamentals of good data recording practices
should be observed in clinical supply manufacturing in
exactly the same manner as required for commercial
materials. Those fundamentals include the following:

� Data, and the identification of those responsible for
it, should be recorded contemporaneously, or as
close to the time of execution of a step or an
observation as is practical. Transfer of data from
one form to another should be minimized, and
should include one hundred percent verification
for accuracy by a second person. This serves to
enhance the accuracy of the data.

� Hard copy documents should be recorded in
indelible ink. Errors are inevitable, and when they
occur, the original entry should be struck out with
a single line, initialed and dated, the correct infor-
mation entered, and a brief explanation of the error
should be appended as directed by the document
and associated procedures.

� Data should always be recorded on forms designed
for the specific purpose. Extraneous notations
on loose slips of paper (including post-it notes,
scrap paper, paper towels, etc.) should be strictly
prohibited in a GMP environment.

� Log books, laboratory notebooks (when used),
batch production and control records, qualification
and validation protocols and reports, investigations
of deviations and failures, and other GMP docu-
mentation must be carefully identified, controlled,
and archived in a manner that will facilitate its
prompt retrieval.

� Electronic records (and electronic signatures, if
used) must comply with the provisions of 21 CFR
Part 11. It is beyond the scope of this article to
explain ‘‘Part 11’’ compliance in total, however,
the general principle is to construct and maintain
electronic records with the same degree of accuracy
and linkage to the originator as is achieved with

hard copy documents. Each company choosing to
use electronic data capture techniques and electronic
signatures must thoroughly understand Part 11 and
ensure compliance with this regulation.

� Each company should have a policy that strictly
prohibits the deliberate falsification, mutilation,
obliteration, or destruction of raw data and asso-
ciated GMP documentation. Companies must
insist on strict adherence to such policies and
should take aggressive disciplinary action when
lapses are detected. Failure to do so may subject
the company and its corporate officers to severe
regulatory sanctions, including criminal prosecu-
tion under the Federal Food, Drug, and Cosmetic
Act, or the general criminal laws of the United
States (Title 18, U.S. Code). Even inadvertent
(non-deliberate) acts that result in loss of data
or records should be prevented, and, if they
occur, they should be promptly and thoroughly
investigated.

� Establishing and following policies and procedures
for good documentation practices, numerical round-
ing, significant figures, and directed audits to ensure
the integrity of data contained in records or
other documents prior to submission of applications
to FDA).
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INTRODUCTION

Polymer coacervation is a long established, and widely
used, method for reversible gelification and microen-
capsulation of biological materials such as liquid and
solid drug compounds or cells. Coacervation is defined,
by IUPAC, as the separation of colloidal systems into
two liquid phases. It is to be distinguished from pre-
cipitation, which is observed in the form of coagulum
or flocs and occurs in colloidally unstable systems.[1]

The term coacervation was introduced in 1929 by
Bungenberg de Jong and Kruyt, for a process in which
aqueous colloidal solutions separate, upon alteration
of the thermodynamic condition of state, into two
liquid phases, one rich in colloid, i.e., the coacervate,
and the other containing little colloid.[2] Accounting
for different phase separation mechanisms, coacer-
vation was subdivided into simple and complex coacer-
vation. In simple coacervation, the polymer is salted
out by electrolytes, such as sodium sulfate, or desolvated
by the addition of a water miscible non-solvent such as
ethanol, or by an increase or decrease in temperature.
Conversely, complex coacervation is essentially driven
by the attractive forces of oppositely charged polymers.

The earliest commercial application of coacervation
was for the development of ‘‘carbonless’’ carbon copy
paper by the National Cash Register Company in the
late 1950s.[3] More recently, the field of polymer coa-
cervation has developed steadily so that a more refined
and complete classification of coacervation systems
can be proposed here (Table 1). Other classification
schemes and related principles of coacervation for
microencapsulation are available in the literature with
illustrated examples.[4–6]

In this contribution, we discuss coacervation as a
phenomenon between one or two polymers in a

solvent, although similar phenomena may occur with
ionic or highly polarized forms of drugs such as
between the anionic heparin and the cationic gentami-
cin or morphine,[4] the anionic surfactants sodium
cholate or sodium dodecylsulfate and cationic antide-
pressants,[7] or anionic DNA and cationic forms of
gelatin and chitosan in the presence of sulfate ions.[8]

Further, coacervation-like phenomena are increasingly
used to engineer ‘‘smart’’ polymers that undergo
reversible strong conformational and macroscopic
changes upon small changes in the environment, e.g.,
pH, temperature, ionic strength.[9] These polymers are
essentially single or associated polyions designed
for stimulus-responsive drug delivery, bioseparation,
biomimetic actuators, or materials with switchable
hydrophilic/hydrophobic surfaces.

According to the classification proposed in this
paper (Table 1), polymer coacervation is generally
observed in binary or ternary systems, in either aque-
ous or organic liquids. Three main mechanisms
govern the process of coacervation in these systems:
i) Polymer desolvation, in binary and ternary systems;
ii) Polymer 2–Polymer 3 repulsion in a common sol-
vent of the two dissimilar polymers, i.e., a ternary sys-
tem; and iii) Poly(ion)–counterion interactions such as
between poly(cation) and poly(anion) in a common
solvent, i.e., a ternary system; similarly, a poly-
(H-donor)–poly(H-acceptor) interaction may also lead
to polymer coacervation. Thus, polymer coacervation
is a direct consequence of changes of molecular inter-
actions operating between polymer–polymer (same spe-
cies), polymer–solvent, polymer–coacervating agent, or
poly(ion)–counterion. Prior to describing the various
systems in more detail, it may be helpful to consider first
some basic aspects of polymer solution behavior, knowl-
edge that may be useful for understanding coacervation
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phenomena as well as for optimizing microencapsula-
tion processes based on polymer phase separation.

Polymers dissolved in a solvent are encased in a
sheath of solvent molecules that solvate their func-
tional groups, typically through hydrogen-bonding
and van der Waals forces. The envelope of solvation pre-
vents chain segments in close proximity from attracting
one another by interchain H-bonds, van der Waals or
opposite ionic forces. Factors that lower the solvation
of dissolved polymers thin out the sheath of solvation
so that, at some point, contiguous chains attract one
another by secondary valence bonds, thereby forming
an entangled network or even non-covalent weak
cross-links. Polymer chain desolvation is one type of
mechanism leading to phase separation; under certain
conditions, gelification rather than phase separation
occurs. Factors that lower polymer solvation include
temperature change, increase in molecular weight or,
for poly(ions), pH-change in binary systems, or the
increase in polymer concentration in binary or ter-
nary systems. One very effective way to increase poly-
mer solution concentration is to lower the number of
solvent molecules available for polymer solvation.
This can, be achieved practically, by adding a third
component to the polymer solution (ternary system)
such as an electrolyte or a second liquid, which must be
a non-solvent for the polymer. The term non-solvent
is used here for all poor solvents for the polymer to be

coacervated. The added electrolyte or non-solvent will
bind part of the polymer solvent. Competition for sol-
vent of solvation will desolvate the polymer molecules
leading to phase separation in the form of coacervates
or precipitates. When electrolytes are used for polymer
desolvation, the phenomenon is called salting-out. In
aqueous systems, the effectiveness of dehydration, i.e.,
a particular form of desolvation, follows the so-called
Hofmeister or lyotropic series, which arranges ions in
the order of increasing salting-out capacity for hydro-
colloids: NH4

þ < Kþ < Naþ < Ca2þ < Mg2þ and
Cl� < acetate� < SO4

2� < tartrate2� < HPO4
2� <

citrate3� (only pharmaceutically acceptable ions are
indicated here).

When at least two dissimilar non-ionic, non-polar,
or only slightly polar polymers (Polymer 2 and Polymer 3)
are mixed in a common solvent, phase separation
generally occurs. This event is thermodynamically
controlled and can be explained as follows.[10] The
dissolution of a polymer in a solvent is commonly
endothermic (positive enthalpy of mixing, DHm), thus
counteracting dissolution. It is indeed the entropy
increase (positive DSm) that allows a polymer to dis-
solve in a solvent, i.e., the entropy increases as the
arrangement (or lattice) of the solvent molecules are
largely disturbed by introducing long polymer chains,
which require a relatively large molar volume
inside the solution. When a second polymeric species

Table 1 Classification of common aqueous and organic systems for polymer coacervation

Binary systems: Coacervation by partial polymer desolvation:

Solvents (component 1)a Water; Organic solvents

Polymers (P; component 2)a Hydrophilicb P0, Pþ, P�; Lipophilic P

Coacervation inducing factors Temperature, pH

Ternary systems: Coacervation induced by partial polymer desolvation:

Solvents (component 1)a Water; Organic solvents

Polymers (P; component 2)a Hydrophilicb P0, Pþ, P�; Lipophilic P

Coacervating agents (component 3)a Non-solvents for the polymer; Electrolytes (‘‘Simple coacervation’’)

Ternary systems: Coacervation induced by Polymer 2–Polymer 3 repulsion:

Solvents (component 1)a Water or organic solvent

Polymers (P2, component 2)a Hydrophilicb P20, P2þ, P2�; Lipophilic P2

Coacervating agents (component 3)a Polymer 3, P3

Ternary systems: Coacervation induced by non-covalent polymer cross-linking:

Solvents (component 1)a Waterc

Polymers (component 2)a Pþ or P�

Cross-linking agents (component 3)a,d P� or Pþ (‘‘Complex coacervation’’); Di- and trivalent counter-cations
or counter-anions

aNumbering of components: 1-designates the solvent for the polymer to be coacervated; 2-designates the polymer to be coacervated; 3-designates

the coacervating agent. The numbers are also used as subscripts in the equations.
bP0, Pþ, P� designate non-ionic, cationic, and anionic polymers, respectively.
cNon-aqueous systems are not described in pharmaceutical technology.
dP� and Pþ or the di- and trivalent counterions are integral components of the coacervate phase.
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(Polymer 3) is mixed with a solution of Polymer 2 in
a common solvent, the two polymer species will typi-
cally interact through van der Waals forces, and this
interaction is proportional to their molecular weights.
This interaction would produce a substantial endo-
thermic energy change whereas the entropy gain by
this intermixing is very small owing to the small num-
ber of polymer molecules involved. Thus, because of
the positive free energy change that would occur if
the dissimilar polymers would mix with one another,
phase separation into two distinct phases each of
them rich in one of the two polymer species is ther-
modynamically more favorable.

Contrary to the aforementioned mechanism, pairs
of oppositely charged poly(ions), or highly polarizable
polymers, or of poly(H-donor) and poly(acceptor) tend
to interact favorably with one another, i.e., their free
interaction energy change is negative owing to a nega-
tive DHm. Therefore, they may well coexist in a com-
mon solvent, or even attract one another so strongly
that the negative DHm dominates over the entropy gain
in the common solvent. In this case, the two polymers
will form a polymeric complex separating from the sol-
vent. Depending on the strength of enthalpic interac-
tion between the polymeric complex and the solvent,
the complex may either precipitate as solid particles
or remain partly solvated (complex coacervate). A
comparable mechanism operates when a poly(ion) is
mixed with a low molecular weight di- or trivalent
counterion, such as Ca2þ, Mg2þ, Al3þ, Zn2þ,
tartrate2�. This type of mechanism leads to a strong
non-covalent cross-linking of the polymer chains form-
ing a relatively tight network.

Generally, all the mechanisms of polymer coacer-
vation involve some sort of phase separation, thereby
producing more or less dense coacervate microdro-
plets. These microdroplets can either engulf an
additional component, such as a dissolved drug, or
deposit on solid surfaces, which is typically used for
coating solid particles added to the system, e.g., drug
particles or living cells.

THERMODYNAMIC MODELS OF POLYMER
SOLUBILITY AND PHASE SEPARATION

Fundamental aspects of coacervation have been thor-
oughly covered for some time through the classical
studies of Bungenberg de Jong and Kruyt for ionic
systems,[2] and by Dobry and Boyer-Kawenoki for
non-ionic systems.[11] The basic thermodynamic con-
ditions for polymer-solvent interactions and polymer
phase separation have been nicely described by
Flory.[10] In the following, polymer phase separation
processes will be briefly considered from mechanistic
and thermodynamic points of view.

Classical Models to Describe Coacervation
Induced by Temperature Change and
Non-Solvent Addition

In the early 1940s, Flory and Huggins proposed, separ-
ately, a lattice model to describe polymer solutions and
introduced the interaction parameter w.[10] This param-
eter increases as solvent power decreases; hence, a ther-
modynamically good solvent is characterized by a low
interaction parameter. In practice, most polymer-sol-
vent combinations result in w-values ranging from 0.2
to 0.6.[12] Moreover, the theory predicts that a
polymer will dissolve in a solvent only if the interaction
parameter is less than a critical value wc, which, at a
given temperature, depends on the degree of polymer-
ization (x) of the dissolved polymer:[10]

wc �
1

2
þ 1

ffiffiffi

x
p ð1Þ

For polymers of very high molecular weight, wc

approaches the value of 0.5. Upon gradual addition
of a non-solvent (with a large w value), phase separation
occurs in the order of decreasing x, i.e., when w < wc.
Further, w also depends on temperature. This is gener-
ally illustrated by solubility phase diagrams, where sin-
gle and two-phase systems are defined as a function of
polymer volume fraction and temperature. The appli-
cability of w in coacervation is very limited, as w is
not a constant, but depends on polymer concentration,
molecular weight, and temperature. Moreover, w can-
not be determined readily for polymer–liquid pairs
and is inconvenient for multicomponent systems.
Finally, w is a composite term influenced by hydrogen
bonding.

More commonly used descriptors of polymer solu-
bility are the solubility parameters introduced by
Hildebrand and Scott[13] for dispersive interaction
forces, and extended by Hansen[14] for dispersive (dd),
polar (dd), and hydrogen bonding contributions (dh)
to interaction energies. An equation sometimes used
to estimate the solubility range of Polymer 2 in a
solvent (subscript 1) is:

d ¼ ½4ðdd1 � dd2Þ2 þ ðdp1 � dp2Þ2

þ ðdh1 � dh2Þ2�0:5 ð2Þ

According to Van Krevelen,[15] Dd should not
exceed 5 MPa0.5 for good solubility. This rule of thumb
may be applied to solutions with constant polymer
concentration. However, the stepwise addition of a
non-solvent, followed by solvent partitioning between
coacervate and continuous liquid, changes continuously
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the composition of a coacervation dispersion. Under
the assumptions that the continuous phase consists
exclusively of solvent and non-solvent, and the coacer-
vate phase of solvent and polymer, the solubility
parameters of both phases may be calculated by

dcontinuous~phase ¼ f1;condsolvent þ f3dnon-solvent ð3Þ

dcoacervate~phase ¼ f1;coadsolvent þ f2dPolymer 2 ð4Þ

where f1,con, f1,coa, f2, and f3 are the volume
fractions of solvent in the continuous phase, of sol-
vent in the coacervate phase, of polymer, and of non-
solvent, respectively. Although Eqs. (3) and (4) are
empirical mixing equations with limited validity, they
are frequently used in pharmaceutical technology to
improve solvent mixtures for coating, film formation,
and microencapsulation. The mean solubility param-
eter of the coacervation mixture can be calculated
only for a single phase system, i.e., as long as the non-
solvent is soluble in the polymer solution. As solu-
bility parameters of polymers cannot be determined
directly from vaporization energy, various calculation
methods have been proposed using the cohesive prop-
erties of functional groups and assuming additivity
of these properties.[16] Moreover, polymer solubility
experiments in a variety of solvents of known solu-
bility parameters, may be useful to define the border-
line of good solvents and non-solvents for polymer
coacervation.

The Interaction Parameter v to Describe
Coacervation Induced by Polymer 2–
Polymer 3 Repulsion

The theoretical treatment of polymer phase separation
based on polymer-polymer repulsion requires an exten-
sion of the w-parameter concept on two polymers in a
common solvent. For this case, Scott[17] defined the
critical conditions for phase separation, provided that
the rather common conditions apply that
jw1,2 � w1,3j � 1 and

ffiffiffiffiffi

x2
p

<
ffiffiffiffiffi

x3
p

< x2 . . .

ðwcÞ2;3 ¼ 0:5
1
ffiffiffiffiffi

x2
p þ 1

ffiffiffiffiffi

x3
p

� �2
1

1 � f1

� �

ð5Þ

where the subscripts 1, 2, and 3 refer to the solvent,
the polymer to be coacervated (Polymer 2), and the
second polymer (Polymer 3; coacervating agent). If the
Polymer 2–Polymer 3 interaction parameter w2,3 is
approximated from solubility parameters [Eq. (6)],

estimated experimentally or calculated from group
contributions

w � V1

RT
ðd2 � d3Þ2 ð6Þ

then, the critical volume fractions of the solvent (f1) and
of both polymers (f2, f3) can be calculated from

f2

1 � f1

¼
ffiffiffiffiffi

x2
p

ffiffiffiffiffi

x2
p þ ffiffiffiffiffi

x3
p ð7Þ

f3

1 � f1

¼
ffiffiffiffiffi

x3
p

ffiffiffiffiffi

x2
p þ ffiffiffiffiffi

x3
p ð8Þ

Unless the solubility parameters of both polymers are
very similar, the polymers will be incompatible, leading
to polymer phase separation, as w2,3 > (wc)2,3.

New Approaches to Characterize
Polymer Coacervation

Another interesting approach to describe polymer
coacervation is that of Van Oss,[18] who defined the
conditions for simple and complex coacervation by
the interfacial interactions between similar and dissimi-
lar molecules. In this model, the solubility, s, of the
Polymer 2 in a solvent (subscript 1) depends on the
free energy of interfacial interaction, DG212:

RT ln s ¼ fðGIF
212Þ ð9Þ

According to this equation, the solubility of the
polymer molecules in a liquid will increase with
increasing positive values of DGIF

212, as the polymer
molecules will increasingly repel each other and
thereby tend to disperse. If DGIF

212 < 0, solubility
decreases due to molecular attraction. In most phar-
maceutical systems, molecular contributions to DGIF

212

will be from apolar Lifshitz-van der Waals (DGLW
212 )

forces and from Lewis acid/base (DGAB
212) forces.

Hence, DGIF
212 is represented by

GIF
212 ¼ �2

ffiffiffiffiffiffiffiffi

gLW
2

q

�
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1

q
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�4
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gþ2 g
�
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þ
ffiffiffiffiffiffiffiffiffiffi

gþ1 g
�
1

q

�
ffiffiffiffiffiffiffiffiffiffi

gþ2 g
�
1

q ffiffiffiffiffiffiffiffiffiffi

g�2 g
þ
1

q

� �

ð10Þ

where the second part of the right hand side describes
the Lewis acid/base interactions. For a ternary system
with two dissimilar Polymer 2 and Polymer 3 immersed
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in a solvent 1, DGIF
212 becomes

GIF
213 ¼
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For all exclusive Van der Waals interactions, the
interfacial interaction energy between Polymer 2 and
Polymer 3 immersed in a liquid reduces to

GLW
213 ¼ gLW

23 � gLW
21 � gLW

31 ð12Þ

which can be rewritten as

GLW
213 ¼
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In coacervation processes induced by Polymer 2–
Polymer 3 repulsion, the conditions for coacervation
are, DGIF

212 > 0. In apolar systems, this condition
is fulfilled by g2

LW > g1
LW > g3

LW or by g2
LW <

g1
LW < g3

LW. In polar systems, however, coacervation
becomes only predictable by solving Eq. (11). Contrary
to simple coacervation, complex coacervation in a ter-
nary system occurs only if the polymer molecules
attract each other, and hence, the interfacial free
energy becomes negative.

The apparent advantage of the Van Oss theory lies
in the accessibility of the surface tension parameters.
For a given solute, g2 can be determined from contact
angle and Young’s equation. Moreover, these para-
meters can also be derived theoretically from polymer
group contributions as described by Van Krevelen.[15]

On the other side, it remains questionable if the Van
Oss model is valid for systems where hydrogen bonding
plays an important role, as interfacial tension measure-
ments are unlikely to account for H-bonding forces.

POLYMER COACERVATION INDUCED
BY PARTIAL POLYMER DESOLVATION
(SIMPLE COACERVATION)

Process Description

Simple polymer coacervation is based on partial poly-
mer desolvation in binary or ternary systems. This

partial polymer desolvation may be induced by chan-
ging the temperature of the polymer solution, by
adding to the polymer solution a poor solvent (or
non-solvent) for the polymer, or by ‘‘salting-out’’ by
electrolytes. The coacervate phase may form droplets
in the stirred equilibrium phase or deposit as a film
on a given solid or liquid surface, such as solid drug
particles or droplets of aqueous drug solutions. In both
situations, the coacervate can be stabilized by inter-
molecular physical or covalent cross-linking, which
typically can be achieved by altering the pH or the
temperature, or by adding a cross-linking agent.[19]

In pharmaceutical technology, simple coacervation,
alike other coacervation types, is very frequently used
to entrap drugs into microcapsules or micromatrices;
the term microspheres will be used hereafter for
both types of microparticles. If a drug should be
entrapped in the coacervated polymer, a liquid or solid
form of the drug is dissolved or dispersed in the poly-
mer solution. Here, the principles of simple coacer-
vation will be illustrated for two frequently used
polymer types.

A very commonly employed simple coacervation
procedure utilizes gelatin. Simple coacervation of gela-
tin typically involves the use of water-miscible non-
solvents for gelatin, such as alcohols, or salts, such as
sodium sulfate. This produces a partial dehydration
of the gelatin molecules at a temperature above the
gelling point and leads to separation of a liquid gela-
tin-rich phase and an equilibrium liquid containing
only minor amounts of gelatin. (Fig. 1). Finally, the
coacervate droplets in the equilibrium liquid are har-
dened by physical or covalent cross-links (for example,
by adjusting the pH to the isoelectric point or adding
glutaraldehyde or formaldehyde).

A very frequently described family of polymers sub-
jected to simple coacervation are cellulose derivatives,
particularly ethyl cellulose (EC).[20] While most cellu-
lose ethers are soluble in water, EC and the cellulose
esters are insoluble or only partly soluble in water,
e.g., as a function of pH. For coacervation of EC, tolu-
ene is a preferred good solvent and cyclohexane a poor
solvent.[21–23] Gradual addition of cyclohexane to a sol-
ution of EC desolvates the polymer. Alternatively, EC
can be dissolved in hot cyclohexane; cooling to room
temperature induces polymer phase separation. In
both these cases, the coacervate film or droplets can
be hardened by exposing the coacervate to a large vol-
ume of cyclohexane, whereby physical cross-links are
formed.

Materials

Gelatin[24,25] and cellulose derivatives[26,27] are probably
the most widely used polymers in simple coacervation
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for pharmaceutical purposes, although various other
polymers have been successfully employed for the
production of microcapsules by this process. In prin-
ciple, any polymer can be utilized as a wall-forming
material, provided that partial desolvation can be
achieved. The polymers subjected to simple coacer-
vation include, amongst others, poly(styrene), poly(-
vinyl acetate), poly(vinylchloride), poly(lactide),[5]

poly-
(vinyl alcohol),[28] poly(acrylates),[29] chitosan/PVA-
blends,[30,31] albumin,[32] casein,[33] and also vegetable
proteins like vicilin,[34] and legumin.[35] For more
detailed information, the reader is advised to consult
the extensive reviews in this field.[5,6,36,37]

For simple coacervation induced by non-solvent
addition in aqueous systems, ethanol, acetone, dioxane,
isopropanol, and propanol are the most preferred
to cause polymer desolvation and phase separa-
tion. In organic systems, mainly non-polar solvents,

such as petroleum ether, cyclohexane, and paraffin,
are useful.

Critical Process Steps and Product
Characteristics

Simple coacervation involves four distinct steps:
i) Phase separation upon polymer desolvation; ii)
Droplet formation or deposition of the coacervate
phase on a given surface; iii) Hardening of the coacer-
vate phase; and iv) Isolation of microparticles or sur-
face-coated material. Coacervation is quite a complex
physico-chemical phenomenon, and many factors
affect the properties of the resulting product. Simple
coacervation in organic and aqueous systems depends
on molecular interactions of the materials involved at
a given temperature, the presence of solid or liquid sur-
faces with a high affinity for the coacervate phase, the
rate of polymer desolvation and fluid dynamic pro-
cesses, e.g., diffusion, laminar or turbulent movements.
Therefore, for any given system, the material and pro-
cess parameters must be carefully studied to control
fully the process. In general, simple coacervation is a
relatively slow process where diffusion and partition-
ing of the components between separated phases may
take a considerable length of time to reach equilibrium.
Therefore, the process is commonly performed under
non-equilibrium conditions. This makes the rate and
duration of every process step very critical for obtain-
ing reproducible products and preventing undesired
coalescence or precipitation. All these difficulties,
along with the need for sometimes large amounts of
organic solvents and toxicologically critical cross-
linking agents have probably hampered the introduction
of this process into an industrial setting.

Applications

To our knowledge, simple coacervation has essentially
remained a technology described by academics and
used for research rather than in pharmaceutical indus-
try. Green[38] first demonstrated the microencapsula-
tion of oil droplets by simple coacervation of gelatin.
In this study, gelatin coacervation was induced by
sodium or ammonium sulfate. Since then, simple
coacervation has been used to encapsulate foods, fla-
vors, and pharmaceuticals.[19]

Simple coacervation of cellulose derivatives has
been used for microencapsulation of various drugs,
such as theophylline,[27] ibuprofen,[39] indomethacin,[26]

adryamicin,[40] and nicardipine.[41] The goal of micro-
encapsulating these drugs was to decrease their gastric
irritation, mask the bitter taste and, very importantly,
to achieve sustained release.

A

B

C

D

E

F

100% Alcohol 100% Gelatin

100% Water

Fig. 1 Schematic ternary diagram of a gelatin–water–

alcohol system. The diagram shows the zone where two
phases exist, i.e., the coacervate and equilibrium phases.
The two-phase systems are represented by the area under

the binodial curve (points A, B, C, D), whereas the area
above the binodial represents single liquid phase systems of
gelatin dissolved in water–alcohol mixtures. The arrow

(points E, C, F) indicates the addition of alcohol into an
aqueous solution of gelatin at an initial concentration of
20% gelatin. At approx. 18% alcohol (point C), phase

separation occurs. At a given composition (point F), the
two phases have the compositions denoted by the points D
(equilibrium phase consisting of 40% alcohol, and 60%
water) and B (coacervate phase consisting of approx. 46%
gelatin, 15% alcohol and 39% water) situated at both sides
of the so-called tie-line (dotted line). The ratio of coacervate
to equilibrium phases, on a weight basis, is given by the

ratio D-F/F-B.
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POLYMER COACERVATION INDUCED BY
POLYMER 2–POLYMER 3 REPULSION
IN TERNARY SYSTEMS

Process Description

In coacervation by Polymer 2–Polymer 3 repulsion, the
addition of Polymer 3 causes phase separation between
the two polymer species dissolved in a common
solvent 1. This phase separation produces a viscous,
liquid phase of Polymer 2, i.e., the coacervate, and a
low-viscous phase of Polymer 3, often called continu-
ous or polymer-poor phase. Under stirring, coacervate
droplets are formed and dispersed in the continuous
phase. The solubility of Polymer 3 in solvent 1 should
be superior to that of Polymer 2 in this common sol-
vent. For particle production, the Polymer 3 should
also function as stabilizer for the coacervate droplets
to prevent their aggregation. Further, for the entrap-
ment of a biologically active material, the coacervate
must have a certain degree of fluidity and a high affin-
ity to the core material, whereas the affinity between
core material and continuous phase should be low

(see the following). Finally, the coacervate droplets still
contain a substantial amount of solvent 1 and are,
therefore, too soft to isolate. Hardening of the coacer-
vate droplets by a hardening agent is required before
the product can be collected as discrete microspheres
or microcapsules. A typical experimental set-up for this
coacervation process yielding polymeric particles is
illustrated in Fig. 2.

Materials

Coacervation by Polymer 2–Polymer 3 repulsion has
been applied to various polymers, although the biode-
gradable poly(lactide) (PLA) and poly(lactide-co-
glycolides) (PLGA) have attracted the highest interest,
particularly for drug microencapsulation and con-
trolled drug delivery.[42] PLA/PLGA are commonly
dissolved in dichloromethane or ethyl acetate and coa-
cervated by adding a second, relatively low molecular
weight polymer such as silicone oil (poly(dimethyl
siloxane), PDMS, 100–1000 mPas). For hardening the
coacervate droplets, the coacervate mixture is trans-
ferred into a non-solvent for Polymer 2, such as hexane,
heptane, or low molecular weight cyclic siloxanes, e.g.,
octamethylcyclotetrasiloxane (OMCTS) or decamethyl-
cyclopentosiloxane (DMCPS).

To a very limited extent, other polymers have been
coacervated by this process to form microparticles, i.e.,
ethylcellulose, cellulose nitrate, poly(methyl methacry-
late), cellulose acetate phthalate, poly(acrylonitrile-
co-styrene), and poly(styrene).[4] For some of these,
liquid poly(butadiene) (8–10 kDa) was employed as a
coacervating agent.

The hardening of coacervate droplets may be
accomplished either by subsequent desolvation and
formation of van der Waals bonds or covalent cross-
linking of the coacervated polymer.[4] In the first pro-
cess, the coacervation mixture is transferred into a
liquid which is a non-solvent for Polymer 2, though
it is a good solvent for Polymer 3. Examples of such
hardening agents include hexane, heptane, very low
molecular weight volatile siloxanes (OMCTS,
DMCPS). In the chemical hardening process, a cross-
linking agent, e.g., glutaraldehyde or diisocyantes, is
added to the coacervate system. Typical functional
groups on Polymer 2 that are useful for cross-linking
reactions are hydroxyl, e.g., in cellulose ethers and
esters, and amine groups.

Naturally, the aforementioned polymers may also
be coacervated by desolvation upon adding a non-
solvent, such as hexane, heptane, liquid paraffin, or a
vegetable oil. The advantage of using the coacervation
by Polymer 2–Polymer 3 repulsion is that the viscosity
and volume fraction of the coacervate phase and the
stability of coacervated droplets can be controlled by

P2-solutionP3 (liquid or in
solution)

Coacervate
droplets

Transfer into
hardening
agent

Fig. 2 Experimental set-up of a typical coacervation process
by Polymer 2–Polymer 3 repulsion.
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the amount of added Polymer 3.[43] The control of
these coacervate characteristics is important for prevent-
ing aggregation of coacervate droplets and for efficient
microencapsulation of biologically active materials.

Critical Process Steps and Product
Characteristics

The particular feature of coacervation by Polymer 2–
Polymer 3 repulsion is that phase separation occurs
already after the addition of a minute volume fraction
of Polymer 3, which is in contrast to the coacervation
by polymer desolvation.[44] In the very first step, a dis-
persion of Polymer 3-in-Polymer 2 phase is formed
(Fig. 3). Further Polymer 3 addition produces a phase
inversion, whereupon the Polymer 2 phase (coacervate
droplets) is dispersed in the Polymer 3 phase. Upon
further Polymer 3 addition, the solvent is partially
extracted from the coacervate droplets thereby increas-
ing their viscosity and physical stability against
coalescence. Optimal coacervate stability is generally
achieved within a certain range of Polymer 3 volume
fraction. This ‘‘stability window’’ has been determined
by various authors for different PLA and PLGA
types.[43]

The main advantage of coacervation by Polymer 2–
Polymer 3 repulsion over polymer desolvation resides
in the good control of the composition and viscosity
of both the coacervate and dispersing phases. This, in
turn, provides a means to control particle size and pre-
vent undesired coalescence of the coacervate droplets,

as well as a way to enhance the wetting and engulfing
of any biologically active material in either solid or
liquid form. Indeed, encapsulation of core material
requires primarily that the work of adhesion between
core material and coacervate is substantially higher
than that between core material and dispersing
phase,[44] which again depends on the respective com-
position of the two phases. Further, a certain degree
of fluidity of the coacervate droplets will also increase
qualitatively and quantitatively the encapsulation process.

Studies dedicated to drug microencapsulation by
this type of coacervation method revealed that this
method is quite suitable for the microencapsulation
of peptide and protein drugs into PLA and PLGA in
terms of encapsulation efficiency. However, its draw-
back lies in the residual coacervating and hardening
agents remaining in the microparticles that cannot be
eliminated sufficiently and may hamper biomedical
use. Therefore, efforts have been made to use coacer-
vating and hardening agents that are relatively safe
and to minimize the residues of processing liquids in
the final product.[45]

Applications

Coacervation by Polymer 2–Polymer 3 repulsion has
been widely used in the field of drug microencapsula-
tion into the biodegradable PLA and PLGA.[42] (see
also the chapter on Microsphere Technology and
Applications of this Encyclopedia). This type of micros-
pheres is intended for parenteral administration and
controlled delivery of low doses of very potent drugs.
The microparticles produced by this method lie within
a size range of 20–150 mm, depending on the process
parameters, and can be injected by a conventional syr-
inge and needle. To our knowledge, there is at least one
PLGA-based microsphere product on the market for
parenteral use that is produced by this particular
method: Decapeptyl� Retard (Ferring AG, Kiel,
Germany), which contains the LHRH-analog deca-
peptide triptorelin.

POLYMER COACERVATION UPON
NON-COVALENT POLYMER
CROSS-LINKING IN TERNARY
SYSTEMS

Principles and Mechanisms

Complex coacervation in aqueous solution may be
considered as a special case of network formation.
Intermolecular forces such as Coulomb, van der Waals,
hydrophobic, hydrogen bond, and dipol-charge transfer
between polymers themselves, or polymers and low

Fig. 3 Different stages of PLA coacervation by PLA–
silicone oil (PDMS) repulsion in a ternary system using
dichloromethane (DCM) as solvent: (A) Dispersion of PDMS

in PLA/DCM; (B) Phase inversion yielding unstable droplets
of PLA/DCM in PDMS; (C) Stable dispersion of well defined
coacervate droplets; (D) Aggregation and precipitation of
polymer particles upon exceeding PDMS-addition.
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molar mass counterparts, cause phase separation,
where the polymers are concentrated in a gel-like phase
or a precipitate. The quality of the separated phases
strongly depends on the chemical nature of the partici-
pating molecules and the separation conditions. The
following combinations based on various dominating
interactions have been reported:

1. Oppositely charged polyelectrolytes (‘‘polysalt’’)
2. Highly polarizable polymers
3. H-donor/acceptor polymers
4. Polyelectrolytes/multivalent counterions

Fig. 4 illustrates the complex coacervation for sys-
tems 1 and 4. In system one, the complex is composed
of two different polymer structures intermolecularly
cross-linked (Fig. 4A), whereas in system 2, the com-
plex is formed by the inter- and/or intramolecular
bridging of a single polymer structure (Fig. 4B). Spe-
cific examples for the two complex types are sodium
alginate (polyanion) with chitosan (polycation), and
sodium alginate (polyanion)/calcium (divalent coun-
terion), respectively.

From a kinetic point of view, the complex forma-
tion between a cationic and an anionic site is generally
rapid, with rates in the order of fractions of seconds,
though hours and days are occasionally required for
the total process.[46] The rate-determining steps for
complex formation are:

� Diffusion processes for intermolecular contacts
� Rearrangements of the complex coacervate includ-

ing both conformational changes and disentangle-
ments.

In particular, these arrangements are relevant for
polyelectrolyte components of low charge density,
and/or polyelectrolyte components largely differing
in molar mass, and concentrated systems.[47]

The stoichiometry between polyelectrolytes has very
often found to be 1 : 1,[48] though the optimal ratio of
polyions can be as high as 20 : 1. Generally, as the poly-
mer concentration decreases, the number of chains
participating in the complex rises. Furthermore, the
charge density required for coacervation is lower if
the polymer-solvent interaction parameter (Flory–
Huggins) is higher. Strong polyelectrolytes generally
participate in 1 : 1 stoichiometries, though steric hin-
drance, for example via long pendant groups such as
are typical in synthetic quaternary ammoniums, can
disturb the so-called symplex ratio.[49]

Macromolecular Characteristics for Effective
Polymer–Polymer Coacervates

For both polymer-polymer complexation via ionic
interactions and hydrogen bonding there is a critical
chain length below which competitive binding is
impossible.[50] In general, polysalt formation is a func-
tion of various parameters including molar mass/chain
length, charge density, chemical structure, type of the
ionic group, and chain architecture. Interestingly, two
polyelectrolytes of the same net charge can be com-
plexed provided one is ampholytic, such as gelatin,
and is polarized in the electric field of the other.[51] In
addition, medium conditions (pH, ionic strength, total
concentration, temperature) influence the complex
formation kinetics and complex properties.

Alginate-poly(L-lysine) and alginate-chitosan are,
by far, the most common polymer-polymer coacer-
vation systems, with the former often pregelled, in bead
form, with divalent cations such as calcium or barium.
As Table 2 indicates, polysaccharides with a rigid
structure are generally favored for polysalt formation.

The polyanion–polycation combination generally
involves one permanently charged polymer with a

+

+ n/2 n+

+ n

A

B

Fig. 4 Principles of complex aqueous coacervation: (A)
Oppositely charged polyelectrolytes; (B) polyelectrolyte/
multivalent counterions.

Table 2 Typical polymers employed in complex
aqueous coacervation

Polyanions Polycations

Alginate Chitosan

Carrageenan Poly(diallyldimethylammonium
chloride)

Carboxymethylcellulose Poly(L-lysine)

Chondroitin sulfate Poly(vinylamine)

Cellulose sulfate

Gellan

Hyaluronic acid

Poly(acrylic acid)

Xanthan
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second whose charge density is pH-sensitive. Secondary
interactions, principally hydrogen bonding, are usually
required as is the flexibility of one of the chains.[52]

For alginates, the copolymer composition (ratio of
mannuronic to guluronic acid units) can influence the
ultimate complex properties. These include elasticity as
well as permeability and mechanical resistance of coacer-
vates cast into 2D or spherical membrane structures. The
type of polymer-polymer coacervate (precipitate, sol,
network) will also often be highly molar mass dependent,
with useful membranes found within a narrow window.
This often does not correspond to the molar mass range
required for bioapplications, which is dictated by factors
such as cell toxicity and biocompatability.

Characterization

The most important applications of polymer-polymer
coacervates involve the formation of semipermeable
membranes. They represent ionically cross-linked poly-
mer network structures and are generally permeable to
water and low molar mass solutes, though they block
macromolecules and proteins above a certain molar
mass. Molar mass cut-off (MMCO) experiments are
carried out, for example, via inverse-size exclusion
chromatography. These non-trivial experiments[53]

monitor the ingress of a synthetic probe or the egress
of biomacromolecules. The complex steric and electro-
static interactions involved in passing through the
tortuous pores imply that the apparent MMCO is
dependent on the chemistry of the macrosolute. In
particular, a higher cross-linking density results in a
lower MMCO, though this is rigorously true only if
the network is inert, which is frequently not the case.[54]

Furthermore, most polyelectrolyte complex gels

require characterization via transport studies
(kinetics) as well as equilibrium diffusion measures
(thermodynamics).

Polymer-polymer coacervates, in microcapsule
form, can be characterized by a number of methods,
though the most accurate involves a compression-
based micromanipulated probe connected to a sensi-
tive transducer.[55] The precision of such techniques
can be as high as 10%. Generally, a 1 : 1 stoichiometry
provides the most stable microcapsules. Other proper-
ties, including the sphericity, transparency, or mem-
brane homogeneity are also often characterized.
Novel methods based on analytical ultracentrifugation
are particularly useful for 2D membranes.[56]

Applications

Table 3 lists some of the typical polymer-polymer coacer-
vation systems investigated for microcapsule formation.

The system sodium cellulose sulfate/PDADMAC
permits the encapsulation of sensitive biological
materials by a simple one step procedure. The broad
variety of encapsulation problems so far successfully
solved by this system includes the encapsulation of
biocatalysts,[57,58] hepatic microsomes for extracor-
poral detoxification,[59] cattle embryos,[47] and various
drugs for targeted or controlled-release delivery.[60]

Polysalts have been prepared as microcapsules for
enzyme entrapment (biocatalysts), in the separation
of proteins[60] as well as in surfactant binding. Protein
separation is particularly selective, with biomacromo-
lecules separated according to their isoelectric point.
Coacervation is the preferred method for water soluble
drugs where no modification of the absorption kinetics
are warranted.

Table 3 Typical polymer–polymer coacervates

Polyanion Polycation Reference

Alginate (sodium) Poly(L-lysine) [75]

Chitosan [76]

Cellulose sulfate (sodium) Poly(diallyldimethylammonium-chloride)
(PDADMAC)

[60]

k-Carrageenan DEAE-dextran [77]

Polyphosphate (sodium) Chitosan [78]

Chondroitin sulfate (sodium) Collagen [79]
Gelatin [80]

Dextran sulfate Ionene [81]

Poly(acrylic acid) Poly(ethyleneimine) [82]

Gelatin Acacia [83]

Arabic gum [84]
Chitosan [85]
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Coacervation for Cell Encapsulation

Processing

Cell encapsulation by polymer-polymer coacervation is
generally performed by extrusion of a polyanion sol-
ution, seeded with the cells of interest, into a collecting
batch containing a cationic simple multivalent electro-
lyte and/or polyelectrolyte. As an alternative method,
the emulsification of polymer-cell suspension in a veg-
etable oil followed by the internal gelation of the poly-
anion has been described.[61] The latter results in more
homogeneous gels. Cell microencapsulation is com-
plex[62] and involves the following steps:

� Polymer sterilization (thermal; UV- or g-radiation;
chemical, e.g., ethylene oxide)

� Polymer depyrogenation to destroy or remove
potentially toxic lipopolysaccharides

� Polymer dissolution, often in culture media, to a
controlled solution viscosity

� Solution dilution under sterile conditions
� Coacervation reaction control (polyion concentra-

tions, contact time)
� Washing, required to remove non-reacted excess

polymer
� Coating to reduce permeability and/or modify

surface properties

Examples of cell encapsulation

Fig. 5 shows microencapsulated mice islets intended
for intraportal (liver) transplantation to achieve clini-
cal normoglycemia. The islet’s b-cells produce insulin
in response to a blood glucose stimulus providing a
therapeutic alternative to daily insulin injections. The
capsule size is optimized to permit oxygen diffusion[63]

given an O2-diffusion distance of 0.2 mm in hydrogels.
The specific chemistry permits the simultaneous con-
trol of permeability and mechanical properties. From
extended studies it has been concluded that multicom-
ponent polymer systems can offer advantages in
comparison to binary systems,[64] with the thick mem-
brane acting as an entrapment zone and permitting the
de-coupling of diffusive and mechanical characteristics.

The encapsulation of hepatocytes for a bioartificial
liver, and cell therapy for the treatment of other hor-
mone deficiencies or neurodegenerative diseases, such
as Alzheimer’s and Parkinson’s, are also under investi-
gation. Additional examples of cell encapsulation in
polymer-polymer coacervates include non-autologous
gene therapy,[65] blood substitutes[66] as well as the
treatment of prostate cancer.[67] Pharmaceutical appli-
cations of microcapsules encompass, in addition, trans-
dermal drug delivery and protein delivery such as is
required in anti-inflammatory therapy for arthritis.

Scale-Up

While it is not the purpose of this chapter to produce
an extensive list of technologies related to polyelectro-
lyte complexes, some unique examples warrant dis-
cussion. Shioya[68] has patented an encapsulation
method that controls permeability, while Dautzenberg
disclosed a general method, and family of materials,
for polyelectrolyte complexation.[69] Recently, Vorlop
has developed a mechanical cutting method to divide
a fluid stream and achieve throughputs as high as
104 kg/h.[70] Other techniques useful for high volume
applications include the rotating disk atomizer.

Applications in Analytics

Polymer-polymer complexation is generally detected
via conductometric or potentiometric titrations. ‘‘Col-
loid titration’’ represents an inverse-system where a
polymer with known characteristics, such as potassium
poly (vinylalcohol-sulfate) or poly(diallyldimethylam-
moniumchloride), are used to quantify the concen-
tration of polycation or polyanion, hence relying on
a 1 : 1 stoichiometry.[47] Using the cationic dye, tol-
uidine blue, as an indicator, a metachromatic end point
is detected. Both methods are volumetric.

INDUSTRIAL VIEW OF THE USEFULNESS OF
COACERVATION AND RELATED PRODUCTS

Various microencapsulation techniques have been suc-
cessfully applied for several years in industry, with a
large number of patent applications filed to protect
market shares and products, particularly in the area

Fig. 5 Encapsulated mice islets in a 400 mm capsules
made from sodium alginate/sodium cellulose sulfate//poly
(methylene-co-guanidine) hydrochloride/CaCl2.
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of contrast agents for diagnostic imaging, in agricul-
ture, and in the food industry. In contrast to the many
available consumer products based on encapsulation
technology, only very few pharmaceuticals have
succeeded in the market.

Primarily for safety reasons, manufacturing and
marketing of pharmaceuticals is strongly controlled
by regulatory guidelines, making product development
and introduction especially challenging. Clearly, indus-
trial large scale application of a technology such as
coacervation primarily requires a sound and robust
process and product design, which is the starting point
of all full development work, but is also driven by
other important criteria as outlined in Fig. 6. How
do these basic considerations actually apply to pro-
ducts prepared by coacervation? To answer this
question, the process of organic phase separation for
preparing sustained release microspheres for parenteral
administration is considered here as an example to
illustrate the implications.

Key parameters for the quality of controlled release
microspheres for parenteral use encompass the drug
encapsulation efficiency, stability over time, syringe-
ability, reproducibility of release kinetics, sterility,ther-
apeutic efficacy, general safety, and local tolerability.
Some of these aspects apply to the products made by
all microencapsulation techniques, whereas others are
mainly relevant to formulations prepared by coacerva-
tion. Furthermore for injection or aerosolizing, micro-
spheres require a compatible dispersant to wet the
particles and keep them suspended for administration.
The reconstitution vehicle will require developmental
efforts as the surface properties of microspheres may
be hydropobic, especially when the particles have been
prepared by coacervation and subsequent physical
hardening in lipophilic hardening agent. From the

authors’ experience, insufficient attention is sometimes
given to the development of the dispersant formu-
lation, especially if active material and diluent are
not manufactured at the same site.

Coacervation is a typical batch process requiring
standard equipment with little need for costly invest-
ment, which contrasts to continuous microencapsula-
tion processes such as aseptic spray-drying. For
scalability, adequate and reproducible shear and stir-
ring conditions, irrespective of the batch size, are very
important. Selection of lab and pilot equipments suit-
able for scaling-up and featured with the necessary
instruments to monitor critical parameters such as stir-
ring and temperature are the basis for developmental
work. Moreover, the introduction and dispersion of a
given drug or bioactive material in the coacervation
system also deserves particular attention. The particle
size and dispersability of drug powder or drug solution
are key parameters for high and consistent encapsula-
tion efficiency and reproducible release kinetics. In
organic phase separation, cleaning validation is a very
challenging task, as coacervating and hardening agents
require cleaning procedures with solvents and deter-
gents suitable to remove efficaciously all coacervation
components including non-entrapped drug or bioac-
tive material. Because of this difficulty, the equipment
of such critical processes are often product-dedicated
to avoid any cross-contamination. In this respect,
microencapsulation in aqueous systems is much easier
to handle than in organic systems.

Nonetheless, organic phase separation remains an
attractive method to encapsulate highly active, water
soluble drugs such as peptides and proteins. The invol-
vement of large quantities of organic solvents for pro-
duction has, however, implications for the design of
explosion-proof equipment and facilities. Further,
residual solvents and hardening agents may hamper
significant achievements for safety concerns. Efforts
have therefore been devoted to replace the commonly
used hydrocarbons or siloxanes by more biocompati-
ble hardening agents suchas isoproyl-myristate or pro-
pyleneglycol-octanoate/decanoate, which is used for
the hardening of commercial PLGA microspheres
containing triptoreline (Decapeptyl� Retard; Ferring).
Evidently, such improvements are also relevant for
patent protection.[71,72] Importantly, changes in proces-
sing solvents do not necessitate a new drug file applica-
tion, but will be treated by the regulatory authorities as
a postapproval change of an already approved process.
Nowadays, where time to market is the key parameter
for success, the choice of well characterized and widely
accepted materials is of crucial importance. In this
light, coacervation is a demanding technology because
the number of useful and safe polymers, solvents and
hardening agents is limited. Consequently, the quality,
availability, and cost of materials requires careful

Product
     &    Design
Process

Product :

– Innovation
– Patent Position
– Regulatory Approval
– Time to Market

Process :

– Complexity
– Scalability
– Validation
– Cost effectiveness

Fig. 6 Key elements for successful application of coacer-
vation in the pharmaceutical industry.
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evaluation before decisions are made to introduce this
technology in a pharmaceutical industry. Naturally,
such a decision must also be driven by the therapeutic
needs. Life saving indications, such as cancer treat-
ment, may profit from a fast track approval by the
authorities who balance carefully the pros and cons
of possible formulation drawbacks and expected thera-
peutic benefit. Not surprisingly, microencapsulated
parenteral depot formulations are found mainly in
niche indications, where a limited and well controlled
number of administrations in a relatively small group
of patients is required.

Although coacervation is successfully used in phar-
maceutical industry, the complexity of this and other
microencapsulation technologies must not be underes-
timated, particularly in view of large scale manufactur-
ing under aseptic conditions. Process design must
consider this already at the developmental stage by
keeping the number of individual manufacturing steps
minimal. In this respect, sterile products prepared by
organic phase separation require a significant number
of unit operations:

� Sterile filtration/sterilization of excipients
� Mixing/dispersing and stirring
� Hardening by physical or chemical means
� Filtration
� Washing and sieving
� Dispensing and primary packaging (vials, syringes)
� Freeze-drying
� Terminal sterilization or full aseptic processing

For stability and safety reasons, full aseptic proces-
sing in a clean room environment is still the method of
choice, although the intense involvement of personnel
for a aseptic coacervation processing bears a substan-
tial risk of contamination. By contrast, terminal sterili-
zation by gamma or electron radiation provides a very
high level of sterility assurance, but the efforts for vali-
dation and documentation of radiation sterilization are
significant.[73,74] Moreover, radiation sterilization,
although standard in the medical device industry, is
not yet well accepted in all countries, a fact which again
may hamper multinational filing and delay launch of
a product.

In summary, the feasibility of coacervation has been
shown on industrial scale, although it is probably fair
to say that this technology is only scarcely used in
pharmaceutical industry. Primarily for its physico-
chemical complexity and limitations with respect to
residuals or processing components, efforts have been
made to replace the coacervation technique by simpler
technologies. To what extend new applications of
coacervation technologyin pharmaceutical industry
will be successfully commercialized will largely depend
on the market needs and patient benefits of these new

products, whereby the regulatory burden will play a
major role. In this light, promising applications in
the area of tissue engineering will definitely not be less
challenging than those faced so far with the classical
therapeutics.

CONCLUSIONS

Since the initial discovery of coacervation in the 1930s,
a very large number of studies have dealt with coacer-
vation, the underlying mechanisms, thermodynamics,
materials, and applications. Nonetheless, relatively
modest success and innovation in coacervation-based
pharmaceutical systems have emerged. Clearly, the
scientific achievements in this field, for example for
the treatment of diabetes or the design of bioartificial
organs, outweigh so far the commercial usefulness and
benefit. Recently, however, coacervation has attracted
great interest in the areas of DNA delivery from
DNA-polymer complexes, in biotechnology, and in
the food and agricultural fields. In the food sector,
flavoring agents or agents with undesirable flavors,
odors, acids, bases, artificial sweeteners, colorants, pre-
servatives, leavening agents, among others, have been
encapsulated by coacervation into materials such as
starches, dextrins, alginates, proteins, and lipids. In
the agricultural field, coacervation-based microen-
capsulation is used, e.g., for coating seeds. Finally,
the ultimate relevance of coacervation may be in the
biological existence and function of intracellular and
extracellular complexes such as heparin-protein,
DNA-protein, adrenergic agonists-protein. The associ-
ation and dissociation of these complexes are very
sensitive to pH, inorganic ions and electrical potential
at membranes. These characteristics suit a plausible,
though not elucidated process by which some pharma-
cological events may occur.
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INTRODUCTION

The design of pharmaceutical crystals that possess differ-
ent molecular components is valuable to control pharma-
ceutical properties of solids without changing the covalent
bonds. These multiple component crystals, crystalline
complexes, or cocrystals often rely on hydrogen-bonded
assemblies between neutral molecules of the active phar-
maceutical ingredient (API) and other components.[1–8]

As a consequence, cocrystals increase the diversity of
solid-state forms of an API, even for non-ionizable APIs,
and enhance pharmaceutical properties by modification
of chemical stability, moisture uptake, mechanical beha-
vior, solubility, dissolution rate, and bioavailability[9–16]

(Jayasankar, A.; Somwangthanaroj, A.; Shao, Z.J.;
Rodrı́guez-Hornedo, N. Cocrystal formation during
cogrinding and storage is mediated by amorphous phase.
Pharm. Res. 2006).

This article will address key questions concerning
pharmaceutical cocrystals: (i) Do cocrystals offer any
advantages over other solid-state forms? (ii) What
are the criteria for cocrystal former selection? (iii)
Can cocrystal screening and crystallization methods
be theoretically based? and (iv) Can cocrystals form
as a result of stresses encountered during pharmaceuti-
cal processes and storage?

We will first describe some of the theoretical aspects
for cocrystal design, followed by a summary of the
pharmaceutical properties of cocrystals, including their
solubility dependence on cocrystal component concen-
tration and in some cases on solution pH. Processes for
cocrystal formation will be presented by considering
the factors that control cocrystallization kinetics and
mechanisms in solution and in solid-state mediated
processes. This article will be useful to the reader
who wishes to anticipate cocrystal formation during
pharmaceutical processes and storage and to those
who wish to proactively discover new phases.

COCRYSTALS

Crystals are molecular assemblies with long-range
ordered 3-D structures. Crystallization is a result of a

delicate balance between thermodynamics, kinetics,
and molecular recognition phenomena and is the topic
of another chapter in this Encyclopedia. Favorable
intermolecular interactions and geometries during
self-assembly are responsible for the generation of
supramolecular networks that may lead to crystalline
phases.[5,17–21] These solid-state supermolecules are
assembled from specific non-covalent interactions
between molecules, including hydrogen bonds, ionic,
van der Waals, and p–p interactions. Synthons are
the structural units that connect molecules to one
another via these interactions. For example, the
carboxy dimer O–H . . . O synthon in carboxylic acids
and the carboxamide dimer N–H . . . O synthon in
amides are important in pharmaceutical and biological
systems. Thus, intermolecular interactions can be used
as key molecular recognition elements in the design of
crystalline multiple component systems. Multicompo-
nent crystalline systems can be divided into cocrystals,
solvates, and salts.

Cocrystals consist of a single crystalline phase of
multiple components in a given stoichiometric ratio,
where the different molecular species interact by
hydrogen bonding or by other non-covalent bonds.
Because of its strength and directionality, the hydrogen
bond has been the most important interaction in
cocrystal formation.[5,19–22] Supramolecular arrange-
ments in pharmaceutical crystals are often based on
synthons of strong and weak hydrogen bonds as shown
in Fig. 1. Strong hydrogen bonds may include
N–H . . . O, O–H . . . O, N–H . . . N, and O–H . . . N while
weak hydrogen bonds may include C–H . . . O–N and
C–H . . . O¼C.

A pharmaceutical cocrystal is composed of an API
and complementary molecules including excipients
(non-toxic ingredients) or other APIs. Cocrystals may
include two or more different components and in most
cases to date, two and three component systems are
reported with the latter being mostly cocrystalline sol-
vates, e.g., theophylline : 5-fluorouracil hydrate.[23]

Table 1 presents some examples of pharmaceutical
cocrystals and solvates. The term cocrystal generally
refers to components that in their pure states are solids
at room temperature.[4,21] It is important to note that a

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041485
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 615



C
linical–C

olor

cocrystal is neither a heterogeneous phase nor a mix-
ture of single component crystalline phases. Solvates
are multiple component crystals where one of the com-
ponents is a liquid at room temperature.

Compared to a cocrystal where molecules mostly
interact by non-ionic interactions and the components

are in the neutral state, in a pharmaceutical crystalline
salt the interactions are mostly electrostatic, and the
components are in the ionized states. This means that
cocrystals offer the advantage of generating solid
forms of APIs even when they lack non-ionizable func-
tional groups and in this way produce materials with a
large range of properties that are not available in single
API solid phase (polymorphs and amorphous forms),
or in API solvates, or salt forms.

INTERMOLECULAR INTERACTIONS AND THE
CHOICE OF COCRYSTAL COMPONENTS

One can imagine the advantages of knowing a priori
the component molecules that will yield cocrystals of
a given API. The field of crystal engineering has
focused on understanding the intermolecular interac-
tions and connectivities that lead to construction of
supermolecules or extended architectures. By studying
the hydrogen bond patterns in crystalline solids, valu-
able knowledge is gained to identify hydrogen bond
preferences and reliable synthons that lead to cocrystal
formation.[2,5,7,18,29,30] The frequency of hydrogen
bond motifs and other important interactions in crystal

Table 1 Examples of pharmaceutical cocrystals and solvates

API Cocrystal former Ratio (API : cocrystal former) REFCODE References

Carbamazepine Nicotinamide 1 : 1 UNEZES [24]
Saccharin 1 : 1 UNEZAO [24]

Acetic acid 1 : 1 UNEZIW [24]
Formic acid 1 : 1 UNEZOC [24]
DMSO 1 : 1 UNEYIV [24]

Acetone 1 : 1 CRBMZA01 [24]
Benzoquinone 2 : 1 UNEYOB [24]
Trimesic acid 1 : 1 UNIBAU [24]

Terephthalaldehyde 2 : 1 UNEYUH [24]
Butyric acid 1 : 1 UNEZUI [24]
Formamide 1 : 1 UNIBOI [24]

Adamantane-1,3,5,7-tetracarboxylic acid 2 : 1 UNIBIC [24]

Itraconazole Fumaric acid 2 : 1 [15]
Succinic acid 2 : 1 IKEQEU [15]
Malic acid 2 : 1 [15]
Tartaric acid 2 : 1 [15]

Caffeine Oxalic acid 2 : 1 [13]

Malonic acid 2 : 1 [13]
Maleic acid 2 : 1, 1 : 1 [13]
Glutaric acid 1 : 1 (forms I, II) EXUQUJ [13]

Barbital 2 : 1 CAFBAR20 [25]
Sulfaproxyline 1 : 1 VIGVOW [26]

Sulfadimidine Acetylsalicylic acid 1 : 1 VUGMIT [3]
4-Aminosalicylic acid 1 : 1 VUGMOZ [3]

2-Aminobenzoic acid 1 : 1 SORWEB [27]
4-Aminobenzoic acid 1 : 1 SORWIF [27]

Theophylline 5-Fluorouracil 2 : 1 ZAYLOA [23]
Phenobarbital 2 : 1 THOPBA [28]

Fig. 1 Common synthons in supramolecular assemblies.

616 Cocrystals: Design, Properties and Formation Mechanisms



C
li

ni
ca

l–
C

ol
or

lattices can be studied by using the Cambridge
Structural Database (CSD) by searching for specific
molecules, functional groups, and synthons.[6,19,31]

Guidelines for preferred hydrogen bond patterns
in crystals based on rigorous analysis of hydrogen
bonds and packing motifs have been developed by
Donohue[32] and Etter.[8] These include: (i) all acidic
hydrogens available in a molecule will be used in
hydrogen bonding in the crystal structure of that com-
pound;[32] (ii) all good acceptors will be used in hydrogen
bonding when there are available hydrogen bond
donors;[8] and (iii) the best hydrogen bond donor and
the best hydrogen bond acceptor will preferentially form
hydrogen bonds to one another.[8] Etter also considered
a variety of reasons for which this behavior does not
occur. These include the presence of multiple competitive
hydrogen bond sites, conformational freedom, steric
overcrowding, or competing dipolar or ionic forces.
These general principles nevertheless establish the basis
for predicting likely and unlikely structures.

Packing motifs and ranking of synthons have been
studied for commonly occurring hydrogen bonding
groups such as alcohols, carboxylic acids, amides,
amino acids, and pyridines.[7,18–21,33,34] To what extent
these molecular assemblies prevail in pharmaceutical
cocrystals can be judged by studying the crystal struc-
tures in the CSD and those in the examples presented
in Table 1. Let us consider the hydrogen bond patterns
in crystal structures of single component primary
amides such as benzamide in Fig. 2 with those of
binary cocrystals of amides with carboxylic acids such
as benzamide : succinic acid, Fig. 3. The benzamide
crystal is characterized by the cyclic carboxamide
dimers (amide . . . amide) and a hydrogen bonded
ribbon linking the dimers. The binary cocrystal of an
amide and a dicarboxylic acid such as benzamide : suc-
cinic acid shows that the carboxamide homosynthon is
replaced by an amide . . . carboxylic acid cyclic dimer.
In this crystalline complex we see the application of
the hydrogen bond rules, in that the best hydrogen
bond donor, the acid OH, and the best acceptor, the
amide O, will interact. Remaining hydrogen bonds will
then form in terms of the next best donor and acceptor.
These are the NH donors linked to the amide C¼O,
and the carboxyl C¼O linking with the remaining
NH. The amide oxygen is more basic than the carboxyl
oxygen, and in crystal structures, it is generally
observed to accept two hydrogen bonds while the
carboxyl oxygen accepts one.

These principles of cocrystal formation were applied
to the design of cocrystals of carbamazepine, an API
that has the reliable carboxamide synthon (Fig. 4).
Carbamazepine (CBZ) is also of interest because of
its low water solubility and its well-known four
polymorphs[37–41] and solvates (water and acetone
solvates).[42–44] The crystal packing of CBZ in

polymorphs and solvates shows the formation of cyclic
dimers, with the carboxamide unit acting as both a
hydrogen bond donor and acceptor. The differences
among the polymorphic crystal forms lie in the packing
of the dimer units as illustrated in Fig. 5 for the mono-
clinic (form III) and trigonal (form II) polymorphs. In
contrast to other primary amide crystals, the CBZ
polymorphs do not posses the conventional ribbons
of carboxamide dimers because the azepine ring
sterically blocks the exterior amide hydrogen bond
donor and acceptor.

Examination of the crystal structures of solvates
reveals hydrogen-bonding arrangements that can be
applied to cocrystal formation. In many solvates, the
solvent molecule is hydrogen-bonded to the API mol-
ecule, as shown for water or acetone in the CBZ struc-
tures in Figs. 6A and B. The solvent molecule is held by
the exterior N–H . . . O hydrogen bond and occupies
the space between two pairs of CBZ carboxamide
homodimers. These solvates of CBZ confirm that the
propensity of an API molecule to form solvates is
related to molecular structures, hydrogen bond patterns,

Fig. 2 Intermolecular interactions in benzamide crystal
showing the carboxamide dimers and hydrogen-bonded
chain. (From Ref.[35].)
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and crystal packing.[45–50] Solvate formation in an API
is therefore a good indicator for cocrystal formation as
presented below for the carbamazepine cocrystals.

Two supramolecular design strategies (Fig. 7) were
utilized to prepare CBZ cocrystals using this moiety
as the primary supramolecular synthon where interac-
tions either retain (strategy I) or disrupt carboxamide
dimer formation (strategy II).[24] Fig. 6 shows how
carbamazepine can form cocrystals by strategy I with
saccharin or nicotinamide that retain the carboxamide
dimer and hydrogen bond instead with the exterior
donor/acceptor groups. This pattern is similar to those
observed in the water and acetone solvates. In strategy
II, carboxylic acids such as acetic acid and trimesic
acid cocrystals of CBZ replace the carboxamide dimer
with an amide-carboxylic acid dimer (Fig. 6). Given
that these cocrystals significantly alter intermolecular
associations and modify crystal packing, physical and
pharmaceutical properties will consequently be affec-
ted as discussed in a subsequent section.

Pharmaceutical cocrystals have also been described
for acetaminophen,[51] aspirin, ibuprofen, and flurbi-
profen.[52] Five acetaminophen cocrystals were formed
based on O–H . . . O¼C or N–H . . . O¼C interactions
depending on the structural units present in component

molecules. Additionally, p–p stacking interactions were
also involved in the formation of an acetaminophen-
pyridine solvate. In the case of aspirin, ibuprofen, and
flurbiprofen, carboxylic acid-pyridine supramolecular
heterosynthons were applied in the preparation of
solid-state complexes.

Complexes of caffeine and theophylline are also well
documented in solution and solid states.[13,23,28,53,54]

These molecules are purine derivatives, having fused
imidazole and pyrimidine rings. Caffeine has a basic
nitrogen in the imidazole ring and carbonyl moieties
in the pyrimidine ring that can only accept hydrogen
bonds. Therefore caffeine complexes are characterized
by hydrogen bonding with molecules that donate
protons such as amines, amides, carboxylic acids,
and water, for example N–H . . . N linking barbital
and caffeine and N–H . . . O¼C linking barbital mole-
cules in the barbital : caffeine complex [CAFBAR20],
(amine) N–H . . . O¼C and (amide) N–H . . . N in acetyl-
sulfanilamide : caffeine complex [SACCAF], (amide)
N–H . . . N in sulfaproxyline : caffeine complex
[VIGVOW], (carboxyl) O–H . . . N in caffeine : glutaric
acid [EXUQUJ]. In brackets are the reference codes
for these crystals found in the CSD. Dicarboxylic
acid-caffeine complexes have hydrogen bond patterns
similar to the caffeine hydrate crystal [CAFINE],
in that the water or dicarboxylic acid molecules form
homomeric hydrogen bonded chains, linking the
caffeine molecules to the exterior of the chain by
donating a proton to the nitrogen in the imidazole
ring of caffeine.

Theophylline has a hydrogen bond donor, NH,
compared to caffeine (a methyl group), and forms
supramolecular complexes with hydrogen bond donors
and acceptor moieties including amides, amines,
carboxylic acids, and water. These complexes are char-
acterized by hydrogen bond motifs similar to those of
caffeine and by cyclic dimers with N–H . . . O¼C
linking different components as in the theophyl-
line : 5-fluorouracil hydrate [ZAYLOA] or homomeric
dimers as in theophylline monohydrate [THEOPH01].
Fig. 8 shows the hydrogen bond assembly in the
theophylline : 5-fluorouracil hydrate cocrystal. It is
observed that pairs of theophylline molecules are
linked by N–H . . . N bonds and theophylline molecules
are linked to 5-fluorouracil by cyclic N–H . . . O¼C
dimers. Water molecules act as acceptor and donor
with 5-fluorouracil and theophylline molecules forming
hydrogen bonded rings (Fig. 8) that extend into a
helical supramolecular architecture. Alternatively the
cocrystal of theophylline : phenobarbital [THOPBA]
as shown in Fig. 9 generates rings and chains of hydro-
gen bonds in which N–H . . . N and N–H . . . O¼C inter-
actions are involved. In this complex, phenobarbital
acts as a donor through the NH groups. These
examples show the ability to generate supramolecularFig. 4 Structure of carbamazepine.

Fig. 3 Hydrogen bonded carboxylic acid . . . amide dimers in

the benzamide : succinic acid cocrystal. (From Ref.[36].)
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structures with different molecular compounds of
APIs, excipients, and/or solvents by using the hydro-
gen bond selectivity rules and well known supramol-
ecular synthons.

COCRYSTALS AS A MEANS OF CONTROLLING
MATERIAL PROPERTIES

While establishing molecular networks for cocrystal
design and determining crystal structures is very
important, the value of cocrystals of pharmaceutical
components lies in the ability to tailor the functionality
of materials. In contrast to polymorphs that have the
same chemical composition, cocrystals do not. As such,
one would expect that with cocrystals one could intro-
duce greater changes in material properties than with
polymorphs. Properties that relate to pharmaceutical
performance and that can be controlled by cocrystal
formation include melting point, solubility, dissol-
ution, chemical stability, hygroscopicity, mechanical
properties, and bioavailability. The cocrystals for
which pharmaceutical properties have been studied
are few and some of these are presented below. Clearly
further research in this area is needed.

Melting Point

The melting points of carbamazepine : nicotinamide
(CBZ : NCT) and carbamazepine : saccharin (CBZ : SAC)
cocrystals lie in between the melting points of the
pure component phases.[10] CBZ : NCT melts at

156�C and CBZ : SAC at 177�C. It is interesting to
note that there are no other thermal events prior to
the melt of these cocrystals. Changing the melting
point of an API provides advantages in pharmaceuti-
cal processes; for example when a melted state of a
thermally labile API is desired during some processes
such as hot melt extrusion, a cocrystal with a lower
melting point than that of the pure crystalline API
will allow for melting at lower temperatures to avoid
chemical degradation.

Hydrate Formation

Cocrystalline APIs can also be designed so that the
APIs do not form hydrates or other solvates. Since
cocrystals are supramolecular assemblies of molecules
of API and second or third components and are
designed based on functional groups and hydrogen
bond complementarity, solvate formation that relies
on this complementarity will be inhibited by the forma-
tion of cocrystals. An example of this is the stability of
carbamazepine cocrystals (nicotinamide or saccharin)
when exposed to high relative humidites.[10,12] Even
though the pure carbamazepine anhydrous crystal
transforms to carbamazepine dihydrate when exposed
to high relative humidities (Fig. 10), the cocrystals do
not.[10] A similar study on caffeine shows that the
caffeine : oxalic acid cocrystal did not form the
hydrated caffeine under high relative humidity over
the course of the experiment. However, other caffeine
cocrystals dissociated and transformed to the hydrated
form of the API.[13]

Fig. 5 Packing diagrams of carbamazepine anhydrous polymorphs: (A) monoclinic, form III and (B) trigonal, form II. (From

Ref.[10].)
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Chemical Stability

Cocrystal formation can also improve the chemical
stability of an API when chemical reactivity requires
that reactant molecules be in suitable positions in the
solid state. For example, the single component CBZ
polymorphs degrade by solid-state photochemical
reaction, where the cyclobutyl dimer is one of the main
decomposition products (Fig. 11).[10,55] This reactivity
depends on the crystal packing and the arrangement
of molecules as shown in Table 2. Formation of the
cyclobutyl dimer requires alignment and a distance
between azepine rings of less than or equal to 4.1 Å,
similar to the solid-state reactivity requirements for
cinnamic acid polymorphs.[1,56] CBZ cocrystal forma-
tion inhibits photodegradation of CBZ by altering

the molecular arrangements in the solid state and by
preventing hydrate formation.

Dissolution Rate

Dissolution rates of various API cocrystals have been
reported. The intrinsic dissolution rates of CBZ : NCT
and CBZ : SAC cocrystals in water are 1.7 and 2.3
times that of CBZ(D)[10] and close to that of the single
component anhydrous CBZ(III).[57]

Itraconazole, an antifungal agent, is an API with
very low water solubility so it is marketed as the
amorphous form to increase oral bioavailability.
Remenar et al.[15] synthesized four cocrystals with a
stoichiometry of 2 : 1 (drug : ligand) where the ligand

Fig. 6 Molecular interactions in carbamazepine cocrystals and solvates: (A) dihydrate, (B) acetone solvate, (C) carbamazepine :
saccharin, (D) carbamazepine : nicotinamide, (E) carbamazepine : acetic acid, and (F) carbamazepine : trimesic acid. (Reproduced
from Ref.[24].)
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was fumaric acid, succinic acid, malic acid, and tartaric
acid. The powder dissolution of these four cocrystals in
0.1N HCl at 25�C was compared to the crystalline and
amorphous forms of itraconazole. The cocrystals have
4- to 20-fold higher dissolution profiles than pure crys-
tal itraconazole, and the L-tartaric acid and L-malic

acid cocrystals have dissolution profiles similar to the
amorphous itraconazole.[15]

Childs et al.[14] formulated crystalline complexes
with a salt form of an API with carboxylic acids. The
antidepressant, fluoxetine hydrochloride, was cocrystal-
lized with benzoic acid, succinic acid, and fumaric acid
where the chloride ion acts as a hydrogen bond acceptor
for the carboxylic acid groups of the three ligands.
Intrinsic dissolution studies were carried out at 10�C
because at 25�C, the rates were so rapid that the dissolu-
tion rates of the cocrystals could not be distinguished
from one another. The fumaric acid 2 : 1 complex had
a similar dissolution rate to that of the crystalline fluox-
etine hydrochloride, but the dissolution rate for the ben-
zoic acid 1 : 1 complex was half that of fluoxetine
hydrochloride. Fluoxetine hydrochloride : succinic acid
2 : 1 complex had approximately three times higher dis-
solution rate, but the dissolution was so fast that an
accurate value was difficult to measure.[14]

Cocrystal Solubility

Cocrystal solubility is dependent on cocrystal compo-
nent concentration and will also depend on pH when
one or more components are ionizable. Mathematical
models have been developed that describe the solu-
bility of binary cocrystals with non-ionizable compo-
nents based on the equilibria between cocrystal and
cocrystal components in solution.[16] The analysis pre-
sented here gives a brief description of the significance
of the solubility product of cocrystals, Ksp, in identify-
ing the transition ligand concentration, [B]tr, and in
generating solubility diagrams. The interested reader
is referred to the original articles that fully discuss
the effects of complexation and solubility product on
the phase equilibria[16] and their applications in develop-
ing crystallization methods.[58]

Many cocrystals also have neutral components that
can ionize upon dissolution. In this case the solubility
of the cocrystal will not only depend on the solubility
product, but also on the pKa of the components and
the pH of the solution. The solubility sections below
will first present the solubility dependence on Ksp and
solution complexation followed by the pH dependence.

Cocrystal solubility as a function of
ligand concentration

The solubility of a binary cocrystal of API (A) and
ligand or cocrystal component (B), of composition
Aa : Bb where the cocrystal components do not ionize
or form complexes in solution, is given by the equilib-
rium reaction

Aa :Bb solid Ð aAsolution þ bBsolution ð1Þ

Fig. 7 Strategies used in the formation of cocrystals of
carbamazepine which may be applicable to APIs with
carboxamide groups. Strategy I maintains the carboxamide
homosynthon and uses the exterior hydrogen bond donor

and acceptor sites. Strategy II forms a heterodimer by hydro-
gen bonds between the carboxamide and carboxylic groups.
(Reproduced from Ref.[24].)

Fig. 8 Intermolecular interactions in the theophylline :
5-fluorouracil monohydrate cocrystal. (From Ref.[23].)
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Subscripts refer to the stoichiometric number of
molecules of A or B in the complex. The equilibrium
constant for this reaction is given by

Keq ¼
aa

Aab
B

aA:B
ð2Þ

and is proportional to the thermodynamic activity pro-
duct of the cocrystal components. If the activity of the

solid is equal to 1 or is constant, the cocrystal solubility
can be described by a solubility product

Ksp ¼ aa
Aab

B � ½A�
a½B�b ð3Þ

where [A] and [B] are the molar concentrations of each
cocrystal component at equilibrium, as long as the
activity coefficients are unity.

Fig. 9 Intermolecular interactions in the theophylline : phenobarbital cocrystal. (From Ref.[28].)

Fig. 10 Moisture uptake of CBZ : NCT, CBZ :
SAC, and CBZ(III) at room temperature for three
weeks at 100% RH or 10 weeks at 98% RH. Equi-
libration time represents the rate of transformation

from CBZ(III) to CBZ(D). (Adapted from Ref.[10].)
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If a binary cocrystal of 1 : 1 stoichiometry dissolves
in pure solvent into its individual components without
further complexation or ionization to form a saturated
solution, the mass balance for each component in solu-
tion can be expressed in terms of the molar solubility
of the cocrystal, S

½A� ¼ S and ½B� ¼ S ð4Þ

and substituting these in the solubility product Eq. (3)
gives

Ksp ¼ S2 and S ¼ ðKspÞ1=2 ð5Þ

Eqs. (4) and (5) apply only to solutions of stoichio-
metric composition when the molar ratio of compo-
nents in solution is the same as that of the cocrystal.
Eq. (5) shows that if the Ksp for a cocrystal needs to

be calculated, it can be estimated from the solubility
of the cocrystal in pure solvent.

For non-stoichiometric solution compositions, let C
be the excess concentration of ligand so the mass
balances when excess B is added become

½A� ¼ S and ½B� ¼ S þ C ð6Þ

and therefore,

Ksp ¼ SðS þ CÞ ð7Þ

In the case where a large excess of ligand is present,
such that C � S, then

S � Ksp=C ð8Þ

A quadratic equation must otherwise be solved, and
gives

S ¼ �C þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 þ 4Ksp

p

2
ð9Þ

This equation predicts that addition of either cocrystal
component to a solution in excess of S decreases the
cocrystal solubility when the preceding conditions
apply. A plot of the solubility of cocrystal A : B as a
function of total ligand in solution according to
Eq. (9) is shown in Fig. 12.

Here, [A]T ¼ S and [B]T ¼ S þ C as shown in
Eq. (6), and the subscript ‘‘T’’ stands for total concen-
tration in solution. This solubility behavior resembles
that of the common ion effect in the case of sparingly
soluble salts. But in contrast with the case of salts and
that of solvates where analogous equilibria have been
considered,[46,59–61] cocrystals dissociate into primary
components (at least two different molecules) that
can crystallize as single component phases.

Also shown in Fig. 12 is the solubility of single
component crystal of A, as a function of cocrystal
component or ligand (B) concentration in solution.
This phase diagram is based on the following
assumptions: (i) A is less soluble than B; (ii) A is less
soluble than A : B in stoichiometric solutions (with

Fig. 11 Photodegradation products of carbamazepine.
(From Ref.[55].)

Table 2 Crystal bond distances, geometry, and photochemical reactivity of anhydrous CBZ(III), CBZ(D), and cocrystals

Crystal form

C¼C� � �C¼C

bond distance (Å) CBZ packing geometry

Photodegradationa

at 98% RH, 22�C

CBZ (III) 6.945 Not aligned No

CBZ (D) 3.992 and 4.002 Aligned Yes

CBZ : NCT 5.096 Not aligned No

CBZ : SAC 4.142 Not aligned No
aAmbient and fluorescent light.

(Reproduced from Ref.[10].)
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respect to A : B); (iii) there is no complexation or
ionization of cocrystal components in solution; and
(iv) the solubility of A is independent of the concen-
tration of B in solution. Under these considerations,
the solubility curves of cocrystal and single component
crystal intersect. Therefore, there is a cocrystal compo-
nent concentration in solution, [B]tr, at which the solu-
bility of cocrystal A : B is equal to the solubility of
crystal A and above which the solubility of cocrystal
A : B is less than that of crystal A.

The transition concentration of cocrystal compo-
nent can be predicted by substituting the single compo-
nent crystal solubility, SA, for the cocrystal solubility,
S, in Eq. (7) and rearranging to give

Ctr ¼
Ksp � S2

A

SA

ð10Þ

where Ctr is the excess concentration of cocrystal
component at the transition concentration, and the
total concentration of cocrystal component at the
transition, [B]tr, is given by

½B�tr ¼ S þ Ctr ¼ S þ Ksp � S2
A

SA

ð11Þ

where S is the solubility of cocrystal under stoichio-
metric conditions.

The phase diagram, which includes the solubilities
of cocrystal and single component crystal, Fig. 12, also
defines four domains representing regions of kinetic

and thermodynamic control for the dissolution or crys-
tallization of the single and multi-component phases.
Domain I is supersaturated with respect to A but
undersaturated with respect to cocrystal A : B. Both A
and A : B are supersaturated in domain II, but undersa-
turated in domain III. Domain IV is supersaturated
with respect to A : B but is undersaturated with respect
to A. A theoretical plot such as this indicates regions
of thermodynamic stability and which form(s) will
dissolve or have the potential to crystallize.

Ksp can be calculated from the solubility of cocrystal
in pure solvent Eq. (5), and the solubility diagram for a
cocrystal can be estimated from Eq. (9). These pre-
dicted solubility values may be lower than those mea-
sured because solution complexation will increase
solubility as discussed below. However, an initial phase
diagram is important for developing cocrystal screen-
ing methods that are transferable to large scale cocrys-
tallization processes, for identifying conditions where
phase transformations between crystal and cocrystal
occur, and for directing or preventing the crystalliza-
tion of cocrystal in solutions of cocrystal components.
Application to the development of cocrystallization
methods is described in a subsequent section.

When dissolution of a 1 : 1 cocrystal of an API (A)
and ligand (B) leads to 1 : 1 complex formation in
solution, the equilibrium reactions are

A : Bsolid Ð
Ksp

Asoln þ Bsoln ð12Þ

Asoln þ Bsoln Ð
K11

ABsoln ð13Þ

Equilibrium constants for these reactions are the
solubility product

Ksp ¼ ½A�½B� ð14Þ

and the binding constant for the 1 : 1 complex formed
in solution

K11 ¼
½AB�
½A�½B� ¼

½AB�
Ksp

ð15Þ

From the mass balances for A and B in solution

½A�T ¼ ½A� þ ½AB� ð16Þ

½B�T ¼ ½B� þ ½AB� ð17Þ

[AB] is the solution concentration of complex and
according to Eq. (15) is

½AB� ¼ K11Ksp ð18Þ

Thus the solution concentration of complex is fixed by
the coupled equilibria. This presents an unusual and
interesting condition.

Fig. 12 Effect of ligand concentration on the solubility of
cocrystal A : B (—) calculated from Eq. (9) with

Ksp ¼ 0.0129 M2, and the solubility of single component
crystal A (- - -), SA ¼ 0.09 M. The transition ligand concen-
tration [B]tr, occurs when the solubility of A equals the solu-

bility of A : B. (Adapted from Ref.[16].)
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Substituting Eqs. (14) and (18) into Eqs. (16) and
(17) one obtains

½A�T ¼
Ksp

½B� þ K11Ksp ð19Þ

½B�T ¼ ½B� þ K11Ksp ð20Þ

[A]T is the solubility of cocrystal A : B, when measuring
total A in solutions under the equilibrium conditions
described in Eq. (1). By combining the above equa-
tions, the cocrystal solubility can be expressed in terms
of the total ligand concentration [B]T according to

½A�T ¼
Ksp

½B�T � K11Ksp

þ K11Ksp ð21Þ

if K11Ksp � [B]T, then

½A�T ¼
Ksp

½B�T
þ K11Ksp ð22Þ

Therefore, both Ksp and K11 can be evaluated from
a plot of [A]T versus 1/[B]T. If there are no higher
order complexes in solution, this plot is linear with
slope ¼ Ksp and intercept ¼ K11Ksp under the con-
ditions K11Ksp � [B]T.

Eq. (22) predicts that cocrystal solubility is higher
than the value calculated in the absence of solution
complexation by a constant value, K11Ksp, the product
of the complexation constant and the solubility pro-
duct. In the case of 1 : 1 and 1 : 2 solution complexes
the cocrystal solubility initially decreases, passes

through a minimum at ½B�T ¼
ffiffiffiffiffiffiffiffiffiffiffi

1
K11K12

q

, and then

increases. A summary of the equations that describe
cocrystal solubility as a function of solution complexa-
tion is presented in Table 3. These equations are useful
to assess solution complexation and evaluate com-
plexation constants in solution and solubility products.

The experimental and estimated solubility values of
CBZ : NCT cocrystal in various solvents are in excel-
lent agreement as shown in Fig. 13. The decrease in

cocrystal solubility as the nicotinamide concentration
in solution increases is anticipated from the solubility
product according to the equilibrium reaction, Eq. (1),
in the absence of solution complexation and the solu-
bility of cocrystal given by Eq. (9). When applied to
this cocrystal the equilibrium reaction is

CBZ:NCTsolid Ð
Ksp

CBZsoln þ NCTsoln ð23Þ

and the solubility product becomes

Ksp ¼ ½CBZ�½NCT� ð24Þ

Solubility products can be calculated from the slopes
of plots of the total CBZ concentration in solution

Table 3 Equations that describe the solubility of a 1 : 1 cocrystal as a function of solution complexation and ligand
concentration in solution. The following conditions are considered: no solution complexation, 1 : 1 solution complexation,
and 1 : 1 þ 1 : 2 solution complexation

Solution complexation Solubility of 1 : 1 cocrystal, [A]T

None ½A�T ¼
Ksp

½B�T
1 : 1 ½A�T ¼

Ksp

½B�T � K11Ksp
þ K11Ksp

If K11Ksp � [B]T, then ½A�T ¼
Ksp

½B�T
þ K11Ksp

1:1 þ 1:2 ½A�T ¼
Kspð1 þ 2K11K12KspÞ
½B�T � K11Ksp

þ K11Ksp þ K11K12Kspð½B�T � K11KspÞ
1 þ 2K11K12Ksp

If K11Ksp � [B]T, and 2 K12K11Ksp � 1, then ½A�T ¼
Ksp

½B�T
þ K11Ksp þ K11K12Ksp½B�T

Fig. 13 Solubility of CBZ : NCT cocrystal (1 : 1) and single

component crystal of CBZ(III) at 25�C as a function of total
NCT concentration in ethanol, 2-propanol, and ethyl acetate.
The solid lines represent the predicted solubility, according to
Eq. (28) with values for Ksp and K11 in Table 5. Filled symbols

are experimental cocrystal solubility values in (&) ethanol, (G)
2-propanol, and (�) ethyl acetate. The dashed lines represent
the predicted solubility of CBZ(III) based on K11 values calcu-

lated from the cocrystal solubility analysis, Table 5. Open
symbols are experimental CBZ(III) polymorph solubility
values in pure solvent. (Reproduced from Ref.[16].)
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versus the inverse of the total NCT concentration
according to

½CBZ� ¼ Ksp

½NCT� ð25Þ

The results follow a linear dependence as shown in
Fig. 14.

Examination of the linear regression analysis in
Table 4 reveals that in 2-propanol and ethyl acetate
the y-intercepts are statistically different from zero,
suggesting that a 1 : 1 solution complex is in equilib-
rium with the dissolved single components and the
cocrystal according to the equilibrium reactions given
by Eqs. (12) and (13), that when applied to this system
become

CBZ : NCTsolid Ð
Ksp

CBZsoln þ NCTsoln ð26Þ

CBZsoln þ NCTsoln Ð
K11

CBZ : NCTsoln ð27Þ

The solubility products and complexation constants
were calculated from Eq. (22) when K11Ksp � [B]T

in the form of

½CBZ�T ¼
Ksp

½NCT�T
þ K11Ksp ð28Þ

Table 5 presents the Ksp values calculated from the
slopes and the K11 values calculated from the y-intercepts
according to Eq. (28).

The cocrystal solubility curves predicted from this
equation and shown in Fig. 13 are in very good agree-
ment with the experimental solubility values. Ksp

values follow the same relative order as the cocrystal
solubilities: ethanol > 2-propanol > ethyl acetate,
whereas K11 values follow a trend inverse to the solu-
bility of cocrystal. The small K11 value obtained in
ethanol and the large standard error associated with
it suggests that 1 : 1 complexation is negligible in this
solvent.

The theoretical solubility of the single component
CBZ crystal, indicated by the dashed lines in Fig. 13,
were calculated from the solubility equations that
describe the effect of solution complexation on the
solubility of single component crystals developed by
Higuchi and Connors.[62] The K11 values in Table 5
were used to calculated the theoretical solubility of
CBZ(III) as a function of NCT concentration.

Fig. 15 compares the experimental and predicted
cocrystal solubilities had solution complexation been
neglected, according to Eq. (25). This analysis shows
that 1 : 1 solution complexation of cocrystal compo-
nents increases the solubility of a 1 : 1 cocrystal by a
constant, which is the product of Ksp and K11. Thus,
when the solubility of cocrystal is known only in pure
solvent, the Ksp estimate is useful in assessing the
dependence of cocrystal solubility on ligand concentra-
tions. This is valuable in identifying the ligand concen-
trations in pharmaceutical processes and formulations
where cocrystal formation can occur.

Cocrystal solubility as a function of pH

Although a cocrystal involves different neutral mole-
cules, if one or both components of the cocrystal is
ionizable, the solubility of the cocrystal will be depen-
dent on the solution pH. For the sake of simplicity, we
shall restrict our discussion to the pH-solubility profile

Fig. 14 Total CBZ concentration in equilibrium with
cocrystal, CBZ : NCT, at 25�C as a function of the inverse

total NCT concentration in (&) ethanol, (G) 2-propanol,
and (�) ethyl acetate, showing the linear dependence pre-
dicted by Eq. (28). (Reproduced from Ref.[16].)

Table 4 Linear regression analysis according to Eq. (28)

Solvent Equation of line (	standard error of slope and y-intercept) R2 value

Ethanol y ¼ 0.0129 (	0.0006)x þ 0.0042 (	0.0037) 0.98

2-Propanol y ¼ 0.0016 (	0.0001)x þ 0.010 (	0.001) 0.96

Ethyl acetate y ¼ 0.00045 (	0.00003)x þ 0.0057 (	0.0008) 0.97

(Reproduced from Ref.[16].)
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of a cocrystal where one of the components is a mono-
protic acid.

Consider a cocrystal A : HB where the components
A and HB are in 1 : 1 ratio and HB is a monoprotic
weak acid. A and HB represent the API and ligand,
respectively. The equilibrium equations for cocrystal
dissociation (assuming no complexation in solution)
and ionization of weak acid HB are as given below:

A :HBsolid Ð Asoln þ HBsoln

Ksp ¼ ½A�½HB� ð29Þ

HBsoln Ð Bsoln
� þ Hsoln

þ

Ka ¼
½Hþ�½B��
½HB� ð30Þ

where Ksp is the solubility product of the cocrystal and
Ka is the dissociation constant of the weak acid.

In the absence of complexation in solution, the
total concentration of A in solution is equal to the

concentration of free A in solution. Also, under stoichio-
metric conditions and in the absence of precipitation of
single components, the total concentration of A and B in
solution will be equal to the cocrystal solubility. Thus,
[A]T ¼ [B]T ¼ Scocrystal. Mass balance for the total con-
centration of B in solution is given by:

½B�T ¼ ½HB� þ ½B�� ð31Þ

Eq. (31) can be rewritten by substituting for [HB] and
[B�] from Eqs. (29) and (30), respectively. Thus,

½B�T ¼ ½HB� 1 þ Ka

½Hþ�

� �

½B�T ¼
Ksp

½A� 1 þ Ka

½Hþ�

� �

ð32Þ

under the conditions stated above, [A] ¼ [A]T and
[A]T ¼ [B]T ¼ Scocrystal. Eq. (32) can therefore be
written as

ðScocrystalÞ2 ¼ Ksp 1 þ Ka

½Hþ�

� �

or

ðScocrystalÞ2 ¼ Ksp þ
KaKsp

½Hþ� ð33Þ

This equation shows that the cocrystal solubility is depen-
dent on cocrystal Ksp and ligand Ka. A plot of (Scocrystal)

2

as a function of 1
½Hþ� yields a straight line with slope ¼

KaKsp and intercept ¼ Ksp, as shown in Fig. 16.

Table 5 CBZ : NCT cocrystal solubility product, Ksp, and

solution complexation constant, K11, in organic solvents

Solvent Ksp (M2) K11 (M�1)

Ethanol 0.0129 	 0.0006a 0.3 	 0.3a

2-Propanol 0.0016 	 0.0001 6.3 	 0.7

Ethyl acetate 0.00045 	 0.00003 12.7 	 1.8
aStandard error in each solvent system.

(Reproduced from Ref.[16].)

Fig. 15 Comparison of experimental and calculated cocrys-
tal solubilities as a function of ligand concentration, when
solution complexation is neglected, according to Eq. (25),

and using the Ksp values calculated from the slopes of the
lines in Fig. 13, Table 5. Symbols represent experimental
solubility values in (&) ethanol, (G) 2-propanol, and (�) ethyl
acetate. (Reproduced from Ref.[16].)

Fig. 16 Plot showing the linear relationship between (Scocrystal)
2

and [Hþ]�1 according to Eq. (33) with cocrystal Ksp ¼
1 
 10�4 M2 and ligand pKa ¼ 2.
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Alternatively, Eq. (33) can be used to predict the
pH-solubility profile for a cocrystal when the Ksp and
Ka values are known for the cocrystal and the ligand
respectively. Rearranging Eq. (33) yields

Scocrystal ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ksp 1 þ Ka

½Hþ�

� �

s

ð34Þ

Fig. 17 shows the pH-solubility profile for cocrystal
plotted according to Eq. (34) with cocrystal Ksp values
of 1 
 10�4 M2 and 1 
 10�3 M2 and acidic ligand
pKa ¼ 5. The pH-solubility profile of a cocrystal with
one component that is a weak acid is similar to that of
a weak acid.[63,64] At pH � pKa, the cocrystal solu-
bility is at its lowest intrinsic solubility value, given
by (Ksp)1/2. At pH ¼ pKa, the cocrystal solubility is
1.4 times higher, and at pH � pKa, the solubility
increases exponentially. Also, increasing the Ksp value
increases the intrinsic solubility of cocrystal as
observed in Fig. 17. The Ksp value is characteristic of
the cocrystal of an API with a specific ligand. There-
fore, if multiple cocrystals exist for the same API,
determination and comparison of the Ksp and Ka

values enables one to select the cocrystal with the
desired solubility pH dependence.

The effect of pKa on cocrystal solubility, plotted using
a Ksp ¼ 1 
 10�4 M2 and pKa values of 5 and 2,
is shown in Fig. 18. This plot shows that by lowering
the pKa of the acid, higher cocrystal solubilities are
achieved at lower pH.

The preceding analysis shows that cocrystals with
an acidic ligand offer the potential to achieve high
concentrations of API in solution by varying the pH,
even when the API is a non-ionizable component.

Although the foregoing analysis has been limited to
cocrystal with a weak acid as one of its components,
the analysis can also be applied to cocrystals with other
ionizable components including weak bases.

PROCESSES AND MECHANISMS
OF COCRYSTAL FORMATION

Crystallization of multiple component crystals with a
stoichiometric relationship is a result of competing
molecular associations between similar molecules, or
homomers, and different molecules, or heteromers.
To date most studies on cocrystals focus on the iso-
lation of cocrystals for crystal structure determination,
and the variables that control crystallization kinetics
have not been explicitly considered. Cocrystals have
been prepared by solution, solid-state, or melt pro-
cesses largely based on trial and error. This section will
focus on the mechanistic and kinetic aspects for cocrys-
tal formation by solution and by solid-state processes.

Solution-Mediated Processes

The most generally used solution-based method to syn-
thesize cocrystals is slow evaporation from solutions
with equimolar or stoichiometric concentrations of
cocrystal components.[14,19,24,26,27,52] Solvo-thermal
methods are also reported in the literature, although
less frequently.[10,65] In this method, heat is used to dis-
solve stoichiometric amounts of both components, the
solution is cooled, and the cocrystals are then allowed
to nucleate and grow. These processes, however, suffer
from the risk of crystallizing the single component
phases, thereby reducing the possibility of isolating
the multiple component crystalline phase. As a result

Fig. 17 pH-solubility profile of cocrystal predicted using
Eq. (34) with Ksp values of 1 
 10�4 M2 and 1 
 10�3 M2

and pKa of 5.

Fig. 18 pH-solubility profile for cocrystal showing the effect
of pKa.
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of the empirical basis of the approaches used in search
of cocrystals, a very large number of experimental con-
ditions are often tested[66] and transferability to larger
scale crystallization processes is limited.

We have recently developed[16,58,67] methods where
nucleation and growth of cocrystals are directed by
the effect of the cocrystal components on reducing
the solubility of the molecular complex to be crystal-
lized. The supersaturation, s, with respect to cocrystal
is derived from the difference in chemical potential
between the cocrystal components in the supersatu-
rated solution state and in the solid state[10] and is
given by

s ¼ Pc
ni

i

Ksp

� �1=n

ð35Þ

where Pc
ni

i is the product of the concentration of
cocrystal components in the supersaturated solution
when the activity coefficients are unity, n is the stoichio-
metric coefficient in the chemical equation or stoichio-
metric number of cocrystal components, i, in the
cocrystal chemical formula n ¼ Sni, and Ksp is the
solubility product. A more accurate value of the super-
saturation is obtained in terms of activities instead of
concentrations. The use of concentrations in this analy-
sis assumes that activity coefficients in the saturated and
supersaturated states are equal. The supersaturation

with respect to a 1 : 1 cocrystal, such as CBZ : NCT, is
then expressed by

s ¼ ½CBZ�½NCT�
Ksp

� �1=2

ð36Þ

This equation shows that the supersaturation increases
by increasing the concentration of individual compo-
nents. As discussed in the chapter on crystallization,
the supersaturation is a meaningful variable to control
the crystallization kinetics.

Based on these concepts a reaction crystallization
process may be designed such that the solution is super-
saturated with respect to cocrystal only, while it is below,
or, at saturation with respect to the individual compo-
nents. Supersaturation can be generated by various
approaches according to the solubility product behavior.
These processes include: (i) mixing solutions of reactants
or cocrystal components in non-stoichiometric concen-
trations or (ii) dissolving one or more solid reactants
so that non-stoichiometric conditions are generated.

Cocrystallization by mixing solutions of reactants in
non-stoichiometric conditions has been shown for
CBZ : NCT cocrystals from various solvents.[58]

Cocrystallization by dissolution of a solid reactant in
a solution of the second reactant is shown in Fig. 19
for the cocrystallization of CBZ : NCT by dissolving
anhydrous CBZ(III) in solutions of nicotinamide at
two different supersaturation levels. The higher con-
centration of NCT in the dissolution/cocrystallization

Fig. 19 Raman peak position with respect to time showing

the increase in the rate of transformation from single compo-
nent CBZ(III) crystal to CBZ : NCT cocrystal at 25�C with
increasing nicotinamide concentration in ethanol from
0.16 M (—) to 0.25 M (- - -). (Adapted from Ref.[58].)

Fig. 20 Raman peak position with respect to time showing
the solution-mediated transformation of anhydrous CBZ(III)
to cocrystal CBZ : NCT at 23�C according to the following

pathway: CBZ(III) ! CBZ(D) ! CBZ : NCT. (Repro-
duced from Ref.[58].)

Cocrystals: Design, Properties and Formation Mechanisms 629



C
linical–C

olor

medium increases the supersaturation with respect to
cocrystal and thus the rate of cocrystallization as
shown by the shorter times for appearance of the
cocrystalline phase. It is important to note that in pure
solvent the solubility values for cocrystal CBZ : NCT
and single component CBZ(III) are very close, making
the isolation of cocrystal difficult under stoichiometric
solution conditions.

A priori knowledge of the solubility of cocrystal in
pure solvent is useful to predict the ligand transition
concentration and to determine conditions under which
cocrystals dissolve or cocrystallize.[16] Fig. 20 shows

that CBZ : NCT cocrystal can be prepared in water
by suspending anhydrous CBZ(III) in saturated solu-
tions of nicotinamide at room temperature. It is inter-
esting to note that anhydrous CBZ(III) transforms to
dihydrate CBZ, CBZ(D), and then to cocrystal in this
aqueous solvent, and suggests that the order of the
solubility is CBZ(III) > CBZ(D) > CBZ : NCT. This
is an important finding because in pure water at room
temperature the solubility of CBZ : NCT is greater
than that of CBZ(D), and cocrystal transforms to
CBZ(D).[10,12] The reason for this reversal in transfor-
mations is that there is a ligand transition concen-
tration below which cocrystal is more soluble than
CBZ(D) and above which cocrystal is less soluble than
CBZ(D). This concept is explained in the solubility
section of this chapter and shown in Fig. 12.

Non-stoichiometric concentrations and supersa-
turation with respect to cocrystal can also be generated
by solid phases of reactants with different dissolution
rates. This is shown in the diagram in Fig. 21. Different
rates of dissolution are achieved by different solubili-
ties or by different surface areas of solid reactants.

Cocrystals can also be prepared in situ in covered
depression slides on the polarized optical light micro-
scope or Raman microscope by adding a small drop
of solvent to the solid reactants. This has been shown
for cocrystals of CBZ : NCT with ethanol, ethyl acetate
or 2-propanol. Photographs obtained through the
polarized light microscope are shown in Fig. 22. These
images show cocrystal formation in less than three
minutes after solvent addition. In this case, the cocrys-
tallization reaction proceeds by a similar pathway to
those of macro-phase suspensions described above. In
micro-phases the solvent added must allow for dis-
solution of both reactants so that concentrations in

Fig. 21 Cocrystallization of molecular complex A : B from
the supersaturation generated by the dissolution of solid

reactants, A and B, in a microphase of solvent. (Reproduced
from Ref.[58].)

Fig. 22 Photomicrographs of CBZ (III) and NCT(I): (A) before addition of ethyl acetate and (B) three minutes after addition of
small drop of ethyl acetate. Needles were confirmed to be cocrystal CBZ : NCT by Raman microscopy. (Reproduced from
Ref.[58].)
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solution reach non-stoichiometric concentrations.
For instance, Fig. 22B shows unreacted CBZ(III) in
an isolated drop where cocrystallization had not
occurred in the time course of the experiment due to
lower concentrations of NCT than in other regions
of the sample.

Studies with other cocrystalline systems are under-
way, in an effort to confirm the general applicability
of these principles, mechanisms, and cocrystallization
methods presented here. Transformation to cocrystal
from single-component solid reactants has also been
observed for sulfadimidine : anthranilic acid and sulfa-
dimidine : salicylic acid from acetonitrile, ethanol, and
water and carbamazepine : saccharin from water and
0.1N HCl.

This reaction crystallization method based on
decreasing the solubility of the cocrystal offers signifi-
cant improvements over traditional cocrystallization
methods in that: (i) it is applicable to develop rational
in situ techniques for high-throughput screening of
cocrystals; (ii) it is transferable to larger scale batch
and continuous cocrystallization processes; and (iii)
the choice of solvent is not limited by the solubility
of cocrystal being lower than that of the single compo-
nent in pure solvents, allowing for environmentally
friendly solvents to be used.

Cocrystal Formation by Solid-State
Mediated Processes

Cocrystal formation in the solid state is based on
mechanical activation of materials by processes such
as grinding or milling and examples of cocrystals for-
med by these processes are abundant.[8,13,19,34,68–74]

Research on cocrystal formation by cogrinding crystal-
line components has focused on cocrystal screening
and structure determination, and the methods used
for cocrystal formation are mostly based on trial and
error. Key questions regarding the factors that deter-
mine cocrystallization by mechanochemical processes
remain to be addressed.

Fig. 23 CBZ : SAC cocrystal formation during cogrinding

CBZ(III) and SAC crystals under ambient conditions: (A)
before grinding; and after grinding for (B) five minutes; (C)
15 minutes; and (D) 30 minutes. (E) CBZ : SAC cocrystal pre-
pared from solvent.

Fig. 25 Effect of temperature on CBZ : SAC cocrystal
formation during grinding: (A) cryogenic grinding; (B) room
temperature grinding; and (C) cocrystal prepared from sol-

vent. (Adapted from Jayasankar, A.; Somwangthanaroj, A.;
Shao, Z.J.; Rodrı́guez-Hornedo, N. Cocrystal formation
during cogrinding and storage is mediated by amorphous
phase. Pharm. Res. 2006.)

Fig. 24 Cocrystallization of CBZ : NCT from amorphous
films of equimolar composition of reactants under isothermal

conditions at 41�C (A) and 61�C (B). The dark field repre-
sents amorphous regions. (From Ref.[80].)
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The basis for reactivity in the solid state lies in
molecular mobility and molecular complementarity.
Grinding is well known to create lattice defects and
amorphous phases,[57,75,76] and the formation of poly-
morphic forms of drugs as a result of these stresses is
well documented in the pharmaceutical literature.[77–79]

Therefore, the concepts of solid-state reactivity in
pharmaceutical materials can be applied to under-
standing the formation of cocrystals.

The propensity of an API to form cocrystals by
mechanochemical processes is related to its molecular
structure, crystal packing, hydrogen bonding groups,
and molecular mobility. This is the case for cocrystals
of CBZ : SAC and CBZ : NCT. Both of these cocrystals
are prepared by cogrinding under ambient conditions,
(Jayasankar, A.; Somwangthanaroj, A.; Shao, Z.J.;
Rodrı́guez-Hornedo, N. Cocrystal formation during
cogrinding and storage is mediated by amorphous
phase. Pharm. Res. 2006.) from amorphous phases[80]

and by solution mediated processes.[16,58] FTIR spectra

of cocrystals prepared by cogrinding and by solution
methods are shown in Fig. 23.

Amorphous phases are attractive to study mechan-
isms of cocrystal formation because they require very
small samples (3–5 mg) and can be prepared and studied
in situ (by melt-quenching) in a calorimeter or on a
microscope stage. Cocrystallization pathways can then
be identified and kinetics measured from the analysis
of thermal events, photomicrographs and spectroscopic
analysis in real time. An example of the cocrystallization
of CBZ : NCT from an amorphous film of equimolar
composition of reactants is shown in Fig. 24.

If cocrystallization is mediated by an amorphous
phase, then the rate of cocrystallization is dependent
on: (i) the process or storage temperature and (ii) the
glass transition temperatures of reactants and addi-
tives. All other things being equal, cogrinding under
ambient conditions will lead to faster crystallization
rates than under cryogenic conditions. This is shown
for cogrinding CBZ(III) and SAC crystals in Fig. 25.
It is evident that the cryogenically coground material
exhibits a large extent of amorphous content. The pre-
sence of additives with low glass transition temperatures
that act as plasticizers (lower the Tg of the mixture) will
increase molecular mobility and the rate of cocrystalli-
zation. This is the case when solid reactants include
traces of solvent, either in the crystal lattice as sol-
vates,[9] or when solvent is added in trace amounts to
the solid phase.[13,81–83] Water for example is an effec-
tive plasticizer and the reaction for cocrystal formation
is greatly enhanced when the hydrated crystal form of
the reactant is used (Fig. 26).

Fig. 26 Effect of reactant crystal form CBZ (anhydrous III)

and CBZ (dihydrate) on carbamazepine : saccharin (CBZ :
SAC) cocrystal formation during grinding for 10 minutes under
ambient conditions: (A) CBZ(D) and SAC before grinding;

(B) CBZ(D) and SAC after grinding; (C) CBZ(III) and SAC
before grinding; (D) CBZ(III) and SAC after grinding; and
(E) CBZ : SAC cocrystal prepared from solvent. (Adapted
from Jayasankar, A.; Somwangthanaroj, A.; Shao, Z.J.;

Rodrı́guez-Hornedo, N. Cocrystal formation during cogrind-
ing and storage is mediated by amorphous phase. Pharm.
Res. 2006.)

Fig. 27 Cocrystallization of CBZ : SAC during storage.
Cocrystal formation increases with RH. (Reproduced from

Jayasankar, A.; Somwangthanaroj, A.; Shao, Z.J.;
Rodrı́guez-Hornedo, N. Cocrystal formation during cogrinding
and storage is mediated by amorphous phase. Pharm. Res. 2006.
The original publication is available at www.springerlink.com.)

632 Cocrystals: Design, Properties and Formation Mechanisms



C
li

ni
ca

l–
C

ol
or

Perhaps the most relevant implications of these
mechanisms, for those who are not interested in pro-
actively searching for new cocrystals, is that cocrystals
can be formed during pharmaceutical unit operations
and during storage. Fig. 27 shows cocrystal formation
during storage of briefly coground reactants. It is
important to note that the cocrystallization rate
increases with relative humidity. Transformation to
cocrystal may thus be added to the list of transforma-
tions to consider, in addition to transformations
involving polymorphs and solvates, as a result of
mechanical, thermal and chemical stresses that are well
known in the pharmaceutical literature.[57,75,78,84]

CONCLUSIONS

Cocrystals are becoming increasingly important as a
means of controlling the properties of pharmaceutical
solids by designing multiple component molecular net-
works that introduce the desired functionality. Because
cocrystal design is based on supramolecular synthesis,
it provides a powerful approach for the proactive
discovery of novel pharmaceutical solid phases. Appli-
cation of the fundamental concepts presented here on
cocrystallization processes is essential for the pharma-
ceutical scientist to anticipate the formation of cocrys-
tals during pharmaceutical processes and storage, as
well as to develop reliable methods for cocrystal
discovery and production.
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Colloids and Colloid Drug Delivery System
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INTRODUCTION

The term colloid applies broadly to systems containing
at least two components, in any state of matter, one
dispersed in the other, in which the dispersed compo-
nent consists of large molecules or small particles.
These systems possess certain characteristic properties
that are related mainly to the dimensions of the
dispersed units. The colloidal size range is determined
by two limits: the particles or molecules must be large
relative to the molecular dimensions of the fluid in
which they are dispersed so that the fluid can be
assigned continuous properties; and they must be suffi-
ciently small so that thermal forces dominate gravita-
tional forces and they remain suspended. This sets
the lower size limit at approximately 1 nm and the
upper limit at approximately 1 mm. To qualify as a col-
loid, only one of the dimensions of the particle must be
within this size range. For example, colloidal behavior
is observed in fibers in which only two dimensions are
in the colloidal size range. There are no sharp bound-
aries between colloidal and non-colloidal systems,
especially at the upper size range. An emulsion system
may display colloidal properties, yet the average dro-
plet size may be larger than 1mm. The word colloid
was coined by Graham in 1861 from the Greek word
for glue (Rolla).[1]

BIOLOGICAL AND PHARMACEUTICAL
SIGNIFICANCE OF COLLOIDS

Many biological structures are colloidal in nature, such
as blood (a dispersion of corpuscles in serum) and
bone (a dispersion of calcium phosphate in collagen).
There are also many macromolecular dispersions
in the body, including enzymes and other proteins.
Colloids are used medically for diagnostic imaging
(radiolabeled, parenterally administered colloids), as
adjuvants to improve therapy (to enhance the immune
effect of various agents, such as toxins that are
adsorbed onto a colloidal carrier), as a means of drug
preparation (such as colloidal silver protein an effec-
tive germicide), in the preparation of dosage forms
(e.g., the macromolecular colloid acacia is used as
an emulsifying and suspending agent in creams,

emulsions, and suspensions), and as colloid drug-
delivery systems[2–4] (including nanoparticle, micro-
spheres, liposomes, and macromolecular drug com-
plexes) for the purposes of drug targeting, controlled
release, and protection of the drug substance. Colloid
drug-delivery systems are used topically, orally, parent-
erally, and by inhalation. The reader is referred to
the colloid drug-delivery system section of this article
for further details on these systems.

CLASSIFICATION OF COLLOIDS

On the basis of interaction between the particles or
macromolecules of the dispersed phase with the mole-
cules of the dispersion medium, colloidal systems
are classified into three groups: 1) lyophilic, solvent
‘‘loving’’ colloids, in which the disperse phase is dis-
solved in the continuous phase; 2) lyophobic, solvent
‘‘hating’’ colloids, in which the disperse phase is
insoluble in the continuous phase; and 3) association
colloids, in which the dispersed phase molecules are
soluble in the continuous phase and spontaneously
‘‘self-assemble’’ or ‘‘associate’’ to form aggregates in
the colloidal size range.

Lyophilic Colloids

The dispersed phase generally consists of soluble
macromolecules, such as proteins and carbohydrates.
These are thermodynamically true solutions; that is,
they are best treated as a single phase system. The dis-
perse phase has a significant effect on the properties of
the dispersion medium and introduces an extra degree
of freedom to the system. Lyophilic colloidal solutions
are thermodynamically stable and form spontaneously
when a solute and solvent are brought together. There
is a reduction in Gibbs free energy (DG) on dispersion
of a lyophilic colloid. DG is related to the interfacial
area (DA), the interfacial tension (g), and the entropy
of the system (DS):

G ¼ gA � T

where T is the absolute temperature.
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The strong interaction between the solute and sol-
vent usually supplies sufficient energy to break up the
disperse phase. In addition, there is an increase in the
entropy of the solute on dispersion, which is generally
greater than any decrease in solvent entropy. The inter-
facial tension (g) is negligible if the solute has a high
affinity for the solvent; thus, the gDA term will approx-
imate to zero. The shape of macromolecular colloids
will vary with affinity for the solvent. Macromolecules
will take on elongated configurations in a solvent for
which they have a high affinity and will tend to
decrease their total area of contact with a solvent for
which they have little affinity by forming compact
coils.

Lyophobic Colloids

The disperse phase is broken down into very small par-
ticles, which are distributed more or less uniformly
throughout the solvent. The disperse phase and the
dispersion medium may consist of solids, liquids, or
gases and are two-phase or multiphase systems with
a distinct interfacial region. As a consequence of the
poor dispersed phase–dispersion interactions, lyopho-
bic colloids are thermodynamically unstable and have
a tendency to aggregate. The Gibbs free energy (DG)
increases when a lyophobic material is dispersed
throughout a medium. The greater the extent of disper-
sion, the greater the total surface area exposed and
hence the greater the increase in the free energy of
the system. When a particle is broken down into smal-
ler particles, work is needed to separate the pieces
against the forces of attraction between them (W ).
The resultant increase in free energy is proportional
to the area of new surface created (A):

G ¼ W ¼ 2gA

Molecules that were originally bulk molecules become
surface molecules. In the surface environment the
molecules have different configurations and energies
than those in the bulk. An increase in free energy arises
from thedifference between the intermolecular forces
experienced by surface and bulk molecules. Lyophobic
colloids are aggregatively unstable and can remain dis-
persed in a medium only if the surface is treated to
cause a strong repulsion between the particles. Such
treated colloids are thermodynamically unstable yet
are kinetically stable since aggregation can be pre-
vented for long periods.

Preparation of lyophobic colloids

As a direct consequence of the thermodynamics of
lyophobic colloidal systems, their preparation requires

an energy input. If the dispersed phase is a solid, then
particles may be produced by crushing, grinding, or
controlled crystallization. The most direct method is
by grinding in a colloid mill.[5–7] Coarse suspension
particles are subjected to high shear by forcing them
through a narrow gap between two rapidly rotating
surfaces. The particles are torn apart by the shearing
process. Ultrasonic energy may also be used to break
up the disperse phase. Dispersing agents such as sur-
factants are often employed to prepare stable colloids.
Surfactants reduce the interfacial tension and hence the
free energy of the system.

Chemical methods of preparing lyophobic colloids
include dissolution and reprecipitation, condensation
from a vapor, and chemical reactions such as reduc-
tion, oxidation, and double decomposition. For exam-
ple, mists or fogs may form spontaneously from a
supersaturated vapor, provided that the degree of
supersaturation is sufficiently high. Gold colloids can
be produced by reducing chlorauric acid (HAuCl4)
with hydrogen peroxide or red phosphorous. Sulfur
colloids can be produced by oxidation of hydrogen
sulfide as follows:

2H2S þ O2 � 2S ðpptÞ þ 2H2O

The sulfur precipitate forms as a colloidal dispersion.

Emulsions

Emulsion systems can be considered a subcategory
of lyophobic colloids. Like solid–liquid dispersions,
their preparation requires an energy input, such as
ultrasonication, homogenization, or high-speed stir-
ring. The droplets formed are spherical, provided that
the interfacial tension is positive and sufficiently large.
Spontaneous emulsification may occur if a surfactant
or surfactant system is present at a sufficient con-
centration to lower the interfacial tension almost
to zero.

Clay minerals

Clay minerals such as silicates and kaolin form another
subcategory of lyophobic colloids.[5] Kaolin is used as
a suspending agent in the preparation of dosage forms.
Clays have a plate-like crystal habit. A kaolinite crystal
is composed of alternate sheets of silica tetrahedra and
alumina octahedra, which are bound by van der Waals
forces and hydrogen bonding. The silicon–oxygen tet-
rahedra are linked to form hexagonal rings, and, in
turn, these rings are linked to form a 2D sheet. Refer
to the text by van Olphen[8] for further information
on clay colloid chemistry.
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Association Colloids

Association colloids are aggregates or ‘‘associations’’
of amphipathic surface active molecules. These mole-
cules are soluble in the solvent, and their molecular
dimensions are below the colloidal size range. When
present in solution at concentrations above a certain
critical value (the critical micelle concentration), these
molecules tend to form association colloids (micelles)
(Fig. 1).

Amphipathic molecules consist of two parts: one of
which has a high affinity for the medium (lyophilic),
and the other has a low affinity for the medium
(lyophobic). They tend to adsorb at interfaces to
reduce the interfacial energy between the lyophobic
portion of the molecule and the medium. On micelliza-
tion the lyophobic portions of surfactant molecules
associate to form regions from which the solvent is
excluded, while the lyophilic portions of the molecules
remain on the outer surface. The reader is referred
to[9,10] for the pioneering work in this area. Not all
surfactants form micelles since a subtle balance
between the lyophilic and lyophobic portions of the
surfactant molecule is required. It appears that a
charged, a zwitterionic, or a bulky oxygen-containing
hydrophilic group is required to form micelles in an

aqueous medium.[11] These moieties are able to
undergo significant hydrogen bonding and dipole
interactions with water to stabilize the micelles. Micelle
formation in strongly hydrogen-bonded solvents is
very similar to that in water.[11] Micelle formation is
spontaneous, depending on the lyophilic–lyophobic
balance of the surfactant, surfactant concentration,
and temperature.

At room temperature, micellization of amphipathic
surfactants dissolved in water is driven by a signifi-
cant increase in entropy. The hydrophobic part of
the molecules induces a degree of structuring of water
in the immediate area as a result of unfavorable
interactions. This structuring disrupts the hydrogen-
bond pattern and causes a significant decrease in
the entropy of the water. This is known as the
‘‘hydrophobic’’ effect. The effect of temperature and
pressure on micellization is dependent on surfactant
properties.[11,12] Ionic surfactants generally exhibit a
‘‘Krafft’’ point. In these systems, micelles form only
at temperatures above a certain critical temperature,
the Krafft temperature. This is a consequence of a
marked increase in the solubility of the surfactant
at this temperature. Non-ionic surfactants tend to
behave in an opposite manner. Above a certain
temperature (the cloud point), non-ionic surfactants
tend to aggregate and separate out as a distinct
phase.[13]

Micellar shape (Fig. 1) is dependent on surfactant
concentration. At low concentration, the micelles are
spherical, have well-defined aggregation numbers,
and therefore are monodisperse. As the value is
increased above the critical micelle concentration,
micellar shape becomes distorted, forming cylindrical
rods or flattened discs.[14] At very high concentrations,
liquid crystals form.[15–17] Under specific conditions
surfactants can form 2D membranes or bilayers separ-
ating two aqueous regions (similar to biological mem-
branes). If this bilayer is continuous and encloses an
aqueous region, then a vesicle results (liposomes). Inso-
luble drug substances can be solubilized within the
interior of a micelle (Fig. 1). Micellar solubilization
allows the preparation of water-insoluble drugs within
aqueous vehicles.[18] This is advantageous, particularly
for intravenous delivery of water-insoluble drugs.
Entrapment within a micellar system may increase
the stability of poorly stable drug substances and can
enhance drug bioavailability.[19]

PROPERTIES OF COLLOIDS

The significant characteristics of colloids are particle
size and shape, scattering of radiation, and kinetic
properties.
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WATER
WATER

WATER

WATER

WATER
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WATEROIL
LIPID
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Fig. 1 Association colloids: (A) spherical micelle; (B) cylind-
rical micelle; (C) flattened disc-shaped micelle; (D) micro-
tubular micelle; (E) inverted micelle; and (F) micelle swollen
by the presence of solubilized lipid soluble drug.
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Particle Size and Shape

The colloidal size range is approximately 1 nm to 1 mm
and most colloidal systems are heterodisperse. Solid
dispersions usually consist of particles of very irregular
shape. Particles produced by dispersion methods have
shapes that depend partly on the natural cleavage
planes of the crystals and partly on any points of weak-
ness (imperfections) within the crystals. The shape of
solid dispersions produced by condensation methods
depends on the rate of growth of the different crystal
faces. Treatments of particle shape are given by
Beddow,[20] Allen,[21] and Shutton.[22] The method of
particle size measurement should reflect the aspect of
the particle that is of most interest. This may be the
surface area of the particle or its settling radius. To
characterize heterodisperse systems, it is necessary to
determine the particle size distribution. Various theo-
retical distribution functions have been proposed
such as the normal or Gaussian distribution and the
log-normal distribution.

Microscopy

Most colloids are below the limit of resolution of the
optical microscope but can be visualized by transmis-
sion electron microscopy (TEM) and scanning electron
microscopy (SEM).[23,24] TEM produces 2D images
from which particle shape interpretation is difficult;
however, size may be determined because of the high
resolution. SEM produces 3D images. To obtain a
value for the dimensions of an irregular particle,
several possible measurements can be made.[21] These
include:

1. Martin’s diameter (dm). This is defined as the
length of a line that dissects the image of the
particle.

2. Feret’s diameter (df). This is defined as the dis-
tance between two tangents on opposite sides of
the particle, which are parallel to some fixed
direction.

3. Projected area diameter (da). This is defined as
the diameter of a circle having the same area
as the particle.

Ultracentrifugation

The Stokes settling radius of colloidal particles can be
obtained from their sedimentation rate. An ultracentri-
fuge is used to increase the sedimentation rate,[21] since
colloidal particles settle very slowly under the influence
of gravity alone.

Electronic pulse counters

Counters such as the Coulter Counter determine the
number of particles in a known volume of an electro-
lyte solution. The suspension is drawn through a small
orifice that has an electrode on either side. The
dispersed phase particles interfere with current flow,
causing the resistance to change. Resistance changes
are related to the particle volume.

Light scattering

Both intensity and dynamic light scattering can be used
as methods of particle size analysis of colloids. The
simplest method is to measure the turbidity. Turbidity
is defined as the reduction in the intensity of light as it
passes through a colloidal sample. The loss in intensity
is due to scattering of light and can be used to deter-
mine the average molarmass of a lyophilic colloid.[25,26]

Dynamic light scattering, which is known as quasielas-
tic light scattering or photon correlation spectroscopy,
is used to obtain an estimate of the diffusion coefficient
of a colloidal system, from which a particle radius can
be determined by applying the Einstein and the Stokes
equations.[27,28]

Hydrodynamic chromatography

To determine the particle size, a colloidal dispersion is
forced through a long column packed with non-porous
beads with an approximate radius of 10 mm. Particles
of different size travel with different speeds around
the beads and thus are collected in size fractions.[29]

Scattering of Radiation

The scattering of a narrow beam of light by a colloidal
system, such as a fog or a mist, to form a visible cone
of scattered light is known as the Faraday–Tyndall
effect.[30,31] The first detailed theory of light scattering
by small particles was developed by Rayleigh in 1871.
Light scattering theory was further developed by Mie
(1908), Debye (1915), and Gans (1925). A full account
of light scattering by colloidal systems is given in the
texts of Hiemenz[26] and van de Hulst.[25] When electro-
magnetic radiation falls on a material, oscillating
dipoles are induced in the material. These serve as a
secondary source of emission of scattered radiation
with the same wavelength (l) as the incident light.
The intensity of the scattered light depends on the
intensity of the original light, the polarizability of the
material, the size and shape of the material, and the
angle of observation. The scattering intensity increases
with increases in the particle radius, reaching a maxi-
mum and then decreasing. Small particles (l/20 � r)
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act as point sources of scattered light. In large parti-
cles, different regions of the same particle may behave
as scattering centers. These scattering centers interfere
with one another, either constructively or destructively.
As particles become larger, the number of scattering
centers increases, and the resultant destructive inter-
ference causes a reduction in the intensity of light scat-
tering. As a consequence of these conflicting effects,
visible light is scattered most intensely by particles
within the colloidal size range.

Kinetic Properties

The kinetic properties of colloids are characterized by
slow diffusion and slow, often negligible, sedimentation
under gravity.

Thermal motion

The thermal motion of particles in the colloidal size
range is known as Brownian motion,[32,33] after the
English botanist Robert Brown who first observed
the random directional movement of colloidal particles
in 1827. The particles display a zigzag-type movement,
which is a result of random collisions with the mole-
cules of the suspending medium, other particles, and
the walls of the containing vessel. The distance moved
by a particle in a given period of time is related to the
kinetic energy of the particle and the viscous friction of
the medium. As a result of Brownian motion, colloidal
particles diffuse from regions of high concentration to
regions of lower concentration until the concentration
is uniform throughout. Since diffusion is inversely
related to particle radius, the diffusion of colloidal par-
ticles is relatively slow compared with that of small
molecules or ions. Gravitational forces, which cause
particles to sediment, and Brownian motion (diffusion
forces) oppose one another. Colloids are of the size
range at which the Brownian forces are stronger than
gravitational forces, so they tend to remain suspended.

Osmosis

Osmosis is similar to diffusion in that the molecules
move from a location of high chemical potential to
one of low chemical potential. An osmotic pressure is
generated in a colloidal solution when it is separated
from its solvent by a barrier that is impermeable to
the solute but is permeable to the solvent. The pure
solvent will flow across the membrane, diluting the
colloidal dispersion and, as the colloidal material
cannot flow in the opposite direction, a pressure differ-
ence (osmotic pressure) will be created between the
two compartments. Osmotic pressure is a colligative

property and therefore can be related to the relative
molecular mass of the colloidal material.

Viscosity

The viscosity of a system is a measure of its resistance
to flow under an applied stress. Colloids, especially
lyophilic colloids, tend to increase the viscosity of a
system. The large molecular chains become entangled
in one another, increasing the resistance to flow. The
viscosity of a colloidal system is related to the shape,
molecular weight, and concentration of the colloid.
Viscosity measurement can be used to obtain an
approximate molecular weight value.

LYOPHOBIC COLLOID STABILITY

There is a well-developed theory—the Derjaguin–
Landau and Verwey–Overbeek (DLVO) theory—to
describe the interaction between particles of a lyopho-
bic colloid. This is reviewed in the texts of Hunter
(1987) and Hiemenz (1986) and is based on the
assumption that the van der Waals interactions (attract-
ive forces) and the electrostatic interactions (repulsive
forces) can be treated separately and then combined to
obtain the overall effect of both of these forces on the
particles.

Attractive Forces

van der Waals attractive forces between two particles
are considered to arise from dipole–dipole interactions
and are proportional to 1/H6, where H is the separa-
tion distance between the particles.[34] These attractive
forces were used to explain the phenomenon of colloid
aggregation employing the Hamaker summation
method to calculate the van der Waals interaction
energy (VA). This is based on the assumptions that
the interactions between individual molecules in two
colloidal particles can be added together to obtain
the total interaction and that these interactions are
not affected by the presence of all the other molecules.
The modern dispersion theory of Lifshitz[35] overcomes
the assumptions made in the London theory. The
Lifshitz theory is based on the idea that the attractive
interaction between particles is propagated as an elec-
tromagnetic wave over distances that are large com-
pared with atomic dimensions. The colloidal particle
is considered to be made up of many local oscillating
dipoles that continuously radiate energy. These dipoles
are also continuously absorbing energy from the elec-
tromagnetic fields generated by all the surrounding
particles. Refer to Hunter (1987) for a full treatment
of this theory.
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Repulsive Forces

The electrostatic interaction between two colloidal
particles is a consequence of the charge carried by the
particles. All colloidal particles acquire a charge when
dispersed in an electrolyte solution, by adsorption of
ions from the solution onto the particle surface, by
ionization of ionizable groups on the particle surface,
or by selective ion dissolution from the particle sur-
face.[36] The charged particle surface attracts ions of
the opposite sign (counter ions). This attraction is so
strong that some of the counter ions are tightly bound
to the particle surface. The counter ions also experi-
ence an attractive force, which is exerted by the bulk
solution and is caused by thermal motion. As a result
of these two opposing effects, electrostatic attraction
and thermal motion, a diffuse layer of ions builds up
so that at a distance from the particle surface it appears
to be electrically neutral. The tightly bound and the
diffuse layers are known as the electrical double
layer.[30,31] The repulsive interaction between the elec-
trical double layers of two particles is caused by the
free energy change involved when overlap occurs and
the osmotic pressure generated by the accumulation
of ions between the particles. The repulsive interaction
(VR) decreases exponentially with increase in the
distance between the particles.[30]

The DLVO theory is based on a combination of
these two effects to explain the aggregative instability
of two particles at any given separation distance. The
resultant effect on the particles is calculated by
summing these two opposing forces. This is shown dia-
grammatically in Fig. 2, where VT is the summation of
VA and VR (VT ¼ VA þ VR). van der Waals attraction
dominates at both large and small separation dis-
tances. At very small distances, van der Waals attrac-
tion increases markedly, resulting in a deep attractive
well (known as the primary minimum). This well is
not infinitely deep due to the very steep short range
repulsion between the atoms on each surface.[37]

A complication to the DLVO theory is the influence
of the surface on adjacent solvent layers.[38] The DLVO
theory can be applied in a broad sense to most systems,
although the kinetics of aggregation may be uncertain.

Stabilization of Lyophobic Colloids

There are two methods of stabilization of lyophobic
colloids: electrostatic and polymeric. Electrostatic sta-
bilization results from charge–charge repulsion, as dis-
cussed previously. Polymeric stabilization is achieved
by the adsorption of macromolecules (lyophilic col-
loids) at the surface of a lyophobic colloid.[39,40]

Macromolecules of at least a few thousand molecular
weight are required, as they must extend in space over

a distance comparable to, or greater than, the distance
over which van der Waals attraction is effective. The
macromolecules must be mutually repulsive to impart
colloid stability. This is achieved when they are present
at a sufficiently high concentration that they saturate
the surfaces of the particles.[39] The colloidal particles
will then repel one another as a result of volume
restriction and osmotic pressure effects as a result
of the high concentration of polymer chains in a
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Fig. 2 Potential energy of interaction (VT) of two spheres of

equal radius, obtained by the summation of van der Waals
interaction potential energy (VA) and the repulsive interac-
tion potential energy (VR) (VT ¼ VR þ VA).

OSMOTIC FLOW
OF SOLVENT

Fig. 3 Steric stabilization of lyophobic colloidal particles.
The particles repel one another because of volume restriction
and osmotic pressure effects.
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confined area (Fig. 3). Hunter[37] gives a thermo-
dynamic account of polymeric stabilization. At low
polymer concentrations (and hence low particle surface
coverage), bridging flocculation may occur (Fig. 4).
Bridging is a consequence of the adsorption of seg-
ments of an individual polymeric flocculant molecule
onto the surface of more than one particle. A poly-
electrolyte may stabilize a lyophobic colloid by a
combination of steric and electrostatic stabilization,
‘‘electro-steric’’ stabilization.

COLLOID DRUG-DELIVERY SYSTEMS

Colloid drug-delivery systems are used to increase
the bioavailability of drug substances, to improve drug
stability, to sustain and control drug-release rates, to
target drugs to specific sites in the body, and to stimu-
late the immune system. Rate-controlled delivery
can be achieved by delayed diffusion through a poly-
mer matrix. The reader is referred to the article in
this Encyclopedia on Microsphere Technology and
Applications for details on controlled release from
polymer microspheres. Rate-controlled delivery allows
drugs with short biological half-lives and narrow ther-
apeutic indices to be utilized. Drug targeting can
improve the therapeutic index of a drug by optimizing
the access, amplitude, and nature of interactions with
the pharmacological receptor. Drug targeting can also
protect the drug and the body from any unwanted and
deleterious disposition. Biotechnological therapeutics
are ideal candidates for site-specific delivery as these
are very potent substances and are rapidly proteolyti-
cally degraded after administration. Encapsulation
within a colloidal system can protect these therapeutic
agents from degradation and deliver them to their sites
of action. Drug targeting may be simply targeting a
particular body compartment, such as the knee joint.

This can be achieved by passive targeting via direct
injection into the joint cavity (intra-articular injection).
Greater specificity may be required, such as delivery to
a particular organ, to a set of cells within an organ, or
even to an intracellular structure. This usually requires
active targeting, meaning that the natural distribution
of the carrier is altered. In some cases it is possible to
target to specific cells or intracellular structures by
exploiting a natural physiological process such as
macrophage uptake of foreign materials.

Colloid drug-carrier systems are of two types: parti-
culate carriers (capsular, monolithic, or cellular) and
soluble carriers (macromolecular drug conjugates).
The pioneering work on soluble carrier systems was
carried out by Ghose and Cerini,[41] on radioimmuno-
localization of tumors through the use of antibodies,
and by Ghose and Nigam[42] and Rowland, O’Neil,
and Davies[43] on drug–antibody conjugates. Parti-
culate-carrier systems, including liposomes, micro-
spheres, nanoparticles, microemulsions, erythrocytes,
and vaccines, have been used as a means of drug tar-
geting. The use of liposomes (phospholipid vesicles)
for drug targeting was proposed by Sessa and Weiss-
mann[44] and Gregoriadis, Leathwood, and Rymen.[45]

The fate of intravenously administered colloidal
particles is controlled by particle size and particle sur-
face properties. Particles larger than 7mm are rapidly
filtered by the fine capillary beds of the lung.[2,45,46]

Particles (100 nm to 7 mm) are rapidly taken up by
the cells of the reticuloendothelial system (RES) if they
are recognized as foreign.[47,48] Particle size can thus be
utilized as a means of passive targeting. To target spe-
cific cells in other organs, colloidal carriers must escape
from the vascular compartment (extravasate). This is
generally difficult to achieve, as the plasma membrane
is usually continuous and impermeable to large mole-
cules and small particles. Molecules (5000–10,000 Da)
may pass into the interstitial space to be collected
by the lymphatic system. Some capillary membranes
are fenestrated, containing small holes (fenestrae)
50–60 nm in size, which allow small particles to pass
through. Sinusoidal or discontinuous membranes are
present in the parenchymal cells of the liver, spleen,
and bone marrow. These membranes have gaps of
the order of 150 nm. Fenestrations may also occur in
areas of tissue inflammation and infection;[49] hence,
the uptake of colloid carrier systems may be enhanced
in these areas. The intracellular transport of certain
drug-carrier complexes may occur via endocytosis.[50]

Endocytotic vesicles form at cell surfaces for the pur-
pose of transporting fluids (pinocytic vesicles) and
solids (phagocytic vesicles) into the cells and through
the cells to the opposite membrane. Receptor-mediated
transcytotic routes exist for certain macromolecules,
and these can be exploited for the purpose of drug
delivery.

Fig. 4 Bridging flocculation. Lyophobic particles are bound
together by the adsorption of polymer chains.
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Targeting the RES

Passive targeting to the RES can be utilized to treat
diseases of the RES (neoplasms and parasitic, viral,
and bacterial infections) and for macrophage stimula-
tion to treat pulmonary metastases.[51] Liposomes have
been used to target antimony compounds to the liver
and to treat leishmaniasis,[52] and nanoparticles have
been used to target the flukicide nitroxynil[53] to the
liver. Various carrier systems have been used to target
cytostatic agents to the RES to treat monocytic leuke-
mia, histocytic medullary reticulosis, and certain forms
of Hodgkins disease.[54] Macrophages are the primary
barrier against the growth and metastatic spread of
neoplastic cells.[55–57] Macrophage-activating factors
(such as, muranyl di- and tripeptides, modified lym-
phokines, and interferon) that activate the macrophage
to the tumoricidal state can be incorporated into
colloidal systems (such as liposomes), and thus these
agents will be taken up at their active site (the macro-
phage). Fidler[58] has successfully delivered lympho-
kines to activate macrophages to abrogate the
development of micrometastases after surgical removal
of a primary tumor.

Avoiding the RES

Colloidal properties that influence RES uptake are
particle size, surface charge, surface hydrophobicity,
and the adsorption of macromolecules onto the parti-
cle surface. The surface of colloidal particles can be
altered to avoid RES uptake by adsorption or grafting
of a hydrophilic polymer onto the surface of a particle
and thereby creating an energy barrier to particle inter-
action (e.g., the non-ionic surfactant Tween 20 can be
adsorbed).[59] Both biological and synthetic polymers
have been used for RES masking of colloidal particles,
for example, albumin,[60] immunoglobulin G,[61] car-
boxymethyl cellulose,[62] poloxamers,[63,64] and polox-
amines. RES uptake can also be avoided by saturating
the RES with placebo colloidal particles prior to the
administration of the colloidal carrier system.[65] How-
ever, blockade of the RES is not clinically acceptable.

Types of Colloidal Carrier Systems

Soluble-carrier systems

At least three types of polymer–drug conjugate systems
exist: 1) those active at the cell surface; 2) those active
following endocytic capture by cells; and 3) those cap-
able of releasing drug extracellularly in a controlled
manner.[66] Targeting to the cell surface can be
achieved by utilizing the specific properties of the tar-
get cell. Antibodies specific for a variety of cell surface

determinants on neoplastic B cells, such as sIgD or the
sIg idiotype, can be complexed to drugs, toxins, or iso-
topes. Although drug–antibody conjugates have the
ability to target tumor sites, the linking procedure
may result in inactivation of thedrug or of the anti-
body.[67] Monoclonal antibodies can react with normal
tissue, and immune responses may occur. Tumor het-
erogenicity also causes problems with this approach
to drug targeting. Specific intracellular drug action
can be achieved through endocytosis of drug–carrier
conjugates. Specific receptors exist for various macro-
molecules, and these can be exploited to achieve intra-
cellular transport of drugs. Dextrans have been used to
deliver drugs extracellularly.[68]

Particulate-carrier systems

Liposomes: These are artificial lipid vesicles consisting
of one or more lipid bilayers enclosing a similar num-
ber of aqueous compartments.[69] Liposomes can be
subcategorized into: 1) small unilamellar vesicles
(SUV), 25–70 nm in size, that consist of a single lipid
bilayer; 2) large unilamellar vesicles (LUV), 100–
400 nm in size, that consist of a single lipid bilayer;
and 3) multilamellar vesicles (MLV), 200 nm to several
microns, that consist of two or more concentric
bilayers. Unmodified liposomes passively target the
Kupffer cells in the liver[70] and have been used to tar-
get drugs to the liver. SUVs may target the liver
parenchymal cells, as they pass through the ‘‘sieve
plates.’’ Liposomes are relatively unstable, have low
carrying capacities, and tend to be ‘‘leaky’’ to
entrapped drug substances. The properties of lipo-
somes can be altered by the incorporation of various
molecules such as cholesterol, cetylphosphate, and
stearylamine into the phospholipid bilayer. The pre-
sence of cholesterol results in a more stable, less
‘‘leaky’’ membrane. Polymerized liposomes have been
developed that are more stable and less ‘‘leaky.’’ These
are composed of phospholipids with polymerizable
moieties. Immunoglobulins have been attached to the
surface of liposomes to actively target them to specific
sites. Polyethylene glycol-coated (pegylated) liposomes,
also known as ‘‘stealth’’ liposomes, have been pre-
pared, which have extended biological half-lives.[71–73]

As a consequence of the polyetheylene glycol coating
these liposomes are able to avoid RES uptake. Lipo-
somes prepared with cationic and fusogenic lipids are
currently being utilized in gene therapy to delivery
DNA into target cells.[74–76] The cationoic lipids bind
with the DNA and the fusogenic lipids are able to
fuse with cell membranes, allowing the DNA to be
introduced into cells.

Emulsions (lipid microspheres): Colloid-sized emul-
sion droplets are used in drug delivery to solubilize
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water-insoluble drug substances and for the purposes
of controlled and sustained release and drug targeting.
Fat emulsions such as intralipid are used for parenteral
nutrition.[77] The stability of parenterally administered
emulsion droplets is dependent on the nature of the
emulsifying agent used and on the presence of minor
components. Emulsion droplets are usually taken up
by the cells of the RES. Lecithin is most frequently
used to stabilize parenteral emulsions. The coalescence
and behavior of oil droplets stabilized by phospholipid
emulsifiers have extensively studied by Davis and
Hansrani.[78] The deposition of emulsion droplets is
dependent on the charge carried by the droplets and
the nature of the oil phase. Emulsions of vegetable oils
are preferentially deposited in adipose tissue, lactating
mammary glands, and myocardium muscle.[79] Inter-
action of emulsions with macrophage cells can be
reduced by coating with hydrophilic polymeric materi-
als. Drug-release rates from emulsions are controlled
by the particle size of the dispersed phase and emulsion
viscosity. Lipid emulsions are very stable, can be stored
for 2 years at room temperature,[80] and have a low
incidence of side effects, even at doses of 500 ml (which
are typically given for parenteral nutrition purposes).
Emulsion systems for IV nutrition and drug delivery
have been reviewed recently by Lyons and Carter.[81]

Lipoproteins: These are natural body transporters
for cholesterol, triacycloglycerols, and phospholipids.
These include high-density lipoproteins (HDL), 10 nm
in size; low-density lipoproteins (LDL), 23 nm in
size; and very low density lipoproteins (VLDL),
30–100 nm in size.[82] LDL has been targeted into
endothelial cells,[83] and tris-gal-chol LDL has been
targeted into Kupffer cells.[84] The use of lipoproteins
for site-specific delivery has been reviewed by Vitols,
Masquelier, and peterson.[85]

Microspheres: Microspheres are usually solid,
approximately spherical particles containing dispersed
drug in either solution or microcrystalline form. Incor-
poration of drugs can be achieved by entrapment
during production (polymerization, gelation, or encap-
sulation techniques, such as coacervation and phase
separation) and by covalent and ionic attachment.
The drug-loading capacities are usually fairly high,
up to 50%. Microspheres may be prepared from nat-
ural polymers such as gelatin and albumin[86,87] and
from synthetic polymers such as polylactic and poly-
glycolic acid. The drug is either totally encapsulated
within a distinct capsule wall or is dispersed through-
out the microsphere. Drug release is controlled by
dissolution and diffusion of the drug through the
microsphere matrix or the microcapsule wall, or by
polymer degradation. Microspheres range in size
between approximately 1 and 1000 mm. Consequently,

these systems are outside the conventional colloidal
size range. In the pharmaceutical literature, however,
microcapsules with sizes up to approximately 15 mm
are considered as colloidal-delivery systems. Magnetic
microspheres composed of albumin and iron oxide
have been used as a means of targeting specific areas
in the body.[88] Polymeric microsphere systems have
been reviewed by Davis et al.[2] and Benita.[89]a

Nanoparticles: Nanoparticles are similar to micro-
spheres but have particle sizes in the nanometer range
(10–1000 nm). It is unlikely that nanometer-sized poly-
meric systems are ‘‘capsule-like’’ and have discrete
shells. Nanoparticles can be made from non-biode-
gradable materials, such as methylmethacrylate,[90] or
from biodegradable materials, such as alkylcyanoacry-
late[91] and albumin. Widder[88] prepared magnetic albu-
min microspheres containing Fe3O4 in the size range
10–20 nm. Nanoparticles are used for drug targeting,
both active and passive. The relatively small size of
these systems limits their use, as only small quantities
of material can be encapsulated. Other types of (non-
biodegradable) nanoparticle systems include colloidal
sulfur and colloidal gold. Colloidal sulfur is used as a
diagnostic agent (labeled with 99mTc). It is usually
protected from aggregation by the addition of gelatin
as a polymeric stabilizer. Colloidal gold is also used as
a diagnostic (198Au) and as a therapeutic agent.[92]

Again, gelatin is used as a stabilizer. Heat denatured
macroaggregated 99mTc albumin spheres are used as
diagnostic agents. Polyacrylamide nanoparticles con-
taining fluorescein have been used to monitor cellular
processes.[91] Diagnostics can be passively or actively
targeted. Particle coating to avoid RES uptake has been
utilized to achieve targeting of diagnostic agents to the
bone marrow.[89] Nanoparticles are also used as immune
adjuvants. Polymethylmethacrylate nanoparticles have
been shown to possess adjuvant activity for tetanus
toxoid[91] and for influenza virus.[93] The adjuvant effect
was equal to or better than that of colloidal aluminum
hydroxide particles, the traditional adjuvant.

Viruses: Viruses provide a unique and extremely
efficient method of insertion of genes into mammalian
cells, such as human bone marrow stem cells.[94] SV 40,
adenovirus, vaccine virus, and polyomavirus have been
used as gene transfer vectors. A non-replicating adeno-
viral vector that efficiently infects human cells has
recently been developed.[95] The essential feature of a
retroviral gene delivery system is the presence of an
RNA copy of the replacement gene that is packaged
in a viral particle, capable of specific and efficient entry
into the cytoplasm of a cell.[96] A retrovirus consists of

aSee Microsphere Technology and Applications, p. 1793.
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an RNA-protein core encapsulated in a lipid envelope.
The viral glycoproteins bind with specific receptors on
the target cells, and the virus envelope then fuses with
the cell membrane, resulting in the introduction of the
RNA genome into the cytoplasm. This method of gene
insertion is not normally harmful to cells. Potential
problems include deletion of sequences during replica-
tion, recombination with endogenous viral sequences
to produce infectious recombinant viruses, activation
of cellular oncogenes, introduction of viral oncogenes,
and inactivation of genes.

Ideal Properties of Drug-Carrier Systems

The drug carrier should accumulate selectively at the
required site, achieve sufficient drug loading, be able
to release the drug at the appropriate rate at the site
of action, be stable in vitro and in transit to the target
site in vivo, be biodegradable, be non-toxic and non-
immunogenic, be easy and inexpensive to prepare,
and be sterile for parenteral use.

ARTICLE OF FURTHER INTEREST

Microsphere Technology and Applications, p. 2328.
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Coloring Agents for Use in Pharmaceuticals

David R. Schoneker
Colorcon, Inc., West Point, Pennsylvania, U.S.A.

INTRODUCTION

The Need for Color in Pharmaceuticals

There is evidence that the coloring of pharmaceuticals
has been practiced since antiquity, and although the
use of colorants in medicinals produces no direct thera-
peutic benefit, the psychological effects of color have
long been recognized.

The coloring of pharmaceutical dosage forms is
extremely useful for identification during manufacturing
and distribution. Many patients rely on color to recog-
nize the prescribed drug and proper dosage. Unattractive
medication can be made more acceptable to the patient
by the careful selection of color. Color, in combination
with flavoring agents, can be used to provide taste mask-
ing of disagreeable components of a pharmaceutical
preparation. These attributes assist in improving patient
compliance, which is known to be a significant problem
when providing drug therapy for use in the home.

Additionally, recent reports defining the scope and
magnitude of medical errors that have occurred are
alarming. Although most of the medical error pro-
blems are related to practices by doctors and hospitals,
some medical errors are related to mistakes made in
identification of drug products by pharmacists and
patients. Many drugs on the market look very similar
(i.e., small, round, white, uncoated tablets) identified
only by a small embossed or printed logo and identi-
fier. This makes it very easy for a pharmacist or patient
to confuse one drug for another. Obviously, this could
prove to be very serious, depending on the drugs. The
use of different colors for different drugs and strengths
can help to eliminate this problem.

A number of pharmacy associations recently intro-
duced a resolution at the 2000 USP Convention to
develop standards for dosage form consistency that
would include color, shape, size, labeling, and packag-
ing. These types of standards would assist in devel-
oping new drug products with colors and other
attributes that would make identification of the specific
drug much easier. Although it would be very difficult
to change the colors of existing drug products because
of the amount of supporting information and regulat-
ory review that would be needed, standards for future
development might be beneficial.

History of Colorant Use in Foods, Drugs,
and Cosmetics

Historical accounts describe many colors derived from
animal, vegetable, or mineral sources that were used for
coloring foods, drugs, and cosmetics. Until the middle
of the nineteenth century, all colors were obtained
from natural sources. Archaeologists date cosmetic
colors as far back as 5000 BC. Ancient Egyptian
writings tell of drug colorants, and historians say food
colors likely emerged around 1500 BC.

The synthetic color industry dates back to the acci-
dental discovery of the first synthetic organic dye
(mauve) in 1856. Sir William Henry Perkin, in an
unsuccessful attempt to synthesize quinine, succeeded
in obtaining a violet dye by the oxidation of aniline.
This led other scientists to experiment and discover
many new colors with superior properties to the natu-
ral pigments and extracts. The use of these new and
different colors in foods, drugs, and cosmetics began
almost immediately because of their tinctorial value,
stability, and the many shades in which they were
available.

As the 1900s began, the bulk of chemically synthe-
sized colors were derived from aniline, a petroleum
product that in pure form is toxic. Originally, these
were dubbed ‘‘coal-tar’’ colors because the starting
materials were obtained from bituminous coal. Many of
these colors are still used today, although with controls
that ensure safe use.

Although colors from plant, animal, and mineral
sources—at one time the only coloring agents available—
remained in use early in this century, manufacturers had
strong economic incentives to phase them out.
Chemically synthesized colors simply were easier to pro-
duce, less expensive, and superior in coloring properties.
Only small amounts were needed. They blended nicely
and didn’t impart unwanted flavors to foods and drugs.
But as their use grew, so did safety concerns.

Early uses of synthetic colors were at times a threat
to health because they were used without discrimi-
nation between those that were toxic and those that
were safe. Increasing public concern around the world
led to early studies and regulations that produced vari-
ous lists of colors found suitable for addition to foods
and drugs.
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The United States was one of the first countries to
significantly regulate food and color additives because
of a number of incidents that occurred related to the
safety of these materials. In 1906, the U.S. Congress
passed the Pure Food and Drug Act. This marked
the first of several laws allowing the federal govern-
ment to scrutinize and control additives use. The act,
however, only covered food coloring.

The Pure Food and Drug Act of 1906 listed seven
colors, based on the work of Dr. Bernhard Hesse,
and the Department of Agriculture made provisions
for certification of all food colors on a voluntary basis.

It was not until passage of the Federal Food, Drug,
and Cosmetic (FD&C) Act of 1938 that the Food and
Drug Administration’s (FDA’s) mandate included the
full range of color designations consumers still can
read on product packages: ‘‘FD&C’’ (permitted in
foods, drugs and cosmetics), ‘‘D&C’’ (for use in drugs
and cosmetics), and ‘‘Ext. D&C’’ (colors for externally
applied drugs and cosmetics). The 1938 FD&C Act
also made certification mandatory.

Public hearings and regulations that occured after
the 1938 law gave colors the numbers that separate
their hues. These letter and number combinations—
FD&C blue #1 or D&C red #17, for example—make
it easy to distinguish colors used in foods, drugs, or
cosmetics from dyes made for textiles and other uses.
Only FDA certified color additives can carry these
special designations.

The law also created a listing of color ‘‘lakes.’’
These water-insoluble forms of certain approved colors
are used in coated tablets, cookie fillings, candies, and
other products in which color bleeding could affect
product quality or otherwise cause problems.

Although the 1938 law did much to bring color use
under strict control, nagging questions lingered about
tolerance levels for color additives. One incident in
the 1950s, in which scores of children contracted diar-
rhea from Halloween candy and popcorn colored with
large amounts of FD&C orange #1, led the FDA to
retest food colors. As a result, in 1960, the 1938 law
was amended to broaden the FDA’s scope and to
allow the agency to set limits on how much color could
be safely added to food, drug, and cosmetic products.

The FDA also instituted a premarketing approval
process that requires color producers to ensure, before
marketing, that products are safe and properly labeled.
Should safety questions arise later, colors can be reex-
amined. The 1960 measures put color additives already
on the market into a ‘‘provisional’’ listing. This
allowed continued use of the colors pending the FDA’s
conclusions on safety.

From the original 1960 catalog of about 200 pro-
visionally listed colors, which included straight colors
and lakes, only lakes of some colors remain on the pro-
visional list. Industry withdrew or the FDA banned

many, while the rest became permanently listed and are
still used. Some of these colors, derived from coal or pet-
roleum sources, are subject to certification and carry the
F, D, or C prefixes. Others, exempt from certification, are
pigments and colors derived from plant, animal, and
mineral sources. They are found in a myriad of food,
drug, and cosmetic products.

Similar initiatives developed in most industrialized
countries and regulations were implemented to control
the use of color additives for use in foods and drugs.
Although in most countries, food and drug colorants
are strictly regulated, this is not the case in some regions
in the Third World. Additionally, in some countries,
cosmetic colorants are less regulated than the food
and drug colorants. When using colorants from Third
World countries, it is important to carefully assess the
quality of these materials to ensure that they meet the
requirements for the countries where the product will
be marketed.

Worldwide Regulatory Considerations

Safety assessment

Ongoing toxicology studies are routinely being con-
ducted worldwide by organizations such as the World
Health Organization (WHO), the U.S. FDA, and the
European Commission (EC) to assess the safety in
various applications. Many articles have been written
on assessing the safety of food colorants.[1–6] Scientific
and public opinion vary on the true interpretation of
safety, and these views have impacted the development
of food and drug regulations around the world.

Although these colors have a good safety record,
consumers have voiced certain concerns about hyper-
activity and allergic sensitivity regarding some of the
synthetic colors.

Although this theory was popularized in the 1970s,
well-controlled studies conducted since then have pro-
duced no evidence that food and drug color additives
such as azo dyes (FD&C yellow #5, FD&C yellow
#6, etc.) cause hyperactivity or learning disabilities in
children. A Consensus Development Panel of the
National Institutes of Health concluded in 1982 that
there was no scientific evidence to support the claim
that colorings or other food additives cause hyper-
activity. The panel said that elimination diets should
not be used universally to treat childhood hyperactiv-
ity, because there is no scientific evidence to predict
which children may benefit. The FDA’s Advisory
Committee on Hypersensitivity to Food Constituents
concluded in 1986 that FD&C yellow #5 (tartrazine)
might cause hives in fewer than 1 out of 10,000 people.
The Committee found that there was no evidence the
color additive in foods provokes asthma attacks or
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that aspirin-intolerant individuals may have a cross-
sensitivity to the color. As with other color additives
certifiable for food and drug use, whenever FD&C yel-
low #5 is added to a food or drug, it is listed on the
product label. This allows the small portion of people
who may be sensitive to the color to avoid it.

During the early 1980s, before some of these reports
were available, a regulation was included in Title 21 of
the Code of Federal Regulation (CFR) regarding
additional label requirements for FD&C yellow #5
concerning allergenicity. This regulation (201.20)
required that for prescription drugs only, in addition
to the label declaration showing that the product con-
tains FD&C yellow #5, the label must also bear this
warning statement: ‘‘This product contains FD&C
yellow #5 (tartrazine) that may cause allergic-type
reactions (including bronchial asthma) in certain sus-
ceptible persons. Although the overall incidence of
FD&C yellow #5 (tartrazine) sensitivity in the general
population is low, it is frequently seen in patients
who also have aspirin hypersensitivity.’’[7]

When considering the very small potential for this
type of a reaction, when compared with other products
on the market with higher allergenic potential, and the
conclusions of the FDA’s Advisory Committee on
Hypersensitivity to Food Constituents and the Con-
sensus Development Panel of the National Institutes
of Health, it appears that this statement may be overly
cautious. However, this statement is still required for
prescription drugs based on current U.S. regulations.

No similar type of warning statement is required for
non-prescription drugs or foods. In reality, the poten-
tial exposure to FD&C yellow #5 is much greater from
these products than from prescription drugs. There-
fore, this regulation does not seem to make sense, given
the current information. Although the industry has
requested that this regulation be eliminated, the FDA
has not taken any action on this as of this time. This
has created much confusion concerning the actual data
regarding hypersensitivity and allergenicity of FD&C
yellow #5. Because of this confusion in the market-
place, most pharmaceutical companies have eliminated
the use of this colorant in their prescription drug for-
mulations to prevent the need for this misleading label
requirement, which could create consumer concern.

To complicate matters more, there is also a
European requirement being instituted to place aller-
gen labeling on drug labels for a number of synthetic
colors. Sound scientific data showing a need for this
labeling is not apparent, and this requirement seems
to be based more on non-scientific consumer concerns
than on any real need. Considering the lack of evidence
that FD&C yellow #5 (tartrazine) and other azo dyes
such as FD&C yellow #6 (Sunset yellow FCF) cause
any significant hypersensitivity or allergenicity pro-
blems, except in very rare cases, it appears that all that

should be necessary is to make sure that the colorants
are listed as a component on drug labels. These types
of label requirements already apply in most industria-
lized countries and provide appropriate controls to
allow those few people who are affected by these colors
to manage their intake.

Non-harmonized regulations

Government regulations concerning the use of color
additives change frequently, thereby making it difficult
to be complete and accurate in listing colorants for use
in international pharmaceutical development.

Legislation in various countries differs significantly
regarding the color additives and their uses, although
the principles of the laws are similar. These differences
have led to certain colors being acceptable in one country
and not being permitted in another. This creates a signifi-
cant challenge to a pharmaceutical formulator when
selecting colorants for use in global drug development.

In addition to assessing whether a particular color-
ant is approved for a specific use in certain countries, it
is important to note that the specifications that each
colorant must meet may also vary significantly from
one region to another.

For instance, iron oxides are well known for being
some of the most globally accepted colors. They are
approved for use in drugs in most countries in the
world. However, there are significant differences in the
specifications for the various iron oxides listed in U.S.
European, and Japanese regulations which mean that
only certain iron oxides available in the marketplace
can meet all of these requirements. In most cases, these
grades must be subjected to many tests to provide
assurance of compliance, which impacts the costs of
these grades.

If a formulator is not extremely cautious in selecting
an appropriate grade, the finished dosage form made
from that grade may only be able to be marketed in
certain countries, but not others. This would poten-
tially mean development of multiple versions of the
drug if the manufacturer determines that they would
like to market the product in these other countries later
on. The costs of this type of development can be very
high and could potentially be eliminated by carefully
selecting grades of colorants during early development
of the drug that meet all of the requirements of the tar-
get market envisioned by the manufacturer. Of course,
this requires that the pharmaceutical manufacturer
identifies all the anticipated target markets for a partic-
ular drug product up front. Historically, many compa-
nies have not done this until after the drug product has
undergone many studies and, potentially, even regula-
tory reviews. Changing the colorant at this stage is very
difficult.
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Another interesting example that further illustrates
this issue is the differences in regulations concerning
D&C yellow #10 and Quinoline yellow between the
United States and Europe. Although the Color Index
(CI) numbers are the same, the dyes differ in compo-
sition as defined in the regulations. Quinoline yellow’s
purity criteria is defined in European Directive 94/45/
EC as E104, which requires that the material contain
not <80% of the disulfonated component of the dye
and not >15% of the monosulfonated component.[8]

D&C yellow #10 is listed in the U.S. 21CFR
(74.1710) which requires that the dye contain not
<75% of the monosulfonated component and not
>15% of the disulfonated component of the dye.[9]

These specifications are mutually exclusive meaning
that if a formulator desires the color obtained from
these colorants, two versions of the drug product will
be required if the product is to be marketed in both
the United States and Europe.

Neither version of this dye is currently approved in
Japan for use in drugs because of a lack of precedent.
It would probably be possible to obtain approval in
Japan if a manufacturer included one of these color-
ants in a new drug application and provided adequate
safety data to convince Japanese regulators that the
colorant is safe. However, in practice, most companies
avoid using colorants that lack a precedent of previous
use in Japan because this will usually delay drug
approval.

Additional U.S. regulatory requirements—FDA
certification

All colorants intended for use in the United States are
regulated by the FDA as specified in the FD&C Act of
1938 and the 1960 Color Additives Amendment. The
latter legislation defines a color additive as ‘‘any dye,
pigment, or other substance made by a process of
synthesis or similar artifice, or extracted, isolated, or
otherwise derived, with or without intermediate or
final change of identity, from a vegetable, animal, min-
eral or other source and that, when added or applied to
a food, drug, or cosmetic or to the human body or any
part thereof, is capable (alone or through reaction with
another substance) of imparting a color thereto.’’[10]

The 1960 Color Additives Amendment also listed
those color additives that need to be certified and those
that are exempt from certification. The law establishes
that color additives can be used under provisional
listings until scientific investigations determine that
they are suitable for permanent listing. See Tables 1
and 2 for a listing of permanently and provisionally
listed colorants.[11]

The certification procedure requires manufacturers
of certified colorants to submit a sample of each batch
of the color to the FDA for chemical analysis. If the

results of the analysis comply with the specifications
in the CFR, a certification lot number is assigned,
and a certificate is issued for that batch. No color that
requires certification can legally be used in the United
States without being previously certified by the FDA.
The certification lot number should be referenced in
all documentation regarding the use of these colorants.

This procedure allows the FDA to be certain that
all batches produced of a given color are chemically
similar to the batches used in the original toxicology
studies that were the basis for colorant approval.

TYPES OF COLORANTS APPROVED
IN VARIOUS REGIONS

U.S. Certified Synthetic Colorants

The FD&C Act divided the synthetic colors into three
categories: colors for foods, drugs, and cosmetics
(FD&C), colors for drugs and cosmetics (D&C), and
colors for externally applied drugs and cosmetics
(external D&C). All synthetic colorants approved for
use today must meet the specifications, uses, and
restrictions as described in Title 21 of the CFR (Parts
74, 81, and 82). Certified synthetic colorants are the
primary source of colorants used in the pharmaceutical
industry.

FD&C colorants

The present list of FD&C certified colorants consists of
both dyes and lakes. Lakes are pigments. They are
insoluble materials that color by dispersion and reflected
light. FD&C dyes are water-soluble and exhibit their
color by transmitted light.

FD&C dyes: Today, FD&C dyes are synthetic
organic molecules produced from highly purified inter-
mediates derived from petrochemicals and other
sources. The stigma of the association of FD&C dyes
with coal tar no longer exists because of these starting
materials. They are marketed in a number of physical
forms, such as powder, granular, pastes, liquids, and
dispersions. Many of these forms are customized for
specific uses and are selected by the user for their parti-
cular application.

Dyes are relatively unstable because of their chemi-
cal structures. They are subject to instability as a result
of: 1) light energy; 2) oxidizing and reducing agents;
3) microorganisms; 4) trace metals; 5) pH; and 6) high
temperatures.

The instability to these parameters and the solu-
bility limits differ from color to color and should be
considered when selecting dyes for use in various
applications.
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FD&C lakes: The only lakes permitted for use in
all three categories—foods, drugs, and cosmetics—are
the aluminum lakes. These are manufactured through
the adsorption of an aluminum salt of an FD&C dye
on a base of alumina hydrate.

The properties of these lakes can be controlled by
variations in process conditions during manufacturing
(for example, starting materials, order of additions,
pH, and temperature). The most important attributes
of aluminum lakes are the shade and particle size.
The shade of the lake may be influenced by the quan-
tity of dye adsorbed onto the alumina hydrate and the
particle size distribution. The particle size also affects
the tinting strength (that is, coloring power) of the
pigment. Smaller particles result in increased surface
area, which allows for an increase in reflected light
and hence more color.

For additional information on the chemistry and
properties of certified colors see Ref.[12].

D&C and external D&C colorants

D&C and external D&C colorants may be used to
color drugs and cosmetics with certain restrictions. A
basic regulatory difference between FD&C, D&C,
and external D&C colorants is that D&C and external
D&C colorants have specific uses and restrictions. The
classifications of D&C and external D&C mean little
today, because many of the colorants listed as D&C
are restricted to external uses.

D&C and external D&C colorants may also exist in
either the dye or lake form; however, the majority of
the commercially significant D&C and external D&C
colorants are lakes.

D&C and external D&C dyes: The starting mate-
rials used in the manufacture of this class of colors
are similar to those used for FD&C colors. D&C and
external D&C dyes may or may not be soluble in
water. Some are insoluble metal salts, and others are
insoluble because they contain no water solubilizing
groups. Several, however, are soluble in organic solvents.

Analogous stability problems exist between D&C,
external D&C, and FD&C dyes, although there are a
few D&C colors that are considerably more stable than
the FD&C colorants.

D&C and external D&C lakes: These lakes are
usually manufactured by precipitating a soluble dye
onto an approved substrate. In the case of D&C colors,
the substrate may be alumina, blanc fixe, gloss white,
titanium dioxide, zinc oxide, talc, rosin, aluminum ben-
zoate, calcium carbonate, or any combination of these
materials.

A notable difference between FD&C and D&C
lakes is that FD&C lakes must be manufactured using
previously certified dyes, whereas D&C lakes are not
restricted by this requirement. However, the regulations

may change in the future requiring all lakes to be made
from previously certified color.

The lakes made from D&C dyes are subject to the
same uses and restrictions as the color from which they
are derived.

The important physical properties of the FD&C
lakes, such as particle size and shade, are equally impor-
tant characteristics of the D&C and external D&C lakes.

Colorants Exempt from U.S. Certification

Certain colorants are not required by the FD&C
Act to be certified by the FDA before use (Table 3).
These include natural organic and inorganic colorants
and certain synthetically produced so-called, nature-
identical colors such as b-carotene. Although these
colors are exempt from certification, they are still regu-
lated by the FDA regarding their specifications, uses,
and restrictions.

Most colors exempt from certification are obtained
from animal, vegetable, or mineral sources. Most of
the inorganic pigments are synthetically produced.
Some examples would be titanium dioxide, synthetic
iron oxide, and zinc oxide.

The inorganic colorants generally have good stab-
ility in a variety of applications. They tend to be
less sensitive to heat and light than most of the other
types of colorants used in pharmaceutical products.
Titanium dioxide is a widely used white pigment. The
other inorganic pigments are mainly earth tones.

Many of the natural organic colors in this category
are extracts of a specific plant or insect. These extracts
are then processed into a usable form. Because of the
different sources of these materials, the properties vary
greatly for each colorant and also exhibit batch-
to-batch variation. Because of the types of raw materi-
als used and the difficulties in manufacture, these
materials tend to be very costly.

Most of the natural organic colorants exhibit poor
stability. They are very sensitive to heat, light, and
environment. At present, their use is limited because of
difficulties in incorporating them into specific products.
In general, they exhibit far less tinting strength and lack
the range of colors and color reproducibility that can be
obtained when using synthetic colorants. In some cases,
they may also flavor the product being colored.

Many schemes have been contrived to improve the
stability of the natural organic colors. There are also
many novel approaches for incorporating these colors
into products and processes. However, they have met
with little success. Although the use of natural organic
colors may be desired for a number of reasons, in a
majority of these cases it proves impractical.

Much research is currently underway to support the
use of additional colors exempt from certification.
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Color Additive Petitions are being submitted and
reviewed by the FDA for a number of new colors
and extended uses of existing colors. During the next
several years, it is expected that many of these color-
ants may be approved for these uses in the U.S.
pharmaceutical industry.

Major Colorants Used in Multinational
Pharmaceutical Applications

As mentioned earlier, when using colorants in phar-
maceutical products to be produced or marketed in
countries other than the United States, it is extremely
important that the target market be established
during the product development stage, because the
colorant regulations vary significantly from country
to country. Various official references are available
that can be used to assess the regulations and require-
ments regarding approved colorants in specific
countries.[4,5,11,13–17] Additionally, some color usage
guides are available from several color manufacturers,
which can be helpful.

Most European countries follow the European
Directives that list the colorants and specifications
for use in foods and drugs in the European Union
(EU). The directive that has previously controlled the
approved colorants for use in pharmaceuticals in
Europe is 78/25/EEC, which refers to a list of color-
ants from a 1962 directive.[13,14] The EC published
European Directive 94/36/EC in 1994, which signifi-
cantly changed the list of approved colorants for use in
foods. For example, Allura red AC (FD&C red #40)
and Brilliant blue FCF (FD&C blue #1) were now
approved for use in foods, however, these materials did
not exist on the list of approved drug colorants because
of the cross-referencing of the pharmaceutical directives
back to the 1962 list. This has created much confusion
throughout industry and the regulatory community.

Recent discussions within the EU have indicated
that the colorant list from 94/36/EC will be rationa-
lized into a new pharmaceutical color directive in
the future so that the colorant lists will be aligned.
It is now considered acceptable to use these colors
in new drug applications even though the formal
directives have not yet been finalized. However, each
country may have some specific regulations for the
use of these colorants in pharmaceuticals that must also
be considered. Some non-member European countries,
such as some Scandinavian countries, severely restrict
the use of synthetic colors and in some cases oppose their
use entirely.

The purity criteria specifications for colorants
approved for use in Europe are laid down in European
Directive 95/45/EC.[8] Each colorant defined by an
EEC number has a monograph listing the required

tests and limits. The regulation does not specify the test
methods to be used for these tests; however, the Joint
Expert Committee on Food Additives (JECFA) meth-
ods are generally acceptable. Any colorant that is to be
used in Europe must meet these specifications, which are
somewhat different than those used in other countries.

See Table 4 for a list of commonly used European
colorants. This list is based on the colorants approved
in 94/36/EC.[15]

Regulations for colorant use in Canada have many
similarities to the U.S. regulations; however, differ-
ences do exist. Some colors approved in Canada are
not approved in the United States and vice versa.
Canada’s color regulations for drug color generally list
most colors acceptable for use in Europe as well as
those listed for use in the United States. However,
some differences do exist. See Table 5 for colorants
that can be used in Canadian drug applications.[16]

In Japan, pharmaceutical colorants are regulated by
the MHWs ‘‘Ministerial Ordinance to Establish Tar
Colors which can be Used in Pharmaceuticals:’’ No.
30, August 31, 1966.[17] This regulation provides a list
of approved synthetic colorants and their specifica-
tions. In 1993, MHW reviewed these regulations, and
proposals were made to update the regulation. How-
ever, no action has been officially taken regarding these
proposals at this time. Therefore, the 1966 regulation is
still in effect. Quantity restrictions exist for most synthetic
colorants in Japan based on a requirement that these col-
orants only be present in trace quantities. These trace
requirements in Japan are commonly referred to as
BIRYO limits. The BIRYO limit for the use of synthetic
colorants in oral drug applications is not >0.1% by
weight of color (lake or dye) in the dosage form.

Additional non-synthetic colors may be acceptable
for pharmaceutical applications based on previous pre-
cedence of use. These colors are typically listed in the
Japanese Pharmaceutical Excipients (JPE) Directory
along with their Japanese Pharmacopoeia (JP) or
JPE specification.[18]

See Table 6 for a list of commonly used pharmaceu-
tical colorants in Japan. This list does not contain all of
the acceptable colorants that may be used, but does
highlight the major colorants with significant commer-
cial implications along with some of the quantity
restriction information.

Most countries have their own specific set of regula-
tions concerning food and drug colorants based on
local systems of additive approval. Because of these
local evaluations, these regulations vary quite signifi-
cantly and must be assessed when selecting colorants
for target markets that include these countries.

Some countries throughout the world use colorants
and specifications recommended by the JECFA, which
is organized through the Food and Agricultural
Organization (FAO) and the WHO.[4,5] In many cases,
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Table 5 Approved drug colorants for use in Canada in 2000

Color Alternate name Color index number CAS number

A. Colorants approved for internal and

external drug use
Acid fuchsin D D&C red #33 17200 3567-66-6

Alizarin cyanine green F D&C green #5 61570 4403-90-1

Allura red AC FD&C red #40 16035 25956-17-6

Amaranth Delisted FD&C red #2 16185 915-67-3

b-APO-80 Carotenal — 40820 1107-26-2

Brilliant blue FCF sodium salt FD&C blue #1 42090 3844-45-9

Brilliant blue FCF ammonium salt D&C blue #4 42090 6371-85-3

Canthaxanthin — 40850 514-78-3

Caramel — — —

Carbon black — 77266 1333-86-4

Carmine — 75470 1260-17-9

Carmoisine Azorubine 14720 3567-69-9

b-carotene — 40800 7235-40-7

Chlorophyll — 75810 479-61-8

Eosin YS acid form D&C red #21 45380 : 2 15086-94-9

Eosin YS sodium salt D&C red #22 45380 17372-87-1

Erythrosine FD&C red #3 45430 16423-68-0

Fast green FCF FD&C green #3 42053 2353-45-9

Flaming red D&C red #36 12085 2814-77-9

Helindone pink CN D&C red #30 73360 2379-74-0

Indigo D&C blue #6 73000 482-89-3

Indigotine FD&C blue #2 73015 860-22-0

Iron oxides Iron oxide red 77491 1309-37-1

Iron oxide yellow 77492 51274-00-1

Iron oxide black 77499 12227-89-3

Lithol rubin B sodium salt D&C red #6 15850 5858-81-1

Lithol rubin B calcium salt D&C red #7 15850 : 1 5281-04-9

Phloxine B sodium salt D&C red #28 45410 18472-87-2

Phloxine O acid form D&C red #27 45410 : 1 13473-26-2

Ponceau 4R — 16255 2611-82-7

Ponceau SX FD&C red #4 14700 4548-53-2

Quinoline yellow WS D&C yellow #10 47005 8004-92-0

Riboflavin — — 83-88-5

Sunset yellow FCF FD&C yellow #6 15985 2783-94-0

Tartrazine FD&C yellow #5 19140 1934-21-0

Titanium dioxide — 77891 13463-67-7

B. Colorants approvants for external drug use

Alizurol purple SS D&C violet #2 60725 81-48-1

Annatto — 75120 —

Bismuth oxychloride — 77163 —

Chromium hydroxide green Pigment green 18 77289 —

Dibromofluorescein (solvent red 72) D&C orange #5 45370 : 1 —

Deep maroon D&C red #34 15880 : 1 6417-83-0

Guanine — 75170 —

Orange II D&C orange #4 15510 633-96-5

Manganese violet — 77742 —

Mica — 77019 —

Pyranine concentrated D&C green #8 59040 6358-69-6

Quinizarin green SS D&C green #6 61565 128-80-3

Toney red D&C red #17 26100 85-86-9

Uranine acid form D&C yellow #7 45350 : 1 2321-07-5

Uranine sodium salt D&C yellow #8 45350 518-47-8

Zinc oxide — 77947 —

Preparations made by extending any of the above colors on a substratum of alumina, blanc fixe, gloss white, clay,

zinc oxide, talc, rosin, aluminum benzoate, calcium carbonate, or any combination of these listed substances.

Preparations made by extending any sodium, potassium, aluminum, barium, calcium, strontium, or zirconium salt of any

of the colors listed in paragraph A and B on a substratum of alumina, blanc fixe, gloss white, clay, zinc oxide, talc, rosin, aluminum

benzoate, calcium carbonate, or any combination of these listed substances.

(From Ref.[16].)
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approved drug colors are considered by these countries
to be the same as the approved food colors.

COLORING SYSTEMS FOR VARIOUS
DOSAGE FORMS

Once the colorants have been identified that are
approved for use in the target market, other perform-
ance-oriented criteria should be assessed. In selecting

a colorant for a given application, prime consideration
should be given to the type of formulation in which the
colorant is to be incorporated.

Whatever the form of colorant chosen, it should
meet certain criteria, namely:

� It must be non-reactive.
� It should be the most stable form for the application.
� It should be easily incorporated into the system in

which it is being used.

Table 6 Approved drug colorants for internal use in Japan in 2000a

Color Alternate name Color index number CAS number

Acid red Acid red #52 45100 —

Amaranthb,c Delisted FD&C red #2 16185 915-67-3

Brilliant blue FCF sodium saltb FD&C blue #1 42090 3844-45-9

Caramel — — —

Carmine — 75470 1260-17-9

b-CaroteneR1 — 40800 7235-40-7

Copper chlorophylld — — —

Erythrosineb FD&C red #3 45430 16423-68-0

Fast green FCFb FD&C green #3 42053 2353-45-9

Indigotine (indigo carmine)b FD&C blue #2 73015 860-22-0

Iron oxide rede Red ferric oxide JPE 77491 1309-37-1

Iron oxide yellowf Yellow ferric oxide JPE 77492 51274-00-1

Iron oxide blackg Black iron oxide JPE 77499 12227-89-3

Phloxine B sodium saltb D&C red #28 45410 18472-87-2

Ponceau 4Rb — 16255 2611-82-7

Riboflavin — — 83-88-5

Riboflavin butyrateh — — —

Riboflavin sodium phosphateh — — —

Rose bengali Acid red #94 45440 —

Sodium copper chlorophyllinj — — —

Sunset yellow FCFb FD&C yellow #6 15985 2783-94-0

Tartrazineb,c FD&C yellow #5 19140 1934-21-0

Titanium dioxide — 77891 13463-67-7

Turmeric extract Curcumin 75300 458-37-7

Vegetable carbon blackk — 77268 : 1 1333-86-4
aBased on colors approved by the MHW’s Aluminum lakes of these colors are also authorized. (From Ref.[17].)
bNot more than 0.1% by weight of color (lake or dye) can be used in a dosage form (BIRYO limit on trace amounts).
cColor is permitted but use is generally discouraged for new drug applications.
dNot more than 1.8 mg/day.
eNot more than 95.4 mg/day.
fNot more than 5.67 mg/day.
gNot more than 1.539 mg/day.
hNot more than 0.4 mg/day.
iNot more than 2.0 mg/day.
jNot more than 75 mg/day.
kMust comply with Medicinal Carbon JP specifications if used for manufacture in Japan.
d,e,f,g,h,i,jPrecedent limit listed in the Japanese Pharmaceutical Excipients Directory (JPED) 2000, Japanese Version. This limit represents the

maximum daily dosage that a patient should consume from the use of a particular dosage form. (From Ref.[18].)
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� It should meet the aesthetic criteria required.
� It should not impart any offensive odor or taste to

the product.

Tablets

Sugar-coating

Sugar-coating is a process involving several steps, and
success is measured in terms of the elegance of the final
product. To achieve this success, highly skilled man-
power must be used, and care must be taken through-
out the process. In the past, because of these factors,
sugar-coating was a very time-consuming part of the
manufacture of coated tablet dosage forms. The
sugar-coating process is divided into several opera-
tions. These include sealing, subcoating, smoothing,
coloring, and polishing.

For the purposes of this article, only the coloring
stage will be discussed. This is probably one of the
most critical parts of the operation. It gives the tablet
its color and, in some cases, its finished size.

Before the 1950s, traditional color coating for solid
dosage forms was usually performed using soluble dyes
as the prime colorant. This system can produce the
most elegant tablet. However, many difficulties can
arise during the processing. These usually relate to
the dye being soluble. Color migration readily occurs
if the drying stage after each application of color is
not handled properly. This results in non-uniform
color or mottling. Small depressions or irregularities
in the surface of the tablet may also cause non-uniform
color. This results from the concentration of dye in
these imperfections. Many smoothing coats are needed
before any color can be applied.

Careful control must be exercised during the coating
process to achieve a good color match. Care also must
be taken to ensure that the tablets do not become over-
colored. Syrups of increasing dye concentrations
usually are used to achieve a color match and to con-
trol mottling. This operation may take from 20 to 60
applications for the color to develop fully.

All of the aforementioned problems combine to
make color reproducibility from batch to batch diffi-
cult to achieve. It becomes obvious that the services
of a skilled coater are needed to obtain the best pos-
sible results. As can be seen, dye sugar-coating is a very
time-consuming and delicate operation.

Late in the 1950s, the pigment sugar-coating process
was developed and subsequently patented by Arnold
Nicholson and Stanley Tucker.[19] The coloring com-
position of this invention was essentially an aluminum
lake and an opacifier dispersed in a syrup solution.
This system produced brightly colored, elegant tablets
and eliminated many of the problems associated with
the standard sugar-coating technique.

The use of insoluble certified lakes have several
advantages, namely:

� The fact that they are insoluble enables the drying
stages to be performed more quickly, because color
migration is unlikely.

� Mottling is reduced because the opacity of the system
minimizes the effect of tablet surface depressions.

� Overcoloring is not a problem because the system is
opaque; hence, only one shade of color will result.

� Full color development can be achieved with a
fewer number of application stages. This results in sig-
nificant time savings, yet produces a final product that
has all the properties of the standard sugar-coated
tablet plus increased light stability. Raw material costs
are also improved.

� Many of the problems associated with color reproduci-
bility have been eliminated entirely. The finished tablet
color has been predetermined by color matching the
pigment dispersion before coating.

All of these advantages have resulted in pigment
systems virtually replacing the soluble dye sugar-
coating process.

Effective use of these pigments can be best made if
they are adequately dispersed in the syrup. Obviously,
it is more difficult to disperse pigment than it is to dis-
solve dye. The dusty nature of pigments sometimes
requires the use of air filtration and dust collection systems
to avoid contamination of other areas of the plant.

Today, there are a number of manufacturers who
offer color-matched, predispersed, pigment sugar-coat-
ing concentrates. These concentrates are easily incor-
porated into the bulk of the syrup-coating solution.
The convenience of these concentrates and the ability
of the manufacturers to reproduce color batch after
batch make these products an attractive alternative
to self-preparation of dispersions.

Film-coating

Film-coating was developed early in the 1950s to help
resolve many of the problems associated with sugar-
coating. It involves the application of a film-forming
polymer onto the surface of a substrate (such as
tablets, granules, and capsules). In addition to the
polymer, the film contains plasticizers and colorants,
which are needed to achieve the desired properties in
the final dosage form.

The polymer and the plasticizer are usually dis-
solved in a solvent to form a coating solution in which
the colorants can be dissolved or dispersed. The original
film-coating systems used organic solvents for polymer
solution. Today, aqueous systems have largely replaced
the organic solvents for environmental reasons.

Coloring Agents for Use in Pharmaceuticals 665



C
linical–C

olor

When using organic solvents, water-soluble dyes are
not used because of solubility constraints. In aqueous
film-coating systems, water-soluble dyes can be used
as colorants. However, many of the same problems
observed in sugar-coating may exist relating to color
migration on drying of the films. Additionally, because
film coatings are relatively thin, small differences in
film thickness on tablets may result in significant color
variations. There has been some success in using
opacified dye systems; however, these systems have
been shown to have poorer light stability than pigmen-
ted coatings.

The colorants of choice for these applications are
lakes and inorganic pigments. In addition to providing
color, pigments have been reported to reduce moisture
diffusion through the film and improve light stability
as compared with dye.[20]

Again, it is important that these pigments be well
dispersed in the system to maximize color and pro-
vide an elegant appearance. Because dispersing these
pigments into the coating system is a difficult task,
the use of commercially available predispersed color-
matched pigment concentrates are recommended.
These concentrates are available both in liquid and in
dry forms. The dry forms may contain all of the com-
ponents needed for a total film-coating system that can
be dispersed in water or other solvents directly at the
coating pan.

Colored wet granulations

Dissolving water-soluble dyes in a binding solution for
the granulating process is the most common approach
to coloring a tablet formulation. However, during dry-
ing of the granulation, the soluble colors may migrate,
and if more than one color is used, the dyes may
migrate at different rates. This results in an uneven col-
oring of the granulation, which will have a mottled
appearance after compression. Some additives, such
as starches, clays, and talc, have been used to adsorb
the dye, thereby reducing but not completely eliminat-
ing the migration.

This entire problem can be avoided by using lakes
or other pigments. The colors will not migrate because
they are insoluble. In addition, the light stability of the
product will be improved.

Direct compression

A growing interest in direct compression formulas has
developed, mainly for economic reasons. The number
of processing steps has been reduced, and the avail-
ability of many direct compression materials allows
for a simplified tablet formulation. Direct compression
formulations require blending only; therefore, lakes
and other pigments are used because the elimination

of the wetting step prevents the effective use of soluble
colors.

The dry-coloring of tablets with pigments is not
without problems. Although there is little chance of
color migration, poor blending of the pigments into
the powder can result in color specking and ‘‘hot
spots.’’ This problem can be minimized by preblending
the pigment with a small part of one of the other ingre-
dients before addition to the entire mixture to reduce
pigment particle agglomeration. The ease with which
the pigment can be incorporated into the formulation
may depend on the components in the mixture. In
extreme cases, some type of milling may be required
to achieve an adequate dispersion.

Hard Gelatin Capsules

Hard gelatin capsules are manufactured by melting
gelatin, coloring the gelatin, and casting onto pins to
form half capsules. They are then dried, stripped off,
trimmed, and mated. The capsules are colored prim-
arily using FD&C or D&C colorants and sometimes
an opacifying agent such as titanium dioxide.

The clear type of capsule is colored using water-
soluble dyes. Solutions of these colors are simply
added to the gelatin melt. The pH of the gelatin is
important because it can alter the shade of the
color. It is also important to control the thickness of
the capsule wall because variations can change color
intensity. If the active ingredient is photosensitive, it
is advisable to use an opaque capsule. Opaque capsules
can contain pigments or dyes and an opacifier. The
colorants are usually dissolved or dispersed in water,
glycerine, or combinations of these vehicles before
addition to the gelatin mixture. Wall thickness is rarely a
factor in determining the shade of an opaque capsule.

Recent technological advances in the area of spin
printing have allowed some manufacturers to color-
identify capsules by printing bands of varying widths
and colors on the capsule bodies through the use of
colored imprinting inks. The inks are generally colored
using pigments because they offer greater light stab-
ility. Dyes can be used, however, if a transparent color
band is desired.

Liquid Products

The appearance of clear liquid products depends prim-
arily on the color and clarity of the solution. Dyes
should be used that are completely soluble in the parti-
cular solvent and at the required concentration. Many
times dyes that correspond to the flavor of the product
(for example, red for cherry or yellow for lemon) will
be chosen.
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Factors influencing the shade and stability of dyes in
the liquid system must be carefully considered as well.
Among these properties are pH, microbiologic activity,
light exposure in the final product package, and the
compatibility of the dye with other ingredients. The
color shade of most dyes varies greatly at different pHs,
making control of product pH extremely important.

All soluble dyes contain reactive sites, and some
may be incompatible with drug substances in the for-
mulation. The anionic colors can also react with com-
pounds containing polyvalent cations (such as calcium,
magnesium, or aluminum) and precipitate. Certain
dyes, such as FD&C blue #2 and FD&C red #3, exhibit
such poor stability in aqueous solutions that they
should never be used for coloring aqueous liquid
products.

When formulating liquid products with dyes, the
lowest possible concentration of dye needed to give
the desired color should be used, because higher
concentrations can result in a dull color. Most liquid
products have dye concentrations of <0.001%. The
actual concentration depends on how the product will
normally be viewed and the depth of color required.

Because dyes are usually present in small concentra-
tions, they should be predissolved before mixing with
the bulk of the formulation. This will ensure that all
the dye has been dissolved before additional processing.

If the dye was added directly to the bulk mixing tank,
the presence of small amounts of undissolved material
would be difficult to determine and could cause additional
problems later during the compounding procedure.

Pigments or dyes can be used for coloring opaque
liquids such as suspensions, emulsions, or imprinting
inks. In aqueous systems, pigments offer improved
light stability and are less affected by pH and vehicle
compatibility. This results in increased shelf life. In
non-aqueous systems, because of solubility restrictions,
the use of pigments is necessary. The liquid media may
cause certain organic pigments to bleed. The extent of
bleed will depend on the solvent composition and pH.

If pigments are chosen as the colorants, it may be
necessary to predisperse them before adding them to
the final product. Concentrated dispersions in a wide
variety of vehicles are commercially available.

Ointments and Salves

Both dyes and pigments can be used for coloring oint-
ments and salves, depending on the vehicle. Pigments
are preferred because they will not migrate to the sur-
face. To incorporate the pigments into the system, it
may be necessary to blend the pigment and the product
on a roll or ointment mill.

Table 7 Approximate solubilities of some FD&C colors at 25�c in grams per 100 ml of solventa

Color Distilled water Glycerine Propylene glycol 95% Ethanol 50% Ethanol

FD&C blue #1 18 20 20 1.5 20

FD&C blue #2 1.5 1 0.1 Trace 0.2

FD&C green #3 17 15 15 0.2 7

FD&C red #3 12 22 22 2 4

FD&C red #40 20 3 1.5 Trace 1

FD&C yellow #5 15 18 8 Trace 4

FD&C yellow #6 18 15 2 Trace 2
aThe solubility of commercial lots of FD&C colors differs widely depending on the amounts of salt, pure dye, moisture, and subsidiary dyes

present.

Table 8 FD&C color stability data

Dye Heat Light Acid Base Oxidizing agents Reducing agents

FD&C blue #1 Good Moderate Very good Moderate Moderate Poor

FD&C blue #2 Good Very poor Moderate Poor Poor Good

FD&C green #3 Good Fair Good Poor Poor Very poor

FD&C red #3 Good Poor Insoluble Good Fair Very poor

FD&C red #40 Good Moderate Good Moderate Fair Fair

FD&C yellow #5 Good Good Good Moderate Fair Fair

FD&C yellow #6 Good Moderate Good Moderate Fair Fair
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COLORANT PROPERTIES AND APPLICATIONS

Having discussed the different methods of coloring
pharmaceutical products and the various forms of colo-
rants available, the next section can be used to assist in
product formulation.

Soluble Dyes

If the choice of colorant is a soluble dye, many are
offered in a powder, granular, or liquid form. The
liquid form offers ease of handling, is dust-free, and
is ready to use. However, it is probably the most
expensive form of coloring and is subject to both light

and microbial stability problems. The powder form is
least expensive but poses potential dust problems and
can result in plant contamination. The granular pro-
duct is recommended because dust problems are
reduced, although, in some cases, it may have a slower
rate of dissolution than the powder form, depending
on the color.

Tables 7–9 show typical solubility and stability
properties of some of the dyes.

Lake Pigments

FD&C lakes are available in dye strengths of 3–60%.
The actual shade and tint will vary for each color

Table 9 Solubilities and fastness properties of some D&C colorsa

Solubilities Stability

Water Glycerol EtOH Light Acid Alkalis Reducing agents Oxidizing agents

D&C blue #4 S S S F G F P P

D&C blue #9 I I I G G G P G

D&C green #5 S S SS G G G P F

D&C green #6 I I SS G G G P F

D&C green #8 S SS SS P G F F

D&C orange #4 S S SS G G P F F

D&C orange #5 I SS S P F G F F

D&C orange #10 I SS S P F G F F

D&C orange #11 S S SS P F G F F

D&C red #6 S S I G F F P F

D&C red #7 I I I G F G P F

D&C red #17 I SS SS F F G P F

D&C red #21 I I SS P F G F F

D&C red #22 S S SS P P G F F

D&C red #27 I I SS P F G F F

D&C red #28 S S S F F G F F

D&C red #30 I I I G G G P G

D&C red #31 S SS SS G F G P F

D&C red #33 S S SS G F G P F

D&C red #34 I I I F F F P F

D&C red #36 I I I G F F P F

D&C red #39 I S S P P G F F

D&C violet #2 I I SS F G G P P

Ext. D&C violet #2 S S SS G G G P F

D&C yellow #7 I SS SS P G G F F

Ext. D&C yellow #7 S S SS F G G F F

D&C yellow #8 S S S F F G F F

D&C yellow #10 S S SS F G F G P

D&C yellow #11 I SS S P G P G P

aI–insoluble; SS–slightly soluble; F–fair; G–good; P–poor.
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and dye strength. There also may be slight differences
from one manufacturer to another.

Properties that have made lakes more suitable
(for coloring dosage forms) are their relative opacity,
stability with regard to heat and light, and ability to
be used dry when coloring products (such as tablets)
made by direct compression. They are the only choice
for coloring fats and oils, because there are no oil-
soluble colorants approved for this application.

Some of the physical characteristics listed for lakes
in the literature include particle size distribution,
moisture content, oil absorption, bulk density, specific
gravity, and pH stability. These properties may or may
not be of interest, depending on the user’s application.

The particle size distribution determines the tinting
properties of a particular pigment. A good distribution
of particle size contributes to the relative ease of
dispersion of the pigment into a given system.

If the lakes used are aluminum lakes, the alumina
substrate contains water of hydration, and the lake
itself may have total moisture content of between 12
and 25%. High processing temperatures can release
some of the hydrated water; however, in most pharma-
ceutical applications this is not a problem.

Oil absorption is a measure of the amount of oil
necessary to wet out a pigment particle such that each
particle becomes enclosed in a shell of oil. The amount
of oil required depends on the surface area of the pig-
ment and the porosity of the particle. This property
probably has more application in the paint industry
than in coloring pharmaceuticals. It may be of some
limited value in producing ointments and salves.

The bulk density is the mass of a unit volume of
loose dry pigment, including voids. Sometimes this is
called the apparent density. Bulk density may vary
from one manufacturer to another, depending on the
particular milling process.

Specific gravity is defined as the weight of pigment
per unit volume relative to a standard, usually water.
This property is important, because it can sometimes
have an effect on dispersion stability. Pigments that
are heavier than the vehicle in which they are dispersed
are prone to settling.

Most aluminum lakes are within a pH range of 4.0–
8.0. Outside this range, the dye and substrate may be
separated and the lake dissolved. Other lakes may exhi-
bit some stability outside of this range. The color shade
of a lake may also vary with pH.

Table 10 gives typical physical properties for most
FD&C lakes. Table 11 lists relative light stability infor-
mation for some lake pigments. These values can vary,
depending on the environment in which the pigment is
dispersed. The data shown relate fading properties of
one pigment to another in a hydroxypropyl methylcel-
lulose (HPMC) film system. This information can be
used as a general guideline. However, actual light stability
information on a given dosage form must be evaluated
when assessing shelf life and packaging concerns.

CONCLUSIONS

As you can see, selection of colorants for use in global
drug development can be very complicated and time-
consuming. With the differences in colorant regula-
tions worldwide and the need for various performance
attributes based on the dosage form, there are

Table 10 FD&C aluminum lakes: typical physical data

Average particle size 5.0–10.0mm

Moisture content 12%–25%

Oil absorption 40–45a

Bulk density 15–20 lb/cu ft

Specific gravity 1.7–2.0 g/cc

pH Stability range 4.0–8.0
aASTM method D281-31, expressed in grams of oil per 100 g of

pigment.

Table 11 Fading characteristics of some FD&C and other

lakesa

Pigment Rating

D&C red #30, 30% AL 0.5

D&C red #7, 50% toner 0.5

FD&C blue #2, 34% AL 1

FD&C yellow #5, 38% AL 1.5

FD&C yellow #5, 15% AL 1.5

FD&C blue #2, 12% AL 1.5

Quinoline yellow, 23% AL 2

FD&C red #40, 40% AL 3

Carmoisine, 25% AL 4.5

FD&C red #40, 15% AL 5

D&C yellow #10, 17% AL 5

FD&C yellow #6, 40% AL 5.5

FD&C blue #1, 30% AL 6

FD&C yellow #6, 15% AL 7

Ponceau 4R, 25% AL 7

FD&C red #3, 40% AL 7.5

FD&C blue #1, 12% AL 7.5

FD&C red #3, 15% AL 8.5

Patent blue V, 25% AL 9
aA hydroxypropyl methylcellulose film of pigment was exposed in a

fadeometer for 3, 6, and 12 h. The rate at which the colorant

degraded was noted from tint strength calculations and placed on

a scale of 0–10, with the higher numbers indicating an increased tend-

ency to fade. AL–aluminum lake.
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numerous considerations that must be assessed. There-
fore, it is important that appropriate expertise be
consulted before finalizing colorant selection to help
prevent future development or registration problems.
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Complexation: Cyclodextrins

Gerold Mosher
Diane O. Thompson
CyDex, Inc., Overland Park, Kansas, U.S.A.

INTRODUCTION

Complexation is one of several ways to favorably
enhance the physicochemical properties of pharma-
ceutical compounds. It may loosely be defined as the
reversible association of a substrate and ligand to form
a new species. Although the classification of complexes
is somewhat arbitrary, the differentiation is usually
based on the types of interactions and species involved,
e.g., metal complexes, molecular complexes, inclusion
complexes, and ion-exchange compounds. Cyclodex-
trins (CDs) are classic examples of compounds that
form inclusion complexes. These complexes are formed
when a ‘‘guest’’ molecule is partially or fully included
inside a ‘‘host’’ molecule e.g., CD with no covalent
bonding. When inclusion complexes are formed, the
physicochemical parameters of the guest molecule are
disguised or altered and improvements in the molecule’s
solubility, stability, taste, safety, bioavailability, etc., are
commonly seen.

CDs form inclusion complexes with many different
types of compounds, thus their potential as formu-
lation additives has been investigated for over 40 years.
They were discovered in 1891 when Villiers[1] observed
crystallization occurring in a bacterial digest of starch.
Schardinger’s[2] evaluation of the unusual crystalline
dextrins in 1903 suggested their cyclic nature but their
complete structural definition did not occur until the
1940s.[3,4] This coincided with the identification of
the enzyme responsible for their production (Bacillus
macerans amylase, now referred to as cyclodextrin
glucosyltransferase: CGTase: EC 2.4.1.19), and the
recognition of the complexing properties of the CD
cavity. In the next 30–40 years, extensive work resulted
in the ability to produce each of the parent CDs in
bulk quantities.

With improvements in the cost and availability of the
parent CDs came increases in the volume of scientific
investigation. Limitations in the pharmaceutical utility
of the CDs were becoming known and derivatives were
prepared with the goal of improving characteristics such
as complexing ability, solubility, and safety.

Biennial international conferences[5] and reviews[6,7]

have presented the latest research in the production,
characterization, and utilization of CDs in biomedical
products, foods, and cosmetics. A literature search of

the 19-year period from 1967 to 1985 yields approxi-
mately 400 journal references describing CDs in
pharmaceutical applications. Uekama and Otagiri[8]

reviewed over half of this published literature in
1986. A search of the literature since 1986 shows that
journal references have more than tripled and the
patent literature has continued to grow rapidly (Fig. 1).
Scientific articles have established the research applica-
tions of CDs but it is the patents that have shown the
increasing interest in the commercial protection of
CDs in pharmaceutical products.

The commercial viability of a CD formulation has
been established with the marketing of 20 products
(Table 1). Two of these products are currently on the
market in the United States; one product (oral and
parenteral formulations) containing a derivatized CD
and the other containing a-CD. Numerous clinical trials
using CD formulations have, however, been conducted
or are in progress in the United States, with at least
one other NDA under review.

Increasing numbers of pharmaceutical products are
reaching the market place as CD formulations and
research studies exploring their applications are growing
exponentially. Nevertheless, the routine use of CDs
in formulations is still questioned. The reluctance to
develop a CD formulation is mainly due to the uncertain
regulatory acceptance of a formulation containing a
‘‘nonstandard’’ inactive ingredient.

INCLUSION COMPLEXATION AND CDs

CDs are cyclic oligosaccharides containing 6, 7, or
8 glucopyranose units, referred to as a-, b-, or g-CD,
respectively. Each glucose unit contains two secondary
alcohols at C-2 and C-3 and a primary alcohol at the
C-6 position, providing 18–24 sites for chemical modifi-
cation and derivatization (Fig. 2). Numerous derivatives
have been prepared and described in the literature, but
because of all the possible derivatives and positional
and regioisomers, appropriate nomenclature must be
used. The nomenclature should include at a minimum,
the parent CD (a, b, or g-CD) and the type and number
of substituents. The substituents are usually noted by an
abbreviation placed before the parent CD. Further
description of the substituent group can be included with
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the abbreviation, if needed. For example, the hydroxyl
group on the hydroxypropyl substituent can exist at
one of three carbons in the propyl chain. This isomeric
position is noted by a number preceding the HP notation
and enclosed in parentheses. The most commonly occur-
ring HP derivative is the (2HP)-b-CD, which is often
referred to as HP-b-CD.

The number following the abbreviation of the sub-
stituent indicates the average number of substituents
on the molecule, rounded to the nearest whole number.
For example, HP4-b-CD indicates a b-CD with an
average of four hydroxypropyl substituents. This is
referred to as the molar degree of substitution (MS).
It is simply a statement of the molar ratio of substitu-
ent to CD. The four substituents might be located on
four different hydroxyl functionalities around the CD
ring or, at the other extreme, one hydroxyl might be
derivatized with a chain of four HP units. Adding
further confusion is the fact that the MS can refer to
the average molar degree of substitution around
the CD ring, or only around each glucose ring. The
latter interpretation is a carry-over from traditional
carbohydrate chemistry where the lengths of the
glucose chains (i.e., the molecular weights) were often
not well characterized.

A similar term, the degree of substitution (DS)
describes the average number of hydroxyls derivatized.
Unfortunately, it has also been used to describe both
the average number of hydroxyls around the CD ring
and the average number around each glucose ring.
A clarifying proposal to use RS (ring substituents) to
designate the average number of hydroxyls derivatized
in the entire CD ring and DS, the number around each
glucose ring, has not been broadly embraced. The term
MS will be used here and will denote the average molar
degree of substitution around the CD ring.

Regardless of which convention is used for degree of
substitution, none provide any indication of the pos-
ition of these substituents on the glucopyranose units.

If it is known, the position of the substituent on the
glucopyranose unit is indicated by a number preceding
the substituent abbreviation. 6-SBE1-b-CD describes
the monosubstituted sulfobutyl ether derivative with
the substituent attached at one of the C-6 positions.
More often than not, the substituent is introduced
in a random reaction process such that introduction
occurs with some defined distribution at the 2-, 3-,
and/or 6-positions. For these preparations, no number
precedes the substituent abbreviation. HP4-b-CD
implies a tetra-substituted hydroxypropyl preparation
with substituents randomly distributed over all three
positions of the seven glucopyranose units. A number
of common CDs and their nomenclature are given
in Table 2.

The 3D structure of the parent CD provides a cavity
(Fig. 3) that is hydrophobic relative to an aqueous
environment. The sequestration of hydrophobic drugs
inside the cavity of the CD can improve the drug’s
solubility and stability in water, the rate and extent
of dissolution of the drug:CD complex, and the bio-
availability of the drug when dissolution and solubi-
lity are limiting the delivery. These properties of the
CDs enable the creation of formulations for insoluble
drugs typically difficult to formulate and deliver with
more traditional excipients. Numerous CDs that have
different complexing abilities are available. A quanti-
tative determination of their complexing properties is
necessary for proper evaluation.

CDs form inclusion complexes with hydrophobic
drugs through an equilibrium process (Fig. 4), quan-
titatively described in Eq. (1) by an association or
stability constant (Ka:b),

Ka:b ¼
�

DrugaCDb

�

�

Drug
�a½CD�b

ð1Þ

where a and b represent the molar ratio of the seques-
tered drug molecule to the CD. The magnitude of this
associate constant can be used to compare the binding
effectiveness of different CDs. Various complexes with
different ratios of drug-to-CD molecules can be
formed, depending on the type of CD used and the
size and physicochemical characteristics of the drug
molecule. In dilute solutions and/or if the drug fits
entirely into the CD cavity, a 1 : 1 complex results.
However, if the cavity is large enough, two drug
molecules may be accommodated, resulting in the
formation of a 2 : 1 complex. Conversely, if the drug
is very large, then several CD molecules might enclose
the drug for the formation of 1 : 2 or higher order com-
plexes. Although each complex has a finite stoichi-
ometry, more than one complex may be formed in a
given system. Depending on the method used to deter-
mine the association constant, it is possible to obtain a
description of the stoichiometry of the complex (a : b).
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pharmaceuticals. (Data collected from Chemical Abstracts
1967–1999.)

672 Complexation: Cyclodextrins



C
om

pl
ex

–C
on

tr
ac

t

Table 1 Commercial pharmaceuticals with CD-based formulations

Drug product Trade name Company Country

PGE1/a-CD Prostandin Ono Japan
Intra-arterial infusion Prostavasin SchwarzPharma Germany

Italy
Intracavernous injection Edex SchwarzPharma USA

Cefotiam Hexetil HCl/a-CD Pansporin T Takeda Japan

Tablet

Piroxicam/b-CD Various Various Belgium
Tablet Brazil
Suppository France

Oral liquid Germany
Italy
The Netherlands

Scandinavia
Switzerland

Dextromethorphan/b-CD Rynathisol Synthelabo Italy

PGE2/b-CD Prostarmon E Ono Japan

Sublingual tablet

Benexate/b-CD Ulgut Teikoku Japan
Capsule Lonmiel Shionogi

Iodine/b-CD Mena-Gargle Kyushin Japan
Gargling solution

Dexamethasone Glyteer/b-CD Glymesason Fujinaga Japan

Ointment

Nitroglycerin/b-CD Nitropen Nippon Kayaku Japan
Sublingual tablet

Cephalosporin ME 1207/b-CD Meiact Meiji Seika Japan
Tablet

Nimesulide/b-CD Nimedex Italfarmaco Italy

Tablet Mesulid Fast Novartis Switzerland
Boehringer
Mannheim Germany

Tiaprofenic acid/b-CD Surgamyl Roussel-Maestrelli Italy

Tablet

Chlordiazepoxide/b-CD Transillium Gador Argentina
Tablet

Omeprazol/b-CD Hexal Germany
Capsule

OP-1206/g-CD Opalmon Ono Japan

Tablet

Chloramphenicol/Me-b-CD Clorocil Oftalder Portugal
Eye drop

Cisapride/HP3-b-CD Prepulsid Janssen-Cilag Belgium
Suppository

Diclofenac/HP3-b-CD Ciba Vision Switzerland

Eye drop

Ziprasidone/SBE7-b-CD Zeldox Pfizer Sweden
Intramuscular injection USA (NDA pending)

Itraconazole/HP3-b-CD Sporanox Janssen USA
Oral/i.v. solution Belgium

(Adapted from Ref.[6].)
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Evaluating Inclusion Complexation

One of the most common methods of determining
association constants and stoichiometry is the phase
solubility technique.[9] The technique involves adding
an equal weight (in considerable excess of its normal
solubility) of the compound to be complexed into each
of several vials or ampoules. A constant volume of sol-
vent is added to each container. Successively increasing
portions of the complexing agent are then added to the
vessels. The vessels are then closed and the contents
brought to solubility equilibrium by prolonged agi-
tation at constant temperature. The solution phases
are then analyzed for total solute content. A phase dia-
gram is constructed by plotting the molar concen-
tration of dissolved solute, found on the vertical axis,
against the concentration of complexing agent added
on the horizontal axis. Two general types of phase solu-
bility profiles are generated; Type A where soluble com-
plexes are formed, and Type B where complexes of
limited solubility are formed.

In Type A diagrams, an increase in solubility of the
compound occurs as the amount of complexing agent
increases. Soluble complexes are formed between the
compound and the complexing agent, thereby increas-
ing the total amount of compound in solution.
Depending on the nature of the complexes formed,
the diagram can be linear, AL, or show curvature in
a positive, AP, or negative, AN, fashion (Fig. 5). Linear
diagrams are formed when each complex contains only
one molecule of complexing agent. When more than
one molecule of complexing agent is found in the com-
plex, an AP-type diagram is formed. AN diagrams are
uncommon but may result if self-association is present
or high concentrations of complexing agent cause
alterations in the nature of the solvent.

Type B diagrams are observed when complexes of
limited solubility are formed. In Fig. 5, the segment
xy in curve BS shows the formation of a complex that
increases the total solubility of the compound. This is
similar to a Type A diagram. At point y, however, the
solubility of the complex is reached and as additional
compound goes into solution, some solid complex pre-
cipitates. At point z, all of the excess solid compound
added to the vials has been consumed by this process.
Further addition of complexing agent beyond point z
results in depletion of the compound from solution by
complex formation. Curve BI is interpreted in a similar
manner except that the complex formed is so insoluble
that no increase in solubility is observed.

The stoichiometry of the complexes can often be
determined from the ascending and descending portions
of these diagrams if certain assumptions can be made.[9]

If a 1 : 1 complex is formed, the association constant Ka:b

can be determined from the slope of the initial linear
portion of the phase solubility curve, and the intrinsic
solubility of the compound, S0, using Eq. (2):

K1:1 ¼
Slope

S0ð1 � SlopeÞ ð2Þ

Additional methods are available to determine
these association or stability constants including spec-
troscopy [UV,[10,11] fluorescence,[12,13] NMR,[14] and
ORD-CD[15,16]], potentiometry,[17] microcalorimetry,[18,19]

surface tension,[20] membrane permeation,[21] electro-
phoresis,[22,23] and freezing point depression.[24] Chroma-
tographic methods include HPLC,[25] paper,[26,27] and
TLC[28,29] techniques.

The binding constants obtained by different meth-
ods often correlate. For example, diazepam forms a
complex with b-CD with an association constant of 220
or 208 M�1 as determined by phase solubility[30] vs. circu-
lar dichroism.[31] There is a close correlation of the bind-
ing constants[32] for bendrofluazide and cyclopenthiazide
as determined by the phase solubility method (56 and
165 M�1) and UV method (60 and 178 M�1).

However, while the above methods gave similar
results, the association of b-CD and FCE24578,[17] a
synthetic immunomodulator, exhibits a binding con-
stant of 690 M�1 by a phase solubility determination
but a binding constant over four times higher with a
UV method. This discrepancy is due to the fact that
higher order complexes contribute to spectral changes
and these have not been accounted for in the calcu-
lation of the UV association constant. Inconsistencies
are also observed between binding constants determ-
ined by fluorescence intensity and HPLC methods in
the binding of estradiol, ethinylestradiol, and estriol,
to b- and g-CD.[12] The fluorometric association con-
stants with b-CD were lower than the corresponding
HPLC values, whereas for the complexes with g-CD
the results of both methods coincide.
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Fig. 2 Chemical structure of b-CD. Arrows indicate the
2-, 3-, and 6-hydroxyls of a glucopyranose unit. (Adapted
from Ref.[6].)
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pH conditions have also been observed to exert a
unique effect on one method and not the other. Doxoru-
bicin[33] and g-CD form a complex with a K1:1 of 617 and
718 M�1 as measured at pH 10 by UV and circular
dichroism. This close correlation was not observed when
the measurements on doxorubicin where conducted at
pH 7. At pH 7, the binding constant for doxorubicin[34]

was 235 M�1 as measured by UV but was 977 M�1 as
measured by circular dichroism. Under a given set of
conditions, a drug has only one binding constant. There-
fore, this difference is reflecting how the ionization state
of the drug affects the analytical measurements.

In general, binding constants can be used as an indi-
cator of differences in binding only if the methods or
conditions for determining the constants are equivalent

or unaffected by the conditions. And although deter-
mining values by phase solubility might be appropriate
for formulation studies, it is probably not appropriate
for determination of true thermodynamic values due to
the concentrations involved.

Factors Affecting Complexation

Steric effects

Cyclodextrins are capable of forming inclusion com-
plexes with compounds having a size compatible with
the dimensions of the cavity. Complex formation with
molecules significantly larger than the cavity may also
be possible in such a way that only certain groups or side

Table 2 Nomenclature and substituent structures for modified CDs

Position of substituent Substituent structurea Nomenclature #b-XYZc#d-CDe

Parent cyclodextrins
Alpha-CD -OH a-CD
Beta-CD -OH b-CD
Gamma-CD -OH g-CD

Modified cyclodextrins neutral

Methyl derivatives
Dimethyl 2, 6- -O-CH3 2,6-DM14-CD
Methyl Random -O-CH3 M#-CD
Trimethyl 2, 3, 6- -O-CH3 2,3,6-TM-CD

Ethyl derivatives Random -O-CH2-CH3 E#-CD

Hydroxyalkyl derivatives

2-hydroxyethyl Random -O-CH2-CH2OH (2HE)#-CD
2-hydroxypropyl Random -O-CH2-CHOH-CH3 (2HP)#-CD or HP#-CD
3-hydroxypropyl Random -O-CH2-CH2-CH2OH (3HP)#-CD

2,3-dihydroxypropyl Random -O-CH2-CHOH-CH2OH (2,3-DHP)#-CD

Modified cyclodextrins anionic

Carbon based derivatives
Carboxy 6- -CO2M 6-C#-CD
Carboxyalkyl

Carboxymethyl Random -O-CH2-CO2M CM#-CD
Carboxyethyl Random -O-CH2-CH2-CO2M CE#-CD
Carboxypropyl Random -O-CH2-CH2-CH2-CO2M CP#-CD

Carboxylmethyl ethyl 2,6-; 3- -O-CH2-CO2M; -O-CH2-CH3 CME#-CD

Sulfur based derivatives
Sulfates 2,6-random -O-SO3M S#-CD
Alkylsulfates 6- -O-(CH2)11-O-SO3M SU#-CD

Sulfonates 6- -SO3M 6-SA#-CD
Alkylsulfonates

Sulfoethyl ether Random -O-(CH2)2-SO3M SEE#-CD
Sulfopropyl ether Random -O-(CH2)3-SO3M SPE#-CD

Sulfobutyl ether Random -O-(CH2)4-SO3M SBE#-CD
aM: Cation
bNumbers represent position of substituents if known; if the preparation is a random distribution, then no notation implies an undefined distri-

bution at the 2-, 3-, and 6-positions.
cLetters represent abbreviated notation of substituent.
dNumbers represent the average MS rounded to the closest whole number.
eIndication of parent CD structure, i.e., a-CD.

(Adapted from Ref.[6].)
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chains penetrate into the carbohydrate channel. The
three natural CDs, a, b, and g, have different internal
diameters and are able to accommodate molecules of dif-
ferent size. Cyclohexane is able to complex with all three
CDs, but because of size naphthalene does not complex
with a-CD, which has the smallest cavity. Anthracene
fits only into g-CD, which has the largest cavity.

Derivatization of the hydroxyls on one or both faces
of the natural CD can impact the steric requirements
for an acceptable guest molecule. The presence of
bulky groups can sterically block entrance to the
CD cavity. However, some groups, depending on their
number, flexibility, and position of attachment, may
actually act to extend the cavity and provide for better
complexation. Substitution at the 3- and 6-positions
will be more likely to narrow the cavity opening while
substitution at the 2- and 6-positions may allow for
extension of the opening. The binding constants of
flurbiprofen,[35] bromazepam,[36] and nitrazepam[37]

to 2,6-DM-b-CD (methyl substituents in the 2- and
6-positions) are 2.3-, 2.9-, and 3.8-fold higher, res-
pectively, than their binding to b-CD. Binding to
2,3,6-TM-b-CD (methyl substituents in the 2-, 3-, and
6-positions), however, shows constants that are less
than half of that observed with b-CD.

The numbers of substituents added to the ring
(MS) can also affect binding in both positive and nega-
tive manners. Müller and Brauns[38] showed that
increasing the MS from 3 to 11 decreased the solubili-
zation of hydrocortisone from 10.98 to 5.76 mg/ml for
a 0.04 M HE-b-CD (hydroxyethyl) solution (�5% w/v).
A similar effect was observed for digitoxin, diazepam,
and indomethacin. The decrease in solubilization was
thought to be due to steric hindrance of the increased

number of HE substituents. An additional explanation
may be that some polymerization of the HE groups may
have occurred during preparation of the higher MS
products, thereby creating bulkier side chains that may
have crowded the cavity entrance.

The hydroxypropyl substituent, being larger yet,
appears to require a lower DS to improve binding with-
out sterically obscuring the cavity entrance. Müller and
Brauns[38] have studied the effect of the DS on complex-
ing ability (Table 3) and have observed that lower
degrees of hydroxypropyl substitution (2 to 5) are more
conducive to complexation. As the DS increases, the
solubilization of six different drugs decreases but when
the DS is from 4 to 8 the solubilization is fairly consistent.

There is a compromise between the steric hindrance
of a substituent and its ability to extend the hydrophobic
cavity. Yoshida et al.[40] have shown that introduction of
the 3-hydroxypropyl (3HP) substituent (—O—CH2—
CH2—CH2—OH) at an MS of �6 results in higher
binding constants than those observed with b-CD,
apparently due to the extension of the hydrophobic
cavity. The introduction of an equivalent number of
2,3-dihydroxypropyl (2,3-DHP) substituents (—O—
CH2—CH(OH)—CH2—OH), however, results in a
decrease in the binding constants. This was speculated
to be due to steric hindrance of the larger 2,3-DHP
substituent, though this group, being more hydrophilic
than 3HP, may not serve to extend the hydrophobicity
of the cavity.

There is also a compromise between the ability
to form complexes and the intrinsic water solubility.
Rao et al.[41] have shown that increasing the DS of
(2HP)-b-CD improves the aqueous solubility but impairs
the complexation capability. Fig. 6 shows this affect for
the complexation of phenolphthalein.

Greater steric interferences would be anticipated for
the bulkier charged sulfoalkyl ether groups, but have
not been observed. Kano et al.[42] evaluated the use of
sulfopropyl ether (SPE) derivative of b-CD to interact
with naphthalene. Higher association constants were

Fig. 3 Complexation of drugs inside the hydrophobic cavity

of CDs.
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Fig. 5 Possible types of phase solubility diagrams.

a [drug]soluble + b [CD]
Ka:b

[a drug + b CD]soluble
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Fig. 4 Equilibrium process describing the interaction
between a CD and an insoluble drug molecule to form a sol-
uble or insoluble complex. (Modified from Ref.[6].)
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observed for the SPE3-b-CD (K ¼ 2100 M�1) and
SPE5-b-CD (K ¼ 1800 M�1) than were observed for
b-CD (K ¼ 730 M�1). Similar results were observed
for the undecylsulfated methyl CD described by
Menger and Williams.[43] The lack of a steric hindrance
by this highly substituted ionic derivative was explained
through a ‘‘micellar’’ arrangement of the ionic substitu-
ents. The derivative was described as a ‘‘micellar’’ CD
because the long hydrophobic alkyl groups in the
substituent are expected to align themselves to reduce
interactions with the aqueous environment similar to
micelle formation. The anionic charge at the end of the

alkyl chain is expected to repel adjacent substituents
effectively maintaining an opening to the CD cavity.
Although the substituents are long enough to bend into
the cavity, this is not expected due to the hydrophilic
character of the ionic sulfate, which would prefer to
interact with the aqueous solvent. The authors suggested
the interaction of naphthalene occurred with the hydro-
phobic ‘‘arms’’ of the side chain and not the CD cavity
although interaction with the cavity was not ruled out.

The sulfopropyl and sulfobutyl ether derivatives[44]

have been further evaluated for their complexation
with testosterone and progesterone (Fig. 7). Even
though increasing the DS should produce more steric
hindrance to complexation, the mono, tetra, and hepta
substituted sulfobutyl ether (SBE1, 4, 7) derivatives all
displayed comparable binding abilities for the steroids
and the strength of binding was similar to that observed
for b-CD. The SBE substituent behaves similar to that
proposed for the undecyl sulfate CD, however, com-
plexation with the SBE-b-CDs involves the CD cavity,
as well as the hydrophobic butyl side arms.

Table 3 Effect of degree of substitution on complexation of drugs by HP-b-CD

Solubility of drug in HP-b-CD solutionsab at 25�C, pH 7.4

Drug MS ¼ 2.03 MS ¼ 4.83 MS ¼ 7.84 MS ¼ 8.47

Digoxina 13.12 6.39 3.76 3.70

Digitoxina 8.06 4.51 1.96 2.36

Levocabastinb 2.20 0.45 0.31 0.09

Indomethacinb,c 6.93 8.12 6.63 8.57

Hydrocortisoneb 19.03 13.43 10.46 10.38

Diazepamb 0.72 0.67 0.44 0.46
a5% HP-b-CD solution.
b10% HP-b-CD solution.
cpH 7.4: Indomethacin in ionized state.

(Adapted from Ref.[39].)
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Electronic effects

Effect of Proximity of Charge to CD Cavity. The ionic
derivatives that have charges closest to the CD cavity
are the carboxylate, sulfate, and sulfonate derivatives.
The complexation characteristics of the directly car-
boxylated CDs, C-b-CDs have not been reported but
the highly anionic sulfated CD derivative (S14-b-CD)
does not appear to form inclusion complexes.[45] This
may be either due to steric effects from the 14 sulfate
substituents or due to the ionic state of the CD.

The effects of charge proximity on CD complexa-
tion behavior were evaluated (Fig. 7) by studying
the complexation of two steroids by the sulfonate,
sulfopropyl ether (SPE), and sulfobutyl ether (SBE)
derivative.[44] Electronic effects seem to be more of a
factor than steric effects because even when only one
sulfonate substituent is attached at the 6-position,
(6-SA1-b-CD) the derivative loses its complexation
capability. The binding constant for testosterone is
only 64 M�1 for 6-SA1-b-CD versus 17,800 M�1 for
the neutral b-CD. The attachment of a single negative
charge close to the CD cavity appears to disrupt the
thermodynamics driving the complexation.

When one sulfonate ion (SA1) is directly attached
to the CD, there is a minimal binding of the steroids
but as the charge is spaced away by the three carbon
propyl (SPE1) or a four carbon butyl group (SBE1),
the derivatives regain the binding capability of the
b-CD molecule. The monosubstituted sulfopropyl and
sulfobutyl derivatives (SPE1 and SBE1) are able to
bind progesterone and testosterone as well as b-CD.
This suggests that ionic substituents too close to the
CD cavity adversely disrupt the thermodynamics driv-
ing the inclusion complexation. Moving the charge
away from the cavity re-establishes the complexation
characteristics but this is dependent on the charge
density in the structure.

Effect of Charge Density. As the charge density
increases in the sulfopropyl family from a mono to a
tetra and hepta anion, the binding of the steroids
decreases. However, when the sulfonate anion was
spaced four methylene units away, the charge density
did not adversely affect the binding of the steroids.
The mono, tetra, and hepta substituted sulfobutyl
ether derivatives all displayed comparable binding
abilities for the steroids and the strength of binding
was similar to that observed for b-CD.

Effect of Charge State of CD and Drug. Ionic CDs are
capable of complexing neutral hydrophobic drugs, if the
ionic charge is not directly attached to the carbohydrate
backbone of the CD. The trianion of CM3-b-CD[25] is
able to complex a neutral drug, hydrocortisone with an
association constant that is 74% of that observed for

neutral b-CD. Although this anionic derivative is less
effective than the neutral b-CD, a more favorable
situation has been observed for the interaction of anionic
SBE-b-CDs and neutral drugs. Okimoto et al.[46]

reported that the anionic SBE-b-CD (Table 4) often
exhibits 1 : 1 binding constants with neutral drugs that
are comparable to or better than those observed for
the neutral HP-b-CD. The better binding may be due
to the butyl ‘‘micellar’’ arms extending the hydrophobic
cavity of the CD.

When the drug and the CD are both charged,
electrostatic effects may be observed. Adverse elec-
tronic effects have been observed for the complexation
between the anionic form of indomethacin and the
dianion of carboxymethyl-b-CD, CM2-b-CD.[38] At
pH 6.6, indomethacin exists as an anion and under
these conditions, the anionic carboxymethyl CD did
not complex the drug at all, probably due to electro-
static repulsions. However, the tri-anion, CM3-b-
CD[25] has been reported to complex the anionic forms
of warfarin and indomethacin (Table 5) although only at
71 and 60% of the binding observed for the neutral b-CD.

Experience with the carboxymethyl derivatives sug-
gested the position of the charge in the drug structure
may affect the interaction with an anionic CD. The
spacing of the charge by the butyl group in the SBE
substituent appears to lessen these repulsive effects
observed for the shorter carboxymethyl substituent.
The binding constants between the anionic forms of
indomethacin, and naproxen and the anionic SBE-b-
CD (Table 4) are almost equivalent to those observed
for the neutral HP-b-CD. The binding constant
between SBE-b-CD and the anionic warfarin molecule,
however, is much lower than that with HP-b-CD,
suggesting that the position of the charge in the drug
and how this interacts with the charge in the CD
may be important.

Cooperative electrostatic interaction between the
cationic drugs and the anionic CDs have been observed.
Enhanced complexation is observed for the complexa-
tion of the cationic form of propranolol with the
anionic CM3-b-CD (Table 5) and is probably due to
cooperative electrostatic interactions. Similar positive
interactions are observed with the SBE-b-CD and the
cationic forms of cinnarizine, miconazole, papaverine,
and thiabendazole (Table 4).

One difference in complexation performance of
ionic versus neutral CDs is in their inability to partici-
pate in 1 : 2 or 1 : 3 complexations. The ionically charged
CDs do not effectively form higher order complexes
probably due to electrostatic repulsions between the first
CD to sequester the drug and the incoming ionic CD.
As the charge density increases, this repulsive effect is
magnified. Rajewski et al.[50] demonstrated that as the
charge density of the SBE-b-CD increases from one to
four to seven, the solubilization of cholesterol decreases.
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Fortunately, the SBE-CDs are able to complex drugs
effectively with the 1 : 1 complexation so the inability
to effectively participate in 1 : 2 complexes does not
impose any practical disadvantages.

Temperature, additives, and co-solvent effects

Inclusion complexation is an equilibrium process and
the strength of association is affected by the tempera-
ture of the system. In most cases, as the temperature
increases, the binding constant will decrease. For
example, the binding constant for the neutral naproxen

molecule[51] and b-CD decreased from 1379 to 975 to
778 M�1 as the temperature increased from 25�C to
35�C and 45�C, respectively. The solubility of a drug
in the CD solution may increase with an increase in
temperature even though the binding constant is
decreasing because the increased temperature improves
the intrinsic solubility of the free drug (S0 in Fig. 5).[52,53]

Organic solvents[54–56] typically reduce the complexa-
tion of a drug with CD by competing for the hydro-
phobic cavity. They also reduce the solubility of most
CDs and their complexes. Recently, Loftsson, masson,
and sigurjonsdottir[57] and Redenti, Szente, and Szejtli[58]

Table 4 Effect of charge state of drug on 1 : 1 binding to neutral HP-b-CD and anionic SBE-b-CDa

Neutral drug Anionic drug Cationic drug

Ka (M�1) Ka (M�1) Ka (M�1)

Drug HP-b-CD SBE-b-CD HP-b-CD SBE-b-CD HP-b-CD SBE-b-CD

EQ3Cinnarizineb[46] 22,500 69,700 4,000 17,500

Cinnarizine (1 : 2)b[46] 494 — 6 —

Danazolc[47] 76,600 94,900

Digoxind[48] 4,900 6,880

Hydrocortisoned[48] 1,340 2,150

Indomethacinb[46] 1,590 4,710 955 819

Kynostatine[49] 95 292 20 96

Kynostatin (1 : 2)es[49] 26 4 3 0

Miconazoleb[46] 104,000 417,000 42,300 410,000

Miconazole (1 : 2)b[46] 45 12 11 <1

Naproxenb[46] 1,670 3,600 331 432

Papaverineb[46] 337 1000 17 94

Phenytoinb[48] 1,070 756

Progesteroned[48] 11,200 18,300

Testosteroned[48] 11,600 22,500

Thiabendazoleb[46] 136 443 7 56

Warfarinb[46] 2,540 10,100 509 262
aBinding constants for 1 : 1 complexation unless noted.
bHP ¼ EncapsinTM MS ¼ 3.5; SBE-b-CD MS ¼ 7.
cHP ¼ Roquette MS ¼ Not reported; SBE-b-CD MS ¼ 7.
dHP ¼ Molecusol� MS ¼ 7–8; SBE-b-CD MS ¼ 7.
eHP ¼ Molecusol� MS ¼ 7–8; SBE-b-CD MS ¼ 4.

(Adapted from Ref.[6].)

Table 5 Effect of charge state of drug on binding to neutral b-CD and anionic carboxylmethyl-b-CD

Drug Charge state of drug

b-CD (neutral)

binding constant (M�1)

CM3-b-CD (anionic)

binding constant (M�1)

Hydrocortisone Neutral 6200 4600

Indomethacin Anionic 620 250

Warfarin Anionic 520 150

Propranolol Cationic 220 400

(Adapted from Ref.[25].)

Complexation: Cyclodextrins 679



C
om

plex –C
ontract

have reported on the use of water soluble polymers
and hydroxy acids, respectively, to increase CD : drug
complexation and improve the solubilizing effect.

Release from the Complex

Complexation of drugs by CDs improves their delivery
characteristics and does not interfere with their activity
because complexation is a rapidly reversible process. In
aqueous solution, drug : CD complexes are continually
forming and dissociating with lifetimes in the range of
milliseconds or less.[59,60] Although slower kinetics of
dissociation are seen with stronger binding, the
rates are still fast and essentially instantaneous. After
administration, the drug is released from the complex
upon dilution, and in some cases with contributions
from competitive displacement with endogenous lipo-
philes, binding to plasma and tissue components, drug
uptake into tissues is not available to the complex, and
rapid elimination of the CD.[61]

The effects of dilution are demonstrated in Fig. 8[62]

for complexes with various binding constants. Most
drug : CD complexes exhibit binding constants in the
range of 100–20,000 M�1 and Fig. 8 demonstrates that
even for the more tightly bound drugs, a 1 : 100
dilution will reduce the percentage of drug complexed
from 100% to 30%. A 1 : 100 dilution is readily attained
for intravenous products and upon dilution in the sto-
mach and intestinal contents.

Dilution is minimal, however, when drugs are admi-
nistered via routes such as ophthalmic, transmucosal,
and transdermal. Under these conditions, the drug
can still be displaced from the CD cavity by competing
lipophiles such as triglycerides, cholesterol, bile salts,
and other hydrophobic compounds often found in
high concentrations at the site of delivery.

BENEFITS OF COMPLEXATION

Improvement in Solubility, Dissolution,
and Bioavailability

CD formulations provide improved aqueous solubility
to poorly soluble drugs, and the drug : CD complex often
exhibits improved dissolution characteristics compared
to other formulations of the drug. These two features
can provide for an improvement in oral bioavailability
when solubility and the rate of dissolution are limiting
the availability of the drug for absorption. For example,
the drug cefotiam hexetil hydrochloride forms a gel
under the acidic conditions of the gastric contents and
shows poor dissolution. A variety of excipients were
screened to prevent gelation and a-CD complexation
afforded the best formulation for the dissolution and
solubilization of the drug.[63]

Another example is the calcium channel blocker,
cinnarizine. This drug exhibits a very low and erratic
bioavailability after oral administration as a suspension
(F ¼ 8 � 4%) or capsule (F ¼ 0.8 � 0.4%). When it
was administered as a complex with SBE4-b-CD or
HP-b-CD,[64] either as a solution (F ¼ 55–60%) or in a
capsule (F ¼ 38 � 12%), the bioavailability was signi-
ficantly enhanced. The improvement in bioavailability
was attributed to enhanced dissolution and solubiliza-
tion via the complexation.

A review of the literature reveals several hundred
citations and reviews that describe the effects of com-
plexation on dissolution and bioavailability of drugs.
A broad range of CD and CD derivatives have been
investigated as well as many different drugs. Some
other representative examples are spironolactone,[65]

meclizine,[66] ketoprofen,[67] oxazepam,[68] danazol,[69]

phenytoin,[70] and tolbutamide.[71] Although these stud-
ies demonstrate the general application of complexation
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Fig. 8 Correlation between percentage of complexed drug and CD concentration at various K values. (Adapted from Ref.[62].)
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for improvements in dissolution and bioavailability, the
use of complexation may not be practical for some
dosage forms due to the amount of CDs required.
b-CD for example has a molecular weight of 1135. If
one uses a mole ratio of 5 : 1 to promote solubility, then
over 350 mg of CD will be required for a 25 mg dose of
a drug having a molecular weight of 400. This can limit
the type and dose of drug that can realistically be used
with complexing agents for solid oral dosage forms.

Solution formulations, however, do not typically
have these same constraints, and complexation pro-
vides an alternative to the use of non-aqueous solvents
or large volumes. A few derivatized CDs (e.g., hydro-
xypropyl and sulfobutyl ether) can be safely adminis-
tered by parenteral routes. This is often where
complexation and its improvements in aqueous solu-
bility can be most readily utilized. The derivatized
CDs often can be used to replace cosolvents such as
ethanol, polyethylene glycol, and lipids, as well as
provide an alternative to the use of emulsions and lipo-
somes. The hydroxypropyl and sulfobutyl ether deriva-
tives are stable in solution and can be readily
autoclaved, often improving the heat stability of drugs.
There are however, reports of complexation of CDs
with anti-oxidants[72] and preservatives[73,74] with both
decreased and increased efficacy.[75]

Reduction of Unpleasant Side Effects
and Bitter Taste

Improvements in the rate and extent of dissolution of a
drug can improve the rate of absorption of the drug.
Reducing the contact time between the drug and the
tissue mucosa can help minimize tissue irritation pro-
duced by drugs. Nonsteroidal anti-inflammatory drugs
cause a high incidence of gastrointestinal ulcerative
lesions that are a result of both local irritation from
the drug and systemic inhibition of prostaglandin syn-
thesis by the drug. CD formulations of naproxen,[76]

diclofenac,[77] and piroxicam[78] cause fewer gastric
lesions associated with the acute local tissue irritation
than produced by the drug alone. Formulations contain-
ing CDs have also shown less irritation than nonCD
containing formulations for ophthalmic,[79] intraven-
ous,[80] and intramuscular[81] administration, and in
cellular injury screening tests.[82]

Complexation with CDs can also have the effect of
reducing the amount of contact with taste receptors.
This can be of great benefit in the preparation of oral
solutions. Not only are the drugs ‘‘masked’’ from the
receptors by inclusion in the CD cavity, but the
increased hydrophilicity enables the easier removal of
the bitter substance from the receptor surface as well.
The apparent concentration of the uncomplexed bitter
drug is a function of the complexation constant,

the amount of free CD, and the water solubility of
the drug.[83] Complexation has been used to mask the
unpleasant bitter taste of a number of drugs such as
oxyphenonium bromide,[84] propantheline bromide,[85]

clofibrate,[86] and acetaminophen.[83]

Improvements in Drug Stability

CDs are normally thought of as stabilizing agents in
pharmaceutical formulations.[87,88] They have been
shown to stabilize drugs to hydrolysis[89] and hydro-
lytic dehalogenation,[90] oxidation,[91] decarboxyla-
tion, and isomerization,[92] both in solution and in
the solid state. They can, however, accelerate these
same reactions.[93,94] The nature of the stabilization
or destabilization depends on the CD used (parent
and functional groups of any derivative) and on the
position of the guest molecule inside the CD. If the
molecule is positioned such that the area of insta-
bility is located outside the CD, no effect on stability
may be observed. When the position allows interac-
tion of the CD hydroxyls (or derivative functional
groups) with a hydrolytically prone site, decreased
stability may be observed but if the site is located
fully within the CD, enhanced stability usually
results.

In the solid state, stabilization of drugs to degrada-
tion has been reported for numerous drug including
nicardipine,[95] colchicine,[96] prostaglandin E1,[97]

diclofenac,[98] and sulfamethoxazole.[99]

Stabilization is not limited to small compounds, as
larger molecules such as peptides and proteins can also
form complexes that result in enhanced chemical and
physical stability.[100] The CDs will typically interact
with functional groups present on exposed surfaces of
the macromolecules and often form multiple complexes
(several CDs per molecule). Stabilization against aggre-
gation has been observed for CD complexes in solution
with proteins such as ovalbumin and lysozyme,[101] car-
bonic anhydrase,[102] and insulin,[103] and in the solid state
with albumin and gamma-globulin.[104] CD complexes
have also been investigated as chaperone-mimics[105] in
the refolding of denatured proteins.[106]

The degree of stabilization/destabilization of a drug
complexing with a CD depends not only on the rate
of degradation within the complex, but also on the
fraction of drug that is complexed,[88] and the stoichio-
metry.[107] Increased stability is often observed for
compounds having high association constants and
those that tend to form higher order complexes.

Reduction in Volatility

Inclusion complexes have been prepared with a number
of volatile substances[108,109] including spices, flavors,

Complexation: Cyclodextrins 681



C
om

plex –C
ontract

essential oils, and several drugs. CD complexation has
been shown to reduce the volatility and improve the
stability of many compounds. Examples include lemon
oil[110] and other flavoring agents,[109] clofibrate,[86]

isosorbide 5-mononitrate,[111] and nitroglycerine.[112]

In addition, complexation facilitates the handling of
products, particularly because they transform liquids
to solids. The solid form can also provide certain
formulation advantages over liquids such as elimi-
nating the melting point and hardness reduction of
suppositories commonly observed when liquids are
added.[113]

CYCLODEXTRINS

a-, b-, and c-CD

CDs, also called Schardinger dextrins, cycloglucans, or
cycloamyloses, are a-1,4 linked cyclic oligosaccharides
obtained from enzymatic conversion of starch. The
parent or natural CDs contain 6, 7 or 8 glucopyranose
units and are referred to as alpha-(a-CD), beta-(b-CD),
and gamma-(g-CD) CD, respectively. The chemical
structure of b-CD (Fig. 2) shows the cyclic nature of
the molecule, and the presence of three hydroxyl
groups on each glucopyranose unit. Two of the hydro-
xyls are secondary alcohols and are located at the C-2
and C-3 positions of the glucopyranose unit. The third
hydroxyl is a primary alcohol at the C-6 position. The
hydroxyls provide the hydrophilic exterior responsible
for the aqueous solubility (Table 6) of the CDs.

In three dimensions, this structure forms a truncated
cone where the primary hydroxyl groups are located
on one face and the secondary hydroxyl groups on
the other. The interior of the cone is hydrophobic
due to the presence of the glycosidic ether oxygens
at O-4 and the hydrogens attached to C-3 and C-5,
and thereby provides a cavity for the inclusion of
hydrophobic compounds. The cavity varies in size
with a-CD being the smallest at about 5.3 Å across
and g-CD the largest at 8.3 Å diameter (Table 6).

Properties in solution

The solubilities of the natural CDs in water varies and
is quite dependent on temperature (Table 6). The
unusually low water solubility of b-CD is due to the
very rigid structure that results from the H-bonding
of the C-2 hydroxyl of one glucopyranose unit with
the C-3 hydroxyl of an adjacent unit[114] In the b-CD
molecule, a complete set of seven intramolecular
H-bonds can form, effectively limiting interactions
with the solvent. This ‘‘belt of H-bonds’’ is incomplete
in the other parent CDs thus allowing more favorable
interactions between a- and g-CD and water molecules.

This is consistent with the observation of a less
favorable enthalpy and entropy of dissolution[115] for
b-CD versus a- and g-CD. Recent studies have
suggested that the abnormally low water solubility
of b-CD may be exacerbated by aggregation of these
rigid b-CD molecules.[116] The solubility of b-CD can
be increased by disrupting this aggregation through
the addition of solvent structure-altering substances
such as urea,[117] inorganic salts,[118] and hydrophilic
polymers.[119]

Solubility of the CDs is low in most organic solvents
(Table 6). In aqueous/organic cosolvent systems, the
solubility decreases as the organic concentration
increases, with the exceptions of ethyl and propyl alcohol
where a maximum is observed at around 30% alcohol.[120]

In solution, the CDs are fairly stable to hydrolysis in
alkaline medium. Under acidic conditions, the a-1,4
glycosidic bonds are slowly broken to open the
ring, and then to give glucose and a series of linear
maltosaccharides. The initial opening of the ring is a
slower process by about 2–5-fold than the subsequent
hydrolysis of the linear dextrins. The initial ring-
opening kinetics are the most important for pharma-
ceutical preparations as complexation requires the
intact cyclic structure. Half-lives for the ring opening
reaction step at 70�C and 0.2 M HCl are 25.2, 14.5, and
7.1 h for a-, b-, and g-CD, respectively.[121] Additional
pH/rate data are available in the literature.[122]

Table 6 Characteristics of a-, b-, and g-CDs

a b c

No. of glucose units 6 7 8

Molecular weight 972 1135 1297

Cavity diameter, Å 4.7–5.3 6.0–6.5 7.5–8.3

Solubility @ 25�C (g/100 mL)
Water 14.5 1.85 23.2
Methanol i i >0.1

(Aqueous) 50% 0.3 0.3 208
Ethanol i i >0.1

(Aqueous) 50% >0.1 1.3 2.1
2-propanol i i >0.1

Dimethylsulfoxide 2 35
Propylene glycol 1 2
Glycerin i 4.3

Solubility in water (g/100 g)

20�C 0.90 1.64 1.85
25�C 1.27 1.88 2.56
30�C 1.65 2.28 3.20

35�C 2.04 2.83 3.90
40�C 2.42 3.49 4.60
45�C 2.85 4.40 5.85

50�C 3.47 5.27
55�C 6.05

(Adapted from Ref.[7].)
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Similar reaction products are observed with gamma-
irradiation in solution,[123] but in the crystalline solid
state, the mechanism appears to be different and no
glucose is formed.

Solid state properties

The three natural CDs form crystalline structures in
the solid state that decompose above 200�C with
no definite melting points. They are not considered hygro-
scopic, but they do form various stable hydrates. The
water vapor sorption isotherms (Fig. 9) show two phases
for the b- and g-CDs, and one phase for a-CD. At 11%
RH,a-CD absorbs 4 water molecules and upon long-term
storage, forms a stable hydrate with 6 water molecules.
The water content gradually increases with increasing
humidity to a constant value of 6.6 water molecules per
CD molecule at and above 79% RH.[124] Four different
crystalline forms of a-CD have been reported; two forms
containing approximately 6 water molecules, one form
containing 7.6 water molecules and a dehydrated form.

The water content of b-CD increases with increasing
humidity and passes through a plateau region at about
23–31% RH where the water content is about 5–6
water molecules. Another leveling of the plot occurs
at humidities of 60–79%. Both 12-water[125] and
11-water[126] hydrated crystalline forms have been
reported alongwith a dehydrated form. Upon standing
for several weeks, the 11-water form will convert to the

12-water form, which is stable over a large range of
humidity conditions.

X-ray diffraction patterns of g-CD stored under
various humidity conditions also show the existence
of three distinct crystalline forms. A dehydrated form
is observed at low humidities and a hydrated form con-
taining almost 17 water molecules occurs at 93.6% RH.
An intermediate crystalline form containing 7 water
molecules is found at intermediate RH values which
corresponds to the plateau region at 20–30% RH in
the sorption isotherm. The hydrate and dehydrate
forms pass through the intermediate form during
dehydration, and hydration respectively.[124]

CD Derivatives

Hundreds of modified CDs have been prepared and
shown to have research applications. However, only
the derivatives containing the hydroxypropyl (HP),
methyl (M), and sulfobutyl ether (SBE) substituents
are in a position to be used commercially as new
pharmaceutical excipients. These substituents vary in
size and electronic character and are attached to the
CD structure through reaction with one or more of
the three hydroxyl groups of the glucopyranose units.
The parent CDs contain 18 (a-CD), 21 (b-CD), or 24
(g-CD) hydroxyl groups that are available for modifi-
cation. The most reactive hydroxyls are in the C-6 pos-
ition and the C-3 hydroxyls are the least reactive.
However, the difference in reactivity is not great, and
changing reaction conditions can often alter the pos-
ition of substitution. The preparation of homogenous,
selectively derivatized CDs is, therefore, not an easy
task. With all the options available for positional
and regioisomers to be formed, one must be careful
in describing the various derivatives. A discussion of
nomenclature is provided earlier.

The main derivatives under development as excipients
are all derivatives of b-CD: 1) a randomly methylated
derivative with an average MS of 14 (M14-b-CD); 2)
two different 2-hydroxypropyl derivatives, one with an
average MS of approximately 3 ((2HP)3-b-CD) and
the other with an average MS of 7 ((2HP)7-b-CD);
and 3) a sulfobutyl ether derivative with an average MS
of 7 (SBE7-b-CD). Glucosyl and maltosyl CDs[127,128]

which contain a mono- (G1-b-CD) or disaccharide
(G2-b-CD) substituent, have also been reported and
show promise for the future.

Methylated

Methylation can be controlled to produce mono- to
fully derivatized CDs. The introduction of the methyl
substituent dramatically improves the water solubility of
the derivative versus the parent CD. Aqueous solubility

A
ds

or
be

d 
W

at
er

 (
m

ol
/m

ol
)

20 40 60 80 100

γCD

βCD

αCD

2

4

6

8

10

12

14

16

RH%

Fig. 9 Water vapor sorption isotherms for a-, b-, and g-CD
at 40�C. (Dashed line: adsorption, solid line: desorption).
(Adapted from Ref.[7].)
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increases as the number of methyl groups reaches 14
and then decreases as substitution approaches 21. The
2,6-DM14-b-CD and the 2,3,6-TM21-b-CD have
solubilities of 57 and 31 g/100 ml, respectively, versus
1.8 g/100 ml for the parent b-CD. The introduction
of the methyl groups disrupts the ‘‘belt of H-bonds’’ effec-
tively increasing the polarity of the derivative.

The aqueous solubility of these derivatives is
adversely affected by temperature, however, and pre-
cipitation occurs during heat sterilization. The mixture
of randomly methylated b-CD (M14-b-CD),[129] how-
ever, exhibits a favorable water solubility (>50 g/
100 ml) that increases as temperature increases.[130]

The extent of methylation is also important in
optimizing complexation. The introduction of the
methyl substituent at the 2- and 6- positions appears
to improve complexation. Binding constants for 2,6-
DM14-b-CD with many drugs is an average five times
of that observed with b-CD. The methyl groups seem to
increase the hydrophobicity of the CD cavity possibly
by providing an ‘‘extension’’ of the cavity. Derivatiza-
tion of the remaining C3 hydroxyls, however, results in
a dramatic decrease in complexation ability. This may
result from the distorted cyclic structure formed when
the CDs are permethylated.[131] The altered confor-
mation also impacts the stability of the derivative in
acidic solutions. Degradation half-lives of 2.1 and 12.0 h
have been reported for a randomly methylated,[2,3,6]

M14-b-CD and a 2,6-DM-b-CD, respectively, in 1 M
HCl at 60�C.[129] Under similar conditions, b-CD has a
half-life of 5.4 h.

The mixture of randomly methylated b-CD, although
partially derivatized at the 3-position, still maintains the
favorable binding characteristics of 2,6-DM14-b-CD.
One report[129] demonstrated that M14-b-CD solubilized
26 drugs more effectively than b-CD and the extent of
solubilization was on average 80% of that observed for
the purified 2,6-DM-b-CD preparation.

Studies suggest that an optimal definition for a com-
mercially viable methylated CD is the partially methyl-
ated b-CD (M14-b-CD) containing an average MS of
approximately 14 with the substituents at the 2-, 3-,
and 6-positions. This material is produced economi-
cally, has an aqueous solubility that increases with
temperature, and has binding constants higher than
those observed with the unsubstituted b-CD and close
to those observed with the 2,6-DM-b-CD.

Hydroxypropyl

Hydroxy alkylation of b-CD requires treating base-
solubilized b-CD with the appropriate epoxide or
haloalcohol.[132,133] Propylene oxide or propylene car-
bonate are used in the preparation of 2-hydroxypropyl
b-CD ((2HP)-b-CD), the derivative being commer-
cialized. The reaction occurs at both primary and

secondary alcohols on the b-CD generating a mixture
of numerous isomeric forms.[134,135] This results in a
heterogeneous product that is amorphous and highly
water soluble.

The 2-hydroxypropyl derivative has been the subject
of numerous clinical trials and is commercially avail-
able from several suppliers. Brandt,[136] Müller,[137,138]

and Pitha[139] have described its preparation and use.
The DS can affect the ability of the hydroxypropyl
derivatives to form complexes. It can also affect the
solubility of the derivatives. The mono substituted
derivative, (2HP)1-b-CD is actually less soluble than
b-CD.[140] However, at degrees of substitution of �2.7
and higher, the solids are amorphous and exhibit solubi-
lities in excess of 50% w/v.[135] Water uptake by the solid
forms is low. At 75% RH and 25�C, the (2HP)-b-CDs
show less water uptake than the parent b-CD,[135] and
the water uptake decreases with increasing MS.

As discussed earlier, the need to control the DS
becomes important to balance water solubility and
complexation capability. Two commercial preparations
of (2HP)-b-CD, EncapsinTM and Molecusol�, have
recognized the need for this compromise and have
substitution levels that provide a balance between solu-
bility and complexation. Encapsin and Molecusol have
MS values of approximately 3 and 7, respectively.
Although both (2HP)-b-CD commercial preparations
are unique, each manufacture can reproducibly gener-
ate materials to meet defined specifications. These
(2HP)-b-CD derivatives appear to be equally effective
in complexation and have water solubilities exceeding
50% w/v. Both have been administered parenterally.

Sulfobutyl ether

Rajewski[48] prepared the directly sulfonated CDs
through the introduction of the sulfonic acid moiety
at the C-6 position. These anionically charged sulfonic
acid substituents were spaced away from the CD with
alkyl groups by Parmerter[141] and Lammers[142] in the
preparation of sulfopropyl derivatives of CDs.

Stella and Rajewski[44] later described the prep-
aration of sulfoethyl through sulfohexyl derivatives
of the CDs. The sulfonate and sulfoalkyl ether deriva-
tives can be prepared with different average degrees of
substitution,[143] are isolated as the sodium salts, and
demonstrate water solubilities independent of the
MS. Likewise, no effect on complexation is seen with
changes in MS when the alkyl spacer is butyl (Fig. 7).
The SBE-b-CD derivatives are amorphous and similar
to HP-b-CDs, tend to form amorphous complexes.
They are highly water soluble (>50 mg/ml), and some-
what hygroscopic, reversibly picking up water at
humidities below RH 60%.

The SBE7-b-CD derivative has been used in clinical
trials and is being developed commercially as Captisol.
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It is well characterized and suitable for parenteral
administration.

ABSORPTION, DISTRIBUTION,
METABOLISM, AND EXCRETION

Oral Pharmacokinetics

The parent CDs are poorly absorbed from the gastro-
intestinal tract. Reported values for absorption range
from 0.1 to 0.3%[144] for rats fed a diet containing
5–10% b-CD, to �2%[145] when the doses were
administered in an isolated rat ileum closed-loop
experiment. When 14C b-CD was administered orally,
values as high as 4.8% have been reported for appear-
ance of the label in the urine.[146] This higher value was
attributed to absorption of the metabolites of b-CD. The
small amount of intact CDs absorbed orally probably
does so by passive means,[147] via the paracellular
route.[148] Oral absorption studies with a- and g-CD have
shown �2% and �0.1% absorption, respectively.[149,150]

The majority of an orally administered dose of
a- and b-CD will be metabolized in the colon. This
has been demonstrated both in rats[146] and man[151]

with very little hydrolysis occurring in the upper gas-
trointestinal tract (GIT). Microbiological studies[152]

have shown that most of the human colonic bacterial
strains can degrade a- and b-CD and this activity
can be stimulated by as little as 2–4 h of exposure to
the CDs. The typical 40 h transit time through the
human colon provides adequate time to induce the
bacterial enzymes to provide for complete hydrolysis
of the CDs in the colon. Likewise, most of an oral dose
of g-CD is metabolized in the GIT. However, studies
with radiolabelled g-CD suggest that most of its
metabolism occurs in the upper GIT.[153]

The derivatized CDs are generally more resistant to
hydrolysis in the GIT than the parent CDs. Oral bio-
availability of HP-b-CD in dogs is estimated at 3.3%
and is less in rats, and about 60% of the dose is
excreted unchanged.[154] Oral absorption in humans
has not been observed.[150] Oral administration of 14C
HP-b-CD to rats results in approximately 3% of the
radiolabel appearing in the urine, 71% in the feces,
and 3% being exhaled.[155]

The methylated derivatives have shown somewhat
greater oral absorption. The absorption of DM-b-CD
has been reported as 6.3–9.6% in the rat,[156] and
M-b-CD as 0.5–11.5%.[153]

Parenteral Pharmacokinetics

Intravenously administered CDs disappear rapidly
from the systemic circulation and are excreted mainly

through the kidney. a- and b-CD are excreted almost
completely in their intact form, but some metabolism
is observed with g-CD. Reports vary with regard to
the amount ofmetabolism from ‘‘substantial’’[157] to
10% or less.[153] The hydrophilic CD derivatives are
likewise rapidly cleared following intravenous adminis-
tration and most are excreted unchanged in the urine.
Linear, two compartment pharmacokinetics are usually
observed although the initial distribution kinetics are
very rapid and may not always be captured.

The disposition parameters for several CDs are
given in Table 7. The steady state volumes of distri-
bution (Vdss) correspond well with extracellular fluid
volume in each species evaluated, suggesting little or
no distribution of most CDs into other tissues or sto-
rage compartments. Studies with 14C HP-b-CD have
shown that the small amount that does distribute,
has been found mainly in the kidney and lungs of rats
following single intravenous doses, and in the kidney
and liver of dogs after chronic (1 month) intravenous
dosing.[154] The total plasma clearances (CLT) are dose
independent and are indicative of clearance at a rate
comparable to glomerular filtration.[158,160] Thus, as with
any compound whose elimination is closely tied to kid-
ney function, linear pharmacokinetics may not always
be observed in the presence of poor renal function.

SAFETY OF CD

Oral Safety

The oral safety of the parent b-CD was first reported
in 1957, and it was erroneously suggested that the
material was unsafe.[162] Subsequent studies by
Anderson et al.[163] and Gerlóczy[164] demonstrated
that a- and b-CD produced no toxic effects when fed
to rats for 30–90 days at 1% of the diet or at 1 and
2 g/kg daily doses. The odd, irreproducible results of
the first report were probably due to the inconsistent
purity of early CD materials and the possible presence
of residual organic solvents.

Both rodent and nonrodent studies have been con-
ducted on the parent CDs. Szejtli and Sebestyén[165]

reported the parent CDs to be nontoxic at very high oral
doses. Mortality was not observed, even in animals
treated with the highest possible oral doses. Therefore,
the LD50 in rats is reported to be greater than 12.5,
18.8, and 8 g/kg body weight for a-, b-, and g-CD,
respectively.

In general, the oral administration of a-, b-, and
g-CD appears to cause several changes reflective of
an adaptation to a diet containing a poorly digestible
carbohydrate. The changes are species dependent, with
rats being more susceptible than dogs. In both cases,
the effects are reversible upon cessation of treatment.
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a-, b-, and g-CD

The safety of orally administered b-CD has been inves-
tigated in numerous studies[120,144,166,167] with extensive
evaluation of hematology, blood chemistry, urinalysis,
and necropsy (macro and microscopic). No significant
toxic effects were observed in any of these studies after
oral administration of b-CD to mice, rats, or dogs.

Although no macroscopic pathologies were observed,
microscopic evaluation of the tissues revealed several
treatment-related changes from the 1-year exposure of
rats to b-CD.[167] The organs affected by the treatment
were the kidneys and the liver. The kidney effects were
not thought to be of any toxicological importance.

Some cellular necrosis was observed in the liver of
male rats receiving a 5% b-CD diet and in female rats
receiving a 2.5 and 5.0% b-CD diet. An increase in
portal inflammatory cell infiltration was also observed
in male rats receiving the 2.5% b-CD diet and male
and female rats receiving the 5.0% b-CD diet. These
observations were considered to represent a mild hepa-
totoxicity (mechanism unknown), which was further
evidenced by increases in serum liver enzymes.

The 1-year exposure[167] of dogs to b-CD diets did
not result in the kidney or liver pathologies observed
in the rats. Therefore, the mild hepatotoxicity may be
species related and not reflective of a general hepato-
toxicity. Dogs fed 5% b-CD for 1 year exhibited
increased urinary protein levels and the urinary
excretion of calcium. However, these changes were
not noted in the rat study.

From the results of the 1-year studies, the nontoxic
effect levels for oral use of b-CD are considered to be
1.25% of the diet for rats and 5% for dogs. Considering
the quantity of food that was consumed under these
conditions, this is equivalent to approximately 760
and 1899 mg/kg/day for rats and dogs, respectively.

a- and g-CD show similar oral safety profiles to
those observed for b-CD. Ninety-day feeding studies
in rats and dogs[153] consuming diets containing
a-CD or g-CD have shown effects that are consistent
with the consumption of a poorly digestible carbo-
hydrate such as b-CD or lactose. Some increases in
organ weights (spleen and male adrenals) have been
observed but were reversible. The ingestion of g-CD
for 13 weeks at dietary levels of up to 20% (corre-
sponding to intakes of 11.4 and 12.7 g/kg body
weight/day for male and female rats, respectively)
has been shown to be well tolerated.[168]

The treatment of dogs with 0, 5, 10, and 20% a-CD
and g-CD diets resulted in minimal effects as compared
to those observed in rats.[153] A subsequent study con-
cluded that daily g-CD consumption of up to 20% in
the diet (approximately 7.7 g/kg body weight in male
and 8.3 g/kg body weight in female dogs) is tolerated
without any toxic effects.[169]

CD derivatives

Oral safety studies have been conducted with at least
two derivatives, the HP3-b-CD and SBE7-b-CD.
The reported studies for these derivatives are listed

Table 7 Pharmacokinetic parameters for several CDs

t1/2,a t1/2,b Vdss CLT

CD Species (min) (min) (mL/kg) (mL/h/kg) Ref.

b-CD Rat 1.5–2.9 23.9–50.2 152–176 204–372 [158]

g-CD Rat 20 [153]

(G1-b-CD) Rabbit 191 283 [159]

(G2-b-CD) Rat 4.3 31.1 534.6 979.4 [127]

HPb-CD Rat 24 512 [154]

(MS ¼ 2.7) Dog 48 188 [154]

HPb-CD Human 72–108 164–240 96–126 [160]

DM-b-CD Rat 22.7–42.3 [156,161]

S-b-CD Rabbit 144 32 [159]

(MS ¼ 9.6)

S-b-CD Rabbit 172 47 [159]

(MS ¼ 17.6)

S-b-CD Rat 113 52 [159]

(MS ¼ 13.3)

SBE-b-CD Rat 18 300 588 CyDex unpublished

(MS ¼ 7) Dog 66 400 282 CyDex unpublished

Man 84 185 114 CyDex unpublished
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in Table 8. The oral safety of HP3-b-CD has been
assessed in mice, rats, and dogs for dosing periods up
to 2, 2, and 1 year, respectively. Doses reached as high
as 5000 mg/kg/day. No adverse effects were noted
except for an increase in diarrhea in dogs treated with
5000 mg/kg. The 2-year carcinogenicity studies are
discussed separately later.

The oral safety of SBE7-b-CD derivative is currently
under evaluation.

Parenteral Safety

The most encompassing test of an excipient’s safety is
the systemic safety of the material because many of the
routes of administration ultimately result in at least
some minor systemic exposure. Numerous studies
with the parent CDs have shown that their parenteral
toxicity is observed primarily as renal and cytotoxicity
(hemolysis and tissue irritation). These toxicities
were the driving force for the preparation of new CD
derivatives, many of which exhibit improved par-
enteral safety.

a-, b-, and g-CD

Renal Issues. The parent CDs can all show a toxic
effect on the kidney when given parenterally. The
nephrotoxicity of a- and b-CD manifests itself as a
series of alterations in the organelles of the proximal
tubule cells.[170] The toxicity is initially expressed as
an increase in apical vacuoles, which is typical of an
adaptive response tothe excretion of osmotic agents
at extremely high concentrations. This effect reverses
upon discontinuation of CD administration. However,
there are also other cellular changes not typical of

osmotic agents that are not reversible. Giant lysosomes
appear and prominent acicular (needle-like) micro-
crystals are observed in the epithelial cells of the renal
proximal tubules. Both the occurrence and abundance
of the microcrystals are dose dependent. The content
of the crystals has not been confirmed but suggestions
include precipitated parent CD (unlikely for a-CD
with a solubility of 145 mg/ml), and complexes of
CDs with cholesterol[171] or lipoproteins.[172] The
proximal tubules progressively show dramatic altera-
tions in other organelles. The mitochondria are
observed to swell and become distorted. The Golgi
apparatus is affected along with the smooth endoplas-
mic reticulum. The interstitial membrane on the basal
lateral side of the cell is disrupted. All of these events
are irreversible, and as the toxic condition progresses,
kidney function is lost and death ensues.

Parenterally administered g-CD appears to be less
nephrotoxic than a- or b-CD. Subcutaneous and intra-
venous doses as high as 4000 mg/kg in mice and
2400 mg/kg in rats have shown no toxic effects.[173]

Schmid[174] reported that the intravenous LD50 for
g-CD in mice was 10,000 mg/kg and >3750 mg/kg
for rats. For acute intravenous administration, g-CD
has been shown to be safer than a- and b-CD, which
exhibit LD50 values of 1000 and 788 mg/kg, respect-
ively, in the rat.[170,174] Antlsperger,[153] and more
recently Donaubauer,[175] evaluated the intravenous
administration of g-CD to rats for 30 and 90 days.
A no adverse effect level (NOAEL) of 200 mg/kg was
reported for the 30-day studies and 120 mg/kg was
suggested for the 90-day studies.

Cytotoxicity Issues. In-vivo hemolysis has been
observed with parenteral administration of all of the
parent CDs. In-vitro studies with human erythrocytes
have demonstrated that the damaging effect of the
CDs is in the order b-CD > a-CD > g-CD.[176] This
cellular destruction has also been observed in studies
with human skin fibroblasts and intestinal cells,[177]

P388 murine leukaemic cells,[178] E. coli bacterial
cells,[179] and immortalized human corneal epithelial
cells.[180] Mechanistic studies suggest that CDs extract
either cholesterol (b-CD and g-CD) or phospholipids
(a-CD) from the cell membrane causing small pores
which allow leakage and eventually lead to cell lysis.

These in vitro cytotoxicity studies are not indicative
of in vivo toxicity but rather provide a method to
classify the CDs for their potential to destabilize or dis-
rupt cellular membranes. In fact, when whole blood
is used instead of erythrocytes for the hemolysis tests,
the cytotoxicity of the CDs is diminished 10-fold
by the presence of hydrophobic serum components.
Thus, the membrane damaging effects of the CDs
are observed in vivo only under situations of high
concentrations.

Table 8 Reported oral safety studies with HP3-b-CD[198]

and SBE7-b-CD

Species Dosing duration (days) Doses (mg/kg/day)

SBE7-b-CD (Captisol: CyDex)

Rats 1 600

HP3-b-CD (Encapsin: Janssen)

Mice 1 5000
90 500, 2000, 5000

90 500, 2000, 5000
730 500, 2000, 5000

Rats 1 5000
14 5000

365 500, 2000, 5000
730 500, 2000, 5000

Dogs 1 5000
365 500, 1000, 2000
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CD derivatives

Renal Issues. The derivatized CDs vary widely in
their potential for renal safety. Renal nephrosis was
observed for methylated b-CDs following intramuscular
injections of as little as 50 mg/kg/day over 12 days.[181]

The damaging effect of the methylated CDs was in the
order of TM-b-CD >M-b-CD >DM-b-CD >b-CD.
An LD50 value of 220 mg/kg has been reported for
DM-b-CD.[159] Administration of the maltosyl/dimalto-
syl derivatives G2-b-CD/(G2)2-b-CD on the other hand,
showed no toxic effects on the kidney of rats at intra-
venous doses of 200 mg/kg for 14 days.[182] There was
however, a flushing of the eyes, nose, mouth and extre-
mities observed, prompting additional investigation.

Safety of the hydroxypropyl and sulfobutyl ether
derivatives has been studied in considerable detail
and little or no renal toxicity has been demonstrated
at moderate doses. Summaries of available intravenous
safety studies are given in Table 9. Parenteral exposure

with either derivative results in the osmotic adaptive
response seen with b-CD but further progression to
the irreversible damage does not occur.

Ninety-day intravenous dosing of (2HP)3-b-CD at
400 mg/kg resulted in moderate toxicity as evidenced
by decreases in body weight gains, changes in blood
and serum parameters, increased activity of mono-
nuclear phagocytosing cells of the lungs and liver,
and an increase in the red pulp hyperplasia in the
spleen.[183]

The evaluation of the sulfobutyl ether derivative,
SBE7-b-CD for 6 months with daily intravenous
dosing up to 600 mg/kg did not present evidence of
the effects noted with (2HP)3-b-CD and demonstrates
the extensive systemic safety of this CD.

Cytotoxicity Issues. As with renal toxicity, the vari-
ous derivatives show dramatically different hemolytic
behaviors. The dimethyl derivative shows substantial
hemolysis; more than even the parent b-CD. This is
well illustrated in Fig. 10 where the percentage of
cells undergoing hemolysis is shown as a function of
CD concentration. Hemolysis started at concentrations
below 0.1% for the DM-b-CD. Four to five times higher
concentrations of b-CD are required to give the same
hemolysis. This behavior is in agreement with the
demonstration of DM-b-CD as a penetration enhancer
in skin[184] and nasal tissue.[185]

The hydroxypropyl and sulfobutyl ether deriva-
tives, on the contrary, show much less hemolysis than
b-CD. This is shown in Fig. 11 where the hemolysis
caused by b-CD is compared to two (2HP)-b-CDs
and three SBE-b-CDs.[186] The hemolysis profiles
show a dependence on the MS for the derivatives,
showing less effect with higher MS. The two hydroxy-
propyl derivatives, (2HP)3-b-CD and (2HP)7-b-CD,

Table 9 Reported intravenous safety studies with
HP3-b-CD[198] and SBE7-b-CD

Species

Dosing duration

(days)

Doses

(mg/kg/day)

SBE7-b-CD (Captisol: CyDex)

Mice 1 2000

Rats 1 600
1 2000

14 160, 240, 600,

1500, 15000
30 40, 80, 160
30 160, 240, 320

30 300, 1000, 3000
180 200, 320, 600

Dogs 1 240
14 160, 240, 750
30 30, 60, 120

30 100, 200, 300
30 300, 1000, 3000

180 150, 300, 600

HP3-b-CD (Encapsin: Janssen)

Mice 1 5000, 7000, 10000,

14000, 20000

Rats 1 2000, 4000
4 1600, 3200

10 400

90 25, 50, 100, 400
90a 50, 100, 400

Dogs 1 5000
4 3200

90 25, 50, 100, 400
50, 100, 400

aTwo 90-day studies were conducted at these levels.

(Adapted from Ref.[198].)
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Fig. 10 Hemolytic effects of CD derivatives on human
erythrocytes in isotonic phosphate buffer (pH 7.4) at 37�C for
30 minutes. (D, a-CD; �, b-CD; &, g-CD; &, DM-b-CD;
G, HP-b-CD; �, HE-b-CD.) (Reprinted from Ref.[135].)
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are almost equivalent in their hemolytic behavior and
are both less hemolytic than b-CD. Likewise, the
sulfobutyl ether derivatives are less hemolytic than
b-CD, but the effect of MS is quite dramatic. As the
MS increases from one to four to seven, the hemolytic
activity drops precipitously to where essentially no
hemolysis is observed with SBE7-b-CD.

Mutagenicity and Carcinogenicity

The potential for interaction with genetic material (and
therefore risk of carcinogenicity) can be investigated
using bacterial and mammalian gene mutation assays
and chromosomal aberration assays. The parent CDs
do not exhibit mutagenic behavior in any of these
assays,[153,165] and there have been no reports of
tumors in oral feeding studies or in the parenteral
administration of any of the parent CDs.

Several of the CD derivatives have also been
evaluated for mutagenicity and carcinogenicity. Both
HP-b-CD[187,188] and SBE7-b-CD[189] show negative
results for the mutagenicity tests. However, a 2-year
carcinogenicity study of HP-b-CD in rats demonstrated
hyperplastic and neoplastic changes in the acinar cells of
the exocrine pancreas.[190] The neoplasia in the rat study
is inconsistent with the mutagenicity assay results and
with the lack of carcinogenicity of the parent CDs. In
separate and shorter studies with mice and dogs, no
adverse effects were observed for the pancreas.

The rat pancreatic hyperplasia may be due to the
ability of high concentration of HP-b-CD to increase
the fecal elimination of bile salts indirectly causing a

stimulation of the production of cholecystokinin
(CCK). In the rats, CCK functions as a mitogen caus-
ing an increase in the cellular hyperplasia in the acinar
cells. Sensitivity to this effect is species dependent,[191]

the rat is most sensitive and dog show no effects. The
carcinogenicity study for HP-b-CD may have been
conducted at levels that are affecting an important
nutritional balance. The FDA guidelines for carcino-
genicity studies suggest that safety studies be conduc-
ted with the highest levels possible to determine
maximum tolerated doses but care should be taken
to minimize possible nutritional deficiencies,[192] The
observation of pancreatic neoplasms observed with
the 5 g/kg/day oral doses of HP-b-CD may have been
the consequence of a nutritional deficiency not a
carcinogenic effect of HP-b-CD itself.

Reproductive Safety

In oral-safety studies involving both male and female
animals, some minor differences were observed between
the sexes. The parent CDs, however, do not adversely
affect either gender and the effect of CDs on repro-
duction is minimal.[166] Embryotoxicity and teratogeni-
city studies have been reported for a- and g-CD.[193]

Several 90-day feeding studies in rats and rabbits have
been conducted with no effects being observed for
maternal health or reproduction.[153]

A more extensive evaluation of reproductive and
developmental safety of b-CD was reported in a three-
generation study by Barrow, Olivier, and Marzin.[194]

The only adverse effect observed during the study was
a dose related decrease in pup weight gain from birth
until weaning but this was statistically significant only
for the 5% b-CD diet during days 7–14 postpartum. This
preweaning growth retardation did not result in any per-
manent defects and the affected pups returned to normal
weights upon weaning. The NOAEL for oral b-CD,
under the conditions of the study, was suggested to be
at 1.25% dietary b-CD.

Reproductive safety studies have been conducted
for both SBE7-b-CD and HP3-b-CD in rats and rabbits.
A listing of the reported studies is given in Table 10. Oral
administration of up to 5000 mg/kg HP-b-CD to preg-
nant rats produced no maternal toxicity, embryotoxicity,
orteratogenicity. Oral administration of 1000 mg/kg HP-
b-CD to pregnant rabbits caused a slight maternal and
embryotoxicity but no teratogenicity.

Intravenous administration of HP-b-CD at 400 mg/kg
to the dams from day 18 of the pregnancy to 3 weeks of
lactation produced no adverse effects on the rat pups.
However, when the dosing occurred from day 16 of ges-
tation to week 3 of lactation, the low dose (50 mg/kg)
and the high dose (400 mg/kg) presented significantly
lower pup survival than the vehicle control groups.
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Fig. 11 Hemolytic effects of CD derivatives on human ery-
throcytes in isotonic phosphate buffer (pH 7.4) at 37�C for 5

minutes. &, b-CD; &, SBE1-b-CD; �, (2HP)3-b-CD;G,
(2HP)7-b-CD; `, SBE4-b-CD; �, SBE7-b-CD. (Adapted
from Ref.[186].)
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These effects were not observed with the intra-
venous administration of SBE7-b-CD at doses of 100,
600, and 3000 mg/kg to pregnant rats. There were no
effects of intravenous treatment with SBE7-b-CD on
fertility or early embryonic development, nor was the
material observed to be teratogenic. The only effect
of treatment was a decrease in maternal body weight
gains and food consumption at the highest doses
administered.

REGULATORY STATUS

Regulatory Process for New Excipients

CDs are not ‘‘standard’’ inactive ingredients, and their
uncertain regulatory status causes hesitancy in their
use in formulations. A common perception exists that
an approval process is in place for the evaluation of
new excipients, such as the CDs. In fact, there is no
mechanism for submission and review of data on a
new excipient that would lead to approval of that
excipient. In the United States, the FDA reviews a
new excipient only in relationship to the review of a
drug formulation. Only the final drug product is
approved by the FDA. By this method the excipient

data are reviewed with each drug application. The dos-
sier on a new excipient is filed by the excipient manu-
facturer as a Drug Master File (DMF)-Type 4.[195]

These data are then referenced when an Investigational
New Drug application (IND) or New Drug Appli-
cation (NDA) is filed for a drug dosage form using
the excipient.

A petition can also be made for approval as a food
additive and to be placed on the GRAS (generally
regarded as safe) list. The GRAS list (21 Code of
Federal Regulations 182.1–184.1) actually applies only
to food additives that are reviewed by the FDA and
determined to be generally recognized as safe for the
purpose and use conditions described in the statute.
The use of GRAS excipients is often but not always
transferable to oral pharmaceutical formulations. Once
the material is approved for use in foods, the material
may be considered suitable for use in an oral formu-
lation if the dose fits within the quantities consumed
as a food additive. This suitability does not, however,
transfer to non-oral routes.

The process is similar in Japan, in that a new excipi-
ent’s dossier is evaluated in reference to an application
for a drug dosage form containing the excipient.
The data is evaluated both in terms of the excipient
and the active, but only the drug product is approved.

Table 10 Reported reproductive safety studies with HP3-b-CD[198] and SBE7-b-CD

Species Route Doses (mg/kg/day)

SBE7-b-CD (Captisol: CyDex)

Maternal range finding toxicity
Rats i.v. 300, 1000, 3000
Rabbits i.v. 250, 600, 1500

Segment I: Fertility & early embryonic development

Rats i.v. 100, 400, 1500

Segment II: Embryotoxicity & teratology
Rats i.v. 100, 600, 3000
Rabbits i.v. 100, 400, 1500

Segment III: Pre- & post-natal development
Rats i.v. 100, 600, 3000

HP3-b-CD (Encapsin: Janssen)

Segment I: Fertility & early embryonic development
Rats i.v. 50, 100, 400

Oral 500, 2000, 5000

Segment II: Embryotoxicity & Teratology
Rats i.v. 50, 100, 400

Oral 500, 2000, 5000
Rabbits Oral 50, 100, 400

Oral 250, 500, 1000

Segment III: Pre- & post-natal development

Rats i.v. 50, 100, 400
i.v. 50, 100, 400

Oral 500, 2000, 5000

(From Ref.[198].)
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After the excipient has seen extensive utilization in mul-
tiple marketed products, the regulatory system has a
process for review of the data resulting in possible
inclusion of the monograph in the Japanese Pharmaco-
poeia (JP). The JP defines the mandatory standards for
substances used in a pharmaceutical product. Inclusion
in the JP establishes ‘‘precedent’’ status for the excipi-
ent and this notation permits use of the material in
new drug products under defined conditions without
the need to submit extensive supporting data.

In Japan however, new is new. Even with precedent
status, if a new higher dose or a new route of adminis-
tration is pursued, the examination will treat the
excipient as new. This also applies to an approved food
additive or cosmetic ingredient. The first use in a phar-
maceutical formulation is considered a new use and the
application will be examined as such.

Current Regulatory Status of CDs

The parent CDs in Japan are classified as natural
starches that have received approval by the Ministries
of Health for use in foods. Relative to pharmaceutical
applications, monographs for a- and b-CD have been
included in the Japanese Pharmaceutical Excipients[196]

compendium (JPE). Even though nine pharmaceutical
products with CD formulations have been marketed in
Japan, the use of CDs has not been extensive enough in
approved formulations to receive ‘‘precedent status.’’

In the United States, two drug products are
approved containing CDs (one each containing a-CD
and (2HP)-b-CD) and at least one additional NDA
has been filed (product containing SBE7-b-CD). In
addition, Drug Master Files have been submitted for
b- and g-CD and the (2HP)-b-CD and SBE7-7b-CD
derivatives. These DMFs are available for referencing
in IND and NDA applications through agreements
with the individual manufacturers. A food additive
petition is also under review for b-CD, and a monog-
raph on b-CD has been included in volume 19 of the
NF under the name Betadex.[197] The United States
Pharmacopeal Convention is reviewing proposal(s) to
include monographs on additional derivative(s).

An expert panel concluded in 1997 that b-CD is
GRAS for its intended use as a flavor carrier and
protectant at a level of 2% in numerous food products.
The products included chewing gum, gleatin and pud-
dings, soups prepared from dry mixes, coffee and tea
products with added flavors, savory snacks and crack-
ers with added flavorings, baked goods prepared from
dry mixes, beverages prepared from dry mixes, and
breakfast cereals. A petition has been filed with the
FDA requesting their affirmation of b-CD as GRAS
for these products. The Joint Expert Committee on Food
Additives (JECFA) of the World Health Organization

and the Food and Agriculture Organization has
reviewed b-CD and established an acceptable daily
intake (ADI) of 0–5 mg/kg body weight. The Scientific
Committee for Foods of the European Union has also
assigned b-CD an ADI of 5 mg/kg body weight/day.
The FDA granted GRAS status for g-CD in 2000.
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Complexation: Non-Cyclodextrins

Galina N. Kalinkova
Department of Pharmaceutical Chemistry, Medical University, Sofia, Bulgaria

INTRODUCTION

Complexation processes, also known as complexation,
are based on the ability of many well-known drugs to
interact and to form new complex drugs with altered
properties in comparison with a drug alone. The
pharmaceutical technology and the pharmaceutical
industry have long considered research and develop-
ment in the area of complexation a priority. The
complexation process offers new possibilities for the
improvement of existing drugs (side effects, therapeuti-
cal activity, and solubility). Such drug complexes
with optimized characteristics can be prepared by com-
plexation as a result of various interactions as drug–
metal ion, drug–drug, drug–excipient(s), etc.

Today, two of the greatest advances in pharma-
ceutical technology can be found in the field of comp-
lexation processes. These are chelatotherapy and
biotechnology. The significance of chelatotherapy is
evident in relation to recent increased problems con-
nected with the pollution of the environment.

Biotechnology in relation to the pharmaceutical
industry ensures new special drugs, some of which
include proteins, antibodies, and peptides. Others
include insulin, interferons, growth factors (GFs),
and sensitive diagnostics for diseases such as hepatitis,
AIDS, and herpes.

It is interesting to note that the history of medical
treatment with metal ions and their compounds has
been known for thousands of years. In 2500 B.C., the
Chinese used gold (Aurum, Au) for medical treatment,
whereas in the middle of this past millennium, the
gold’s compounds were considered an effective treat-
ment against leprosy.

COORDINATION THEORY AND SOME
RECENT THEORETICAL CONSIDERATIONS

The coordination theory was promoted by the Swiss
chemist Alfred Werner (1866–1919) in 1891. He
became a professor in Zurich in 1893, and in 1913,
he received the Nobel Prize in Chemistry for his inves-
tigations of complex compounds.[1] Werner found
many non-organic compounds with asymmetrical
molecules that were also optically active in solutions.
Such complex compounds include Co, Cr, and Fe.

The development of the chemistry of complex com-
pounds was also promoted by the Scandinavian scien-
tists K. Blomstrand and S. Jorgensen (1837–1914).

Gilbert Newton Lewis (1875–1946), University
of California, contributed to the development of
the electronic theory of the valence. He also carried
out investigations on absorption spectra of organic
compounds.

The atom of the complex-constitutor is the so-called
central atom or central ion. In order to emphasize the
difference between the central ion of the same metal in
a free state, the central ion is marked with the symbol
of the chemical element followed by its valency in
roman numerals in brackets. Molecules and ions
directly bound with the central atom are called coordi-
nated groups (Cl, NH3, H2O, etc.) or intraspherical
substituents (ligands or addenda).[2–4]

Ligands are ‘‘hard’’ or ‘‘soft.’’[5] The former are elec-
tronegative with electrostatic interactions, low delocali-
zation of electron density, and formation of covalent
bonds with cations. They include F� ions and H2O
molecules. ‘‘Soft’’ ligands are polarizable, covalent
bonds, such as chloride, bromide, iodide, sulfur-
containing ligands, imidazole, etc. This division into
‘‘hard’’ and ‘‘soft’’ ligands is conventional. It is more
correct to consider the series of ligands in their increas-
ing hardness:

I� < Br� < CI� � F� � H2O;

RS� < R2S � NH3 < H2O;

CN� < R�NH2;

N < CI� < CO�2 ;OH ðalcoholÞ

It should be noted that complexing ions are charac-
terized with definite steric structures. The most wide-
spread drug complexes with coordination number 6
are built according to the type of the octahedron, with
the coordinated groups oriented to the octahedron’s
peaks (Table 1). The drug complexes with coordination
number 4 also can be built on the type of tetrahedron
or on the type of plane (Table 1).

The steric structures presented explain the early
detection of isomery (isomerism) of the complex
compounds of Co, Pt, etc., as well as predict the
number of geometric(al) isomers of the complex ion.
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Table 1 Drug configurations

Metal ion Coordination number Polyhedron type Schematic presentation

Cu(I) 4 tetrahedron

(2) (chain)

(3) (triangle)

Cu(II) 4 square

6 distorted octahedron

(4) (distorted tetrahedron)

(5) (square-pyramid or
trigonal-bipyramid)

Ni(II) 4 square

4 tetrahedron

6 octahedron

(5) (trigonal-bipyramid)

Co(II) 4 tetrahedron

(4) (square)

(5) (trigonal-bipyramid)

Co(III) 6 octahedron

(4) (tetrahedron)

(5) (square-pyramid)

Fe(II) 6 octahedron

(4) (tetrahedron)

(Continued)
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For example, complex ions Mea2b2 may exist as two
geometric isomers (cis- and trans-). The content’s com-
plication of the complex ions increases the number of
geometric isomers (Fig. 1).

Consideration of the octahedral model in accor-
dance with symmetry knowledge also has been used
to predict the presence of the mirror isomerism in com-
plex compounds with definite content and structure. Its
discovery was made by Werner in 1911, and is a confir-
mation of the coordination theory.[2,3]

The first steric ideas were based on the pure chemi-
cal ways. The number of the isomers in the substitution
reactions was determined by their comparison. These
models were confirmed by X-ray diffraction analysis.

COMPLEXES FORMED BY INTERACTIONS
WITH METAL IONS

Azathioprine, an immunosuppressant and cytostatic
drug, forms complexes with various metal ions.[6] The
complexes have been investigated by the potentio-
metric titration method, infrared (IR) spectroscopy,
etc. Azathioprine is found to form 2 : 1 complexes with
Co(II), Cu(II), and Ni(II). The order of their stability is
established as Cu(II) > Ni(II) > Co(II). Azathioprine–
metal complexes have been proven by their IR spectra.

The evidence of the effect of complexation was estab-
lished by the absence of an absorption band at
3191 cm�1 (N–H stretching characteristic of a purine
function in Azathioprine); e.g., the aminogroup is
involved in the formation of the metal complex. The
anticancer action of purine derivatives was discov-
ered in 1949. This cytostatic drug biotransforms to
6-mercaptopurine in the body.[6]

Drug interactions often constitute major problems
in drug therapy. This occurs when metallic therapeutic
agents and drugs (able to form complexes) are admi-
nistered simultaneously.[7] The metallic compounds
used in pharmaceutical preparations and included in
pharmacopoeias are as follows: magnesium trisilicate,
aluminum hydroxide, ferrous sulfate, calcium carbo-
nate, sodium bicarbonate, and potassium citrate.
Norfloxacin, a 4-Quinolone carboxylic acid derivative
with antimicrobial activity, has shown significant
interaction with compounds containing Fe2þ, Mg2þ,
and Al3þ which have led to less active complexes
(unabsorbable and/or antibacterially inactive). Such
complex formation is proposed as a factor responsible
for the alteration of drug activity by simultaneous
co-administration with metallic medicinal agents.[7]

Platinum(II) complexes have antitumor activity,
and have been tested against P-388 leukemia (deriva-
tives of the substituted o-phenilenediamine). Their
antitumor activity has been connected with many fac-
tors. These include the formation of chelate rings and
their strength, the nature and the influence of different
substituting groups, and the relative stability of the
Pt(II) complexes.[8]

Copper(II) complexes of penicillins (benzylpenicil-
lin, phenoxymethylenepenicillin, ampicillin, amoxicil-
lin, and carbanicillin) have been prepared. They have
shown stoichiometries of the type CuL�, CuL2

�, and

Me Me

ab

ab ba

ab

Fig. 1 Steric structures of cis- and trans-isomers.

Table 1 Drug configurations (Continued)

Metal ion Coordination number Polyhedron type Schematic presentation

Fe(III) 6 octahedron

(4) (tetrahedron)

Mn(II) 6 octahedron

(4) (tetrahedron)

(4) (square)

The parentheses used in the second column mark the addition of non-ordinary states.
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CuL3
� (where L� penicilloic acids). Structures of coor-

dination penicillin compounds have been suggested by
IR spectroscopy as monoatomic bidentate ligands
coordinating the Cu(II) ion through the carboxylic
groups (Fig. 2).

Copper(II) ions have promoted the hydrolysis of
penicillins to corresponding penicilloic acids owing to
b-lactam group. The same process has been confirmed
between Cu(II) ions and carboxylic groups of cephazo-
lin, which also belongs to b-lactam antibiotics.[9]

Advances include radioprotective drugs applied
during radiotherapy of neoplastic diseases.[10] Effects
similar to the enzyme superoxide dismutase have been
found in copper complexes of Schiff’s bases (derived
from different amino acids and salicylaldehyde). Activ-
ity of complexes is dependent on their structures. The
structural changes of their chelate rings are responsible
for their effects on free radicals produced in organisms
during radiation. Complexes have square pyramidal
pentacoordination, which is similar to the coordination
polyhedron in the active center of the Cu-dependent
superoxide dismutase. The complexes used as radio-
protective drugs play an important role in radiother-
apy. They protect healthy tissues and cells from
injurious radiation.[10]

The first natural product in which the presence of
the metal cobalt (Co) was shown is Vitamin B12 (cobal-
aminum). It was isolated from the liver simultaneously
by K. Fokers (United States) and Lester Smith
(England). The Vitamin B12 structure was established
by Todd in 1955. The center of the molecule contains
the metal Co(III) with a coordination number 6. It is con-
nected with four mutually bound pyrol cycles. Vitamin
B12 is used in the treatment of pernicious anemia.

COMPLEXES FORMED BY INTERACTIONS
WITH EXCIPIENTS

Naltrexone[11] is a potent narcotic antagonist approxi-
mately 30–40 times more active than nalorphine, and
2–3 times more active than naloxone. Polymeric

complexes as a result of hydrogen bond interactions
between Naltrexone and Eudragit� have been studied.
High performance liquid chromatography (HPLC),
ultraviolet (UV) spectrophotometry, scanning electron
microscopy (SEM), 1H-and 13C-nuclear magnetic reso-
nance (NMR), differential scanning calorimetry
(DSC), and hot stage microscopy (HSM) have been
used to characterize naltrexone polymeric complexes.
A very high efficiency in the dissolution process, as well
as a significant reduction in the drug release rate from
the complex, has been observed.[11]

Eudragit� L[12] is a polymer with anionic character
that is based on the methacrylic acid and its methyl
ester (in ratio 1 : 1 approximately; m.w ¼ 135000).
Eudragit� L is widely used in drug preparations.
A proposed complexation process allows the obtainment
of Eudragit� L-Carteolol complexes. The nature of the
latter was established through the use of spectroscopic
techniques (IR, 1H, and 13C-NMR). The complex was
characterized as intermolecular association (polymer–
drug), and the drug interacted with ammonium
(maximum carteolol salt content in complex—22%).
Comparative studies of carteolol and morphine com-
plexes have shown differences. These differences are
explained by the different chemical structures related to
the amino group of the two drugs.[12]

The excipients ethylcellulose[13] and pectin[14] show
the possibilities for complex interactions of the type
intermolecular H-bonds. The latter result in increased
therapeutic activity of the amoxicillin trihydrate (gran-
ules) and nystatin (plaque). The nature and complex char-
acter of these interactions have been investigated by
means of IR spectroscopy and X-ray diffraction.[13,14]

Indomethacin was introduced into medical practice
in 1963. Its anti-inflammatory activity is much greater
than aminophenazon and hydrocortisone, and it is a
much stronger antipyretic than aminophenazon. The
properties of indomethacin in complex formations
have been studied. The drug interacts with various agents,
such as zinc,[15] calcium glycerophosphate (CGP),[16]

polycarbophil,[17] chitosans,[18] 2-(N,N-dimethylamino)
propionate,[19] and epirizole.[20] The indomethacin com-
plexes show better characteristics when compared to the
drug alone. Improvements in water solubility, increased
dissolution and absorption rates, and increased bio-
availability have been proven, as well as decreased side
effects (gastrointestinal ulceration and hemorrhage).
Some of the zinc–indomethacin complex characteristics
are as follows: m.p.—232�C (decomposition), IR spec-
trum—1586 cm�1 (asymmetrical stretching of carboxy-
late anion), ligand and metal ratio 2 : 1, and two
molecules of crystal water.[15]

The preparation methods of Indomethacin complexes
and their advantages have been described in detail. These
include: 1) Zn–indomethacin[15]—economical and less
time consuming; 2) indomethacin–CGP—simplicity,

R R

Cu

O

O

O

O

C C

Fig. 2 The complex formation between Cu(II) ions and car-

boxylic groups in penicillins.
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facility of design, and nearly cost-free production
(of the complex) on a large scale (industrially;[16]

3) the concentration of polycarbophil can be used as
a key step in suppositories;[17] and 4) indomethacin–
epirizole complex[20]—new spherical crystallization
technique applied without further processing as
granulation.

Propranolol–methacrylic acid copolymer complex[21]

has been evaluated as a potential prolonged releasing
drug. Propranolol content is found to be 68% in the
complex. The complexation process has been defined
as positive interaction of a high degree between
propranolol and the polymer (specific ion–ion interac-
tions and hydrophobic binding to the overall com-
plexation process). The slow release of propranolol
from the complex may be due to hydrogel formation
when the drug (the tablet) is exposed to the dissolu-
tion medium. The complex has been investigated by
differential thermal analysis (DTA) and IR- and
UV-spectroscopic methods.

Chitosan is a cationic polymer used for controlled
drug delivery. It forms polyion complexes (interpoly-
mer) as a result of its interactions with anionic polymers.
The polyion complexes and their basic properties
have been investigated for their pharmaceutical appli-
cation.[22] The specific properties of the complexes
(chitosan–sodium alginate and chitosan–sodium acry-
late) are due mainly to rigidity or flexibility of the
polymer chains. The former is stable to pH change,
and the latter is quite sensitive to pH change, which
makes them applicable to the design of more precisely
controlled drug delivery systems. Fourier transform
infrared spectroscopy (FTIR), elementary analysis,
and viscosity measurements have been used to explain
the nature of these complexes.[22]

Recently, the tranquilizer action of phenothiazine
derivatives has been connected with the flexibility
of their molecules.[23] They form complexes with
charge transition. These complexes have been obtained
as a result of the interactions between phenothiazine
derivatives, dextrans, and pectins. IR spectroscopy,
X-ray diffraction, UV spectroscopy, and Dreiding
models (a 3-D research model) have been applied.[24]

Hypochromic effects (changes in the band’s intensity)
in UV spectra have been observed. The degree of
complex binding correlates with the concentrations
of dextrans.

COMPLEXES FORMED BY DRUG–DRUG
INTERACTIONS

A new complex of Ind and epirozole (molecular ratio
equal to 2 : 1) has been prepared by the spherical
crystallization technique and proven by means of IR
spectroscopy and X-ray diffraction.[20]

ANALYSIS

Drug complexes require application of numerous
methods of analysis (physico-chemical, biological,
etc.) for their complete characterization.[25] The choice
and combination of these methods are connected
mainly with their effectiveness in establishing the type
of the complexes as well as proving their mechanism.
Today, the commercial availability and economical
convenience[26,27] of the drug complexes (their prepara-
tion, analysis, and manufacturing) propose a new
strategy and balance for pharmaceutical technology
(the pharmaceutical industry, respectively). In this
context, the combination of IR spectroscopy and
X-ray diffraction are methods of choice.[28]

Complexes obtained by interactions between
aliphatic amines and carboxylic acids[23] have a struc-
ture type of the ion pair and complex composition
1:1. Their IR spectra do not have the characteristic
absorption band for free nC¼O in the region from
1780 to 1700 cm�1. However, new characteristic
absorption bands appear for the carboxylate anion in
1680–1560 cm�1 (nas COO�) and 1400–1300 cm�1 (ns

COO�). Some additive bands also appear: The vibra-
tion NHþHO� (in the region 2800–2200 cm�1), as in
the salts in solid state, and the bands dNH2

þ or
dNH3

þ at 1620–1600 cm�1, and dCO2 at 670 cm�1

(where n is stretching or valence vibration and d is
deformation vibration). The complex with composition
2 : 1 can be formed as a result from the addition of
a second acid molecule to an ion pair (in increased
amine concentration). Characteristic absorption band
of the carboxylate anion shifts to the lower values of
the wave numbers (as compared to the complex with
1 : 1 composition).[23]

Electron Paramagnetic Resonance

Electron paramagnetic resonance (EPR) gives basic
information on the complexes containing Cu and Fe
ions (in drugs or proteins) mainly for the character
of their bonds and ligands. Free organic radicals also
give EPR signals, which makes interpretation of spec-
tra very complicated.[29]

Electron Spectra (UV–Visible Spectra)

Usually, the intensive bands appear in UV–visible
regions that are connected with the charge transition
(between ligand and metal ion or between ligand
atoms). The band positions (in charge transition)
are dependent on the nature of metal and ligand as
well as on their relative ability to oxidation and
restoration).[23]
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Nuclear Magnetic Resonance (NMR)1H

These spectra are applicable in conformation analysis,
e.g., stereochemistry. They are used to provide very
necessary information on the role of metal and on
the nature of metal complexes.

Complexometry

This is a quantitative (titrimetric) analysis for drugs
containing bismuth (Bi), calcium (Ca), magnesium
(Mg), plumbum (Pb), and zinc (Zn), among others.
The titration is performed with solutions of polyami-
nocarboxylic acids and their salts, the so-called com-
plexons (I, II, and III or Trilon B, respectively). They
are able to form stable, water-soluble complexes in
stoichiometry (1:1) with the drug metals. The titration
is carried out in the presence of one of the metal-
indicators used (eriochrome black T, murexide, or
xylenolorange). The requirements for the metal indica-
tors include their reversible interactions with the
metals of drugs analyzed, unstable complex formation,
and color differences in free or complex states.[2]

Therefore, complexometry is an analysis in principle
based on the complex formation ability of some drugs.

CHELATOTHERAPY: COMPLEXATION
PROCESSES IN THE HUMAN ORGANISM

The treatment of poisoning with metals includes the
use of drug chelating agents. The latter form stable
and non-toxic complexes with metals and are quickly
eliminated from the body.

Criteria of the Drug Choice
as Chelating Agents

Chelatotherapy requires comparative evaluation of the
chelating drugs. The following must be taken into con-
sideration when choosing chelating drug agents for a
given metal: 1) stable binding with the metal so that
it may be concurrent to the biological ligands in the
organism; 2) selectivity; and 3) non-toxicity.

The selectivity of the drug ligand to a definite metal
can be evaluated by analysis of the formation constant.
In cases where the selectivity is decreased or absent,
unwanted side effects have been observed as a result
of the complexation with other metals (such as calcium
and zinc). The chelating drug agents attack heavy
metals. In the organism, the metal will be in a lipophilic
medium. When the ligand is lipophilic, the lipophilic
complex cannot have toxic action. If the ligand is ade-
quately lipophilic, it can penetrate the membrane of
the depo metal forming a lipophilic complex.[29]

A discussion of some chelating drugs follows.

Dimercaprol (BAL): This drug preparation
appeared during the World War I and was used for
treatment of battle poisoning along with luisit
(ClHC¼CHAsCl2). The luisit action is based on the
binding with –SH groups.

BAL as a drug ligand makes stable bonds with
arsen (As) and, thus, is able to remove it from the
luisit molecules. BAL also has been used in the treat-
ment of poisoning with other metals (Hg, Ca, Au, Ti,
Tl, and Bi). BAL forms solid (strong) bonds with a
series of metals; consequently, it must be used in low
concentrations. The use of BAL requires more atten-
tion since the organic compounds of Hg increase
their concentrations in the brain in the early stages of
the poisoning.[30]

EDTA[30]: In this drug preparation, calcium is
bound as complex and can be displaced from the ions
of heavy metals. These metals are bound loosely in the
biochemical systems of the tissues and are liberated
easily from them.

Water-soluble stable complexes with low toxicity
are formed with EDTA and are very rapidly eliminated
with urea. EDTA is given by injection in acute and
chronic poisoning with Pb, Cd, Co, Hg, U, It, and Ce.

Penicillamine: Penicillamine is used in the treat-
ment of cronic copper accumulation (Wilson’s disease).

X-ray diffraction investigations explain the struc-
ture of this complex. The central ion is a halogen sur-
rounded with eight Cu(I) atoms with sulfur donors.
The coordination sphere of the Cu(II) is completed
with amino groups of the penicillamine.[29]

Anticancer Drugs: Anticancer drugs and their
metal complexes appear as cis- and trans-isomers.
The cis-isomers of the dichlordiaminoplatin(II) (cis-
DDP) and the tetrachlordiaminoplatin(IV) are known
as the most effective complexes. The former cis-isomer
of platinum(Pt; II) has a large application in the treat-
ment of cancer of the ovaries and testicles. Trans-
complexes have shown toxicity and do not possess
non-anticancer action.

All of the anticancer drugs (cis-DDP) have side
effects, such as nausea, diarrhea, decrease of the hemo-
globin levels, and destruction of the kidneys. The latter
is connected with the difficulty of creating and sup-
porting the high liquid content in patient organisms
during treatment.

Thus, it is extremely important to determine the
most effective methods that allow in vivo low drug
concentrations. Some basic protocols have been estab-
lished on restoration of in vivo complex Pt(IV), disin-
tegration polymeric platinum compounds, and slow
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evacuation of blocking inert ligands. Other platinum
complexes also have been examined.[29]

The method of circular dichroism has been applied
in investigations that have determined the reactions
between Pt(II) compound and nucleosides, nucleotides,
and DNA. Many antimicrobial preparations are excel-
lent ligands. The activity of some of the antimicrobial
preparations has been based on their complexing with
metal ions. For example, increased effectiveness of
tetracycline has been observed after its coordination
with Ca2þ. The complex is more lipophilic and very
oil-soluble, which explains its transportation through
the cell membrane. The opposite situation occurs when
the ion-metal is toxic and the coordinated antibiotic
serves as carrier through the membrane.

Diuretic drug preparations have promoted
urine formation. They are derivatives of mercury
propanol RCH2CH(OH)CH2HgX, where R is a polar
hydrophilic group. The mercury diuretic preparations
act as ferment inhibitors (latter containing–. They
also inhibit adenosine triphosphate (ATP). These
properties led to the use of mercury drug compounds
in the treatment of bacterial infections. In these
cases, they interacted with –SH groups of the bacteria
proteins.

Interactions between Drug Preparations
and Metal Ions in Humans

Many drug preparations can interact with metal ions.
Therefore, they function in humans as chelating agents
and form complexes. In some cases the therapeutic
activity of a drug compound can be explained by inhi-
bition through achelated metal ion. For example, disu-
firam (tetraethylthiouram disulfide) is used in the
treatment of chronic alcoholism. It inhibits aldehyde
oxidase, and the ethanol metabolism is interrupted in
the stage of formation of the acetaldehyde. The latter
leads to an unpleasant feeling. It makes the alcohol
(ethanol) non-transportable in its later use. The com-
plex with metal ion can lead to formation of the neutral
oil-soluble particles able to penetrate the cell mem-
branes. The metal ion acts as a carrier of the drug sub-
stance preparation.[29]

Drug preparations able to interact with metal ions
include acetazolamide, amphetamine, aspirin, etham-
butol, phenacetin, nialamide, disulfiram, and thioace-
tazone. The evaluation of new drugs includes the
emphasis of the following important requirements:
1) the drug’s strength and the ways (or mechanisms)
of its action; 2) the side effects of the drug and its
metabolites; 3) its stability in vivo; and 4) its possible
interactions with other drugs.

Consideration of these requirements is extremely
important. The possible interactions between two or

more drugs, taken simultaneously, make their use
dangerous or change their therapeutic activity (either
increase or decrease). Only the non-ionized drug com-
pounds are oil-soluble. Sometimes, drug preparations
do not appear active since some of their metabolites
are in pharmacologic active forms. Drug characteris-
tics are connected with the whole drug molecule or
with receptors. The degree of ionization of the drug
in vivo has been determined by the values of pKa
and pH of the organism liquids. The effectiveness of
the sulfonilamides against infections is stimulated by
the presence of the NH2 groups. The latter prevents
the growth and the multiplication of bacteria. The
applications of the metal complexes against numerous
microorganisms and against strains highly resistant to
the traditional antibiotics have great importance.[29]

The form and the distribution of the charges in the
complex give information concerning the necessary
pharmacological properties.

Metals as Drugs

Lithium (Li) has been used in the treatment of bipolar
disorder (manic depression) for approximately 50 years.
Over 2000 British patients use Li for this disease. The
illness is characterized by alternative states of depres-
sion and mania, or overexcitement. At times, the cycle
of mood changes continue for several weeks or for one
year with good results (intervals) between the phases.
In Texas, a correlation has been noted between the
influence of Li-salts and the drinking water as well as
the increase in visits to psychiatric (mental) public
health hospitals.

The compounds of gold were first applied in the
treatment of rheumatoid arthritis in 1927, and are used
even today in the treatment of severe cases.

Thiomalate (salt of ester of the malic acid) also has
been used very successfully to treat severe cases of
rheumatoid arthritis. A complete cure or a significant
improvement has been noted in approximately 50%
of patients using this treatment modality, with 40%
of patients exhibiting side effects. Thiomalate is also
toxic and possesses cumulative action. Minimal
concentrations of the gold compounds reach many
cells and remain in the body for years.[29]

Complexing and Non-Metals
as Microelements

Many non-metals are important microelements neces-
sary for the normal function of organisms. Some
polyvitamin preparations contain microelements as
microadding. Their therapeutic and toxic action
depends on the concentration. Therefore, the presence
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of these microelements in the organism in proper
amounts is extremely important. Examples of non-
metals include boron (B), silicon (Si), selenium (Se),
arsenic (As), chlorine (Cl), fluorine (F), and iodine (I).

Studies on the influence of boron have shown that
its compounds as borate have inhibited some fermenta-
tive reactions. In addition, the influence of boron
results in membrane destruction.[29]

The lack of silicon (Si) leads to destruction of bone
structure and connective tissues.[29]

Deficiency of selenium (Se) influences the concentra-
tion of vitamin E. The latter is an antioxidant and pro-
tects membranes from oxidation. The ability of Se to
protect organisms from the poisoning with Hg or Cd
are well known. The normal concentration of this
microelement is 0.09–0.2 mkg/cm3.[29] Interestingly,
the concentration of Se in the blood of New Zealanders
shows a decrease (0.068 mkg/cm3).

Fluorine (F) and its metabolites are of importance
in protecting teeth from caries. Fluorine is included
in calcium hydroxyapatite, and it promotes the precipi-
tation of calcium phosphate Ca(PO3)2 and accelerates
the remineralization. The necessary concentration of
Fluorine added to drinking water to prevent caries is
approximately 1 mg/L. Application of higher Fluorine
concentrations (above 8 mg/L) leads to fluorosis. This
is a disease that is characterized by a disturbance in
the function of the thyroid gland. A long-term appli-
cation of fluorine leads to intensive mineralization
(possible precipitation of calcium sulfate), deformation
of bones with possible accretion, and calcification of
the connections.[29]

Iodine (I) has a great role in the function of the
thyroid gland. It takes part in a complex biochemical
synthesis schema and interacts with hormones. Defi-
ciency of iodine is characterized weakness, feelings of
cold and dryness, and yellow-colored skin. The treat-
ment of these symptoms is achieved with iodine or
thyroid hormones.[29]

BIOTECHNOLOGY

Drugs as special products of biotechnology have an
important role in the pharmaceutical industry.
Biotechnology is based on the progress of genetic engi-
neering and fermentation technologies. These advances
make possible a host of new products, some of which
include peptides, proteins, and antibodies, and are used
as therapeutics or diagnostics.

Potential drugs, such as interferons, interleukins
(as well as other lymphokines), growth factors, and
plasminogen activators are also being used as diagnos-
tics. They are very sensitive to many diseases, such as
hepatitis, herpes, and AIDS.[31]

The beginning of biotechnology stems from 300
small biotechnology companies (often with roots from
academic laboratories) that operated in the late 1970s.
Today, the list of large American biotechnology com-
panies is long. In addition, the governments of the
United Kingdom, France, Germany, and Japan have
launched major efforts to assist their countries’ devel-
opment of biotechnology. Some of the large European
biotechnology companies include Novo Industri in
Denmark and Celltech in the United Kingdom, but
the majority of biotechnology companies are in the
United States (approximately 75%).

The properties of insulin[5] have been investigated in
many ways—as a drug, a protein, and a hormone. Its
complex chemical structure has been proven (two poly-
peptide chains bound by means of two disulfide
bridges). Insulin appears as monomers, dimers, tetra-
mers, or hexamers, depending on the number of its
associated molecules. Thus, insulin monomers form
dimers, which aggregate in hexamers in the presence
of zinc (Zn) in neutral pH. Insulin in concentrations
10�5 M (molar) exists as dimers. Many of the latter
have been formed as a result of van Der Waal’s inter-
actions. Insulin molecules are also bound with hydro-
phobic forces and hydrogen bonds. The complex
chemical structure of insulin explains its ability to take
part in complexation processes. Heavy atomic
reagents, together with insulin, form various complexes
(e.g., with cations of Lantanides, lead [Pb], thallium
[Tl], and uranium [divalent group: UO2]. The latter
possesses a linear geometry (O¼U¼O)2þ. Insulin com-
plexes have been formed with different mercury (Hg)
reactants. T.B. Blundell is well known as the British
scientist who deciphered the structure of insulin. (He
is also known for his work on the building of proteins.)
Crystallography of insulin and its complexes have been
studied by means of X-ray diffraction and electron
microscopy.

The presence of Calcium (Ca2þ) is necessary for
blood coagulation and subsequently prevents hemor-
rhaging from tissue injuries. The mechanism consists
of cascade-type process in which stages are connected
with the presence of Ca2þ. Many of the so-called fac-
tors of blood coagulation are well known. Vitamin K
is necessary in the biosynthesis of the factors IX, X,
and VII and of prothrombin. The 1,25-dioxiform of
vitamin D3 facilitates the process of Ca2þ reception
from the intestines. Accumulation of Ca2þ and its
release from humans is a complex system, and also
includes vitamin D.

Almost all proteins (ferments; redox-, transport-
and spare-proteins; hormones; and antibodies) have
been studied by X-ray diffraction analysis.[5]

Ferments are catalysts. They change the rapidity
of the biochemical reactions without displacing the
equilibrium ratio.
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Redox-proteins are connected with cell organelle as
mitochondria, chloroplasts, membranes with specific
functions, and high oxidation–reduction potential.

Transport- and spare-proteins (the hemoglobin with
its four subunits) ensures the rapid transport of oxygen
to a definite place. They have been studied by X-ray
diffraction analysis since 1937.

Hormones regulate intracellular metabolic pro-
cesses. Insulin intensifies transfer (transport) of the glu-
cose in the cell and decreases its level in the circulating
blood. Glucagon increases the sugar level in the blood.
The two hormones are synthesized by the pancreas.
Antibodies discern foreign bodies in an organism.

DISCUSSION

The preparation of drug complex compounds and the
use of their qualitative properties have enormous
importance in the pharmaceutical industry. Complex
compounds have also taken part in the processes of
the vital activity of humans as inner-complex com-
pounds in hemoglobin, tissues, etc. (Fig. 3). Complex
bound metals are important components of the
ferments (in particular, the oxidative ferments).

A systematic view on the topic of ‘‘complexation’’
and complexes in the literature shows a great number
of important research results. This expanding field
covers studies of various systems, including antibody–
antigen complexes, proteinase–inhibitor complexes,[32]

lipid-based delivery vehicles, metal complexes with
DNA base pair, and aqua ligand in the coordination
sphere of metal,[33] The metal–modified structures are
dominated by these metal-base interactions. However,
the structural role of the water molecules in the com-
plexes is quite apparent, as suggested by crystallog-
raphic studies.[33]

A possibility for the next generation of therapeutics
is connected with the complexation processes of

proteins with virus membranes, which destabilizes
them.[34] This knowledge is of interest for future use
in genetic medicines. An area of much promise is com-
plexes of polycations with DNA. They result in major
improvements. Cationic liposome-based gene delivery
accounts for 9–12% of ongoing gene therapy clinical
trials in the United States and Europe.[35]

Today, many computer programs assist in the inves-
tigation of new drug ligand designs, geometry of inter-
actions, and conformational flexibility of the potential
ligands.[26]

CONCLUSIONS

Hughes[29] is quite right when he concludes ‘‘It is
evident today that the metal ions are controlling (are
checking) the various biological processes and that life
is based on the organic and inorganic chemistry.’’
Finally, modern pharmaceutical technology has suc-
cessfully applied the advanced knowledge of many
sciences (chemistry, biochemistry, molecular biology,
pharmacology, etc.) to solve the various complex pro-
blems of drug manufacturing (the pharmaceutical
industry) and of drug development. These scientific
approaches, to integrate and use all the best of human
thought for human health, confirm the pharmaceutical
industry as an important interdisciplinary science
today and in the future.

Recent research on drug complexation can be
described as a tunnel that is being dug from two oppo-
site ends with the efforts of many scientists. On one
side are those who solve the problems with drug com-
plexation, while on the other side are those who solve
them with protein complexation. When they meet in
the middle of the tunnel, the mechanisms of the inter-
actions between drugs and human organisms will be
elucidated.
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Computer Systems Validation

Orlando Lopez
Johnson & Johnson, Raritan, New Jersey, U.S.A.

INTRODUCTION

Computer systems validation, as established in 21
Code of Federal Regulation (CFR) Part 11.10(a) and
defined in the recent draft United States (US) Food
and Drug Administration (FDA) guideline,[1] is one
of the most important requirements applicable to com-
puter systems performing FDA-regulated operations.
It involves establishing the conformance to the
intended use, user, regulatory, safety, and function
allocated to the computer system.

Similar to any FDA-regulated products, quality is
built into a computer system during its conceptualiza-
tion, development, and operational life. The quality of
computer systems cannot be tested after being devel-
oped. In addition to software and hardware testing,
other verification activities include code walkthroughs,
dynamic analysis, and trace analysis. The documenta-
tion generated during the validation can be subject to
examination by FDA field investigators. The results
of a high-quality validation program can ensure
with a high degree of assurance the trustworthiness
of electronic records and computer systems-related
functionality.

OVERVIEW

The introduction in 1997 of 21 CFR Part 11, Elec-
tronic Records, Electronic Signatures Rule (hereafter
referred to as Part 11) provided the formal codification
applicable to computer systems performing FDA-
regulated operations. One fundamental principle in
Part 11 is that it requires organizations to store regu-
lated electronic data in their electronic form once a
record is saved to durable media, rather than keep
paper-based printouts of the data on file, as had been
the long-term practice in organizations performing
regulated operations.[2] If information is not recorded
to durable media, the stored data will be lost and they
cannot be retrieved for future use. If ‘‘retrievability’’
is an attribute, then procedural and technological
controls contained in Part 11 are essential to ensuring
integrity. The implementation of procedural and tech-
nological controls to achieve compliance with Part 11
shall be monitored during the SLC.

The approach to be used in covering computer
systems validation is by presenting key elements appli-
cable to any development/maintenance methodology.
It is not intended to cover everything that computer
system validation should encompass, including Part 11.
A wide range of information about computer systems
validation is listed in the bibliography.

KEY VALIDATION ELEMENTS

The key elements required to successfully execute com-
puter system validation projects are as follows:

Selection of a development/maintenance metho-
dology that best suits the nature of the system
under development.

Identification of operational functions associated
with the users, operational checks, regulatory,
company standards, and safety requirements.

Selection of hardware based on capacity and func-
tionality.

Inspection and testing of the operational func-
tions.

Identification and testing of ‘‘worst case’’ opera-
tional/production conditions.

Reproducibility of the testing results based on
statistics.

Documentation of the validation process.[3]

Written design specification that describes what
the software is intended to do and how it is
intended to do it.

A written validation plan based on the design
specification, including both structural and
functional analysis.

Test results and evaluation of how these results
demonstrate that the predetermined design
specification has been met.

Availability of procedural controls to maintain the
validation state of the computer system and its
operating environment.

Any modification to a component of the system
and its operating environment must be evalu-
ated to determine the impact to the system. If
required, qualification/validation is to be re-
executed totally or partially.
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Selection of a Development/Maintenance
Methodology

The SLC is the ‘‘period of time that begins when a
product is conceived and ends when the product is
no longer available for use.’’[4] Certain overall discrete
work products are expected when evidencing the devel-
opment and maintenance work of computer systems
compliance to regulatory requirements. Refer to ‘‘Doc-
umentation of the Validation Process.’’ The selected
SLC specifies the overall periods and associated events.
Different system acquisition strategies and software
development models can be adapted to the SLC
depicted in Fig. 1.[5] The SLC model focuses on soft-
ware engineering key practices and does not specify
or discourage the use of any particular software devel-
opment method. The acquirer determines which of the
activities outlined by the standard will be conducted,
and the developer is responsible for selecting the meth-
ods that support the achievement of contract require-
ments. A modifiable framework must be tailored to
the unique characteristics of each project. The SLC
includes the following periods:

Conceptualization.
Development.
Early operational life.
Maturity.
Aging.

Project Recommendation, Project Initiation, Release
for Use, and Retirement are events. These events are
considered phase gates or major decision points, which
include formal approvals before the development can
proceed to the next period.

The development methodology associated with
the SLC is a structured process that decomposes the
engineering tasks and associated work products in
support of the computer system validation effort. It
breaks down the systems development process into
subperiods, containing specific inspection and testing
tasks that are appropriate for the intended use of
the computer system. During each subperiod, detailed
discrete work products are developed. This approach
leads to well-documented systems that are easier to
test and maintain, and for which an organization
can have confidence that the system’s functions will
be fulfilled with a minimum of unforeseen problems.

The most common development methodologies
are the Waterfall Model, Incremental Development,
Evolutionary Model, Object Oriented, and Spiral
Model.

A critical component of the validation process is
providing assurance that the development/mainte-
nance methodology is being followed. The SLC and
associated development/maintenance methodology
applicable to computer systems performing regulated
operations shall be specified in procedural control(s).
A project team should have the authority to select a
developmental/maintenance methodology that best
suits the nature of the system under development/
maintenance and that is different from the one
included in the related procedural control. If this is
the case, the selected development or maintenance
methodology must be explained in the validation plan.

It is the objective of FDA-regulated companies to
select the appropriate SLC and associated develop-
ment/maintenance methodology. Development and
maintenance teams shall receive adequate training in
the use of the chosen methodology.

Identification of Operational Functions

Using a structured process, the goal of the Develop-
ment Period is to specify, design, build, test, and install
the application to be automated or updated. One of the
deliverables of the Development Period is the written
and approved operational functions (e.g., user’s, func-
tional, design) that describe what the application is
intended to do.

A key activity to identify operational functions is by
gathering systems requirements. The term ‘‘require-
ment’’ defines a bounded characterization of the scope
of the system. It contains the information essential to
support the operation/operators. These requirements
include functional capacity, execution capability,
safety, operational, installation, system maintenance,
and regulatory compliance.

The refined scope is captured in the requirements
specification, which describes what the system isFig. 1
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supposed to do from the process/user’s/compliance
perspective. The requirements specification is used as
part of the framework to select the computer technol-
ogy supplier and/or contract developer. The system
functionality must be well defined at the outset in order
to provide the prospective supplier/integrator with
enough information to provide a detailed and mean-
ingful quotation. The requirements specification is
used to develop the performance qualification (PQ)
protocol.

The requirements specification addresses the fol-
lowing:

The process to familiarize the developer with the
user, process and data acquisition requirements,
and special considerations of the project.

The scope of the system and strategic objectives.
The problem to be solved.
Process review and sequencing, as well as where

each operation is to be completed.
The direction to solve the problem (e.g., device

driven or may just be the mode of presentation
of data, data security, data backup, data and
status reporting and trending).

Redundancy and error-detection protocol.
Environmental control.
Interfaces (e.g., to field devices, data acquisition,

reports and HMI), input/output (I/O) list,
communication protocol, and data link require-
ments.

Type of control/process to be performed.
Operational checks and sequencing.
Data management.
Definition of the input and output domains.
How the data are to be collected, used, and stored.
How input data influence the operation of the

system.
Retention requirements.
Data security requirements.
Audit trails and metadata.
Timing requirements.
Regulatory requirements.
Preliminary evaluation of technology.
Feasibility study and preliminary risk assessment.
Safety and security considerations.
Non-functional requirements (e.g., development

standards, program-naming convention stan-
dards).

Each requirement in the requirements specification
must be ‘‘testable.’’ A ‘‘testable’’ requirement includes
an objective criterion and it is non-ambiguous. A
‘‘testable’’ requirement provides the advantage that it
can be recorded in quantified terms and allows for a
subsequent review and independent evaluation of the
test results.

Selection of Hardware Based on
Capacity and Functionality

Based on the identification of operational functions
and design, computer hardware technologies can be
selected. Depending on available technology and
cost, automated functions can be assign to the com-
puter hardware or software. Computer hardware can
be further decomposed into a number of subelements.
Processor, memory, I/O and networks are some
examples.

Process, field instruments, control requirements,
available technology and cost are some of the factors
driving the selection of the hardware. This selection
is specified in the requirement specification and the
implementation described in the design specification.
The design specification needs to be sufficiently detailed
in order to familiarize the implementation team (e.g.,
engineering) and the hardware vendor with the require-
ments and special considerations of the process, field
instrument, and control requirements.

The requirements include, but are not limited to, the
following:

Purpose of the system.
Regulatory requirements.
Information and material inputs.
Preliminary block diagrams.
Data processing requirements (e.g., supervisory

control and data acquisition).
Number and type of I/O cards.
Instrumentation and cabling.
Control and information outputs.
Operating modes.
Alarms and alerts.
Safety features.
Error checking.
Reporting.
Redundancy requirements.
Environmental requirements.
Network requirements.
Supporting utilities requirements.
Hardware/human machine interfaces.
General plan and acceptance criteria.

The critical field instrumentation must support
accuracy and reliability requirements over the entire
process range conditions.

Inspection and Testing of the
Operational Functions

Software engineering practices may include documen-
ted unit testing, code reviews, explicit high-level and
low-level design documents, explicit requirements and
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functional specifications, structure charts and data
flow diagrams, function-point analysis, defect and
resolution tracking, configuration management, and a
documented software development process.

These are the same quality principles that the FDA
expects to be used during the development and mainte-
nance of computer systems. These quality principles
shall be contained in procedural controls. Inspections
and testing are part of these principles.

Testing and inspections are activities performed as
part of the development methodology. Numerous
inspection steps are undertaken throughout the system
development and operational life to determine whether
a computer system is validated. These include static
analyses such as document and code inspections,
walk-through, and technical reviews. These activities
and their outcomes help to reduce the amount of sys-
tem-level functional testing needed in the operational
environment in order to confirm that the software
meets the requirements and intended uses.

Reproducibility of the Testing
Results Based on Statistics

Testing is not just executing a program using a test
data file or randomly selected test cases just prior
to implementation. It is an on going process using
techniques based on Statistical Process Control (SPC)
principles and product quality concepts implemented
as components of a Statistical Quality Control (SQC)
program.[6]

If software systems are viewed as a manufacturing
facility that produces the desired output products, then
statistical sampling procedures and statistical inference
can be used to predict the reliability of test results.
Instead of paying too much attention to the develop-
ment of the application, another factor that requires
attention is the data (raw material) to be converted into
information (product). Information flow is a design
technique that may be helpful in achieving this task.

Concerning testing, the input and output domains
must be strictly defined. This suggests a response to
the following: 1) What sampling technique will ensure
an adequate subset of possible input values that will
provide as complete a test of the software as possible?
and 2) What information sampling procedures will
allow the developers to determine product reliability?

It is suggested that White and Black box test cases
design strategies be used to sample the data (input
domain), including Equivalent Partitioning, Boundary
Analysis and Error Guessing, Cause–Effect Graphing,
and Structural Tableau.

The basics of Software Testing must be understood
before the more abstract principles of statistical infer-
ence are tackled.

Documentation of the Validation Process

Design specification

System requirements are allocated to the software
design. During the technical design it is described
how each specification described in the system specifi-
cation deliverable is to be implemented. This includes
also developed subsystems components and interfaces,
data structure, design constraints, algorithms and
system decomposition. This activity is very critical to
medical device companies. Design inputs are contained
in the requirements of the computer system, and design
output(s) can be included as part of the specification of
the design.[7] This design is the input for developing
integration test and operational checks.

Design according to the development methodology
and specific procedural controls.

Computer hardware and software architecture.
Data structures.
Flow of information.
Interfaces.
Put together the design.
Perform design reviews. Verify whether the risks

previously identified were mitigated as part of
the solution presented in the design.

Finalized the test planning.
Design Part 11 technical controls.
Approve the design specification deliverable.
Conduct in-process audit activities associated with

the technical design.
Re-visit the risk analysis.

Begin the planning of development of procedural
controls for those Part 11 requirements not covered
by technology.

Validation plan

Validation plans are documents that tailor a firm’s
overall philosophies, intentions, and approaches to be
used for establishing performance adequacy to a spe-
cific project. They state who is responsible for perform-
ing development and validation activities. They identify
which systems are subject to validation, define the
nature and extent of inspection and testing expected
to be done on each system, and outline the protocols
to be followed to accomplish the validation.

In summary, validation plans describe the following:

Organizational structure of the computerization
project.

Responsible departments and/or individuals.
Resource availability.
Risk management.
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Time restrictions.
SLC and development methodology to be fol-

lowed.
Deliverable items.
Overall acceptance criteria.
Development schedule and timeline.
System release sign-off process.
Sample format for key documentation.

Test results and evaluation

Although installation qualification (IQ)/operational
qualification (OQ)/PQ terminology has served its pur-
pose well and is one of the many legitimate ways
to organize computer system testing tasks in FDA-
regulated industries, this terminology may not be well
understood among many software professionals. How-
ever, organizations performing regulated operations
must be aware of these differences in terminology
as they ask for and provide information regarding
computer systems.

Once the qualification protocols have been completed,
test results and data need to be formally evaluated.
Written evaluation needs to be presented clearly in a
manner that can be readily understood. The report
should also address any non-conformance or deviation
to the validation plan encountered during the qualifica-
tion and resolution. The outline of the report parallels
the structure of the associated protocol. The qualification
testing should be linked with relevant specification’s
acceptance criteria, such as PQ vs. system requirements
specification deliverable, OQ vs. system specification
deliverable, and IQ vs. technical design specification
deliverable. If applicable, it is included as part of the sum-
mary of the results of inspections and technical review of
all technologies that are elements of the systems.

In very large validation efforts, a report references
(by title and document reference number) other docu-
ments that satisfy the protocol requirements. In smal-
ler validation efforts, actual evidence is incorporated
as appendices to the report.

The documentation and results of the qualification
efforts are assembled and reviewed by appropriate
and qualified personnel. Following the review, the per-
sonnel responsible for the criticality of the system,
including QA, approve the qualification effort.

The approval of all qualification reports is a confir-
mation that the computer system as a whole has been
proven to fit its purpose and that all essential elements
of documentation are available. On computer systems
controlling manufacturing equipment (process control
systems), the approval of all qualification reports indi-
cates the release of the computerized systems to the
Process/Product Performance Qualification. On other
computer systems, the approval of all reports indicates
the release of the system to the user.

Test results on Part 11 shall be addressed in the
associated qualification report.

The Project Report summarizes the outcome of each
activity performed to develop or maintain computer
systems and the verification of critical checkpoints
throughout the entire development process. The end-
result is to verify that good quality development proce-
dures were adhered to as established in the project plan.

All verification and testing results completed during
the project shall be addressed in the Project Report as
well.

The approval of the project report is the event to be
considered prior to the release of the system for
operation.

Validation maintenance

After the system has been released for operation, com-
puter system maintenance activities take over. The
maintenance activities must be governed by the same
procedures followed during the Development Period.

The validated status of computer systems performing
regulated operations is subject to threat of changes in
its operating environment, either known or unknown.
Adherence to security, operational management, busi-
ness continuity, change management, periodic review,
and decommissioning provides a high degree of assur-
ance that the system is being maintained in a validated
state. It is the objective of organizations to have proce-
dures in place to minimize the risk of computer systems
performing regulated operations out of validated state.

Maintenance in computer systems becomes an
essential issue, particularly when a new version of the
supplier-provided standard software is updated. A
change control procedure must be implemented
whereby changes in the software and computer hard-
ware may be evaluated, approved, and installed.

If necessary, additional analysis may be needed to
evaluate the changes (e.g., impact analysis) to the com-
puter systems. The procedure should allow for both
planned and emergency changes to the system. This pro-
cedure must include provision for updating of pertinent
documentation on the system, including procedures.
Records of changes to the system must be kept for the
same period as any other regular production document.

Table 1[8] summarizes the periods and events applic-
able to the operational life of computer systems and
associated key practices.

Evaluation of Modification
to Computer Systems

As required by regulations, all maintenance work must
be performed after the evaluation and approval of
the work and must be consistent with the selected
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SLC methodology. Maintenance to a software system
includes, among other things, the following:

Perfective maintenance or correcting the system
because of new requirements and/or functions.

Adaptive maintenance or correcting the system
because of a new environment, which could
include new hardware, new sensors or controlled
devices, new operating systems, new regulations.

Corrective maintenance or correcting the system
because of detection of errors in the design,
logic, or programming of the system. It is
essential to recognize that the longer a defect
is present in the software before it is detected
the more expensive it is to fix it.

Preventive maintenance or correcting the system to
improve future maintainability or reliability in
order to provide a better basis for future
enhancements.

Change management procedural control is in place
when the validated system is released for use. The
change management procedural control provides for
the following activities:

Identifying and specifying the change.
Assessing risk, criticality, and impact of change.
Specifying testing requirements and acceptance

criteria.
Implementing change after authorization.
Performing regression testing.
Reviewing of change(s) with an independent reviewer.
Updating system and user documentation to

reflect implemented change(s).
Establishing of provisions for the management of

‘‘emergency change,’’ including expeditious
documentation modifications.

SYSTEM DEVELOPMENT FILES

One key element to support the SLC is the availability
and maintenance of system development files. The
developer shall document the development of each

system unit, system component, and configuration
items in software development files.

The developer should establish a separate system
development file for each unit or a logically related group
of units. The developer should document and implement
procedures for establishing and maintaining system
development files. The developer should maintain the
system development files until the retirement of the
system. The system development files should be available
to the agency review upon request. System development
files may be generated, maintained, and controlled by
automated means. To reduce duplication, system devel-
opment files should not contain information provided
in other documents or system development files. The
set of system development files shall include (directly or
by reference) the following information:

Design considerations and constraints.
Design documentation and data.
Schedule and status information.
Test requirements and responsibilities.
Verification and test procedures, and results.

CONCLUSIONS

The validation of computer systems in the U.S.
FDA–regulated environment is an ongoing process
that is integrated with the entire System Life Cycle
(SLC). Quality to a software system is introduced by
following the system life cycle and following the key
validation elements.

REFERENCES

1. Food and Drug Administration. Draft ‘‘Guidance for
Industry: 21 CFR Part 11; Electronic Records; Electronic
Signatures Glossary of Terms,’’ U.S. Department of Health
and Human Services: Washington, DC, August, 2001.

2. Note that Part 820 requires that ‘‘results’’ of acceptance
activities be recorded but not necessarily all raw data.
‘‘Results’’ must have audit trails. Be sensitive to the
need for raw data during failure investigations under Correc-
tive and Preventive Actions. Refer to Part 820 preamble, pp.
52,631 and 52,646.

3. FDA. Guidance for the Industry: Computerized Systems
Used in Clinical Trials; April, 1999.

Table 1 Period/events computer systems operational life

Period/event Representative characteristics Key practices

Early operational life Phased roll outs Problem reporting and maintenance

Maturity Corrective, adaptive, perfective, and preventive maintenance Operational audit
Performance evaluation

Aging Maintainability issues of obsolete technology
(e.g., access to electronic records)

Periodic review
Re-engineering analysis

712 Computer Systems Validation



C
om

pl
ex

–C
on

tr
ac

t

4. ANSI/IEEE Std 610.12-1990. Standard Glossary of Soft-
ware Engineering Terminology; Institute of Electrical and
Electronic Engineers: New York, 1990.

5. Herr, R.R.; Wyrick, M.L. A Globally Harmonized Glossary
of Terms for Communicating Computer Validation Key
Practices; PDA Journal of Pharmaceutical Science and
Technology, March/April, 1999.

6. Cho, C.-Q. Quality Programming: Developing and Testing
Software Using Statistical Quality Control; Wiley: New
York, 1987.
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INTRODUCTION

Drug discovery and development are extremely time-
consuming and costly processes. For every drug that
reaches the market, there are more than 10,000 com-
pounds synthesized, characterized, and tested for
biological effects. Hundreds of millions of dollars are
invested in the basic research and clinical studies which
lead to its FDA approval and subsequent marketing.
Traditionally, drugs have been ‘‘discovered’’ predomi-
nately through random or targeted screening efforts,
followed by discrete structural changes in the molecule
to optimize the properties responsible for the desired
activity. With rapidly increasing costs, diminishing
resources, more intense public scrutiny, greater govern-
ment regulations, and higher expectations, this hit-
and-miss approach is neither efficient nor economical.

The development of new medicines has been and
continues to be a spectacularly successful scientific
endeavor. While the traditional preparation and
modification of complex pharmaceuticals has been a
laudable achievement of synthetic medicinal chemists,
the advent of computers has ushered in a new exciting
approach to drug discovery. The new drug discovery
activities, including that of computational chemists,
have grown out of these technology changes. One of
the clear trends of science has been the reduction of
chemistry to particles in motion. Molecules undergo
rapid translational, rotational, vibrational, and bend-
ing motions, which, in most cases, can be quantified
using theoretical physics. Chemical reactivity may be
attributed to these dynamic features of molecules.
There is a direct relationship between molecular
structure and biological activity. Through an intimate
understanding of such molecular behavior, the med-
icinal chemist has the ability to gain profound insights
into the most probable drug conformations, as well
as the structural and energetic factors responsible for
favorable drug–receptor interactions. With a combi-
nation of experimental data and computer-based
information, the medicinal chemist is in a much better
position to predict drug action. Unlike hand-held
mechanical models, computer-generated structures add

a new dimension to chemical perception by including
the energy for a specific conformation defined by the
Cartesian coordinates, which define the molecular
array. Of course, other factors such as administration
routes, absorption, distribution, metabolism, and elim-
ination (the domain of pharmacokinetics) affect the
activity of drugs and are increasingly being considered
in the early phases of drug design.

The past twenty years have seen the development of
a number of new approaches to drug design. The
increased processing power of computers and the rapid
display of computer-generated structures is simply
amazing since the first writing of this article approxi-
mately a decade ago. These exciting developments over
the last two or three decades have allowed the emerg-
ence of sophisticated computer programs specifically
designed to assist medicinal chemists in developing
new drugs. The combined application of molecular
graphics, computational chemistry, as well as chemical
and biological information is commonly called com-
puter-assisted drug design (CADD). These computer-
based approaches promise to fulfill a long-coveted goal
of medicinal chemists: the prediction of biological
activity prior to extensive laboratory synthesis and
biological testing. One day it may not be unreasonable
to expect medicinal chemists to design active molecular
structures in a fashion analogous to the way engineers
plan buildings, although the problems associated with
biological problems are much more complex and
frankly less understood. Computer-aided molecular
modeling methods are still in their infancy, with excit-
ing new methods and applications being reported at a
staggering rate. Nevertheless, CADD approaches have
already had a substantial impact on pharmaceutical
design, discovery, and development, moving from the
realm of after-the-fact rationalizations to a more ben-
eficial predictive role.

This article will provide a brief introduction to com-
putational chemistry, molecular modeling, and CADD
theory. Clearly, it is impossible to cover in this short
review all of the useful and/or interesting CADD
approaches. Although this is relatively a new field of
research, there are many examples from which to
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choose. Today, there are a number of pharmaceutical
agents in various stages of clinical trials and/or on the
market in which computer-based methods were used.
Research examples have been included to illustrate
more completely the conceptual points. Some of the
fundamental methodologies are discussed, including
the important underlying mathematical formalisms. In
addition, historical perspectives have been incorporated.
Finally, the ever-changing hardware and software trends
are discussed.

METHODS

Molecular Modeling

Molecular modeling of organic compounds has a long
history. John Dalton[1] had a set of wooden spheres,
representing atoms, drilled to receive rods representing
bonds. These original ball-and-stick models are on
display at the London Museum of Science and date
to 1810. The most widely known recent application
of molecular modeling to the solution of a significant
organic chemistry structural problem is the Nobel
prize-winning work of J.D. Watson and F. H. C. Crick
for the development of their model for the structure of
DNA. Initially, Watson and Crick used homemade
molecular models cut by hand from cardboard. Later,
as they improved their understanding of the structures
and the conformations of the bases in the nucleic acids,
they had more exact models machined from metal. At
the time of their work (mid 1950s) controversy existed
over the correct tautomeric forms for the heterocyclic
bases. Based on old experimental results, the first
Watson and Crick models had the incorrect tautomers.
After building models with the correct tautomeric
forms of the bases, they quickly arrived at a confor-
mation for DNA that not only matched experimental
data but also suggested a method by which DNA could
be responsible for cellular replication.[2,3]

In the two decades following this landmark work,
various types of hand-held models became commer-
cially available, and they have been used extensively
by medicinal chemists. The wooden ball-and-stick
models frequently used by high school students, as well
as the metal Dreiding and Kendrew[4] models (not to
mention the plastic varieties), are still quite popular
in organic chemistry laboratories. Before the avail-
ability of high-resolution computer graphics systems,
X-ray crystallographers depended heavily on metal
models, including the Kendrew type, for converting
computer-plotted electron density maps into physical
models that could be used to study proteins.

Linus Pauling, in his early studies of the conforma-
tions of the alpha helix in proteins, suggested it would
be helpful to obtain solid molecular models that would

allow modeling of large pieces of a polypeptide
structure. This suggestion eventually led to the CPK
(Corey, Pauling, Koltun)[5] spacefilling models which
are made from plastic and are designed to effectively
represent the true size of atoms. These models were
designed under the guidance of an IUPAC committee.
Their quality and popularity led to their commercial
availability.[6] Many laboratories used large quantities
of these models to assist in drug design and the under-
standing of molecular shapes. A few laboratories
attempted to use such models for the study of proteins
and nucleic acids. Due to their tactile properties, these
models are excellent teaching tools and led to an easy
understanding of problems in stereochemistry and
molecular shape. The mechanical stress on the plastic
parts, however, resulted in compromising the integrity
of models of large molecules. It turned out that
the models for large molecules were less useful than
computer representations. Further complications arise
when attempts were made to simulate ligand–protein
(or drug–receptor) interactions. Importantly, there is
no possibility of determining accurately the energy
differences among various conformations.

The display of molecular representations on a com-
puter screen has been an objective of many computer
scientists over the years. Significant decreases in the
cost of computing coupled with dramatic increases in
the speed and quality of computer displays have led
to the increasing use of computer graphics displays
for molecular modeling. Graphics displays have grown
from the early ball-and-stick ORTEP[7] plots of small
X-ray crystal structures to interactive displays that
show spacefilling models of entire proteins. Computer-
generated molecular displays are not only integral
parts of structural biology and structural chemistry
research, but they have also moved into the realm of
advertising, as seen on the covers of scientific journals
and in the many pharmaceutical media advertisements.
In other words, computer-generated images not only
impart specific and sometimes subtle chemical and
biological information not possible to obtain with
hand-held models, but they also tend to represent
state-of-the-art methods. Most of these developments
were driven by the rapidly growing computer-assisted
design market, rather than the much smaller chemistry
market.

The growth of visualization applications has been
boosted by improved computer graphics displays and
increasing computational chemistry capabilities, as
indicated above. The initial growth of the market was
induced through the rapid acceptance of computer-
assisted design in the aircraft manufacturing industry.
Until about 1983, sophisticated molecular modeling
software was the domain of some academic scientists;
most of the advances took place in X-ray crystallo-
graphy laboratories. The most sophisticated of these
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displays allowed full three-dimensional transformation
of the coordinate display by turning a dial. Custom-
designed computer molecular modeling and display
software, now available from multiple vendors, allow
the interactive manipulation of the display through a
joystick, mouse, dial, and/or keyboard commands.

The use of computer-generated molecular models
has many advantages over the more traditional
manipulation of physical molecular models. Since the
molecules are represented in the computer as sets of
three-dimensional (3-D) atomic coordinates, a large
number of molecules can be handled simultaneously.
A feat which is essentially impossible using mechanical
models. Any number of computer-generated images
can be superimposed and analyzed. These techniques
have provided medicinal chemists with information
about the relative size and shape of sets of molecules
with similar biological properties. The superimposition
of different conformations of the same molecule can
provide information about the relative space a mol-
ecule can occupy. Since the computer maintains a set
of coordinates for each of the atoms in each molecule,
information about bond lengths, bond angles, and
torsion angles of a model can be rapidly obtained.
Additionally, non-bonded and direct through-space
distances, so important in defining the shape of recep-
tor sites, can also be readily obtained and compared.
Moreover, the information can be stored, retrieved,
and re-analyzed at later times.

From the preceding discussion, one extremely
important aspect of molecular modeling which cannot
be overstated: visualization of molecules. When mol-
ecular interactions between a drug and its receptor
are displayed, manipulated, and rotated on a graphics
terminal, researchers can identify important and unim-
portant molecular interactions. It is through such com-
puter exercises that medicinal chemists can confirm,
reject, or develop hypotheses regarding the molecular
origins of biological activity. Perhaps one major draw-
back to computer-generated structures is the fact that
one is unable to handle them physically, which could
be an artifact of previous experiences with hand-held
molecules in sophomore organic chemistry classes.
Interestingly, there is a growing trend in organic chemis-
try education to move toward computer graphic repre-
sentations of organic structures. On computer graphics
terminals, to give the illusion of three-dimensional visua-
lization, a technique called depth cueing is used to shade
structures in such a way that objects further away from
the viewer are slightly dimmer, while objects that are clo-
ser appear brighter. This optical effect works reasonably
well. Another stratagem that creates the illusion of
three-dimensional perception is to have the molecular
structure slowly rotate about its center of mass or
slowly rock back and forth. Current technology allows
breathtaking stereo viewing of molecular display on

desktop computers. An example of this is the crystal-eyes
system (http://www.stereographics.com/).

There continues to be important developments in
the molecular modeling area. The first is the develop-
ment and use of algorithms that describe the surface
area of molecules. Software utilizing these algorithms
allows the comparison of computed surface areas.
One of the first algorithms to be widely implemented
in the study of molecule surfaces is that of Connolly.[8]

In it, a sphere of a given radius (usually the radius of a
water molecule) is ‘‘rolled’’ over a defined surface,
usually the van der Wäals surface. Wherever the sphere
touches the macromolecule, a new contact surface is
generated. The display of this surface allows the med-
icinal chemist to see what should be considered the
solvent accessible surface. An alternative approach,
much more efficient in computational and display time,
is to place a dot surface over the molecule and to com-
pute the surface using expanded atomic radii. The
more recent implementations of this algorithm display
the electrostatic density at the surface. This provides
the chemist with a picture of what charge might be
exposed to solvent. As applied to drug design, the
solvent excluded surface allows an indication of the
topology of a receptor site. Plotting physicochemical
functions, such as the electrostatic potential, on the
surface of this model indicates the forces acting upon
a molecule that binds to that surface. Today, it is poss-
ible to display transparent molecular surfaces rapidly,
which gives the impression that the molecular skeleton
is suspended in a gelatin-like volume.

The second major change, interrelated to the dis-
cussion above, is related to the decreased cost and
increased speed of computation. Raster computer dis-
plays generated widespread interest in the development
of display algorithms for calculating high resolution
spacefilling representations of molecules. Many algo-
rithms, motivated in part by the advances in computer
technology, were developed to give rapid, high resol-
ution CPK-like displays of molecular surfaces. Most
of these systems provide a static display computed
from a specific molecular orientation. Real-time,
three-dimensional manipulation of these ‘‘CPK’’ models
was demonstrated successfully on some systems[9] and is
now standard.

Computational Chemistry

Overview

Much of the recent progress in drug design has been
based on the fundamental understanding of drug-
receptor interactions and the increased availability
of high quality structural data. Quantitative correla-
tions have been made between biological activity and
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molecular properties. Computer experiments offer
complimentary means to acquire essential information
that may be quite difficult or impossible to obtain
empirically. Of course, these theoretical approaches
need to be properly calibrated to existing experimental
data to insure that if there are any systematic differ-
ences they are clearly understood at the outset. No
one is seriously suggesting that computer analysis will
replace experimental work. The mathematical models
presently used are just that—mathematical models
approximating complex physical and biological proper-
ties. Traditionally, a great deal of attention has been
focused on the structural fit between receptors and
ligands, like keys within locks. Today, this idea of a
lock-and-key analogy is a well-recognized exaggeration
since small molecules and receptors are not static struc-
tures but constantly changing to adopt new conforma-
tions in response to their environment. In considering
pharmacodynamic interactions, favorable electrostatic
interactions are critically important. Charge density
and the complimentarity of charges between ligand
and receptor are readily accessible to calculation,
althogh there are several different ways to generate
charges. Important quantitative structure–activity rela-
tionships (QSAR) between non-traditional parameters
such as HOMO–LUMO interactions and bond orders
have been correlated with biological activity.

Researchers involved in drug design have been
criticized for focusing too extensively on the interac-
tion energies governing ligand–receptor binding while
neglecting important solvation and desolvation effects
and pharmacokinetic effects. These other aspects of
drug availability, as well as toxicity, are more complex
to model and consequently more difficult to predict.
Progress, however, is being made. Until much more
research verifies the accuracy of pharmacokinetic and
toxicity models, energy-based approaches focused on
drug–receptor fitting will dominate. Alternative chemi-
cal information based methods will play increasingly
important roles in drug design.

Quantum mechanics

History and Concepts. In the late nineteenth and early
twentieth centuries, the applications of classical mech-
anics failed to describe accurately blackbody radiation
or atomic spectra.[10a,10b] For nearly two centuries,
Newtonian mechanics had been the cornerstone of
physics, essentially unassailed and unfailing. Accord-
ing to the prevailing attitude among most physicists
of the late nineteenth century, all physical theories
had been discovered.[10a,10b] The only remaining chal-
lenge for future generations of scientists was to refine
minor details and extend the accuracy to an additional
decimal place. Wein in 1896 and Rayleigh in 1900 had
tried to explain blackbody radiation using standard

classical methods. Every attempt, however, by theoreti-
cians of the day failed to reproduce all of the available
empirical data. This failure of classical physics has been
termed the ‘‘ultraviolet catastrophe.’’ It was not until
Planck made his revolutionary proposition, that the
oscillators themselves needed to be quantized, that a
consistent mathematical solution emerged.

Based on the Einstein wave-particle solution for the
photoelectric effect, De Broglie was the first to suggest
that if particle characteristics were associated with
electromagnetic radiation, then matter should also have
wavelike characteristics. De Broglie derived a simple
relationship [Eq. (1)] correlating the wavelike charac-
teristics, l, with momentum, p. Large objects would
have a vanishingly small wavelength. The wavelike
characteristics of matter would only manifest them-
selves significantly at the atomic and subatomic levels
since the wavelength is inversely proportional to the
mass. The de Broglie equation was used to predict
exact diffraction patterns which were later verified
experimentally by Davisson and Germer.

l ¼ h

p
ð1Þ

Since matter had wavelike properties, it could argue
that there must be an underlying fundamental wave
equation governing the behavior of matter. Erwin
Schrödinger.[11a–11c] formulated the celebrated differ-
ential equation, which, for chemists, is the basic mol-
ecular expression of quantum mechanics. The idea
being that if one could solve the Schrödinger equation,
then all of the physical properties of a molecular sys-
tem (or any system of any size for that matter) would
be known. Chemistry, and ultimately biology, could be
reduced to solving mathematical equations. Another
more general formulation of quantum theory, using
matrix algebra, was developed independently by
Heisenberg and Dirac.[12] Both methods have been
demonstrated to be equivalent mathematical represen-
tations.[13a,13b] The concept of spin falls naturally out of
the matrix mechanics approach, but it is an ad hoc
addition to wave mechanics.

To date, quantum theory, despite its many peculiar
‘‘non-classical’’ microscopic aberrations, has been used
effectively to explain experimental observations and to
predict accurately physical effects in advance of the
experiment. Interestingly, many of the founders of
quantum mechanics later rejected it, primarily because
it was a non-deterministic theory. The break from their
classical mechanics view of the universe appears to
have been too severe for them to accept. But a new
generation of physicists was prepared to embrace the
quantum mechanics and apply the methods to chemical
structures. With a series of novel concepts and obser-
vations, physics and chemistry were changed forever.
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From the brilliant work of Schrödinger, de Broglie,
Heisenberg, Dirac, Mulliken, Pauling, and many other
pioneers, the new quantum chemistry was born.

Methodology. Unquestionably, the application of
quantum mechanics to chemical bonding has revolu-
tionized scientific thinking. In fact, the modern theor-
etical framework of chemistry rests on quantum
physics. In principle, the Schrödinger equation may
be solved for any chemical system. No prior knowledge
of any analogous or related system is necessary.
Exactly solvable problems are rare, due to the math-
ematical complexities; recourse must then be made to
approximate methods, and many powerful approaches
have been devised. Generally, approximate solutions
must suffice for the size of molecules of pharmaceutical
interest.

The Schrödinger equation is the starting point for
molecular problems.[13a,13b] The symbol H is a differen-
tial operator called the Hamiltonian operator, which is
analogous to the classical Hamiltonian, in as much as
it is a sum of kinetic and potential energy terms. E is
the total energy for the system. The wavefunction C
depends on the position of all the particles comprising
the system. Born[10a,10b] proposed that jCj2, and not C,
is a measure of the probability distribution of the
particles within a molecule. The Schrödinger equation
is an eigenfunction, which in its most general form is
written as follows [Eq. (2)]:

HW ¼ EW ð2Þ

All quantum chemical calculations rely on a very
important assumption called the Born–Oppenheimer
approximation, which treats nuclear and electronic
motions separately [Eq. (3)], and it is discussed in most
elementary quantum mechanics textbooks.

ðHel þ VNN ÞWelðr;RÞ ¼ EWelðr;RÞ ð3Þ

The nuclei, being much heavier than electrons, are
considered fixed in space relative to the faster moving
electrons. VNN is a function describing the nuclear
potential energy and may be factored out of the elec-
tronic expression. This uncoupling of electronic and
nuclear motion is critical to quantum mechanical
formulations. Nevertheless, the Born–Oppenheimer
approximation may not be accurate under certain
circumstances. Once a nuclear configuration has been
determined, the Schrödinger equation is then solved
to give the electronic energy for a particular nuclear
configuration. The process may be repeated over every
conceivable nuclear arrangement. A potential energy
surface can then be mapped. The most stable nuclear–
electronic configuration has the lowest energy, and it is
referred to as the ground state. Promotion of electrons

to higher energy states, referred to as excited states,
usually is not of importance in most drug design
applications, although there are exceptions. The vast
majority of energy computations related to pharma-
ceutical agents and their design have been carried out
on ground state electronic configurations.

In general, quantum chemical calculations may be
divided into three broadly defined subdisciplines based
on the approaches taken to solve the Schrödinger
equation: a) semiempirical-based methods; b) ab
initio-based methods; and c) density functional theory.
John Pople, ab initio methods, and Walter Kohn, den-
sity functional theory (DFT), received the 1998 Nobel
Prize in chemistry for their pioneering work in compu-
tational quantum chemistry.

a. Semiempirical calculations: Exact solutions to
the Schördinger equation are limited to special
cases: a particle in a box, a particle on a ring,
a harmonic oscillator, the hydrogen atom, and
the hydrogen molecule ion, etc. In an effort to
apply quantum mechanics effectively to chemi-
cal systems of more practical importance,
several simplifying approximations have been
made and refined over the years. Early work by
Pople and co-workers[14a–14g] led to an approxi-
mation called Complete Neglect of Differential
Overlap (CNDO). The central idea behind this
approximation was to eliminate certain sets or
families of two-electron integrals of the following
expression [Eq. (4)]. The solution of these expres-
sions are the most complicated mathematical
steps in quantum chemical calculations, especially
when integration is over four different atomic
centers a, b, c, and d. The omitted integrals could
then be accounted for by adding empirical equa-
tions and parameters. Years later, Dewar
developed a series of methodologies that
approach chemical accuracy.[15] These methodol-
ogies have been incorporated into a series of
computer programs, MINDO (modified inter-
mediate neglect of differential overlap;[16]

MINDO/3,[17a–17e] MNDO (moderate neglect
of differential overlap);[18a–18f] and AM1 (Austin
Method 1).[19] Correlations between drug activity
and molecular orbital energies and coefficients
have been made.[20a–20c] These and similar
approximations are classified as semiempirical
calculations.

C�að1ÞCbð1Þ
1

r12

� �

C�cð2ÞCdð2Þ ð4Þ

b. Ab initio calculations: The second quantum
mechanical approach is based on what is referred
to as the ab initio method.[21] As the name implies,
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ab initio calculations use a non-parameterized
method. Strictly speaking, these calculations also
have a number of simplifying approximations;
but they are much more demanding computation-
ally, as no classes of integrals are eliminated, and
consequently are much more expensive. There
have been numerous reports and reviews in the
literature on ab initio and semiempirical calcula-
tions, as well as detailed comparisons of the two
methodologies.[21,22a–22c]

Usually the C function is formulated from Mol-
ecular Orbital (MO) theory, where one-electron
orbitals are used to approximate the true many-
electron wavefunction. It is assumed that each
molecular orbital is a truncated linear combi-
nation of n one-electron functions, known as the
basis set, and are primarily atomic orbitals. This
approach is known as the linear combination of
atomic orbital (LCAO) method.[23a,23b] The
actual functional form of the wavefunction C
determines the complexity of the calculation.
Boys[24] originally suggested that Gaussian Type
(GT) functions may be used to describe Slater
Type (ST) functions, which in turn are approxi-
mations of the true hydrogenic orbitals. The use
of GT functions greatly reduces computational
time because they can be solved explicitly. Since
GT functions, unlike ST orbitals, do not have
a cusp at the origin, they are less accurate. In
addition, as distance from the origin increases
the GT functions decay too quickly. Nevertheless,
despite these limitations, a linear combination of
GT functions can be made to fit an ST function.
Pople found that a minimal basis set was
composed of a linear combination of three
GT functions; they are referred to as STO-
3G.[25a–25d] Pople also found that more accurate
representations may be achieved with more soph-
isticated GT combinations. The next level of
theory splits the outer shell basis functions into
two parts, appropriately known as split-level basis
sets. In the early 1990s, 3–21G calculations
became the new standard,[26a–26c] replacing the
STO-3G formulation. Presently, more complex
basis sets have become the new standard.
Additional accuracy was achieved by adding
polarization functions, which may be denoted
by (�). Other conventions are also used: for
example, 6–31G� calculations, the new standard,
treat the core electrons with six primitive basis
functions.[27a–27c] The outer shell electrons are div-
ided into two parts, which are composed of a set
of three GT functions and one GT function,
respectively. Finally, a set of six d polarization
functions has been added for non-first-row
elements.[21,28] The split basis sets and polarization

functions add flexibility to the molecule such
that the atomic orbitals can more accurately
respond to their environment. Polarization of
hydrogen atoms is achieved by adding a set
of three p orbitals, denoted by a second (�)
(e.g., 6–31G��). The next level of accuracy
divides the outer electrons into three sets of
Gaussians.[29] With the advances in computers,
6–311G� calculations are more economical and
becoming more popular.
Quantum mechanical calculations are carried
out using the Variational theorem and the Har-
tree–Fock–Roothaan equations.[13a,13b,21,30a–30c]

Solution of the Hartree–Fock–Roothaan equa-
tions must be carried out in an iterative fashion.
This procedure has been called self-consistent field
(SCF) theory, because each electron is calculated
as interacting with a general field of all the other
electrons. This process underestimates the electron
correlation. In nature, electronic motion is corre-
lated such that electrons avoid one another. There
are perturbation procedures whereby one may
carry out post-Hartree-Fock calculations to take
electron correlation effects into account.[31a–31e]

It is generally agreed that electron correlation
gives more accurate results, particularly in terms
of energy.

c. Density functional theory: Density functional
theory (DFT) is the third alternative quantum
mechanics method for obtaining chemical struc-
tures and their associated energies.[32] Unlike
the other two approaches, however, DFT avoids
working with the many-electron wavefunction.
DFT focuses on the direct use of electron
densities P(r), which are included in the funda-
mental mathematical formulations, the Kohn–
Sham equations, which define the basis for this
method.[33] Unlike Hartree–Fock methods of ab
initio theory, DFT explicitly takes electron cor-
relation into account. This means that DFT
should give results comparable to the standard
ab initio correlation models, such as second order
Mfller–Plesset (MP2) theory.

In some ways, DFT may be more easily understood.
According to the Kohn–Hohenberg theorem,[34] the
energy is minimized when the calculated and true elec-
tron densities are equal. One important consequence of
DFT calculations is that their accuracy corresponds
to standard post Hartree–Fock methods. Another
consequence of DFT calculations of more practical
importance is the reduction in the computation time
required to complete a calculation. The time required
to complete Hartree–Fock calculations is a function of
the number of electrons in the system being examined,
and it is proportional to n4, where n represents the
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number of electrons. DFT calculations, also a function
of the number of electrons in the system, are pro-
portional to n3. (Contrast the time for quantum chemi-
cal calculations with those of molecular mechanics
calculations, discussed later. In molecular mechanics,
the time scales to m2, where m is the number of atoms,
not the number of electrons. Molecular mechanics is an
attractive and accurate alternative for larger molecular
systems where it is impossible to use quantum mech-
anics based methods.) For systems of interest to med-
icinal chemists, the differences in computer time
between DFT or ab initio calculations may be the most
important factor in selecting which method is used.
Although there are more examples of ab initio calcula-
tions in the literature and consequently more experi-
ence with their accuracy and limitations, there is a
growing number of DFT calculations being reported.

Molecular mechanics

History and Concepts. A complementary approach for
molecular structure calculations is available, and it is
referred to as the molecular methanics or force field
method; it is also known as the Westheimer method.[35]

In 1946, twenty years after the impressive development
of quantum theory, three papers appeared in the litera-
ture which applied classifical mechanical concepts
to problems of chemical interest.[36–38] Westheimer
investigated the racemization of some optically active
biphenyl derivatives. His work demonstrated the
potential usefulness of molecular mechanics. The other
two papers were attempts to tackle more complex
problems.

The fundamental concepts of molecular mechanics
are deeply rooted in traditional chemical thought,
which takes the view that molecules may be considered
as a series of masses held together by elastic or har-
monic forces (somewhat like balls fastened together
by weightless springs). The idea central to molecular
mechanics theory, concisely stated, is that any defor-
mation of the ball-and-spring model from its natural
bond lengths (10) and angles (y0) results in a strain.
These deviations from geometric ideality are reflected
in a correspoding increase in energy for the model. A
set of classical equations are used to describe the
motion and corresponding energy of the spring. Hence,
with the wealth of chemical information found in
the literature, parametrization of these classical equa-
tions results in the accurate reflection of moelcular
behavior—that is to say, the potential used to describe
the energy surface are generally referred to as the force
field. In physics the term field traditionally is given
to the continuous distribution of some ‘‘condition’’
prevailing through space.

An isolated molecule may presumably adopt various
conformations in response to specific intramolecular

forces. In general, the total energy of a molecule (Etotal)
may be regarded as the summation of stretching (Es),
bending (Eb), torsional (Etor), van der Waals (Evdw),
and electrostatic (Eele) energy components. For
more advanced force fields it is crucial for structural
accuracy to include various cross-terms (Ecross terms),
e.g., stretch–bend, torsion–stretch, and torsion–bend,
etc., are added to reflect the fact that motions and
interactions are coupled to one another. Additional
terms may be added, such as hydrogen bonding poten-
tials. One of the fundamental theorems of molecular
mechanics is the division of the total energy into separ-
ate, readily identifiable parts, as indicated by Eq. (5).
As discussed previously, deviations from the natural
geometry is accompanied by an increase in the total
energy (Etotal) of the molecule. The total energy may
be viewed as a summation of various energy terms that
medicinal scientists feel comfortable in using an visua-
lizing [Eq. (5)]. A second tenet of molecular mechanics
theory concerns the transferability of the parameters
used in the individual potential energy terms of
Eq. (4). In other words, the parameters used are trans-
ferable from one molecule to the next. The continued
success of molecular mechanics in treating a wide
variety of compounds has justified these assumptions.
When several molecular structures are to be considered
together, however, one must obviously think about
intermolecular forces as well.

Etotal ¼ Es þ Eb þ Etor þ Evdw þ Eelec

þ Ecross terms þ � � � ð5Þ

Some theoretical purists tend to view molecular
mechanics calculations as merely a collection of
empirical equations or as an interpolative recipe that
has very little theoretical justification.[39] It should be
understood, however, that molecular mechanics is not
an ad hoc approach.[35] As previously described, the
Born–Oppenheimer approximation allows the division
of the Schrödinger equation into electronic and nuclear
parts, which allows one to study the motions of elec-
trons and nuclei independently. From the molecular
mechanics perspective, the positions of the nuclei are
solved explicitly via Eq. (2). Whereas in quantum
mechanics one solves, C, which describes the electronic
behavior, in molecular mechanics one explicitly focuses
on the various atomic interactions. The electronic
system is implicitly taken into account through
judicious parametrization of the carefully selected
potential energy functions.

Methodology. The fundamental molecular mechanics
formulation may be derived from the expansion of the
potential energy function E (q1, q2, q3, H, q1) in a
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Taylor series about the equilibrium position q0, where q
represents generalized coordinates,[40] yielding Eq. (6):

E ¼ E0 þ
X

n

i¼1

@E

@qi

� �

0

Dqi

þ 1

2

X

n

i¼1

X

m

j¼1

@2E

@qi@qj

� �

0

DqiDqj

þ 1

6

X

n

i¼1

X

m

j¼1

X

o

k¼1

@3E

@qi@qj@qk

� �

0

DqiDqjDqk þ . . . ð6Þ

The first term in the expansion is a constant. Since
there is the freedom to select a point of zero potential
energy E0 can be defined as zero. The second term is
the negative of the restoring force, which is equal to
zero at the equilibrium position [Eq. (7)]:

�Fi ¼
@E

@qi

� �

0

¼ 0 ð7Þ

Hence, the first non-vanishing term in the Taylor
series expansion is the third term, which is a quadratic
expression. This third non-vanishing term corresponds
to a Hooke’s law potential in the limit of small vibra-
tions. The series may be truncated after the third term
to provide the following potential energy expressions
[Eqs. (8)–(10)]:

Es ¼
1

2

X

n

i¼1

kqðqi � q0Þ2 ð8Þ

Ey ¼
1

2

X

n

i¼1

kyðyi � y0Þ2 ð9Þ

Additionally, cross terms such as the stretch–bend
potential, shown below in [Eq. (10)], may be included
in the force field equation to give better agreement
between experiment and calculation.

Estretch�bend ¼
1

2

X

n

i¼1

X

m

j¼1

kyðqi � q0Þðyj � y0Þ ð10Þ

The stretching, bending, and various cross-term
potentials [specifically illustrated with a stretch–bend
effect in [Eq. (10)] above] naturally arise from the
Taylor series expansion. Cross-terms have been suc-
cessfully added to various force fields to give more
structural flexibility. For example, when intramolecular
angles are compressed, experimental studies indicate that
the bonds stretch to relieve the strain resulting from the
angle bending. Mathematically, in a valence bond force
field, this may be incorporated into a force field potential
through cross terms. In the case of angle compression
and bond stretching, a stretch–bend term may be intro-
duced [Eq. (10)]. There are other ways to treat these
effects. Explicit terms between 1,3 non-bonded

atoms may also be incorporated, and are called
Urey–Bradley force fields. The MM2, MM3, and
MM4 force fields.[41a–41k] uses stretch–bend cross terms
to mimic this type of molecular behavior. In the latest
formulation of molecular mechanics treatments, Allinger
and co-workers have incorporated a torsion stretch term
to represent quantitatively the bond stretching that
occurs in strained molecules. It has been shown that some
cross terms are more important than others, which means
that some can be neglected without drastically affecting
the calculated structures. Additionally, certain cross
terms are known to affect calculated vibrational spectra.

Higher terms from [Eq. (6)] may also be added to
the simple quadratics to furnish better representations
of chemical bonding. Nevertheless, these energy terms
alone do not adequately describe molecular behavior.

The third energy term of [Eq. (5)] arises from pair-
wise non-bonded interactions summed over every pair
i and j. Two opposing forces play a role in this energy
term. For relatively long distances, two atoms attract
each other due to London dispersion interactions,
which are proportional to r�6. As the two atoms come
into close proximity, they exert a mutual repulsion
known as van der Waals repulsion. The Leonard-Jones
6–12 potential function [Eq. (11)] describes this beha-
vior,[42] originally derived for the noble gases, and is
most often used in simple force fields. Quantum mech-
anical calculations indicate that the repulsion part of
the curve may in fact be somewhat overestimated.
Some force fields use a 6–10 potential to reduce the
steepness or hardness of the curve as two atoms
approach one another, which is perhaps most com-
monly used for cases of hydrogen bonding. The use
of an exponential term instead of the r�12 term in force
field equations better reproduces experimental data for
organic structures and is more consistent with quan-
tum chemical calculations. Potential exponential func-
tions have been known for some time. In fact, MM2,
MM3, and MM4 use a modified Hill equation to deter-
mine the non-bonded interactions.

Evdw ¼
X

i¼j

X A

r12
� B

r6

� �

ð11Þ

It has long been known that molecules do not rotate
freely. In 1891, Bischoff proposed that ethane pre-
ferred a staggered conformation and that restricted
rotation occurred in substituted ethanes.[43] Christie
and Kenner first demonstrated restricted rotation in
1922 by resolving 2,20-dinitrophenyl-6,60-dicarboxylic
acid into optically active isomers.[44] Pitzer showed that
the calculated and observed entropies for ethane were
identical if restricted rotation was considered.[45a,45b]

The phenomenon of restricted rotation appears to
be ubiquitous and has stimulated intense interest and
research.
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There has been much speculation concerning the
origin of the internal energy barrier.[46] Three explana-
tions which have been proposed: 1) repulsion between
the bonds not covered by the van der Waals repulsion;
2) correction for the anisotropy of van der Waals repul-
sion; and 3)various quantum mechanical suggestions.

The barrier to internal rotation must be included
in the force field. Usually, the internal rotational
energy is a function of the torsion angle o. (Fig. 1).
Klyne and Prelog have defined the torsional angle o
for the connected atoms A—C—C—D, as depicted
previously. Rotation of A towards D along the shortest
arc, viewing the molecule along the C—C axis, is
defined as a positive value when clockwise.

The torsional potential may be expressed as a
truncated Fourier series, as shown in [Eq. (12)], where
the summations is over all n unique bond dihedrals
(torsions), o. Usually, the first three terms are suf-
ficient to describe the torsional energy adequately.
Higher terms may improve the fit between experi-
mental data and calculation. Inclusion of V1 and V2

terms has improved the agreement between experi-
ement and calculations.[35,47a,47b] Radom, Hehre, and
Pople[48] had given a physical explanation to the
torsional terms. The onefold term, V1, is a dipole–dipole
interaction. The twofold term, V2, arises from hypercon-
jugation. The threefold term, V3, has a steric origin.

Etor ¼
X

n

i¼1

�

1

2
Vi;1ð1 þ cosoÞ þ 1

2
Vi;2ð1� cos 2oÞ

þ 1

2
Vi;3ð1 þ cos 3oÞ þ . . .

�

ð12Þ

Other related Fourier expressions may include
phase angles, which may also be used to describe
potential energy curves; this is the approach employed
in AMBER.[49a–49d] See [Eq. (13)], where f is the
dihedral angle, Vf is the force constant, n is the multi-
plicity, and d is the phase angle. These Fourier series
expressions allow the incorporation of additional
experimental or quantum mechanical phenomena into
force field calculations.

Etor ¼
X

n

i¼1

Vf 1 þ cosðnf � dÞ
� �

ð13Þ

Electrostatic interactions play a crucial role in the
binding associated with drug–receptor interactions.
The electrostatic part of any molecular mechanics
potential energy expression is extremely important
for many types of calculations beyond drug–receptor
considerations. Interestingly, consensus opinion on
the best formulation has not been reached. It appears
that two alternative, but ultimately equivalent, repre-
sentations may be used: 1) point charge–point charge
and 2) dipole–dipole interaction models. Most force
fields utilize the former, explicitly assigning point
charges to each atom in a molecule and relying on
Coulombic interaction terms, where the energy varies
between two point charges, q1 and q2, by r�1. Math-
ematically, this formulation requires the evaluation of
square root terms. Originally when applied to large
biopolymers, the electrostatic calculations were be
quite time consuming. An approximation which suc-
cessfully circumvents this problem sets the dielectric
constant equal to r:[50a,50b] with this stratagem, q1

and q2 very as r�2, and this in effect dampens the
charge interactions. The Allinger force fields and
the many variants treat electrostatic interactions with
a dipole–dipole interaction equation, where the dipole
energies vary by r�3. For charged structures, there
must be dipole-charge and charge–charge terms. The
charges or dipoles are not static, and the recipes are
influenced by neighboring groups. Ideally, terms or
methods which consider the polarizability of groups
are increasingly being used.[51] Progress over the years
continues.

The treatment of charges in molecular mechanics
calculations remains a central question. The exact
computational scheme used to obtain charges has been
under considerable review. One obvious way is to
obtain the charges from quantum mechanics calcula-
tions. Since quantum mechanically derived point
charges are based on various population analyses, the
level of accuracy required and how the charges
should be distributed between the atoms have not been
universally accepted. One final check on the charge
distribution in a molecule is the comparison of the

B

A

ω

Fig. 1 Dihedral angle representation.
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calculated dipole moment with experimentally deter-
mined dipole moments. If there is a reasonable charge
distribution, based on calculated charges, then the
calculated and experimental dipole moments should
be in close agreement.

As indicated earlier, molecular mechanics has also
been described as the empirical method. Most of the
parameters and equations are designed to reproduce
experimental data (for example, molecular geometry,
dipole moments, and heats of formation). Perhaps the
term empirical method is becoming outdated. In many
cases, high level ab initio (or DFT) calculations are being
used to augment sketchy or non-existent experimental
data such as charge distribution, conformational
energies, and rotational barriers.[52a–52f] Recent work by
several groups has used a combination of experimental
and theoretical work to parameterize transition state
force fields.[53a–53e]

Geometry Optimization. Once the three-dimensional
Cartesian coordinates and necessary parameters (such
as atom and/or bond types) have been established
for a molecular structure, the next step is to determine
the energy-optimized structure. Various molecular
mechanics programs have geometry optimization algo-
rithms built into them, and they are capable of locating
an atomic arrangement at an energy minimum. The
initial structure has an energy associated with it based
on the particular force field. Every atom has a net force
acting upon it. The objective is to relieve as many of
the forces as possible, such that the derivative of the
potential energy equation is zero.

A variety of methods have been developed for these
purposes. Most of the modern methods involve differ-
entiation of the analytical functions, whereas earlier
methods used numerical techniques to reach the lowest
point (bottom) of the potential energy well. These
methods assume the potential energy function is well
behaved and differentiable. On the one hand, the
simplest approach is called steepest descent.[54a–54c] In
this method, displacement steps ki are taken in the
direction parallel to the net force acting on theatom.
Since the displacement vector is parallel to the force,
which in turn is equal to the negative of the gradient of
the potential, the direction is straight downhill. Steepest
descent is relatively efficient when the geometry is poor,
i.e., far from the minimum. As the minimum is ap-
proached, however, the derivatives become smaller and
smaller. Consequently this algorithm has reduced
efficiency in these cases.

On the other hand, conjugate gradient methods.[55a,55b]

are more effective in locating the minimum energy
structure. In this approach previous optimization infor-
mation is utilized. The second and all subsequent descent
directions are linear combinations of the previous direc-
tion and the current negative gradient of the potential

function. Conjugate gradient methods are generally
more efficient than steepest descent. In general, for an
N-dimensional quadratic surface, the minimum will be
located in N steps.

The Newton–Raphson approach is another minimi-
zation method.[56a,56b] It is assumed that the energy
surface near the minimum can be described by a quad-
ratic function. In the Newton–Raphson procedure the
second derivative or F matrix needs to be inverted and
is then usedto determine the new atomic coordinates. F
matrix inversion makes the Newton–Raphson method
computationally demanding. Simplifying approxima-
tions for the F matrix inversion have been helpful.
In the MM2 program, a modified block diagonal
Newton–Raphson procedure is incorporated, whereas
a full Newton–Raphson method is available in MM3
and MM4. The use of the full Newton–Raphson
method is necessary for the calculation of vibrational
spectra. Many commercially available packages offer
a variety of methods for geometry optimization.

In many cases, low-energy conformations are
sought, although the drugs bound to receptors are
required (and usually are not) in their lowest energy
state for the isolated molecule. All of the algorithms,
described above, have been almost exclusively designed
to find minima, but not necessarily the global minimum.
When an energy optimization has been carried out for a
complex molecule, it is impossible to tell whether or
not the absolute lowest energy conformation has been
calculated. In general, programs are not designed to go
over energy barriers. The energy-minimized structure
depends on the starting coordinates initially used. So if
the coordinates corresponding to the boat conformation
of cyclohexane were used as the starting point, then the
force field optimizer would seek out the closest energy
well. In this case, the final geometry would correspond
to a twist-boat structure, a minimum, but not the chair
form, the global minimum.

As indicated, there is no assurance that the bioactive
conformation is necessarily the global minimum or, for
that matter, a minimum at all.[57a–57c] Nevertheless, the
simplifying assumption is that minimum energy con-
formations are at the very least good starting points
for examining potential drug candidates. To alleviate
the concern of not finding the global minimum, auto-
mated conformational search procedures have been
devised. In general, one or more bonds may be rotated
and evaluated based on some criterion, such as energy
differences and/or van der Waals interactions. From
these searches, a series of compounds can be saved in
a computer file, retrieved later, and then subjected to
energy optimization procedures. The problem with
conformational searching techniques is that they are
computationally demanding; and, if the dihedral angle
increment is too large, one could miss some low-energy
conformers. The use of conformational searching
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formed the basis of the active analog approach cham-
pioned by Marshall.[57a–57c]

Molecular simulations

Dynamics. Molecular mechanics calculations treat
molecules as static, time-averaged structures. Since
there is an exponential growth in the number of confor-
mations with increasing degrees of freedom in a mol-
ecule, a systematic search of the configuration space
for the low-energy conformations of large molecules
is virtically impossible. Another powerful computa-
tional method which has been applied to conformational
problems is molecular dynamics.[58a–58c] Molecular
dynamics (MD) simulations describe the trajectory
(configurations as a function of time) of a system by
integration of Newton’s equations of motion, where
the force on particle i is represented as Fi. The phase
space trajectories generarated with MD calculations
are analyzed to yield equilibrium and dynamical infor-
mation. [See Eqs. (14) and (15) where r represents the
position and E the potential energy.]

d2ri

dt2
¼ m�1

i Fi ð14Þ

Fi ¼ �
@

@ri

Eðr1; r2; r3; . . . ; rN Þ ð15Þ

This technique, provided a sufficiently good force
field has been developed, has certain advantages over
molecular mechanics calculations by themselves in that
solvation interactions may be determined and different
energy minima can be located.

Monte Carlo Simulations. The use of Monte Carlo
(MC) methods[59] which incorporate the metropolis
algorithm has been used the basis for conformational
searching,[60] drug–receptor docking,[61] and free
energy perturbation calculations (see the following).[62]

MC is based on the principles of statistical mechanics,
where an ensemble of molecular states are generated
and evaluated. The metropolis MC method for finding
available conformations are summarized in the follow-
ing steps. First, the starting molecular geometry is
calculated using a suitable molecular mechanics poten-
tial. Second, a small random perturbation is applied,
i.e., one of the atoms is kicked from its original posi-
tion to a new position. Third, a new energy is
calculated. If the energy is lower, then the move is
accepted, and the new configuration or conformation
(which depends on whether the solvent or solute is
being perturbed) is stored for later use. If the energy
is higher there is a probability that it may or may not
be rejected. The probability is based on a Boltzmann
factor (e�DE/kT), where DE is the energy difference

between the final and original states (E2�E1), k is the
Boltzmann constant, and T is the temperature. It is
necessary to accept some higher-energy-state config-
urations or conformations to avoid becoming trapped
in a local minimum. The procedure described is
repeated for many iterations until the lowest free
energy is achieved. MC, like MD simulations, can be
used to treat solvation.

Free Energy Perturbations. One of the challenges
facing medicinal chemists is to predict (and ultimately
prepare and test) compounds with high affinity and
efficacy for target receptor sites. Knowing the free
energy of binding, DG�binding for a series of structurally
related compounds is important information. Unfortu-
nately, determining the DDG�binding for many different
analogs is experimentally demanding. Free energy
perturbation (FEP) calculations,[63a,63b] take advantage
of the fact that the change in a complete thermodyn-
amic cycle should be zero (Fig. 1). By measuring the
equilibrium constants K2 and K1, the experimental
DDG�binding can be obtained according to [Eq. (16)].
Inspection of Fig. 2, however, reveals that if D1 could
be mutated to D2 and DR1 could be mutated into DR2,
we would have a relationship where knowing the
difference between D��G0

4 � DG0
3 would be equivalent

to DG0
2 � DG0

1 [Eq. (17)]. The former relationship can
be simulated using either MD or MC methods.

DDG0
binding ¼ DG0

2 � DG0
1 ¼ �RT ln

K2

K1
ð16Þ

DG0
2 � DG0

1 ¼ DG0
4 � DG0

3 ð17Þ

FEP is a major conceptual achievement with impor-
tant ramifications for drug design. Unfortunately, two
major problems have prevented FEP from being routi-
nely applied to drug design outside of academic
research. First, the mutations must be small and
gradual. Calculations need to be carried out during

D + R

D' + R D'R

DR

∆G2

∆G1

∆G3

− ∆G4

Fig. 2 Free energy perturbation (FEP) diagram, showing
drugs D and D0 binding to receptor R to give the DR and
DR0 receptor complex and the free energy changes.
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the mutations process. Second, the calculations are
computationally demanding even on high speed work-
stations. Nevertheless, it is an attractive computational
approach.

COMPUTER-ASSISTED DRUG DESIGN

Computational chemistry applied to drug design relies
on two major experimental sources of detailed three-
dimensional (3-D) data: 1) X-ray crystallographic
analysis and 2) nuclear magnetic resonance (NMR)
spectroscopy.

High precision X-ray crystallographic studies now
are reported routinely in the literature for small mole-
cules and for proteins and nucleic acids.[64] These data
provide spatial locations (3-D coordinates) for the
atoms in a molecular structure. Since X-rays are dif-
fracted by electron density, hydrogen atoms are not
generally located with the same accuracy as heavy
atoms. In general, the crystallographer is able to
provide complete structures. In protein X-ray crystal-
lography the knowledge of the amino acid sequence
of the protein assists the crystallographer in developing
a model of the atomic positions and bonding.[65] Back-
bone traces based on three-dimensional electron
density make the viewing easier for macromolecular
structures. Interestingly, computer-based approaches
are also used to fit experimentally determined electron
density maps to proposed structures.

NMR techniques are also being used to determine
3-D macromolecular conformation. High-resolution
NMR combined with pulse experiments can provide
connectivity information along a protein chain.
Nuclear overhauser effect (NOE) signals are sensitive
to the through-space distances between atoms, and they
can be used to determine the folding pattern in a protein.
The combination of connectivity data, NOE-determined
distance constraints, and amino acid sequence infor-
mation provides a molecular modeler with a substantial
set of geometric constraints for building models of
macromolecules. These constraints can be combined to
build a macromolecular model using the mathematical
technique of distance geometry.

Distance geometry provides sets of 3-D structures
of a protein or nucleic acid that fulfill the constraints.
The combination of distance geometry, for generation
of molecular starting points, with molecular dynamics
computations can yield 3-D models of small proteins
with precision equal to X-ray crystallography.[66] This
combination of NMR, molecular mechanics, and
molecular dynamics[67] can be used to provide a three-
dimensional protein structure in a situation where the
protein cannot be crystallized or the crystals are not
appropriate for X-ray crystallography.

The term CADD has been used to describe two
aspects of the recent use of computational tools that
aid computational and medicinal chemists in the
search for new drug candidates. In the first approach,
medicinal chemists attempt to describe the predomi-
nant statistical correlation of biological activity with
directly measurable physicochemical parameters or
characteristics of drugs and is known as Quantitative
Structure-Activity Relationships (QSAR).[68] The cen-
tral idea is that compounds exhibit biological activity
based on structural characteristics. It should then be
possible to correlate the associated biological activity
with various critical parameters. Ingeneral, the biologi-
cal activity may be considered a function of hydropho-
bicity, electrostatics, and steric forces [Eq. (18)].

Biological Activity

¼ fðhydrophobicityÞþ fðelectrostaticsÞ þ fðstericsÞ
ð18Þ

The seminal work of Corwin Hansch initiated the
field of QSAR.[69] Two-dimensional and three-
dimensional QSAR methods (2-D QSAR and 3-D
QSAR) have been widely applied to problems of
biological interest. The latter approach has increased
in popularity with the introduction of the comparative
molecular field analysis (CoMFA)[70] and commercial
availability of similar methods.

The second aspect of CADD relates more closely to
computer modeling. This approach can be character-
ized as pharmacophore mapping, which uses structural
information from receptors or small molecules (in
combination with computational chemistry techni-
ques) to develop new candidate drug targets. A phar-
macophore, first defined by Paul Erlich, is the set of
essential molecular features in a compound responsible
for a specific pharmacological action. This approach
has also been called receptor-based drug design, using
a very general definition of the word receptor,[71] which
broadens the definition of classical pharmacology. In
this technique, a receptor or a model of a receptor is
used as the target for the drug design efforts. This
receptor model can be an X-ray crystallographic struc-
ture or a model built from the X-ray structure of a
homologous protein. These can be viewed as recog-
nition sites, since it could be argued that the receptor
recognizes certain patterns of geometry and charge
density of a drugasit approaches and binds to its recep-
tor. As improved computational and X-ray structural
tools become available, modeling of pharmacophores
in 2-D as well as in 3-D, also an old technique,
has become a more commonly used and much more
sophisticated approach.

Some early pharmacophore models contained sets
of hexagonal rings[72] presented as a single plane.
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These rings were used to describe, in a 2-D fashion, the
relative 3-D relationship of receptor functional groups.
If no receptor surfaces are known to exist in a specific
orientation, this area is called a ‘‘bulk tolerance area’’
of the unknown, but complex, 3-D area of an enzyme’s
active site.[73] Another later example of pharmacopho-
ric models is the triangular N O O hypothesis which
Cheng[74a,74b] used to describe, in simple geometric terms,
the conformation of active antitumor agents. This
hypothesis used early results from X-ray crystal studies
on small molecules and measurements from physical
molecular models to suggest the required geometry of
active antitumor agents. Through-space distances were
used to connect a basic nitrogen with two hydrogen-
bond-donating oxygen groups. This pharmacophore
model was more sophisticated than most previous
models because it was developed with three-dimensional
data.

More recently CADD software, for example the
Catalyst program from MSI (www.msi.com),[75a,75b] is
available for pharmacophore modeling and searching
of 3-D databases. The use of such a program, only
one of many with similar power, shows the increasing
sophistication of computational search strategies for
drug design and discovery. The input to this program
is a structure activity set of molecules. The program
then analyzes the set of molecules and generates a set
of pharmacophoric hypotheses that can be represented
in 3-D. The pharmacophoric hypotheses can then be
used by catalyst to search databases of molecule for
pharmacophore matches.

Fig. 3 represents an example of a 3-D pharmaco-
phoric hypothesis as generated in catalyst. This is a
2-D snapshot of the 3-D pharmacophores. They would
have interpharmacophore distances associated with the
computer data object. The blue plane represents the
location of a plane of an aromatic ring with the neces-
sary perpendicular vector for orienting aromatic ring
systems in new molecules. The smaller of the green
spheres represents a hydrogen bond acceptor, sized at

1.7 Å, and the larger sphere representing the projected
point and locations for a possible hydrogen atom donat-
ing group with a sphere of 2.3 Å. The red sphere repre-
sents a positively charged group with a radius of 1.5 Å.
This type of pharmacophore hypothesis can then be used
as a 3-D search query that, in many cases has proven use-
ful in finding molecules related to the initial input set.

As previously mentioned, X-ray crystallography
provides the bulk of the 3-D information used by med-
icinal and computational chemists in structure based
drug design. Two research-based organizations[76,77]

have compiled and provided a subscription service to
databases which are the primary source for X-ray
structural data. Besides the information contained in
the databases, the existence of these organizations
and defined computer formats for crystallographic
data has the advantage of providing the scientist with
some standardization. Commercial molecular model-
ing software packages provide a transparent interface
between graphics display programs and these data.
The two databases divide their holdings on the basis
of the size of the molecule. Large polynucleotide
crystal structures and structures with drugs bound to
polynucleotides are stored in both the protein data bank
(PDB http://www.rcsb.org/pdb/) and Cambridge files,
with the division basically being subjective. Generally,
the larger structures are in the PDB database.

The Cambridge Crystallographic Data Center
(http://www.ccdc.cam.ac.uk/)[76] now provides a com-
puterized database of more than 200,000 small molecu-
lar structures. In addition to this extensive structural
database, the Cambridge group has developed a suite
of programs for systematic structure search and retrieval.
The most unique aspect of these programs is that
database search queries can specify desired structures
in three dimensions.

With the rapid advances in macromolecule crystal-
lography, the PDB (http://www.rcsb.org/pdb/)[77]

currently contains about 12,600 macromolecular NMR
or crystal structures. While this may not represent all
macromolecular structures, it does represent the large
majority. Most of the major scientific journals require
simultaneous deposition of macromolecular crystal data
into the PDB as the journal article is published. Besides
structural proteins, and the classic crystal structures such
as hemoglobin and lysozyme, the data base includes
many enzymes or representative enzymes from classes
that could be good targets for chemotherapy.

Table 1 shows a realistic overview of the successes of
CADD in the pharmaceutical industry. Target proteins
have been vigorously explored as indicated by the
number of structures in the PDB. The only criteria of
success that can be used in this situation is to measure
compounds put into clinical trials, since about 80% of
candidate drugs fail in clinical trials many of these
compounds may not end up on the market.

Fig. 3 Three-dimensional pharmacophore generated in
catalyst.
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Automated X-ray diffractometers integrated with fast
computer workstations are commercially available for
rapid acquisition of protein diffraction data. Area detec-
tors for X-ray diffraction allow for rapid collection of
much larger quantities of reflection data and provide
the ability to find structures for materials that were
too unstable to withstand the older, slower techniques.
New automated software routines that use direct meth-
ods allow companies to provide a commercial service
solving crystal structures. Increasing use of synchrotrons
around the world has allowed rapid collection of X-ray
data. The technology has expanded widely into the
pharmaceutical industry. Consortia such as IMCA
provide drug discovery with a significant resource for
crystallography. (http://www.imca.aps.anl.gov/)

STATE-OF-THE-ART COMPUTER-ASSISTED
DRUG DESIGN

Theory

Most recently an interesting model for approaching
CADD has been presented,[78] where a set of guidelines
for the practical application of CADD techniques are
provided. It relates the number of compounds that
need to be investigated in a drug-discovery project to
the amount of information available about the drug
target. More information, available about the target,
means that fewer compounds must be investigated
in the drug design process and also changes the techni-
ques used by the computational chemist. This is
illustrated graphically in Fig. 4.

On the one hand, if the protein X-ray crystallo-
graphic structure has been characterized, then the tech-
niques of CADD are used directly. This would involve
use of the crystal structure as a target of design efforts
using the structural information. That initial effort
would be followed by solving additional structures
with new, more potent, ligands bound to the protein.
The bound structures are modified, graphically, and
then evaluated using methods previously discussed.

Only compounds that show promise as possible ligands
are actually prepared. On the other hand, if there is less
information about the target available: 1) a protein
sequence and no characterized structure or 2) a set of
compounds with different degrees of biological
activity. Then the pharmacophoric model and hypoth-
esis approach, discussed above, can be used. A 3-D
pharmacophoric model building effort, using catalyst
might develop pharmacophore models that can be used
to search libraries of structures.

At the other extreme if you have no knowledge of
the protein structure, no candidate ligands, and the
X-ray structure is not yet known then a high throughput
screening of primary large scale collections of com-
pounds or combinatorial libraries would be screened.
These techniques would use roboticized and miniatur-
ized assays and be done to search for possible binding
compounds.

Methodology

Design of enzyme inhibitors guided by molecular
modeling and X-ray crystallography

An excellent, and successful, structure based drug
design example in a system where there is significant
structural information is work on the development of

Protein X-ray

Pharmacophore
Known

Protein
Mechanism

Zero Knowledge

Increasing Number of 
Compounds Tested

Structure Based Design

Pharmacophore
Based Design

Focussed Sets

The need for diveristy is
inversely proportional

to the knowledge that 
exists for the target

Primary Screening
Libraries

Fig. 4 Plot of relationship between information and number
of compounds necessary for synthesis.

Table 1 Overview of the successer of CADD

Target (# in PDB) Research group Method Outcome

Thrombin (105) Hoffman-La Roche X-ray, models (2.2 Å) Clinical candidate

Thrombin Biogen Inc. X-ray, models Phase III

Neuraminidase (53) Monash University/GW GRID search, X-ray (2.4 Å) Phase II�

Purine nucleoside phosphorylase (16) Biocryst Molecular mechanics X-ray (1.5–2.0 Å) Phase II

Thymidylate synthase (66) Agouron Modeling X-ray (1.9–2.5 Å) Clinical candidate

Carbonic anhydrase (111) Merck Multiple X-ray (1.9–2.5 Å) Market

Rhinovirus-14 (28) Sterling Winthrop Screening X-ray (2.9 Å) Phase I

Aldose reductase (13) Ayerst Molecular orbital QSAR (1.8–2.3 Å) Market
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new inhibitors of HIV protease.[79a,79b] This work was
carried out by scientists from Dupont Merck Pharma-
ceuticals. A substantial amount of structural data has
been available for a decade on the structure of HIV
protease.[80]

HIV protease is one of the proteins coded by the
HIV viral genome and expressed as part of the repro-
ductive cycle of the virus. HIV protease contains active
aspartic acid residues that classify it as an aspartyl
protease. The viral genome once incorporated into
the host genome codes for a polyprotein. The protease
is responsible for cleaving specific sites in the polypro-
tein into specific proteins that allow the virus to
mature. The HIV protease is a symmetrical dimer of
with each monomer containing 99 amino acids. Fig. 5
shows a cartoon of the protease structure with the
active site region labeled. This region is responsible
for the binding of the protein substrate sequence. It
recognizes and binds a hexapeptide and hydrolyzes
the labile central peptide bond.

Fig. 6 shows the binding mode of an HIV protease
inhibitor from a X-ray study (file 4phv). In this figure
two amino acids, glycine 49 (GLY49) and isoleucine
50 (ILE50) of the HIV protease, are shown in stick
form. The remainder of the protein-active site is in line
form. Since the enzyme is a symmetrical dimer, the
residues from each dimer are shown although only
one pair of residues is labeled. Also shown is a water
molecule bound in the active site of the enzyme. It is
believed that this water molecule assists in the peptide
bond hydrolysis. The protein NH groups bind to this
water molecule. Carbonyl groups of the inhibitor also
interact with this water molecule. Additionally this crys-
tal structure shows the position of the peptidomimetic,
HIV protease inhibitor, 1, and the manner in which
the four aromatic ring systems fit into the enzyme.

The structure in Fig. 7 represents a similar view of
the crystal structure (file lajx). In this structure-based

design, a cyclic urea 2 was synthesized in which it was
hypothesized that the water molecule could be replaced
by a functional group of the inhibitor.[81] In the case
of compound 2, the oxygen of the water was replaced
by the oxygen of a carbonyl group that interacts
with the backbone NH groups just as the water
molecule does. The four aromatic groups of the cyclic
urea structure.

Equipment

Currently, molecular modeling hardware is concentra-
tedon two groups of computer systems. High-end
workstations with high-resolution graphics display
systems for molecular modeling are primarily Silicon
Graphics models, running the Silicon Graphics version
of the UNIX operating system. These systems have
held predominance in the market for about a decade.
A rapidly growing competitor is the standard Intel chip
powered, PC running Windows or Windows/NT.
The vast majority of the pharmaceutical industry has

Fig. 6 X-ray structure of HIV protease and protease
inhibitor taken from PDB.

Fig. 5 HIV protease structure with active site region labeled.
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supported Windows/NT desktops for scientists. Mar-
keting efforts by computational chemistry software
vendors have been shifting rapidly to that arena.

While there is considerable press about the Linux
version of UNIX, it has still not penetrated the compu-
tational chemistry market to a large extent. Future
high end computing will probably depend upon
versions of UNIX with transparent delivery to desktop
workstations.

Software

The emergence of molecular modeling and computa-
tional into a discipline has been closely associated with
advances in computer hardware, computer graphics,
and software. The availability of more sophisticated
number-crunching power has allowed scientists to
calculate the properties oflarger and larger molecules.
With the advent of supercomputers, dynamics calcula-
tions on biomolecules surrounded by an environment
of water are becoming common.

The advances in software have also been specta-
cular. It was not terribly long ago when medicinal

scientists were happy to get a color picture that some-
how conveyed a three-dimensional perspective. Now
software packages allow chemists to conveniently over-
lay a series of structures and do real-time rotations.
Many companies have emerged, most originated by
academicians, which specialize in designing and mar-
keting modeling software. The origins of much of the
available software can be traced to university research
laboratories. Although many of the packages have
similar features and capabilities, they each have a
characteristic style, which reflects the philosophies of
the developers.

CONCLUSIONS

Chemists have long been associated with ball-and-stick
mechanical structures, and the concepts for molecular
modeling have been appreciated for a number of
years by medicinal chemists. The precomputer model-
ing endeavors of Pauling and Watson and Crick
demonstrated the utility of these methodologies. The
mathematical formalisms for quantum and molecular
mechanics were worked out years ago; however, the
lack of sufficient computational means prevented
practical applications. The explosion of modeling
endeavors today is directly related to the advent of
powerful new computers and algorithms. Now, larger
and larger structures can be subjected readily to
the rigors of calculations. More realistic simulations,
including solvent interactions, can be treated. Molecu-
lar structures can be easily displayed and manipulated
on computer graphics terminals. The full impact
of high-speed desktop workstations, the Internet and
the genome initiative.

Computational chemists, medicinal chemists, and
pharmaceutical scientists face an exciting future, as
the computer-assisted approaches for drug design are
becoming more powerful and more accessible. Every
major pharmaceutical company has invested resources
into these new tools. Education in the techniques,
scope, and limitations are ever increasing. Improve-
ments in the methodologies and computational
resources will undoubtedly increase. Nevertheless,
biological processes are still poorly understood, for
the most part, at the molecular level. Many challenges
remain, and theoretical and experimental work will
remain tightly correlated in drug design and discovery.

REFERENCES

1. Wooden ball-and-stick models attributed to john dalton.
The Science Museum, Exhibition Road, South Kensington:
London, England.

2. Watson, J.D. The Double Helix; New American Library:
New York, 1968.

Fig. 7 X-ray structure of cyclic HIV protease inhibitor with
carbonyl groupmimic of water.

N N

O
O

O
O

O

Structure 2

Computer-Assisted Drug Design 729



C
om

plex –C
ontract

3. Watson, J.D.; Crick, F.H.C. Nature 1953, 171, 964–967.
4. Gordon, A.J. J. Chem. Educ. 1970, 47, 30–33.
5. Koltun, W. Biopolymers 1965, 3, 665–679.
6. Harvard Apparatus Inc.: South Natick, Mass, 01760.
7. Johnson, C.K., Report No. ORNL-3794, 1970, Oak Ridge

National Laboratory. Oak Ridge, Tennessee.
8. Connolly, M.L. Science 1983, 221, 709–713.
9. Fuchs, H.; Goldfeather, J.; Hultquist, J.P.; Spach, S.;

Austin, J.D.; Brooks, F.P., Jr.; Eyles, J.G.; Poulton, J.
Computer Graphics 1985, 19, 111–120.

10a. D’Abro, A. The Rise of the New Physics: Its Mathemat-
ical and Physical Theories; Dover: New York, 1951.

10b. Pauling, L.; Wilson, E.B., Jr. Introduction to Quantum
Mechanics, With Applications to Chemistry; McGraw-
Hill: New York, 1935.

11a. Schrödinger, E. Ann. Phys. 1926, 79, 361.
11b. Schrödinger, E. Ann. Phys. 1926, 80, 437.
11c. Schrödinger, E. Ann. Phys. 1926, 81, 109.
12. Heisenberg, W.Z. Phys. 1925, 33, 879–893.
13a. Schrödinger, E. Ann. Phys. 1926, 79, 734
13b. Eckart, C. Phys. Rev. 1926, 28, 711.
14a. Pople, J.A.; Beveridge, D. Approximate Molecular Orbital

Theory; McGraw-Hill: New York, 1970.
14b. Dewar, M.J.S. The Molecular Orbital Theory of Organic

Chemistry; McGraw-Hill: New York, 1969.
14c. Murrell, J.N.; Harget, A.J. Semiempirical Self-Consistent-

Field Molecular Orbital Theory of Molecules; Wiley-
Interscience: London, 1972.

14d. Pople, J.A.; Santry, D.P.; Segal, G.A. J. Chem. Phys. 1965,
43, S129–S135.

14e. Pople, J.A.; Segal, G.A. J. Chem. Phys. 1965, 43, S136–S149.
14f. Pople, J.A.; Segal, G.A. J. Chem. Phys. 1966, 44, 3289–3296.
14g. Pople, J.A.; Beveridge, D.L.; Dobosh, P.A. J. Chem. Phys.

1967, 47, 2026–2033.
15. Dewar, M.J. J. Mol. Struct. 1983, 100, 41–50.
16. Dewar, M.J.S.; Thiel, W.J. Am. Chem. Soc. 1977, 99,

4899–4907.
17a. Bingham, R.C.; Dewar, M.J.S.; Lo, D.H. J. Am. Chem.

Soc. 1975, 97, 1285–1293.
17b. Bingham, R.C.; Dewar, M.J.S.; Lo, D.H. J. Am. Chem.

Soc. 1975, 97, 1294–1301.
17c. Bingham, R.C.; Dewar, M.J.S.; Lo, D.H. J. Am. Chem.

Soc. 1975, 97, 1302–1306.
17d. Bingham, R.C.; Dewar, M.J.S.; Lo, D.H. J. Am. Chem.

Soc. 1975, 97, 1307–1310.
17e. Dewar, M.J.S.; Lo, D.H.; Ramsden, C.A. J. Am. Chem.

Soc. 1975, 97, 1311–1318.
18a. Dewar, M.J.S.; Thiel, W.J. Am. Chem. Soc. 1977, 99,

4907–4917.
18b. Dewar, M.J.S.; McKee, M.L. J. Am. Chem. Soc. 1977, 99,

5231–5241.
18c. Dewar, M.J.S.; Rzepa, H.S. J. Am. Chem. Soc. 1978, 100,

777–794.
18d. Davis, L.P.; Guidry, R.M.; Williams, J.R.; Dewar, M.J.S.;

Rzepa, H.S. J. Comput. Chem. 1981, 2, 433–445.
18e. Dewar, M.J.S.; McKee, M.L.; Rzepa, H.S. J. Am. Chem.

Soc. 1978, 100, 3607.
18f. Dewar, M.J.S.; Healy, E.J. Comput. Chem. 1983, 4, 542–551.
19. Dewar, M.J.S.; Zoebisch, E.G.; Healy, E.F.; Stewart, J.J.P.

J. Am. Chem. Soc. 1985, 107, 3902–3909.
20a. Richards, W.G. Quantum Pharmacology, 2nd Ed.;

Butterworths: London, 1984.
20b. Kier, L.B. Molecular Orbital Theory in Drug Research;

Academic Press: New York, 1984.
20c. Martin, Y.C. Quantitative Drug Design; Marcel Dekker,

Inc.: New York, 1978.
21. Hehre, W.J.; Random, L.; Schleyer, P.; Pople, J. Ab Initio

Molecular Orbital Theory; John Wiley & Sons: New York,
1986.

22a. Pople, J.A. J. Am. Chem. Soc. 1975, 97, 5306–5308.
22b. Hehre, W.J. J. Am. Chem. Soc. 1975, 97, 5308–5310.
22c. Dewar, M.J.S. J. Am. Chem. Soc. 1975, 97, 6951.
23a. Roberts, J.D. Molecular Orbital Calculations; Benjamin/

Cummings: Reading, Massachusetts, 1961.

23b. Streitwieser, A., Jr. Molecular Orbital Theory for Organic
Chemists; John Wiley & Sons: New York, 1961.

24. Boys, S.F. Proc. R. Soc. (London A) 1950, 200, 542–554.
25a. Hehre, W.J.; Stewart, R.F.; Pople, J.A. J. Chem. Phys.

1969, 51, 2657–2664.
25b. Hehre, W.J.; Ditchfield, R.; Stewart, R.F.; Pople, J.A. J.

Chem. Phys. 1970, 52, 2769–2773.
25c. Pietro, W.J.; Levi, B.A.; Hehre, W.J.; Stewart, R.F. Inorg.

Chem. 1980, 19, 2225–2229.
25d. Pietro, W.J.; Blurock, E.S.; Hout, R.F., Jr.; Hehre, W.J.;

DeFrees, D.J.; Stewart, R.F. Inorg. Chem. 1981, 20,
3650–3654.

26a. Binkley, J.S.; Pople, J.A.; Hehre, W.J. J. Am. Chem. Soc.
1980, 102, 939–947.

26b. Gordon, M.S.; Binkley, J.S.; Pople, J.A.; Pietro, W.J.;
Hehre, W.J. J. Am. Chem. Soc. 1982, 104, 2797–2803.

26c. Dobbs, K.D.; Hehre, W.J. J. Comput. Chem. 1986, 7,
359–378.

27a. Hehre, W.J.; Ditchfield, R.; Pople, J.A. J. Chem. Phys.
1972, 56, 2257–2261.

27b. Binkley, J.S.; Pople, J.A. J. Chem. Phys. 1977, 66, 879–880.
27c. Francl, M.M.; Pietro, W.J.; Hehre, W.J.; Binkley, J.S.;

Gordon, M.S.; DeFrees, D.J.; Pople, J.A. J. Chem. Phys.
1982, 77, 3654–3665.

28. Carlsen, N.R. Chem. Phys. Lett. 1977, 51, 192–196.
29. Krishnan, R.; Frisch, M.J.; Pople, J.A. J. Chem. Phys.

1980, 72, 4244–4245.
30a. Hartree, D.R. Proc. Cambridge Philos. Soc. 1928, 24, 105
30b. Roothaan, C.C.J. Rev. Mod. Phys. 1951, 23, 69.
30c. Hall, G.G. Proc. Roy. Soc. (London A). 1951, 205, 541.
31a. Møller, C.; Plesset, M.S. Phys. Rev. 1934, 46, 618–622.
31b. Pople, J.A.; Binkley, J.S.; Seeger, R. Int. J. Quantum

Chem. Simp. 1976, 10, 1–19.
31c. Pople, J.A.; Seeger, R.; Krishnan, R. Int. J. Quantum

Chem. Quantum Chem. Simp. 1977, 11, 149–163.
31d. Krishnan, R.; Pople, J.A. Int. J. Quantum Chem. 1978, 14,

91–100.
31e. Schlegel, H.B. J. Chem. Phys. 1982, 77, 3676–3681.
32. Parr, R.G.; Yang, W. Density Functional Theory of Atoms

and Molecules; Oxford University Press: Oxford, 1989.
33. Kohn, W.; Sham, L.J. Phys. Rev. 1934, A140, 1133–1138.
34. Hohenberg, P.; Kohn, W. Phys. Rev. 1964, B136, 864–871.
35. Burkert, U.; Allinger, N.L. Molecular Mechanics; ACS

Monograph 177; American Chemical Society: Washington,
DC, 1982.

36. Westheimer, F.H.; Mayer, J.E. J. Chem. Phys. 1946, 14,
733–738.

37. Hill, T.L. J. Chem. Phys. 1946, 14, 465.
38. Dostrovsky, I.; Hughes, E.D.; Ingold, C.K. J. Chem. Soc.

1946, 173–194.
39. Boyd, D.B. Drug Inf. J. 1983, 17, 121–131.
40. Goldstein, H. Classical Mechanics, 2nd Ed.; Addison-

Wesley: Reading, Massachusetts, 1981.
41a. Allinger, N.L. J. Am. Chem. Soc. 1977, 99, 8127, and sub-

sequent papers; MM2.
41b. Allinger, N.L.; Yuh, Y.H.; Lii, J.-H. J. Am. Chem. Soc.

1989, 111, 8551, MM3.
41c. Lii, J.-H.; Allinger, N.L. J. Am. Chem. Soc. 1989, 111,

8566.
41d. Lii, J.-H.; Allinger, N.L. J. Am. Chem. Soc. 1989, 111,

8576.
41e. Bowen, J.P.; Allinger, N.L. Molecular mechanics: the art

and science of parameterization. In Reviews Computa-
tional Chemistry; Lipkowitz, K., Boyd, D., Eds.; VCH:
New York, 1991; 2, 81–97. Chapter 4.

41f. Allinger, N.L.; Chen, K.S.; Lii, J.-H. J. Comp. Chem. 1996,
17, 642, MM4.

41g. Nevins, N.; Chen, K.S.; Allinger, N.L. J. Comp. Chem.
1996, 17, 669.

41h. Nevins, N.; Lii, J.-H.; Allinger, N.L. J. Comp. Chem. 1996,
17, 695.

41i. Nevins, N.; Allinger, N.L. J. Comp. Chem. 1996, 17, 730.
41j. Allinger, N.L.; Chen, K.S.; Katzenellenbogen, J.A.; Wilson,

S.R.; Anstead, G.M. J. Comp. Chem. 1996, 17, 747.

730 Computer-Assisted Drug Design



C
om

pl
ex

–C
on

tr
ac

t

41k. Bowen, J.P. New vistas in molecular mechanics calcula-
tions. In Drug Design; Charifson, P., Ed.; Marcel Dekker,
Inc.: New York, 1997; 495–538. Chapter 13.

42. Lennard-Jones, J.E. Proc. Roy. Soc. (London, A) 1924,
106, 463.

43. Bischoff, C.A. Ber. Dtsch. Chem. Ges. 1890, 23, 6201891,
24, 1074, 1086; 1891, 26, 1452

44. Christie, G.H.; Kenner, J. J. Chem. Soc. 1922, 121,
614–620.

45a. Kemp, J.D.; Pitzer, K.S. J. Chem. Phys. 1936, 4, 749.
45b. Kemp, J.D.; Pitzer, K.S. J. Am. Chem. Soc. 1937, 59,

276–279.
46. Pitzer, R.M. Acc. Chem. Res. 1983, 16, 207–210.
47a. Bartell, L.S. J. Am. Chem. Soc. 1977, 99, 3279–3282.
47b. Allinger, N.L.; Hindman, D.; Honig, H. J. Am. Chem.

Soc. 1977, 99, 3282–3284.
48. Radom, L.; Hehre, W.J.; Pople, J.A. J. Am. Chem. Soc.

1972, 94, 2371–2381.
49a. Weiner, S.J.; Kollman, P.A.; Case, D.A.; Singh, U.C.;

Ghio, C.; Alagona, G.; Profeta, S., Jr.; Weiner, P.J. J.
Am. Chem. Soc. 1984, 106, 765–784.

49b. Weiner, S.J.; Kollman, P.A.; Nguyen, D.T.; Case, D.A.
J.Comp. Chem. 1986, 7, 230–252.

49c. Pearlman, A.; Case, D.A.; Caldwell, J.W.; Ross, W.S.;
Cheatham, T.E.; Debolt, S.; Ferguson, D.; Seibel, G.;
Kollman, P. Comput. Phys. Commun. 1995, 91, 1.

49d. Cornell, D.; Cieplak, P.; Bayly, C.I.; Gould, I.R.; Merz,
K.M.; Ferguson, D.M.; Spellmeyer, D.C.; Fox, T.;
Caldwell, J.W.; Kollman, P.A. J. Am. Chem. Soc. 1995,
117, 5179.

50a. Weiner, S.J.; Kollman, P.A.; Case, D.A.; Singh, U.C.;
Ghio, C.; Alagona, G.; Profeta, S., Jr.; Weiner, P. J. Am.
Chem. Soc. 1984, 106, 765–784.

50b. Brooks, B.R.; Bruccoleri, R.E.; Olafson, B.D.; Stales, D.J.;
Swaminathan, S.; Karplus, M.J. Comput. Chem. 1983, 4,
187–217.

51. Buyong, M.; Lii, J.-H.; Allinger, N.L. J. Comp. Chem.
2000, 21, 814–825.

52a. Bowen, J.P.; Pathiaseril, A.; Profeta, S., Jr.; Allinger, N.L.
J. Org. Chem. 1987, 52, 5162–5166.

52b. Bowen, J.P.; Allinger, N.L. J. Org. Chem. 1986, 51,
1513–1516.

52c. Goldsmith, D.J.; Bowen, J.P.; Quamhiyeh, E.; Still, W.C.
J. Org. Chem. 1987, 52, 951–953.

52d. Bowen, J.P.; Allinger, N.L. J. Org. Chem. 1987, 52,
1830–1834.

52e. Bowen, J.P.; Allinger, N.L. J. Org. Chem. 1987, 52,
2937–2938.

52f. Bowen, J.P.; Reddy, V.; Patterson, D., Jr.; Allinger, N.L.
J. Org. Chem. 1988, 53, 5471–5475.

53a. Green, M.M.; Boyle, B.A.; Vairamani, M.; Mukhopadhyay,
T.; Saunders, W.H., Jr.; Bowen, P.; Allinger, N.L. J. Am.
Chem. Soc. 1986, 108, 2381–2387.

53b. Spellmeyer, D.C.; Houk, K.N. J. Org. Chem. 1987, 52,
959–974.

53c. Dorigo, A.E.; Houk, K.N. J. Am. Chem. Soc. 1987, 109,
3698–3708, (corrections), 1988, 110, 4874.

53d. Rudolf, K.; Hawkins, J.M.; Loncharich, R.J.; Houk, K.N.
J. Org. Chem. 1988, 53, 3879–3882.

53e. Wu, Y.-D.; Houk, K.N. J. Am. Chem. Soc. 1987, 109, 908.
54a. Jacoby, S.L.S.; Kowalik, J.S.; Pizzo, J.T. Iterative Methods

for Nonlinear Optimization Problems; Prentice Hall,
Englewood Cliffs: New Jersey, 1972.

54b. Williams, J.E.; Stang, P.J.; Schleyer, P.V.R. Annu. Rev.
Phys. Chem. 1968, 19, 531.

54c. Wibeg, K.B. J. Am. Chem. Soc. 1965, 87, 1070–1078.
55a. Fletcher, R.; Reeves, C.M. Comput. J. 1964, 7, 149.
55b. Fletcher, R.; Powell, M.J.D. Comput. J. 1963, 6, 163.
56a. Jacoby, S.L.S.; Kowalik, J.S.; Pizzo, J.T. Iterative Methods

for Nonlinear Optimization Problems; Prentice Hall,
Englewood Cliffs: New Jersey, 1972.

56b. Ermer, O. Struct. Bonding (Berlin) 1976, 27, 161.

57a. Marshall, G.R. Medicinal chemistry VI, Proceeding of
the 6th International Symponsium on Medical Chemistry.
Sinkin, A., Ed.; Cotswold Press: Oxford, 1979; 225–235.

57b. Marshall, G.R.; Motoc, I. Top. Mol. Pharmacol. 1986, 3,
115–155.

57c. Marshall, G.R. Annu. Rev. Pharmacol. Toxicol. 1987, 27,
193–213.

58a. Beveridge, D.L. Computer simulation of chemical and
biochemical systems. Ann. NY Acad. Sci. Jorgensen,
W.L., Ed.; New York, 1986.

58b. McCammon, J.A.; Harvey, S.C. Dynamics of Proteins
and Nucleic Acids; Cambridge University: Cambridge,
1987.

58c. van Gunsteren, W.F., Weiner, P.K., Eds.; Computer Simu-
lation of Biomolecular Systems; ESCOM: Leiden, 1989.

59. Metropolis, N.; Rosenbluth, A.W.; Rosenbluth, M.N.;
Teller, A.H.; Teller, E. J. Chem. Phys. 1953, 21, 1087.

60. Saunders, M.; Houk, K.N.; Wu, Y.-D.; Still, W.C.; Lipton,
M.; Chang, G.; Guida, C. J. Am. Chem. Soc. 1990, 113,
1419–1427.

61. Miranker, A.; Karplus, M. J. Am. Chem. Soc. 1990, 112,
9161–9175.

62. Jorgensen, W.L.; Ravimohan, C. J. Chem. Phys. 1985, 83,
3050–3054.

63a. McCammon, J.A. Science 1987, 238, 486–491.
63b. Jorgensen, W.L. Acc. Chem. Res. 1989, 22, 184–189.
64. Horn, A.S., de Ranter, C.J., Eds.; X-ray Crystallography

and Drug Action; Clearendon: Oxford, 1984.
65. Stezowski, J.J.; Chandrasekhar, K. Annu. Rep. Med.

Chem. 1986, 21, 293–302.
66. Jefson, M.R. Annu. Rep. Med. Chem. 1988, 23, 275–283.
67. Clore, G.M.; Gronenborn, A.M.; Brünger, A.T.; Karplus,
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Computers in Pharmaceutical Technology

Onkaram Basavapathruni
Pharmacia, Skokie, Illinois, U.S.A.

INTRODUCTION

The computer has become a very common tool in all
areas of science and technology, and there seems to
be no end in sight for future applications. With the
proliferation of the Internet and the developments
in computer technology and manufacturing, the ratio
of price-to-performance of computers continues to
decrease. This has resulted in the development of a
number of computer applications. The field of pharma-
ceutical technology has also benefited from the use
of computers and will continue to benefit as the pro-
fessionals in the field gain more familiarity with
computers. This chapter will discuss some examples
of existing computer applications, the fundamentals
of computer technology, and issues to be addressed
when applying computers in pharmaceutical technol-
ogy and assessing their future applications.

COMPUTER APPLICATIONS

Computers have been successfully utilized in pharma-
ceutical technology to improve productivity, collaborate
with other professionals, and to provide solutions
for time-consuming manual tasks. For purposes of dis-
cussion, the various computer applications are classified
as follows:

� Data and information management systems
� Interactive voice response systems
� Group collaboration tools
� Document management and publishing systems
� Internet-based applications and tools
� Problem-solving applications
� Communication aids
� Laboratory automation
� Process control
� Computer-based training

Some computer applications are so complex that
it is difficult to classify them into any one of the
categories. Nevertheless, any complex computer appli-
cation can be broken down into smaller parts, and
each part may then be described under one of the
classifications.

Data and Information Management Systems

The first computers were primarily used for com-
putational purposes. As hardware prices dropped and
computer storage technology developed, it became
cost-effective to use computers for storing vast
amounts of data and information in a variety of
formats (e.g., text, numbers, audio, image, and video).
Along with the advances in computer hardware, soft-
ware development also advanced rapidly and resulted
in the development of database management packages,
such as Oracle, Sybase, and Microsoft Access. By using
these packages, a number of computer-based systems
can be developed in-house in order to organize data
and information and then to query the data in a
number of ways. An alternative would be to acquire
commercially available systems that use these popular
database packages. In either case, the challenge with
these systems is to determine what type of information
has to be stored in the database and how it can be
retrieved in a number of ways. These systems, when
designed properly and implemented with active user
participation, minimize the paperwork and improve
the productivity of personnel involved. Data and
information management systems are usually built by
the in-house data processing department or acquired
from a vendor to meet the needs of users in a given
organization. More often than not, the same data
management system can be implemented differently
in different organizations. A number of systems will
be described in general terms in order to give the reader
an idea of the available data management programs.

Material inventory system

This system maintains a running inventory of raw
materials used in pharmaceutical manufacturing. It
will be updated at regular intervals when new materials
arrive, as well as when materials are drawn out. This
system is useful in tracking existing inventory, lot
numbers, and quantities of raw materials needed for
manufacturing a product, as well as other pertinent
information. Some systems also accommodate the need
to reserve a certain lot of raw material for use in man-
ufacturing a particular batch of the product to be used
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for a stability or clinical study. A sample output from a
material inventory system is shown in Fig. 1.

Formulation information system

This system can be used to store the information on
raw materials that constitute a batch of a pharmaceu-
tical bulk product. Typically, the lot numbers of the
ingredient, the name of the ingredient, amount per
dosage form, percent composition, weight of the batch,
and the actual amount of each ingredient are stored in
these systems. Other information, such as manufactur-
ing summary, shipping history, and relevant storage
information, is also stored. The system’s greatest
benefit is its different retrieval methods. For example,
during product recalls, audits, or tracking an excipient
problem, one might be interested in determining all the
batches of products made using a particular lot of raw
material. This system can also be used to archive the
formulation information generated during formulation
screening studies. Consequently, data collected in
this fashion can be utilized for subsequent statistical
analysis. This system can also act as a repository of
information that might be helpful in serving as a
knowledge base to develop new formulations.

Clinical supplies inventory system

In pharmaceutical research and development (R&D), a
number of clinical trials are conducted to determine the
therapeutic effectiveness of potential new drugs and
novel dosage forms of well-established drugs. In order
to provide the necessary clinical supplies in a timely
manner and to plan for the manufacture of needed
supplies, clinical supplies inventory systems are used.

Clinical supplies labeling

The clinical pharmacy is often called upon to supply
complex labeling requirements for investigational drugs

used in clinical studies. Depending on the number of
patients and investigators, several hundreds or even
thousands of labels with randomized patient and inves-
tigator numbers are prepared. Well-designed computer
programs eliminate the manual labor involved in
hand-numbering each label. The computer also sorts
the labels by investigators and treatment groups, and
prints the labels accordingly. Examples of labels gener-
ated by a computer program are shown in Fig. 2.

Stability information systems

The pharmaceutical manufacturer conducts stability
studies to develop stable dosage forms in a variety of
packages and, in the process, generates vast amounts
of data and information. Stability information systems
are designed to organize these data and help retrieve
the needed information to establish an expiration
date for a product. The stability information is also
submitted to the regulatory agencies, such as Food
and Drug Administration (FDA), from time to time
in support of investigational new drug applications
(INDAs), new drug applications (NDAs), new dosage
forms, abbreviated new drug applications (ANDAs),
biological license applications (BLAs), and product
license applications. For additional information, the
reader is advised to check the following website:
http://www.fda.gov/cber/gdlns/stabdft.pdf.

Prior to the start of a stability study, the pharmacist
designs protocols, such as the one shown in Fig. 3.
When it is time to initiate a study, the computer is
used to generate the stability calendar (Fig. 4). Using
this calendar and the protocol, the list of samples for
chemical, physical observations, and microbiology
analysis of a given time period is generated.

The chemical analysis results and the physical
observations are stored in a database for further retrieval.
The cumulative chemical data are retrieved in the form of
tables for inclusion in a regulatory report (Fig. 5) or for

Inventory report for GMP items

Description Item  # Unit of measure Lot # Quantity

MICROCRYSTALLINE CELLULOSE NF/BP/DAB
(AVICEL PH101/EMCOCEL)

Z00106 KGS SP2359 50.00

MICROCRYSTALLINE CELLULOSE NF/BP/DAB
(AVICEL PH102/EMCOCEL 90M)

Z00102 KGS L00616 10.57

MICROCRYSTALLINE CELLULOSE NF/BP/DAB
(AVICEL PH103)

Z00103 KGS SP1029 9.70

MILLER FROCKS 5 SNAPS L CODE 1212 Z02204 CS SP2059 1.00

MILLER FROCKS 5 SNAPS M CODE 1212 Z02205 CS SP2060 1.00

MILLER FROCKS 5 SNAPS S CODE 1212 Z02206 CS L00604 90.00

Fig. 1 Sample output from a material inventory system.
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review (Fig. 6). The data can also be presented in a
graphic form (Fig. 7), which makes it easy to review large
amounts of data in a short time. Other programs that are
used to carry out statistical analysis can access the
required data from the stability database. The physical
observation data are also presented in the form of tables
for reporting and review purposes.

Analytical information systems

The analytical laboratory generates vast amounts of
data and information while developing analytical
methods, supporting product stability studies, and aid-
ing formulation development. The analytical laboratory
needs sample management in addition to the manage-
ment of data it generates. The analytical systems help
by providing lists of samples to be analyzed. These are
sorted by project, laboratory location, etc. The system
also generates reports of analysis (Fig. 8), cumulative
analytical data, and other types of reports needed by
an organization.

Quality assurance information system

Several systems are used by the quality assurance
unit to help carry out quality assurance functions.
One such system helps the quality assurance function

track information on chemical raw materials, package
components, intermediate raw materials, and finished
products. The information maintained in this system
usually includes a lot number assigned in-house, name
of manufacturer, date sampled, and type of release
and release status. Using other systems, the quality
assurance function compares the physical, chemical,
and biological test data generated with the specifica-
tions established on products or package components
and determines whether the product is released or
rejected. Production personnel can access these systems
online and determine the status of the materials
they have produced or determine the status of raw
materials to be used in production. A sample output
is shown in Fig. 9.

Interactive Voice Response (IVR) Systems

An IVR system is a specially configured personal com-
puter that contains unique voice software that enables
a sound-based interface between a user and the system
via a telephone. On the most basic level, these systems
let callers exchange information with a computer over
the telephone without a human intermediary. Popular
applications of IVR systems include banking by phone,
flight scheduling, and shipment tracking. In the last
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SEARLE G.D.Searle & Co. Skokie.IL60077
TEST LABEL

SEARLE G.D. Searle& Co. Skokie.IL60077

SUBJ: SUBJ:
TEST LABEL

MODEL PANEL DISCLOSURE

STUDY II-II-II-II-I LOT: RCT XXXX
TAKE 1 (ONE) TO 2 (TWO) TABLETS 4 T0 6

TIMES A DAY AS NEEDED FOR PAIN.
DO NOT TAKE MORE THEN A TOTAL OF

12 TABLETS IN A DAY.
KEEP THIS AND ALL MEDICATION OUT OF

REACH OF CHILDREN.
STORE BELOW 86°F AND IN A DRY PLACE.

EXPIRES MAY 2001
KEEP OUT OF REACH OF CHILDREN

STUDY II-II-II-II-I LOT: RCTXXXX

II-II-II-II-I

TAKE 1 (ONE) TO 2 (TWO) TABLETS 4 T0 6
TIMES A DAY AS NEEDED FOR PAIN.  DO NOT

TAKE MORE THEN A TOTAL OF 
12 TABLETS IN A DAY.

KEEP THIS ALL MEDICATION OUT OF 
REACH OF CHILDREN.

STORE BELOW 86°F AND IN A DRY PLACE.
EXPIRES MAY 2001

SUBJ:
BULK LOT RCT XXXXX

PLACEBO TABLETS

SEARLE

G. D. Searle & Co. Skokie. IL 60077
Bottle A

32 Tablets

Test Compound

XX - XX - XX - XX - X

BASELINE SUBJ # 0000

Take TWO tablets from Bottle A

in the morning with breakfast.

Lot RCT XXXX Expires MAY 2001

K
E

E
P 

O
U

T
 O

F 
R

E
A

C
H

 O
F 

C
H

IL
D

R
E

N

Store between 59–77°F (15–25°C).

CAUTION : New Drug - Limited by Federal (U.S.A.)

law to investigational use.

Fig. 2 Sample labels generated by a computer program.

734 Computers in Pharmaceutical Technology



C
om

pl
ex

–C
on

tr
ac

t

five years, IVR systems have gained acceptance in the
management of clinical trials. Some of the current uses
include randomization of patients, drug supply inven-
tory management, real-time patient enrollment status,
and emergency code breaking in double blind clinical
trials. These systems enable the conduct of clinical
trials in multiple countries by providing customized
voice prompts in various languages.

Group Collaboration Tools

The exponential growth in Internet technologies has
allowed companies to set up private Internets, known
as Intranets, for effective sharing of information and
online meetings where the participants can see each
other to collaborate on projects. These tools help to
archive project documentation and provide capabilities
for searching information across several projects
with ease. Some current uses of these tools include
collaboration between geographically distributed phar-
maceutical R&D and manufacturing plants on process
technology data and information.

Document Management and
Publishing Systems

In the last 15 years, the size of a typical new drug
application has grown from thousands of pages to
several hundred thousand pages. To cope with this and
to help speed up the submission process, a number of
software tools have been developed. These tools pro-
vide control and access to documents in a collaborative

STABILITY CALENDAR FOR THE PROTOCOL 20000

NH– 0
C – 8 BH – 8
C – 13 NH – 13 XH – 13 BH – 13
C – 26 NH – 26 XH – 26 BH – 26
C – 39 NH – 39 XH – 39 BH – 39
C – 52 NH – 52 XH – 52 
C – 78 NH – 78 XH – 78
C – 104 NH – 104
C – 156 NH – 156 
C – 208 NH – 208
C – 260 NH – 260 

10 – DEC – 1999
04 – FEB – 2000

09 – JUN – 2000
10 – MAR – 2000

08 – SEP – 2000
08 – DEC – 2000
08 – JUN – 2001
07 – DEC – 2001
06 – DEC – 2002
05 – DEC – 2003
03 – DEC – 2004

Fig. 4 A sample computer-generated stability calendar.

STABILITY PROTOCOL FOR A TABLET DOSAGE FORM PACKAGED IN ALUMINUM FOIL POUCH
STABILITY NO.: 20000

******* EVALUATION PERIOD-WEEKS *******

STORAGE

CONDITION CODE 0 8 13 26 39 52 78 104 156 208 260

+5°C C C t C t C t C t C t C t C t C t Cn1 Cn1

25°C–60% RH CL NH CP CP CP CP CP CP CP CP Cn Cn

30°C–60% RH CL XH CP CP Cn1 CP Cn

40°C–75% RH CL BH CP CP CP Cn

Abbreviations :

P - Physical Tests Ct - Control Sample Cn - Contingency Sample S - Special Instructions

Analytical T ests:

C: 3, 10, 11, 17,  22

E  -  Exploratory test (For Internal Use Only)

Compound for Assay: COMPOUND A Impurities or Degradation Products: COMPOUND B

Dissolution: IN GASTRIC FLUID

Physical Tests:

Appearance of tablet and package. Compare to control stored at 5 deg C. Hardness

Instructions:

ICH Study. Stored locally and testing at Contract labs.

Store the following number of samples counted as 1´s : c=100   P=10   Ct=10   Cn=300   Cn1=20

Sample Cn (contingency samples).

A1 pouches are packaged in strips of 2× 4´s for a total of 8 pouches. Each pouch=1´s.

(3). ASSAY (10). DISINTEGRATION (11). DISSOLUTION (17).  IMPURITIES OR DEGRADATION PRODUCTS

(22). MOISTURE

Fig. 3 A sample stability protocol generated by using a computer program.
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environment and help publish electronic and paper
copies of submissions.

Internet-Based Applications and Tools

Easy navigation of the Internet led to the development
of software applications that use web pages for data

collection, analysis, browsing, and reporting. As a
result, it is becoming easier to deploy software that
gathers patient enrollment status information and
certain types of clinical trial data. In addition, a num-
ber of search tools have been developed that query
information across several hundred million pages
of information currently available on the Internet.
Examples of these tools include Alta Vista, Excite,

CUMULATIVE ANALYTICAL DATA

Name of Product: ABC PRODUCT 100MG TABLETS 7-Apr-2000 10:37 AM

CUMULATIVE ASSAY DATA  BY STABILITY NO: 20000

COMPOUND STAB. NO. CODE DATA AVG S.D. UNITS METHOD NO.

COMPOUND A 20000 A-4 94.8 95.9 96.6 95.8 0.9 #LBL CLM 99-0862
COMPOUND A 20000 A-8 95.4 97.8 95.3 96.2 1.4 #LBL CLM TAM30-992306

TAM30-992306
99-0862

COMPOUND A 20000 A-13 97.9 96.4 97.2 97.2 0.8 #LBL CLM TAM30-992306 99-0864
......
...

......

...
......
...

 CUMULATIVE IMPURITY DATA  BY STABILITY NO: 20000

ANALYSIS
NUMBER

The letter A in CODE field refers to storage condition 55˚C

******************************************************************************************************

******************************************************************************************************

******************************************************************************************************

******************************************************************************************************

S.D.LOT

20000
20000
20001

CODE

A-4
A-8
A-13

<0.1
0.1
0.1

<0.1
0.1
0.1

DATA

<0.1
0.1
0.1

AVG

<0.1
0.1
0.1

METHOD NO.

TAM 30-892306
TAM 30-892306
TAM 30-892306

ANALYSIS
NUMBER

99-0862
99-0863
99-0864

UNITS

%
%
%

COMPOUND

COMPOUND B
COMPOUND B
COMPOUND B

......

...
......
...

......

...

Fig. 6 Cumulative analytical data for review purposes.

Fig. 5 A sample table generated from a stability database for inclusion in a report.
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and HotBot. More information on these tools can be
found on www.altavista.com, www.excite.com, and
www.hotbox.com.

Project Management Systems

The successful development of a new pharmaceutical
product requires careful planning of various activities
and resources, as well as tracking the project’s progress.
A small project is not difficult to monitor manually;
however, multiple projects benefit from an automated
tool to support the planning process as well as the mon-
itoring of various activities. In addition, these systems
will help develop ‘‘what if’’ scenarios for the resources
in the new projects as well as help to terminate the
projects. Several project management systems currently
available on the market are designed to fulfill these
needs. These systems are available for all types of
computers—from personal computers to mainframes.

Problem-Solving Applications

The computer is an excellent tool for statistical analysis
of data and for solving mathematical problems. Com-
mercial software packages (Table 1) are generally used
for statistical analysis. The scientist often works with
the statistician to design an experiment and determine
the most appropriate statistical method to analyze the

collected data. Custom-designed software or commercial
software that allows tailoring is generally used to solve
mathematical problems.

Spreadsheet Software

This software is available commercially for almost all
types of computers and is becoming a valuable tool
to solve mathematical problems. The data are entered
in the form of tables, the mathematical formulae are
defined, and at the push of a button the answer is
obtained. The user can easily modify the formula
as well as add rows or columns of data and obtain
the results easily and quickly. As such, this software
enables the user to determine ‘‘what-if’’ scenarios for
the problem at hand. It also is extremely valuable in
helping the pharmacist compute percent composition
and the amount of each ingredient necessary for pre-
paring different strengths of dosage forms. In addition
to providing the computational ability, the software
also enables the user to prepare data and information
in the form of tables and plots.

Expiry Date Prediction

Expiration dating, required on the label of a drug
product by good manufacturing practices (GMPs), is
arrived at by analysis of data collected on samples

8080

00 44 1313 2626 5252
Time (Weeks)

7878

Assay Data for Compound A
For Stability Study No.: 20000

104104 156156 208208 260260

30 De30 Deg. C

40 De40 Deg. C

8585

9090

9595

100100

105105

110110

Fig. 7 Graphical representation of cumulative assay data for a stability study.
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exposed to storage conditions defined in a stability
protocol. The establishment of an expiry date has
evolved from ‘‘eyeballing’’ the time–temperature plot
on graph paper and drawing an approximate regression
line, to the rigorous application of physical–chemical
laws and sophisticated statistical analysis using compu-
ters.[1] Using the speed and accuracy available from the
computer and expert advice from a statistician, the phar-
maceutical scientist can try various statistical models to
fit the data and arrive at an optimal expiration date.

Pharmacokinetics

For a number of years, computers have been successfully
utilized in pharmacokinetics[2] to: 1) fit blood-level data
to the appropriate model (single, two, or multiple
compartments) and to calculate model parameters, such
as absorption rate constant, elimination rate constant,
half-life, and volume of distribution;[3] 2) evaluate

bioavailability parameters, such as peak plasma concen-
tration, time of peak concentrations, and area under the
concentration time curve obtainable from a blood-level
curve;[4] and 3) calculate dosage regimens in patients with
renal failure.[3]

Currently, the growing trend is to make use of
physiologically–based pharmacokinetic models to study
the behavior of drugs in animals and extrapolate the
data to humans.[4,5] In this context, computers will be
of immense help in developing predictive models that
might assist in the scale-up of animal data to humans
and predicting the concentration of drugs in human
body fluids.

Microcomputers are also used to systematize, speed
up formulation, simplify manufacturing processes, and
reduce the number of needed bioavailability studies
through simulated models and plasma level predic-
tions. Commercially available software packages, such
as WINNONLIN, SAS (Table 1), and other custom-
designed programs, are generally used to solve the

REPORT OF ANALYSIS

PRODUCT DEVELOPMENT ANALYTICAL DEPARTMENT Page:1
7-Apr-2000

REPORT OF ANALYSIS
Analysis No: 99-2721 Version 1 Group: AN

Material: PLACEBO 50mg FILM-COATED TAB Proj Code: 5811

Lot No. RCTXXXXX
Sample: BEGIN, END

Requested By: C MAH Dept: CLP

Objective : R & D Q.C. RELEASE

Received Date: 17-Dec-1999 Completion Date: 14-Jan-2000

R&D QUALITY CONTROL *
*
G.R. Dill 18-JAN-2000

APPROVED
*REEVALUATION DATE: 30-APR-2002

APPEARANCE:

Lot Sample

Sample

Result

RCTXXXXX WHITE ROUND CONVEX TABLET.

RCTXXXXX WHITE ROUND CONVEX TABLET.

IDENTITY:

Lot TEST/COMPOUND RESULT

RCTXXXXX BEGIN UV/AA-66106 TABLET STRENGTH AND UV SPECTRUM CONFORM TO AA-66106 50mg TABLET.

TABLET STRENGTH AND UV SPECTRUM CONFORM TO AA-66106 50mg TABLET.RCTXXXXX END UV/AA-66106

COMMENT
STRIP COLOR CODE OF BEGINNING AND END SAMPLES: MAGENTA.

Lot. No. RCTXXXXX Sample: BEGIN, END
TEST ANALYST BOOK PAGE SUPERVISOR METHOD NO.

1 11511 56 G. MADSEN N99-044-B1099

16 L.K.BROADUS

L.K.BROADUS

11511 56 G. MADSEN N99-044-B1099

**********************************************************************************************************************

**********************************************************************************************************************

**********************************************************************************************************************
Almedica blister strips

+

+

+

+

+

+

+

+

+

+

+

+

BEGIN

END

Fig. 8 A sample report of analysis.
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often complex mathematical formulae encountered in
pharmacokinetic research and applications.

Communication Aids

The computer has become an excellent tool for
communication. It can store information entered by
one user and send a signal to another user who then
reads the information. When several computers are
connected through a network, users of one computer
can send information to other users in the network
almost instantaneously. This feature makes the
computer a powerful and effective communication
medium for organizations with various remote loca-
tions. Examples of communication aids are discussed
below.

Electronic mail

With the proliferation of the Internet, electronic mail
(e-mail) has become an integral part of browsers,
such as Netscape Navigator and Microsoft Internet
Explorer. At times, e-mail software is also bundled into
other office automation software packages, such as
word processing. This e-mail software allows users to
send messages to other users (with e-mail accounts)
anywhere on the Internet. In addition to sending mail
messages to other users, the software allows the user to
file, forward, reply, delete, and print messages sent
by others. Most e-mail software packages allow attach-
ment of files that contain text, graphics, video, or
audio information. Electronic mail provides almost
instantaneous communication to remote users, helps
improve the productivity of firms operating on a
worldwide basis, and improves communication with
regulatory agencies.

Distributed information management systems

A pharmaceutical company with different geographic
locations often has a need to communicate between
locations in order to share data and information.
Using the concept of distributed data processing, the
company sets up a data processing center at each
location and connects these centers by networks. In
this setup, common data management systems running
at each site make it easy for the company to work on
the same project at several sites and funnel the infor-
mation back and forth. For example, a company con-
ducting toxicology or stability studies can consolidate
the information at one site and use it for generating
regulatory reports or for other purposes. In addition,
these systems help transfer technology developed at

Fig. 9 A sample output from a quality assurance information system.

Table 1 Commercially available statistical software
packages

Name Source

Statistical

Analysis
System (SAS)

SAS Institute Inc.

SAS Campus Drive
Cary, NC 27513-2414
Web address: http://www.sas.com/

MINITAB Minitab Inc.

3081 Enterprise Drive
State College PA 16801-3008
Web address: http://www.minitab.com/

WINNONLIN Pharsight Corporation

800 W. El Camino Real, Suite 200
Mountain View, CA 94040
Web address: http://www.pharsight.com/
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one site to another site and allow access to data gener-
ated from other sites.

Laboratory Automation

Many laboratory instruments available on the market
today contain built-in microprocessors that process
data collected on samples and display or send the
answer to a computer. In addition, they may have an
interface that attaches to an external computer for
processing the data generated by the instrument.
With regard to experiments or analyses performed fre-
quently, it is often desirable to interface the instrument
to a computer to aid in the subsequent analysis of data.
Some of the commonly encountered systems following.

Chromatography systems

The computer has become a valuable tool in auto-
mating chromatographic techniques, especially high-
performance liquid chromatography (HPLC). Prior
to automation, strip chart recorders were used to
record the analog signals from an HPLC detector,
and the calculations were done manually. In auto-
mated systems, the output from an HPLC detector is
digitized through an analog-to-digital (A/D) conver-
ter, the digitized information is stored in the computer,
and the data is analyzed to compute the final result.
The inherent disadvantages associated with a strip-
chart recorder are overcome in automation because
the computer enables the analytical chemist to change
calculation parameters (e.g., the base line, peak start,
and peak end) as needed. As a result, the number of
repeat analyses to be performed is minimized. The
computer, utilized as a systems controller, is especially
useful in applications that require techniques such as
column switching and solvent gradients.

Automated dissolution systems

The application of computers to solid dosage form
dissolution allows for nearly complete automation.
Analyst intervention is limited to the analysis setup.
The computer executes all other steps by controlling
the system devices, such as the sampling pump and
the spectrophotometer generally used for analysis.
Typically, a fraction of the sample solution is pumped
into a spectrophotometer flow-through cell, where its
absorbance is measured. The computer uses the absor-
bance reading to perform calculations and reports
the analysis results in a tabular or graphic format.
Sampling, analysis, quantitation, data handling, and
reporting are all performed by the computer according
to the analysis parameters specified before each run or
included in a setup table.[6] Automation has played a

key role in the development of dissolution systems,
which attempt to simulate changes in pH in the gastro-
intestinal tract or the presence of bile salts.[7]

Microprocessor-based balances

Microprocessor-based balances are used in the pharma-
ceutical industry for automating a number of routine
operations. Some organizations use these balances to
automate the United States Pharmacopoeia (USP)
weight variation test. In this application, the printer
attached to the balance prints a hard copy of the indi-
vidual weights of the dosage form as well as the average
and standard deviation.[8] The balances are also used
in the toxicology and pathology laboratories to weigh
animals or organs and then transmit the information
to a central computer for further processing.

Process Control

Computerized process-control systems are used to mea-
sure process variables through sensors at predefined
intervals, make appropriate decisions, and take appro-
priate actions to keep the process under control. In an
open-loop process-control operation, the computer
records sensor readings, compares readings against
standards, and notifies human operators of needed
actions to regulate devices. In more complex closed-
loop process-control operations, the computer records
the measurements, makes the comparisons with stan-
dards, and transmits signals to the regulating devices
to make the necessary changes.[9] The automation of
process control is often limited by the availability
of pharmaceutical processing equipment. To date, a
number of companies have succeeded in implementing
the process-control applications. Two examples are
automated tableting and automated freeze-drying.

Automated tableting

Instrumented tablet presses with computer interfaces
allow the pharmaceutical scientist to study the
mechanism of compaction and the relationship of the
mechanism to tablet-compaction properties and for-
mulations. In addition, automated systems are useful
to develop compression profiles for reference purposes,
to control weight of tablets during development and
production, and to monitor punch wear. This auto-
mation reduces the burden on personnel faced with
the requirements of quality control.[10] Merck Sharp
and Dohme’s major production facility in the United
Kingdom is fully computerized to manufacture a
high-volume tablet product as well as multiple-tablet
products.[11]
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Automated freeze-drying

Pharmaceutical or biological products that are unstable
in solution form are converted to a stable solid state
using the freeze-drying technique and later reconstituted
prior to administration to a patient. Freeze-dryer equip-
ment manufacturers are now upgrading their equipment
with automated control systems. Typically, the auto-
mated control system has a personal computer and a
programmable logic controller. The personal computer
is used to initiate the process, monitor the process,
maintain recipes, and archive data. The programmable
logic controller is used to control the freeze-drying, ster-
ilization, and cleaning process by means of instructions
downloaded from the personal computer.

The computer is useful in avoiding long freezing
times since it is possible to monitor product tempera-
ture with ease, and eliminate the need for human
operator intervention during transition from one
freeze-drying phase to the other. The computer also
helps in process documentation and in developing
cost-effective freeze-drying profiles that should be
useful in scaling up a product from the pilot plant to
the production area.

Regulatory Issues Affecting Use of Computers

As previously described, the use of computers and
computerized systems in the pharmaceutical industry
is growing at a rapid rate. Some of the systems used
in the industry range in complexity from the use of
personal computers for performing simple tasks (word
processing, e-mail, Internet access) to the use of power-
ful computers in process-control applications. In
addition, to help eliminate or reduce paper usage, the
pharmaceutical industry has implemented a number
of electronic batch record systems in drug substance
and product manufacturing to keep track of process
documentation.

As the regulatory authority, FDA wants the com-
puterized systems to be validated and requires
manufacturers to comply with regulations that cover
electronic records and signatures (see http://www.fda.
gov/oralcompliance_ref/part). The FDA’s General
Principles of Validation Guideline[12] defines valida-
tion as establishing documented evidence that provides
a high degree of assurance that a specific process
will consistently produce a product meeting its pre-
determined specifications and quality attributes. This
definition applies to computer systems as well as to the
processes. To date, the industry has done a good job in
validating computerized systems and is beginning to
address the implications of electronic records/signature
rule. For additional information on computer systems

validation and guidance on electronic records and
signatures, visit http://www.pharmaportal.com/articles/
pt.fda99.cfm.

Future Trends

The computer provides solutions to problems that can
be defined in a language it understands. Although the
computer works faster than humans, it still lacks the
human qualities of intuition, insight, and experience.
A great deal of effort has been expended in the devel-
opment of computer languages and software tools that
allow for ease in writing programs and obtaining
desired solutions. In spite of this, researchers still need
programmers to translate their requirements to the
computer; it is probably unrealistic at this time to
assume that they can do away with programmers.
The challenge facing scientists today is to determine
ways in which to help non-experts accomplish sophis-
ticated tasks with computers. In this regard, Internet
technologies have helped a great deal by implementing
simple-to-use and standardized navigation techniques
for accessing and interacting with information on a
personal computer. Any savvy Internet user can now
buy airline tickets, shop for electronic items, and search
the Internet for information on diseases, product
specifications, etc. This trend will continue for the
foreseeable future.

Human genomics is another area that is beginning
to benefit from the use of computers. Researchers have
just begun amazing discoveries in this particular field.
As more information on the human genome is discov-
ered, we will begin to understand human diseases at a
gene level, thus allowing researchers the opportunity to
discover cures for deadly diseases.
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Continuous Processing of Pharmaceuticals

J. P. Remon
C. Vervaet
Laboratory of Pharmaceutical Technology, Ghent University, Ghent, Belgium

INTRODUCTION

In the pharmaceutical industry, production processes
are traditionally based on batch-type procedures,
whereas continuous processing has fewer applications.
An important factor contributing to the limited intro-
duction of continuous production is that it is especially
suited for very-high-volume production capacities,
whereas batch manufacturing allows more flexibility
when smaller volumes of different products have to
be manufactured (the most common situation for a
pharmaceutical production site).

OVERVIEW

The batch concept offers the advantage that a well-
defined and limited amount of product is being pro-
cessed (characterized by the batch number) and, as a
finished product, the entire batch can be accepted or
rejected. In the case of a continuous production pro-
cess, batch definition is less obvious and one has to
look for an acceptable compromise related to this defi-
nition (e.g., the amount of product manufactured
within a certain period).

Another major drawback of continuous production
is related to the quality assurance of the manufactured
goods, more specifically to the documentation of the
production run: documentation of a continuous pro-
cess emphasizes process control, whereas a batch
process emphasizes recording. Therefore the recent
advances of ‘‘process analytical techniques’’ (PATs)
are of great importance for the further implementation
of continuous production in the pharmaceutical industry.

However, despite its drawbacks, the implementation
of a continuous process should definitely be considered
by process engineers as there are some distinct advan-
tages compared with batch processing: reduced capital
investment, space saving, reduction of labor costs, ease
of automation, and ease of scaling-up. Especially the
reduction of scaling-up time is a major advantage as
the production volume can be increased by simply
extending the time the process is run.

To introduce successfully a continuous process, sev-
eral factors are of major importance: it requires a
robust process able to compensate for raw material

variability; at steady-state conditions, a product of
constant quality must be produced; the process should
reach steady state quickly, allowing to process limited
amounts of materials (during development and scal-
ing-up) as well as to do full-scale production on the
same equipment.

Finally, it should be mentioned that the combination
of continuous manufacturing and automation should
make 24-hr ‘‘lights-out’’ operations possible.

Continuous manufacturing already has applications
in the pharmaceutical industry and some of them are
reviewed here.

CONTINUOUS PRODUCTION
OF SOLID DOSAGE FORMS

Traditionally, the manufacturers of tablets and cap-
sules have relied on individual unit operations as, very
often, equipment was installed without attention being
paid to the links between the different process steps.
Recently, because of increasing labor costs and reduc-
tion on profit margins, facility design and production
process had to be adapted using an integrated
approach—with safety, reproducibility, improvement
of productivity, and quality nowadays being the princi-
pal benefits of a well-designed automated facility.
Automation and (semi) continuous production are
only possible if large production capacities per drug
are required, or if the company is operating on a cam-
paign basis. A typical example is the Merck facility in
Elkton (Virginia) (Fig. 1).[1] Raw materials are loaded
into product holding hoppers on the third floor. This
loading step is performed by operators and it is the
only time throughout the manufacturing process that
personnel are required to handle the materials. From
this point, material flow is computer-controlled and
accomplished by gravity or by pneumatic, belt, or
bucket conveying systems. All hoppers are equipped
with load cells to monitor and control the flow of
materials through the process and to provide the infor-
mation needed for mass balance and accountability.
The ingredients are discharged in the proper weight
proportions onto a ribbon blender located on the
second floor. After mixing, the material is fed to the
granulator by a weight belt feeder, which continuously
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weighs the material on a given length of belt and
adjusts the speed of that belt to ensure that the
material is fed to the granulator at a constant flow rate.
The granulator is a ‘‘zigzag’’ blender and was selected
because it can be incorporated in a continuous flow
process. The zigzag blender continuously rotates to
provide for complete blending of the powders and
granulation solution (continuously sprayed onto the
powder bed) and to transport the material through
the granulator. After granulation, the material is dis-
charged in a continuous throughput fluid bed dryer
and followed by lubrication, compression, and film
coating. The total throughput of granulation is about
5000 kg/16 hr day. Obviously, the film coating step is
a batch process.

However, recently efforts have been made to
develop a continuous coating system. The Böhle con-
cept, although basically a batch-based granulation/
compression process, incorporates a continuous coat-
ing system with two independent coating drums con-
nected to each other (Fig. 2).[2] Half of the coating
solution is sprayed on the tablets in the first drum.
Next, the cores are automatically transferred into the
second drum, where the coating process is completed.
After coating, the tablets are discharged from the
coater through the discharge valve onto a conveying
belt, which shuttles the tablets into a container feeding

the automatic packaging line. It is claimed that a con-
tinuous coating procedure is possible as all tablets—
without exception—are transferred from the first into
the second drum, and from the second drum onto
the belt. Hence, it is possible to combine the packaging
machine directly with the coater in a continuous process.

Most continuous applications for the production of
solid dosage forms are used for granulation purposes
and, according to Bonde,[3] continuous granulation
equipment can be divided in two groups: continuous fluid
bed granulators and continuous mechanical granulators.

Most continuous fluid bed granulators (Fig. 3)[3]

have at least five functional zones (not necessarily
mechanically separated from each other): the feed
zone, mixing/preheating zone, spraying zone, drying/
cooling zone, and discharge zone. The product is trans-
ported in a given direction by vibrating the fluid bed or
by a directed airflow using an air distribution plate.
After the process air has passed through the fluidized
product layer, it is filtered through stainless steel
cartridge filters, enabling clean-in-place (CIP).

As the batch size of a continuous process is not well
defined, Leuenberger[4] and Betz, Junker-Bürgin, and
Leuenberger[5] developed a quasi-continuous produc-
tion concept. This concept, developed in cooperation
between the Institute of Pharmaceutical Technology
(University of Basel, Switzerland), Glatt (Pratteln,
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Fig. 1 Flow diagram of the continuous production line of Merck. (1) Bulk unit load container; (2) weigh–discharge unit; (3)
ethylcellulose hood; (4) Vac-U-Max (ethylcellulose); (5) rotary sifter; (6) bulk ethylcellulose hopper; (7) adds materials hood;

(8) Vac-U-Max; (9) rotary sifter; (10) adds ribbon blender; (11) clear-coat make-up tank; (12) color-coat make-up tank; (13)
clear-coat use tank; (14) color-coat use tank; (15) purge solvent tank; (16) Nauta mixer; (17) ethylcellulose dosing hopper;
(18) alcohol dosing tank; (19) fluid bed dryer; (20) mill feed hopper; (21) Fitzmill; (22) bulk granule hopper; (23) lubrication rib-

bon blender; (24) adds dosing hopper; (25) Manesty Mark III; (26) bucket conveyor; (27) bulk tablet hoppers; (28) tablet dosing
hopper; (29) ploughed conveyor; (30) 18-in. coating columns; (31) coating dosing hoppers; (32) Nordson pump; (33) thermal
mass flowmeter; (34) spray system nozzle; (35) bucket conveyor; (36) coated tablet hopper–dryer; (37) conveyor. (From Ref.[1],

courtesy of Taylor & Francis.)
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Switzerland), and Hoffmann-La Roche (Basel,
Switzerland), is based on the ‘‘semicontinuous’’ pro-
duction of minibatches (subunits) in a specially
designed high-shear mixer/granulator, connected to a
continuous multicell-fluidized bed dryer (Glatt Multi-
cell) (Fig. 4). After granulation in a high-shear mixer,
the moist granules are discharged from the granulator
into the first cell of the multicell-fluidized bed dryer
unit through a screen (no. 3 on Fig. 4) to avoid any
lumps. The multicell dryer consists, in general, of three
cells (no. 4 on Fig. 4), so designed that in the first cell,
the granules are dried at a high temperature (e.g.,
60�C), whereas in the last cell, ambient air temperature
and humidity are used to achieve equilibrium con-
ditions. If required, more cells can be added. It is even
possible to add an additional chamber for coating

the granules. The system can be described as a series
of minibatches passing like parcels through the
compartments of dry mixing, granulation, and drying.
Using a pneumatic transport system (no. 5 on Fig. 4),
each subunit is collected into the final container for
further processing. This approach has the advantage
that, conceptually, it can be viewed as a chain of
existing unit processes; thus changing a commercial
product from a conventional production to this Glatt
Multicell production line can be considered as a minor
change. According to needs, a ‘‘just-in-time produc-
tion’’ of the desired batch size can be implemented.
Leuenberger[4] reported that Roche was able to pro-
duce a total batch size consisting of 600 minibatches.

Within the continuous mechanical granulators, one
needs to mention two important techniques: extrusion

Fig. 2 Flow diagram of the Böhle concept, incorporating a continuous coating system in the production line. (From Ref.[2],

courtesy of Bohle Maschinen þ Verfahren GmbH.)
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Fig. 3 Heinen continuous fluid bed granulator. (From Ref.[3].)

Continuous Processing of Pharmaceuticals 745



C
om

plex –C
ontract

(wet granulation) and roller compaction (dry
granulation).

Extrusion as a continuous granulation technique
has already been described by Lindberg et al.[6,7] using
a Baker Perkins cooker extruder for the production of
an effervescent granulation. Recently, the Warner-
Lambert Company filed a patent application[8] for a
continuous granulation/dryer system using a twin-screw
wet granulator/chopper device used for granulating the
active ingredients and additives received from the liquid
and powder feeders. At the outlet of the extruder, a belt
conveyor continuously transports the wet granules to a
microwave dryer and, finally, as a dry granule to a size
reduction mill.

Schroeder and Steffens[9] presented a continuous
granulation system using a modified ‘‘Planetwalzextru-
der,’’ in combination with gas injection, to adjust the
porosity of the granules and to improve the tableting
properties.

Keleb et al.[10] described the suitability of continu-
ous twin-screw extrusion for the wet granulation of
a-lactose monohydrate and concluded that it was a
robust process offering a suitable alternative to high-
shear granulation. The same authors proposed a cold
extrusion process as a continuous single-step granu-
lation and tableting process:[11] extrudates (Ø 9 mm)
were produced using extrusion, cut into tablets (thick-
ness, 4 mm), and finally dried.

Another continuous wet granulator is the Nica
Turbine mixer and granulator (Ivarson mixer)
described by Bonde[3] and Lindberg.[12] This granulator
(Fig. 5) contains a high-speed turbine used to disperse
the powder (fed from above). The granulation liquid is
introduced from below and, because of the rotation of
the turbine, breaks up into small droplets at the edge of
the plate where they instantly mix with the powder,
forming agglomerates. Product residence time in the
granulation chamber is very short and the capacity is
up to 360 kg/hr.

As a dry granulation technique, roller compaction
has to be considered as a simple continuous process
able to convert powder into granules (Fig. 6). The
system comprises powder hoppers, feeding screws, a
roller press, a mill, and, optionally, a recycling unit.

A final technique presented for the continuous
production of solid dosage forms is extrusion/
spheronization—a technique producing spherical
agglomerates of very uniform size. The process is based
on low-pressure extrusion and shaping the moist, plas-
tic extrudate into spheres in a spheronizer. These
spheres (pellets) are, in most cases, coated after drying
and filled into hard gelatin capsules or compressed into

Fig. 4 Continuous multicell-fluidized bed dryer (Glatt
Multicell). (From Ref.[4], courtesy of Elsevier.)

Fig. 5 High-speed turbine mixer (Nica M6). (From Ref.[3].)

Fig. 6 Flow diagram of the roller compaction process.
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tablets. Fig. 7[13] shows a standard flow chart of an
extrusion/spheronization process involving mixing,
granulation, extrusion, and spheronization. The system
can be operated batchwise (using one spheronizer) or
semicontinuous (using two spheronizers, which are
alternately loaded with moist extrudate) (Fig. 8A).[13]

Continuous spheronization is possible using two spher-
onizers in sequence, forming a cascade system
(Fig. 8B)[13] or using a spheronizer with an overflow
system. In this design, the finished most spherical pel-
lets are discharged over the rim of the spheronizer
because they will travel to the top ring-shaped. The
load of the spheronizer is being maintained at a con-
stant level by continuously feeding the outlet from
the extruder into the spheronizer.

CONTINUOUS PRODUCTION
OF STERILE DOSAGE FORMS

Continuous processes offer many opportunities in this
area and the increasing interest for continuous opera-
tions during sterile production has forced engineering
departments and equipment builders to pay attention
to specific problems (e.g., design and monitoring of
input and output systems of sterile lines, leak tightness
of the total system, etc.). However, how much customi-
zation and specific equipment engineering are required
will be determined by the specific needs of each process
and the required output.

An idealized continuous process might be that
shown in Fig. 9. Very often, integrated operations are
used, combining the advantages of both batch and
continuous processes. Therefore a parenteral produc-
tion process may be broken down into discrete steps
that have been grouped and linked into a larger, more
efficient process. The preparation of vials (unpacking,
washing, and depyrogenation) is performed in a con-
tinuous manner. Immediately thereafter, the containers
are continuously transferred to the filling area. After
filling, sterilization is done separately as a unique
batchwise step. Finally, inspection and packaging are
grouped into a continuous process, located in an area
requiring less rigid environmental control.

Blow–fill–seal (BFS) is today mainly used to pro-
duce pharmaceutical products and can be considered
as a truly continuous process. It is an aseptic pro-
cessing technique, forming in a continuous manner
liquid-filled and sealed plastic containers out of molten
extruded polymer granules. Because intermediate
material-handling steps are eliminated, the potential
for product contamination no longer exists. During
the BFS process, polymer grains are continuously fed
from a hopper into an extruder where the polymer is
subjected to high temperature and pressure and
becomes molten. It is then extruded into a mould to
form the container. This container is shuttled to the
filling station and, after filling, the containers are
sealed. The liquid product is pumped to the BFS
machine from a holding vessel and is sterilized by
in-line filtration. Aseptic BFS machines are connected
to clean-in-place (CIP) and steam-in-place (SIP) systems.

Fig. 7 Flow chart of the extrusion–spheronization process
showing the process variables. (From Ref.[13].)

Fig. 8 (A) Spheronization process using two spheronizers in
parallel. (B) Spheronization process using two spheronizers
in sequence. (From Ref.[13].)
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For a detailed description of the BFS process, the
reader is referred to the review by Jones.[14]

Continuous sterilization has been used since the
1960s as part of integrated filling lines for glass
containers and is becoming increasingly important,
especially in the area of contract sterilization.

Continuous dry heat belt sterilization has been used
for a long time in the pharmaceutical industry. In
this case, glassware is loaded onto a bottle washer.
After the glassware is washed and rinsed with purified
water, it is placed on a moving belt that conveys the
containers into a tunnel. The tunnel typically consists
of a preheat zone (gradual increase of the glass
temperature), a sterilization zone, and a cooling zone.
Finally, the moving belt delivers the treated and cooled
bottles to the filling line. The major advantages of this
process are: container handling is limited to machine
loading operation; after washing, the bottles are
immediately processed, avoiding recontamination;
and following dry heat sterilization and depyrogeniza-
tion, the glass containers are sent immediately to the
filling zone. Most popular are the laminar air flow
(LAF) tunnels (Fig. 10)[15] where a circulating air-
stream is heated by electric elements and passed
through high-efficiency particulate air (HEPA) filters
to minimize the risk of particle contamination. These
metal frame HEPA filters and the steel mesh belt can
withstand temperatures up to 400�C. Major improve-
ments in tunnel design led to significant improvement
of temperature distribution, improved heat transfer,
lower processing times, and better control of particu-
late matter. Air temperature, air velocity sensors, belt
speed recorders, heat regulation control, and tempera-
ture of cooling air are some of the common good
manufacturing practice (GMP) features found on
modern LAF tunnels.

Using continuous production lines, the transfer of
materials into the sterile area is often challenging.

When materials presterilized in a bag or container need
to be introduced in the sterile interior of a barrier iso-
lator, contamination at the outer surface of the bag or
container is a concern. Therefore continuous transfer
chambers using ultraviolet (UV) radiation (sterile
pass-through) have been developed to facilitate the
transport of presterilized components (stoppers, bags,
etc.). UV radiation has been considered as it has little
or no effect on material or package integrity, no
residual chemicals are formed, cycle times are short,
it requires minimal utilities, and the maintenance and
operational costs are low (Fig. 11).[16]

Recently, a new sterilization method was proposed
using pulsed light for continuous surface steriliza-
tion.[17] The sterilizing effect of pulsed light originates
from its rich and broad UV spectrum and very high
peak intensity of the light pulse. Unique bactericidal
effects that are not seen when the same total energy
is applied at low intensity over a longer period are
obtained. This method is capable of in-line sterilization
at a high throughput.

In the domain of contract sterilization, continuous
processing in cobalt-60 radiation facilities has proved
to be economically competitive with other sterilization
methods, especially in the area of medical devices and
packaging. When using a continuous carrier irradiator
as described by Masefield et al.,[18] the materials are
loaded onto the carriers and introduced into the
irradiation chamber on a timed sequence. The carriers
make four passes around the source, stopping at each
carrier position for a certain time before being shuttled
to the next position. The throughput is a function of
the radiation dose required, the density of the device,

UNPACK WASH DEPYROGENATE FILL STERILIZE INSPECT PACKAGE

Fig. 9 Flow chart of continuous production line for sterile dosage forms.

Fig. 10 Flow diagram of LAF continuous-belt tunnel for
dry heat sterilization and depyrogenization. (From Ref.[15],
courtesy of Kluwer.)

Fig. 11 Flow diagram of continuous transfer chamber
(with UV radiation) for the production of sterile dosage
forms. (From Ref.[16], courtesy of ISPE.)
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and the amount of radiation source installed. A possi-
ble alternative to radioisotope irradiators is the use of
electron beam accelerators. Although having several
advantages, they suffer from the limited penetration
ability of electrons into the material. The development
of machines generating X-rays with analogue penetra-
tion capacities of radioisotopes might, in the future,
increase the role of electron beam sterilization for
continuous applications.

CONTINUOUS PRODUCTION
OF SEMISOLIDS

Continuous production of semisolids is most interest-
ing in the manufacture of a single product in large
quantities as batch productions of a large volume of
semisolids are associated with several problems: very
large mixers required, space required for their installa-
tion, long time required for cooling with a possible loss
of homogeneity, and scaling-up or cleaning problems.
On the contrary, continuous production equipment for
semisolids is smaller, requiring less space, and usually
produces a final product with a lower microbiological
contamination.

During batch production, the individual compo-
nents are weighed and separately added to the reactor,
whereas in continuous production processes, the
individual components are added using dosing pumps.
A problem related to this procedure is that this type of
dosing requires a constant volume and that small
changes in temperature induce important changes in
volume and, consequently, less precise dosing.

The continuous production of very viscous products
such as pastes remains difficult.

CONCLUSIONS

Although a lot of pharmaceutical production equip-
ment is available that allows continuous processing
(e.g., granulation during the production of solid
dosage forms, sterilisation of vials), to date they are
mainly used in batchwise production lines where only
a number of steps are run continuously. Factors contri-
buting to the limited implementation of fully conti-
nuous processes within the pharmaceutical industry
(from raw materials to the packaged and labeled end
product) are that the traditional concept of the batch
definition has to be revised and the belief that batch
processing offers more flexibility when several pro-
ducts are processed within the same plant. However,
when developing a new production process the opp-
ortunities offered by continuous processing (ease of

automation and less scale-up issues being the main
advantages versus a batch process) should definitely
be assessed.
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Contract Manufacturing

Duncan E. McVean
Ben Venue Laboratories, Solon, Ohio, U.S.A.

INTRODUCTION

Changes in Technology

Exciting changes are occurring in the pharmaceutical
industry. Due to new advances in technology the
industry is expanding more rapidly than ever before.
For example, scientists are now using computers to
manipulate molecules instead of having to go into
the laboratory. Using computer simulations, they can
design molecules that fit into cellular receptor sites.
These ‘‘designer’’ molecules then produce desired ther-
apeutic effects. Other scientists are using genetic
manipulation to expand the realm of therapeutics. By
inserting specific genetic material into mammalian,
insect, and bacterial cells, cultures of manipulated cells
produce hormones and other naturally occurring, phy-
siologically active substances that are useful in the
treatment of many disease states. Genes are also being
inserted into embryos of farm animals; in adulthood,
these animals are able to secrete therapeutically active
substances in their milk and will become very low cost
producers of substances that had either been in limited
supply or had been very expensive to produce by other
methods.

Changes in Core Business of Companies

To accommodate this changing technology, the core
business of many companies will require capabilities
that they do not presently have. In addition, many
businesses have realized that being ‘‘prime’’ from Basic
Research to Marketing and Distribution is no longer
economically practical. Some companies have even
decided to dedicate their facilities solely to research.
Others have decided to exploit a particular niche.
Companies that continue to be prime are becoming
fewer and fewer.

Outsourcing Defined

Previously, the paradigm of the pharmaceutical indus-
try required companies to be vertically integrated,
i.e., the company itself performed all the operations
required of its business. Now investors are demanding
continued high financial performance. In an effort to

reduce time-to-market, companies are more and more
focusing their attention on their core competencies.
As a result ‘‘outsourcing’’ has become a significant
way of doing business. Outsourcing is the system of
using a non-related company to produce materials or
perform tasks for another on a contractual basis.

The New Paradigm of Doing Business

Outsourcing has resulted in the development of a new
paradigm for doing business. This paradigm offers
companies new opportunities for improving their
bottom lines through the conversion of fixed costs to
variable costs. They accomplish this by reducing or
eliminating in-house production capabilities and replac-
ing them with contract manufacturers. As a result,
contract manufacturers that perform custom synthesis
and produce intermediates, active pharmaceutical
ingredients, and dosage forms are becoming increas-
ingly important to the conduct of today’s business.

Change from Vertical to
Horizontal Integration

As a result, companies are becoming more horizontally
rather than vertically integrated. Rather than expand-
ing or upgrading their own facilities to accommodate
new technology, companies that outsource have rea-
lized that a new product can be brought to market with
greater speed than if they had performed all of the
tasks internally. As an additional benefit they have
positively affected their profitability through reduction
of their need for investment in bricks and mortar.

The Virtual Company

The outsourcing industry has also spawned a new type
of company, the ‘‘virtual’’ company. The concept of a
virtual company is based entirely on the use of contract
manufacturers, laboratories, and other providers of
services to take a product from concept to market.
Such a company is truly horizontally integrated.
Furthermore, it has the advantage of requiring only a
few managers to coordinate the activities of various
contractors as it conducts its business.
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Supply Chain Management

A new breed of managers is developing within existing
organizations that have decided to outsource. Their
job is to effectively link the services of several contract
manufacturers to forge a supply chain that performs
all of the steps between R&D and Sales/Marketing.
The resulting supply chain requires little or no investment
of capital and achieves the same results previously
obtained through vertical integration.

CONTRACT MANUFACTURING DEFINED

Origin

Contract manufacturing first began when one com-
pany asked another to produce for them a product that
they chose not to produce themselves. Contract manu-
facturers can be found throughout all industries.
Instead of producing their own ‘‘brand name’’ pro-
ducts, They provide production and other services to
all comers. And, because their facilities are designed
to be flexible, the same facility can make products for
many customers.

Types

Contract manufacturers can be classified into two
types, i.e., those who ‘‘supply’’ and those who ‘‘toll.’’
Regardless of type, all contract manufacturers have
the common denominator of providing one or more
services for a fee.

Suppliers and Tollers

A contract manufacturer is one who supplies manufac-
turers materials for inventory. This supplier sells pro-
ducts from its inventory to one or more companies
for their use or disposition. This type of contractor is
sometimes known as an ‘‘original equipment manufac-
turer.’’ On the other hand, a ‘‘toll manufacturer,’’ or
‘‘toller,’’ is a manufacturer who contracts to:

� receive a raw material from another company.
� convert that material into another form, and
� return the converted material to the contracting

company for its use or further disposition.

The basic difference between these two types of con-
tractors is that one manufactures for its own inventory,
while the other manufactures according to a custom
order. To cloud this picture, either type of contractor
may provide both functions.

Types of Tollers

Sellers of excess capacity

Companies that engage in toll manufacturing can be
further classified into three fundamental types. First
are companies that have more capacity than they need
to produce an established product line. Rather than let
that excess capacity stand idle, the companies use it for
toll manufacturing to reduce the burden of salaries
and overhead attached to the excess capacity while
concurrently producing additional income. Pricing
for services from these manufacturers are usually quite
favorable, since their product line is absorbing their
fixed costs. Only variable costs associated with the
excess capacity are incurred.

Providers of niche services

The second type of toller is comprised of companies
that, rather than marketing an established product line
of their own, have concentrated on a niche service.
Their facilities, equipment, and personnel have been
designed only to accommodate specialized operations
such as lyophilization and production of parenterals.
Their success is dependent upon being able to lease
their facilities and technology for the production of
products for one or more customers. Their focus is
on making products without having to worry about
heavy R&D and marketing. A positive advantage for
the use of this type of company is that they are less
likely to compete with their customers.

Academic institutions

The last type is comprised of academic institutions that
provide assistance with custom synthesis, dosage form
development, pilot-scale production, and production
of clinical supplies in order to obtain additional
income to support their academic programs. They have
no interest in, nor are they equipped for, commercial
production. Companies seeking outsourcing should
be aware that students and faculty could form part
or all of the staff of their operations; this may be a dis-
advantage when considering using this type of contract
manufacturer.

HOW TO DETERMINE WHEN A CONTRACT
MANUFACTURER IS NEEDED

The need for the services of a contract manufacturer
can occur at any time during the developmental phases
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and/or commercial manufacture of a product’s life
cycle. Such situations occur when

� Specialized manufacturing capabilities are required
that are not available in-house.

� Assistance is needed with product and/or process
development.

� The need to establish the market potential of a new
product is required before investing in specialized
capabilities.

� Difficulty is encountered in breaking into the manu-
facturing schedule in a timely manner to produce
small research, clinical, or commercial batches.

� Production requirements cannot be accommodated
when sales exceed capacity.

� Capacity is needed for the production of new, grow-
ing products, yet a place for the manufacture of
products that are at the end of their life cycle still
needs to be provided.

Advantages of Working with a Contractor

Developing companies especially can gain many
advantages from working with a contract manufac-
turer. First, they gain access to production facilities
without having to invest any of their own limited capi-
tal. Second, they instantly add a breadth and depth of
expertise in pharmaceutical manufacturing to their
operations that would have taken years to develop.
Third, they gain the use of the contractor’s operating
personnel. Depending on the special niche of the con-
tractor, the contractor’s personnel will be experienced
in one or more pharmaceutical specialties. These include
custom synthesis; production of intermediates and active
pharmaceutical ingredients; formulation development;
lyophilization cycle development; aseptic processing;
sterilization process development; regulatory assistance;
sourcing of excipients; analytical methods development;
validation of processes and methods; package develop-
ment; and storage and testing of stability samples.

Disadvantages of Working with a Contractor

But, a company seeking to outsource must also be
familiar with negative aspects associated with working
with a contract manufacturer. A major disadvantage to
developing companies is that the client is entrusting to
another entity its valuable intellectual property that
before was a closely guarded secret. Clients also must
consider that they are but one of the contractor’s many
clients. As a result, due to competition for the contrac-
tor’s resources, projects may not move forward as fast
as a client may desire. Finally, clients incur the costs of
at least a portion of the salaries and overhead of the
contract manufacturer.

HOW TO SELECT A CONTRACT
MANUFACTURER

Involvement of Purchasing Department

After evaluating the pros and cons of using a contract
manufacturer, how is one selected? The selection pro-
cess is very important to avoid disappointment later.
Some companies require that all searches be conducted
under the auspices of their purchasing department.
In such cases, the purchasing department should be
requested to initiate a search. Regardless, whether such
a policy exists or not, close collaboration with the
purchasing department is advisable during all of the
following steps in the selection process.

List of Requirements

Begin any search by developing a list of requirements
that a potential contractor must satisfy in order to be
considered. Provide this list of requirements to the pur-
chasing department. The most fortunate situation that
can occur in the selection process is finding that the
Purchasing Department is already employing a con-
tract manufacturer with the capabilities to perform
the required task.

Referrals from Colleagues

After developing the list of requirements, begin your
search by seeking referrals from colleagues in the
industry. There is nothing better than obtaining a
recommendation about a particular contract manu-
facturer from someone that has successfully used its
services. You can question your colleagues about any
idiosyncrasies they experienced with the operations of
recommended contractors. These queries can also
explore the degree of satisfaction experienced regarding
the manufacturer’s compliance with mutually agreed
upon requirements. Finally, an opinion can be obtained
regarding the qualifications of the contractor’s person-
nel assigned to projects. Be sure to solicit information
as to how those personnel interrelate with customers.

Use of Information Sources

Contract manufacturers can be identified by their
specialty through the use of commercial information
sources[1,2] and by review of advertisements in trade
journals.[3] Commercial information sources solicit
profiles of contract manufacturers for their databases.
Contract manufacturers usually advertise their services
in journals having the widest circulation within an
industry. Many of these journals print annual buyer’s,
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guides in which their advertisers are grouped accord-
ing to the services they provide. The Internet is also a
useful tool to identify contract manufacturers. Several
sites are listed in the Reference section.[4]

Trade Shows

Trade shows provide excellent opportunities to seek
out and meet contract manufacturers. Contract manu-
facturers operate exhibits where literature on their
companies can be obtained for later evaluation. Talk-
ing with the exhibitor’s personnel provides an
opportunity to conduct preliminary discussions with
contractors about the services they offer. You can
determine on the spot whether or not a particular
contractor will be suitable for your project.

Trade shows often feature speakers on topics
concerned with contract manufacturing. Attend such
programs to familiarize yourself with the intricacies
of contract manufacturing. You will find that your
notes and handouts from the speakers will contain
the latest information on this subject.

The Interview Process

Once you have identified a list of potential contractors,
begin communicating with them by telephone. Table 1
provides suggested questions that can be used during
interviews. Begin the interview by explaining that you
are conducting a search for a contractor, and that they
have been preliminarily identified as having the
capability to meet the requirements of your upcoming
project. Then, request them to send the most current
information about themselves and their capabilities.
To assure due diligence in your search, include at the
conclusion of each interview a request for them to give
you the names of any other contractors that they feel
might be able to meet your requirements. Additional
contractors identified in this manner should be con-
tacted and interviewed, especially those who were
suggested by more than one other company.

‘‘Very Good’’ vs. ‘‘Excellent’’ Contractors

A few contractors have reached the point of being
identified as being ‘‘very good’’ at what they do. Once
this status has been reached, their business usually
increases and downtime decreases. However, the
nature of a contractor’s business poses problems with
advancing further in status, i.e., involvement with
many customers, frequent changeovers of equipment,
and production of many batches of a multiplicity of
products. Advancing to the status of being ‘‘excellent’’
presents a unique challenge, because an ‘‘excellent’’

contractor is one that manages schedules so that time
is allocated for concentration upon the nuances of
any one process, smoothing out the rough edges, and
achieving perfection. Your search should strive to
identify the ‘‘excellent’’ contractors.

Confidentiality Agreement

After a list of ‘‘finalists’’ has been assembled, execute a
confidentiality agreement with them. Only after such
an agreement has been executed between your com-
pany and the contractor should the project be dis-
cussed in greater detail. Once provided with detailed
knowledge of the project, the potential client and con-
tractor can then determine whether a match exists
between the requirements of the project and the con-
tractor’s capabilities.

Agenda for First Meeting with
Selected Contractor

The final step in the process is to select one of the final-
ists and to request a meeting to discuss the project in
greater detail. A sample agenda for such a meeting is
contained in Table 2. Any information that the contrac-
tor will require in preparation for this meeting should
be provided before the meeting. Additional meetings
will probably be required before work can be initiated.

Statement of Work

Following the initial meeting, the contractor will eval-
uate the information provided. A prudent contractor
will then provide an itemized proposal describing the
work that would be necessary to be completed before
the client’s product can be introduced into the produc-
tion schedule. The contractor and client should meet as
often as necessary until both sides can agree upon a
statement of work to be provided by the contractor
that will accomplish the goals of the client.

DEVELOPING A CONTRACT

Basic Elements and Governing Procedures

The parties involved in developing a manufacturing
contract generally understand that the contract will
include a definition of what is to be manufactured,
what the cost will be, and when the product is to be
delivered. Beyond these basic elements, the client and
contractor are well advised to jointly develop written
procedures that detail how the client and contract
manufacturer are to interact and thus ensure that
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Table 1 Questions to be used when defining requirements sought in a contract manufacturer

What services are to be provided by the contractor?

Formulation development?
Process development?
Experience with and the capability to produce a particular dosage form?
What manufacturing capacity is required?
Testing laboratories?
Document preparation and editing?
Capability for distribution?
Regulatory assistance?
Aseptic processing?
Lyophilization?
Terminal sterilization?
Validation?
Quality assurance?
Inspection?
Labeling?
Packaging?
Stability studies?

Does the contractor have the capability, facilities, and capacity to manufacture both clinical supplies and
commercial products? (Otherwise, approval of another manufacturer will have to be obtained before the
product can go to market.)

How flexible is the contractor with regard to formulation, manufacturing, quality assurance, labeling, and packaging?

Are ‘‘turn key’’ services such as development, control, and distribution available?

Do the manufacturing facilities conform to current good manufacturing practices ?

Does the contractor allow inspection of the facilities?

Does the contractor allow the client to audit the manufacture of each batch of a client’s product?

Does the contractor have an established process to monitor and improve quality?

Does the contractor supply a list of minimum requirements that are expected of its clients?

Does the contractor provide a product information questionnaire to be completed before a project begins?

Does the contractor insist that both parties review and approve master batch records before their use?

Does the contractor require that a representative of the client be on site during the manufacture of the client’s

product, or require that the client have a knowledgable person on-call at all times to provide immediate response
to questions that arise during manufacturing?

Does the contractor offer analytical support? Is this support adequate?

Does the contractor provide a protocol of analysis or a certificate of compliance for each lot of product at the time
of shipment as well as copies of completed batch records?

What is the contractor’s policy regarding loss of customer supplied materials when the loss is due to its own

negligence, or its failure to perform according to mutually agreed upon standards or obligations?

Does the contractor encourage innovation rather than maintaining the status quo? What examples of new practices,
procedures, etc., can it describe?

Will the contractor provide a letter of access to its facilities master file?

What is the contractor’s relationship with regulatory authorities?

What is the contractor’s posture during regulatory inspections?

Does the contractor offer confidentiality agreements?

Is the contractor willing and able to enter into long-term supply agreements?

Is the contractor selling the excess capacity of its parent company?

Can the contractor comply with the established timetable?

How responsive is the contractor’s customer service department?

Is the contractor an equal opportunity employer?

Has the contractor had experience in supplying materials for government contracts?

Does the contractor produce any products for its clients that are shipped or sold internationally?

The answers to the above interrogatories will help in the selection of a contractor who can provide the services desired.
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appropriate actions are taking place. These procedures
can either be included in the contract or take the form
of mutually agreed upon internal operating proce-
dures. Further, the contract must specify how the client
reviews and approves all processes specific to the man-
ufacture of the drug product. The client is then obli-
gated to generate operating procedures that describe
the mechanisms that will be used for review and con-
trol and provide these to the contractor. The client
has the added responsibility of having written proce-
dures in place to ensure that the contractor complies
with all previously agreed upon requirements. A copy
of these procedures must be given to the contractor,
providing awareness of the client’s standards.

Conformance to Precepts

Basically, the contract must ensure that the client can
expect the highest level of professionalism from the
contractor, that a high quality product is being
provided, and that the product is being produced
according to cGMP at a fair price. The contract
manufacturer is only selling its services and its quality
process; therefore, conformance to these precepts is the
reason for being selected as your contract manufac-
turer. A list of the clauses usually incorporated into a
standard supply agreement for Goods and Services is
included in the Appendix to this article.

COSTS

Contractor’s Fee for Service

What does it cost to use a contract manufacturer?
Although contract manufacturing may seem expensive,
the use of a contractor does enable a client to dedicate
its resources to more productive activities than main-
taining a variety of production facilities. In return for

providing the client with other opportunities for its
resources, the contractor expects to receive a fee com-
mensurate with its investment in capital equipment,
wages and benefits for personnel, materials to be sup-
plied, overhead, batch size, and a reasonable profit.

Fee Based on Expected Business

However, there is no set fee that can be universally
applied to a contractor’s services. Remember, in most
cases a contractor, unlike a regular manufacturer, has
no product line. Whether or not it has business is
entirely at the whim of its customers. The quantity of
business available to the contractor is governed by
how well a client’s products are doing in the clinic or
in the marketplace. The contractor can make a guess
as to how much business it will do each year, but the
uncertainty is great. Therefore, a contractor usually
bases his fees on the costs associated with each batch
to be produced, rather than the projected total output
of its production each year. To gain discounts, clients
must be prepared to offer reasonable guaranteed
production requirements.

Fee Related to Size of Batch

The size of the batch to be produced is a very impor-
tant aspect to be considered when evaluating costs.
Regardless of the batch size, certain minimum charges
for setup must be recovered. Obviously, the larger the
batch, the more units are available over which to spread
these charges, and unit costs diminish accordingly.
Conversely, for the same reason, the smaller the batch
size, the greater is the unit cost.

In-House vs. Using Contractor

When evaluating the appropriateness of a contractor’s
fee, a client must know its costs for doing the project
in-house. Then it must consider whether the expense
of adding the contractor’s overhead and profit to
the cost of goods is more than the in-house costs.
Finally, a client must justify the cost of any delays in
reaching the market as being more economical than
the contractor’s fee.

WORKING WITH A CONTRACT
MANUFACTURER

Timetable

As a first step before beginning work with a contractor,
both the client and the contractor must agree on a

Table 2 A sample agenda for an initial meeting with

a contractor

Welcome and introductions

Tour of contractor’s facilities

Detailed description of project

Question and answer period with contractor’s staff

Client’s requirements and expectations

Contractor’s requirements and expectations

Agreement to proceed with or discontinue
further discussions

Development of timetable and identification

ofmilestones, if appropriate

Business issues

Adjournment
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mutually acceptable timetable for completion of the
project. This timetable should include decision points
where reports and/or review meetings are required.
Then, a principal contact at the contractor’s site and
one at the client’s site need to be identified so as to
assure that a uniform flow of communications can
occur between the companies. The person assigned to
be the client’s principal contact will be responsible
for monitoring the contractor’s compliance with the
timetable. Each party to the timetable must be agree-
able to making revisions in the timetable should
legitimate situations require.

Contractor’s Input

From a contract manufacturer’s viewpoint, it often
appears that the client considers the contract manufac-
turer only as a provider of services with no expectation
of providing input into the process of bringing the drug
product to market. For a successful relationship this
concept must be reexamined. Actually, the mutual best
interest of both is best served by each acting as a part-
ner of the other, freely sharing information that assures
mutual success.

Communications

A contract manufacturer brings more than just a
manufacturing facility to the partnership. The contrac-
tor is not just another pair of hands. The contract
manufacturer and its client must be able to communi-
cate with one another as equals and with respect for
each other’s contributions.

Key to Successful Relationship

The client is well advised to listen to advice provided
by the contractor and respect any concerns. After all,
the contractor, while being careful to protect confi-
dences, can call upon years of experience gained from
working with other clients to provide insight into
problems, regulatory concerns, etc., which a client may
be experiencing for the first time.

Master Production Batch Information

Open channels of communication assure continued
cooperation and successful outcomes. Encourage your
contractor to have timely discussions with you con-
cerning any problems or concerns experienced with
the manufacturing process or with regulatory matters.
Likewise, share with the contractor your data and
any other information concerning analytical results,
results from focus groups, any product complaints,

and conclusions from clinical studies. By working
together, adjustments can be made to manufacturing
processes that will assure that a quality product is being
produced. When using a contractor, always remember
the following: A successful relationship can only occur
when both parties work together to win.

Before the contractor can begin manufacturing
activities, master production batch information
must be developed. This master information package
normally includes specifications for raw materials,
components, analytical methods, finished product
specifications, packaging instructions, and any other
information pertinent to the product. The client is obli-
gated to review and approve the master production
information before allowing the contractor to proceed.
This approval indicates that the client is satisfied that
the contractor will be producing a product that will
meet specifications.

Client’s Representatives

A representative of the client should be present in the
contractor’s facilities during the production of the pro-
duct. If the client elects not to have a representative
present, the client should provide the contractor with
the name of an authorized person who can be con-
tacted at any time, day and night, to resolve any
issues with the production which might occur during
processing.

DISADVANTAGES TO WORKING WITH
A CONTRACT MANUFACTURER

Use of Commercial-Sized Equipment
for Small Batches

Some contract manufacturers are equipped to produce
only commercial-sized batches of product. Because of
this, the same equipment is also used for the produc-
tion of smaller research and development scale batches.
This is a disadvantage when batches are small, particu-
larly where expensive materials in short supply are to
be produced, because a considerable amount of bulk
formulated product may not be able to be converted
into finished product. Some materials will always be
hung up in processing equipment, regardless of size.
The materials that are hung up are not available for
further processing. The quantity of hung up materials
is related to the size of the processing equipment being
used, and is relatively constant for that equipment.
Unfortunately, when losses are being calculated, the
smaller the batch size that is being produced in equip-
ment designed for larger batches, the greater is the
percentage loss of product.
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Buy-Back Arrangements for
Specialized Equipment

Another consideration when working with a contract
manufacturer is whether specialized or dedicated pro-
cessing equipment will be required. If dedicated or spe-
cial equipment is required, the contract manufacturer
may feel justified to ask the client to supply this equip-
ment with or without a later buy-back arrangement. In
a buy-back arrangement, the contractor asks the client
to initially assume the full risk of loss of the capital
investment in the equipment should the product not
become a viable commercial entity. However, as the
product successfully completes each stage of the steps
to marketability, the client’s capital investment would
be gradually returned. The end result is that the con-
tract manufacturer has all of the equipment needed for
the manufacture of commercial-sized batches of the
client’s product at the time it is finally commercialized.

Liability

Then there is the question of liability. If an adverse
event occurs in a client’s own operation, the client
absorbs the financial loss as a cost of doing business.
How much liability for loss of product or materials
during the manufacturing process should a client then
expect a contractor to assume? A contractor will argue
that, even though a separate entity, during the time the
contractor is manufacturing the client’s product, the
contractor’s facility is an extension of the client’s shop
floor. Therefore, should an adverse event occur during
production of the client’s product, the contractor will
expect the client to absorb any financial losses as if
the losses had occurred in the client’s own operation.
Whether or not a client agrees with this argument, the
amount of liability to be assumed by each party must
be agreed upon during contract negotiations.

REGULATORY ISSUES

Status of a Contract Manufacturer

From a regulatory standpoint, Regulatory agencies
do not differentiate a contract manufacturer from any
other manufacturer under their jurisdiction. A contract
manufacturer must comply with the same federal,
state, and local regulations as would any other manu-
facturer. In the United States, prior approval must
be obtained from the U.S. Food and Drug Administra-
tion (FDA) before a contractor can be used as
either the primary or alternative manufacturer for a
registered pharmaceutical product. Even though a
contractor is being used, the contracting company still

retains primary responsibility for assuring that the
contract manufacturer complies with all of the commit-
ments that were included in the product’s registration
and with all aspects of current good manufacturing
practices (cGMPs).

Inspections

Regulatory agencies inspect contract manufacturers on
a regular basis to ensure that these manufacturers are
in compliance with cGMPs. In the United States, all
reports of inspections by regulatory agencies are avail-
able to anyone through freedom of information. Any
company contemplating the use of a contract manufac-
turer should review the regulatory history of all com-
panies under consideration as part of the selection
process. Likewise, client companies, as part of their
contractual relationship, should have a contractual
requirement that the contractor notify them should
there be an inspection involving their product, or
should there be any adverse findings from any inspec-
tion which would affect the continued supply of their
product by that manufacturer.

Pre-Approval Inspections

Regulatory Agencies also conduct pre-approval
inspections as part of the process of review of registra-
tion documentation. Prior to a pre-approval inspection,
the client and the contractor should review all docu-
mentation that will be reviewed during the inspection.
Clients should also assure themselves that the con-
tractor is, indeed, in compliance with cGMPs.

International Considerations

If the client is marketing the product internationally,
the client should provide the contract manufacturer
with copies of the regulatory requirements that might
affect the client’s product in all countries in which
the product is being marketed. A contractor cannot be
held responsible for compliance with regulations with
which the contractor is unfamiliar.

Master Files

A contract manufacturer should be willing to provide
its clients with authorization to permit the regulatory
authorities to reference the facilities master file that
the contractor maintains in the archives of the regula-
tory authority. Or, if a facilities master file is not an
appropriate vehicle for a particular type of registra-
tion, the contractor should provide sufficient informa-
tion about its processes and procedures to enable a
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client to satisfy the requirements for manufacturing
information in its application for the registration of
its product. Although it is convenient to be able to
use contractor-supplied information in the preparation
of an application for registration of a product, the
client must always completely review that information
to ensure that, from a regulatory viewpoint, control of
the product has not been inadvertently transferred to
the contractor.

Special Requirements of the
Biotechnology Industry

The biotechnology industry is one of the biggest users
of contract manufacturing. Contract manufacturers
are used toproduce bulk active pharmaceutical ingredi-
ents by cell culture and/or fermentation. Then, other
contractors may be used to convert the bulk active
pharmaceutical ingredients into finished dosage forms.
The regulations governing the use of multiple compa-
nies for these production activities are continually
being refined by the FDA.

Dedicated Equipment

In some situations, the regulatory agency will require
that dedicated equipment be used in manufacturing
activities. Should this requirement be imposed,
many contractors require the client to purchase this
equipment. This becomes another initial expense that
must be added to the total cost of using a contract
manufacturer.

Common Regulatory Theme

Regardless if the product is a ‘‘traditional’’ pharma-
ceutical or is a product of biotechnology, one common
regulatory theme is always present. That is, the com-
pany employing a contractor retains responsibility for
the product being manufactured and for ensuring that
the contractor remains in compliance with the terms
of the license and with cGMPs.

History of Contractor’s Relations
with Regulatory Agencies

Finally, before working with any contract manufac-
turer, potential clients must be assured that the con-
tractor has a satisfactory history of cooperation with
regulatory authorities. This type of information can
be obtained from a review of several establishment
investigation reports (available through freedom of
information in the United States) involving that
contractor.

Cooperation with Regulatory Agencies

Should a contractor regularly take an adversarial
stance when dealing with regulatory authorities, there
is more at stake than just defending that contractor’s
position. That contractor is potentially placing the
continued production of the client’s products in
jeopardy especially if the dispute involves processes or
procedures related to those products. For that reason
alone, a potential client should not select that parti-
cular contractor for their project.

MONITORING THE CONTRACTOR

Quality Assurance Initial Audits

Prior to establishing any relationship with a contrac-
tor, the quality assurance staff of a potential client
must audit the contractor’s facilities. During this audit,
the contractor should be willing to provide a compre-
hensive tour of the facilities. Following the tour, the
auditors need to review all of the contractor’s standard
operating procedures that may apply to their com-
pany’s proposed project. In addition, the auditors need
to review the quality improvement process being used
by the contractor and the results of that process.
Any concerns that have been identified during the audit
should be discussed with the contractor at that time.

Actions to be Taken upon Receipt
of Audit Report

Upon completion of the audit, the auditors should pro-
vide the contractor with a report citing any problems
which they have identified with the contractor’s opera-
tion that might interfere with the contractor being
able to successfully work on their company’s project.
The contractor should respond in writing to the audit
report and address how they will handle each observa-
tion. Based on the results of their audit and the responses
of the contractor, the audit team can then make a recom-
mendation to the responsible personnel within their
organization as to the acceptability of the contractor.

Representatives in Contractor’s Facilities

Once manufacturing begins, most clients elect to have
a representative present. The contractor should be
willing to permit that representative to observe the
processes in their entirety. Before any visit, however,
the client must instruct its representative to comply
with all of the standard operating procedures of the
contractor while on the contractor’s premises. Further,
the extent a representative can be involved in the
production process needs to be negotiated between
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the client and the contractor prior to sending a repre-
sentative to the contractor’s site.

Periodic Audits by Quality Assurance
Staff of Client

After a client has established a working relationship
with a contractor, the quality assurance staff of the cli-
ent should be allowed to audit the contractor’s facilities
and operations on a regular basis, but usually not more
frequently than once a year. Again, any observations
concerning the contractor’s operations arising from
these audits require a written response from the con-
tractor. If the responses are not satisfactory to the audit
team, then the upper management of both companies
must be called upon to immediately resolve the differ-
ences. Should this be necessary, the management of
both parties must ensure that any proposed resolution
remains within the terms of the contractual agreement.

Quarterly Meetings

Finally, it is good practice to hold quarterly meetings
between the decision makers of both the client and the
contractor. These meetings ensure that both companies
are still aligned to achieve mutual goals. These meetings
allow the contractor to participate in the client’s decision-
making process as performance for the previous quarter
is reviewed and plans for the following quarter are
presented. Topics for discussion should include the
contractor’s conformance to the client’s expectations,
regulatory issues concerning the client’s product(s), the
contractor’s recent regulatory experiences, sales fore-
casts, and any other items appropriate to the occasion.

CONCLUSIONS

Through skillful management and control, contract
manufacturers can be used to take a product from
the ‘‘test tube miracle’’ stage through the stage of being
a ‘‘production masterpiece.’’ Virtual companies have
learned to do these tasks well, and have successfully
linked multiple contract manufacturers together to form
the horizontally integrated company of the future.

Points to Follow when Working with
a Contract Manufacturer

Working with a contract manufacturer is quite easy
provided that the following points are followed:

� Finalize the decision to use a contract manufacturer
early in the timetable of the project.

� Involve the contractor in decisions, e.g., formula-
tion, components, regulatory, etc.

� Do not file specific requirements in regulatory
documents without first assuring that the contrac-
tor agrees.

� The client and the contractor have mutually agreed
upon the requirements of the project before begin-
ning the project.

� The client has designated someone from their staff
with whom the contractor can make contact at any
hour to resolve difficulties.

� Remember the Golden Rule—Do unto the contrac-
tor, as you would have the contractor do unto you.

APPENDIX: ELEMENTS OF A CONTRACT

The following list of clauses are usually incorporated
into supply agreements for goods and services. The
author developed this list using his experience of over
15 years reviewing various supply agreements. Poten-
tial clients can use this list to ensure the completeness
of their agreements. Depending on the situation,
additional elements may be appropriate while others
may not. The aim in any contractual relationship is to
achieve a win/win situation for both parties. This aim
can only be accomplished through good faith and due
process during the process of negotiation.

The Checklist

1. Payment terms
2. Forecasting process
3. Quality standards—Test methods
4. Pricing
5. Liabilities—Both parties
6. Specification(s) of item(s) or service(s) to be

supplied
7. Transportation and limit of responsibility from

the point of ownership
8. Right of audit and inspection
9. Term and renewals

10. Warranties
11. Prior approval over product or process changes
12. Confidentiality
13. Alternate supply in case of failure to supply
14. Limitations to subcontract
15. Acceptance
16. Third-party laboratory for resolution of testing

disputes
17. Insurance
18. Supply over-forecast amounts
19. Firm purchase orders
20. Change of control

Contract Manufacturing 759



C
om

plex –C
ontract

21. Assignment rights
22. Penalties for failure to perform
23. Stability responsibilities
24. Recall responsibilities
25. Survival
26. Exclusive/non-exclusive total requirements
27. Force majeure
28. Regulatory/state/federal law/cGMP compliance
29. Separability
30. Notices
31. Arbitration and dispute resolution
32. Governing law
33. Amendments
34. Notification of price changes
35. Accuracy
36. Complete agreement
37. Supplier certification
38. Adverse reaction reporting—Product complaints
39. Independent contractor
40. Allocation of capacity in event of shortage
41. Royalties
42. Supply and storage conditions
43. Capital costs and tooling
44. Yields—Over/under shipments quantity
45. Trademark rights
46. Patent rights

47. Rejections
48. Safety stock requirements and liability for obso-

lescence
49. Ownership of technology or proprietary infor-

mation
50. Taxes
51. Human resources—Government, EEOC require-

ments
52. Definitions
53. Index
54. Customs and duties
55. Non-compete
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INTRODUCTION

The purpose of this article is to introduce the major
concepts and applications of cooling and congealing
processes in the pharmaceutical industry. A cooling
and congealing process must follow any process involv-
ing a melt. The melt-congealing technique has been
practiced in the manufacture of wax-based supposi-
tories for over 100 years. New applications have
evolved quickly in the last 40 years to meet the increas-
ing need for improving the solubility and consequent
bioavailability of poorly water-soluble drugs and mak-
ing modified-release drug products. Solid dispersions,
matrix tablets, and coated drug-laden beads are some
common examples. One of the methods of preparing
solid dispersions is melt-congealing. The basic concept
and process required to form solid dispersions of
poorly water-soluble drugs in solid matrices is attribut-
able to the work of Sekiguchi and Obi in 1961.[1] They
melted a sulphathiazole–urea mixture of eutectic com-
position at above its eutectic temperature, solidified
the dispersion in an ice bath, and pulverized it into a
powder. A modification of the process involves spray-
congealing from a modified spray-dryer onto coated
metal surfaces and has been used for dispersions con-
taining mannitol.[2] Hot-melt coating and granulation
processes have also been used in the development
of wax-coated or wax-based matrix sustained-release
products.

In this article, typical systems that make use of melt-
congealing processes, the equipment and important
operating variables used, typical matrix substrate
materials, important processing considerations, and the
advantages and disadvantages of using these systems
are addressed.

PRINCIPAL CONCEPTS

Many review articles and many more research studies
have been written on the use of systems involving the
congealing and cooling of solid mixtures or solutions
to produce both fast-release and sustained-release
dosage forms. There are many reasons for using

such systems. An overview of the uses of congealed
solids in the production of pharmaceutical dosage
forms is shown in Fig. 1. From this figure we can see
that the congealable solid may play an active role in
controlling the rate of release of the active ingredient
or may just be a cosmetic agent.

When the role of the congealable solid is to retard
the rate at which drug is released, the congealed solid
may be used as an overcoat on a substrate containing
the active (e.g., a drug-laden non-pareil). In this case,
typical coating equipment such as fluidized beds and
perforated pans can be used. Alternatively, the con-
gealable solid may be part of a drug-containing matrix
that is permeable to gastric fluids or is erodable. In this
case, the dosage form may be produced using a variety
of methods, e.g., spray-congealing of a liquid (melt),
granulation using a high-shear granulator, extrusion
using a twin screw extruder, etc.

When the object is to increase the rate of drug dis-
solution, the drug is usually dispersed in a matrix com-
posed of the congealable solid. The first step in this
process is to form a solution or well-mixed dispersion
of drug in the molten carrier. Subsequently, this mix-
ture is cooled and solidified, and the resulting solid
forms a solid matrix in which drug is very finely
dispersed. This method can yield a solid dispersion in
which the drug is dispersed at a molecular level, and
the rate of dissolution of even very poorly soluble
drugs can be enhanced significantly owing to the
increase in exposed drug surface area. Spray-congealing
and melt-granulation processes are often used to pro-
duce this type of product.

The use of a congealable solid as a taste-masking
agent or for cosmetic purposes is also reported in the
literature. Cosmetic uses usually involve a coating pro-
cess, whereas taste-masking can be implemented using
both overcoating and drug–carrier matrix formation.

Formation of Dispersions of Drugs
in Carriers

One important reason for forming a drug disper-
sion in a carrier is to increase solubility of poorly
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water-soluble drugs. The dispersion of the active
ingredient in a suitable matrix or carrier provides a
large, exposed, drug surface area that compensates
for the poor water solubility of the drug. In principle,
a large surface area can be provided by fine milling
(micronization) of the drug and subsequent dispersion
of the drug powder in a carrier. However, owing to the
cohesive nature of very fine particles, the effective dis-
persion of the micronized drug into the carrier can be
problematic, resulting in maldistribution of the drug
and consequent poor release characteristics. Despite
this disadvantage, the rapid cooling and ‘‘freezing’’
of liquid carriers containing dispersions or slurries of
fine drug powder are practiced, as is the melt granu-
lation of a drug with a molten substrate. Another
approach is to dissolve the drug into a liquid carrier
and then to rapidly cool and congeal the mixture.
The resulting solid will contain drug particles dispersed
at the molecular or near molecular level within the
solidified matrix carrier. Clearly, for this process to
be effective, it is preferable that the drug is soluble
in the molten carrier. A significant increase in drug-
dissolution rate can then be achieved. It should be
pointed out that the properties of both the drug and
carrier, their interactions, the rate of cooling and con-
gealing, and the conditions of storing the final dosage
form all play an important role in the performance
of the final product. All these factors are addressed
in the sections below. Thephase diagrams describing
the behavior of different binary drug–carrier systems
are reviewed in the following section.

Phase Diagrams

As an example of a liquid–solid phase diagram, we
consider the salol–thymol system shown in Fig. 2.[3]

This system represents a simple eutectic in which the
two components are totally miscible in the liquid phase
and totally immiscible in the solid phase. From Fig. 2,
we see that the diagram is divided into four zones. In
zone 1, both components exist as a liquid solution; in
zones 2 and 3, both components exist as a liquid sol-
ution in equilibrium with the other component in the

solid form. In zone 4, both components exist as solids.
Each zone boundary represents an equilibrium line.
For example, consider a salol–thymol system contain-
ing 64 wt% thymol at a temperature of 48�C. This is
denoted by point A on the diagram. If we slowly cool
this solution (at constant pressure), then at approxi-
mately 30�C (point B) we will see that the first crystal
of pure, solid thymol forms. If we cool the mixture
more, pure thymol will continue to crystallize, and
the resulting liquid solution becomes depleted of thy-
mol. At approximately 20�C, we are at point C, and
the resulting solution, which is in equilibrium with pure
thymol (pointD), has a composition of 48 wt% thymol,
shown by point E. Continued cooling brings us to
point F, where the solution composition is shown by
point G. This is the eutectic composition. Further cool-
ing beyond point G to point H, for example, gives rise
to the formation of two solid phases, namely, pure
salol (point I) and pure thymol (point J). If we were
to repeat this cooling process but start with a liquid
solution with a composition to the left of the eutectic
point (G), then the phase transformations would be
similar except that pure salol would crystallize, and
the remaining solution would become depleted in salol.
The composition of this solution would move to the
right and would eventually reach the eutectic compo-
sition G when the temperature reached 13�C. Further
cooling would produce two solid phases of pure salol
and pure thymol. The eutectic point (G) is the only
condition at which a liquid solution of salol and thy-
mol is in equilibrium with both pure solid thymol
and pure solid salol. Recalling the Gibbs phase rule
for systems in equilibrium:

F ¼ 2 þ C � P ð1Þ

For our salol–thymol system at the eutectic, we have
three phases (P ¼ 3) and two components (C ¼ 2);

Congealing and cooling of a molten 
solid mixture

Retard drug release Increase drug 
release

Cosmetic appearance
and taste masking

Fig. 1 General overview of uses of congealed solids in phar-
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Fig. 2 Phase diagram for the thymol–salol system. (From

Ref.[29].)
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therefore, we have only one degree of freedom
(F ¼ 1). For the system considered in Fig. 2, the press-
ure of the system is fixed, thus accounting for the single
degree of freedom. Therefore, for such a system at a
known pressure, there only exists a single temperature at
which the eutectic can form, which is 13�C for this case.

The salol–thymol system presented is an example of
a system that yields a solid dispersion when a solution
is cooled rapidly. This solid dispersion consists of an
intimate crystalline dispersion or mixture of one
component distributed in the other. The uniformity
of the dispersion of the two solid phases in each other
is important to the dissolution behavior of the system.
With all other factors being equal, the more uniform
the dispersion, the faster and more reproducible will
be the dissolution. It should be noted that the infor-
mation given in Fig. 2 is accurate only if the system
is in equilibrium. The conditions prevailing in any pro-
duction process will most often fall short of providing
equilibrium. Indeed, the idea of rapidly cooling a
solution will inevitably lead to temperature and con-
centration gradients within the liquid and result in sig-
nificantly different local congealing rates. The cooling
and thickening (increase in viscosity) of the liquid act
to trap crystals within the matrix and tend to minimize
the diffusion and migration within the matrix. This has
an added effect of limiting aggregation of the crystals
and maintaining the drug in a well-dispersed form.
Therefore, it can be seen that the design of the congeal-
ing device or equipment is of significant importance in
the production of well-controlled dosage forms utiliz-
ing this technology. From Fig. 2, it is clear that rapid
cooling of a solution with the eutectic composition
can give rise to a well-dispersed solid dispersion and
requires the least amount of cooling duty. However,
the drug-loading in the final dosage form, along with
other factors, often precludes the congealing of eutectic
mixtures in favor of other liquid compositions. Solid
dispersions that exhibit negligible mutual solubility in
the solid phase giving rise to eutectic mixtures, as pre-
viously described, are uncommon. Examples are given
by Ford[4] and include paracetamol-urea, by Goldberg,
Gibaldi, and Kanig[5] griseofulvin–succinic acid, by
Goldberg, Gibaldi, and Kanig,[6] and griseofulvin–
PEG 4000 and 6000, by Chiou.[7]

Another form of solid dispersion is the solid sol-
ution. The phase diagram for two materials (X and
Y) that give rise to solid solutions is different from that
previously discussed; an example of such a system is
shown in Fig. 3. This diagram is an example of a system
in which both components (drug and carrier) have a
limited solubility in each other in the solid phase.
Consider the cooling of a liquid with composition and
temperature given by point A. As the liquid is cooled,
it will reach a point B on the equilibrium line. At this
point, the first crystal of solid phase will be formed.

The composition of this solid phase (a) is given by point
C, and comprises a solid mixture of both X and Y. The
composition of the liquid in equilibrium with this solid is
given by point B. As the cooling continues, more solid
will crystallize out of the solution, and the compositions
of both the liquid solution and the solid change during
this process. At point D, the eutectic temperature is
reached. Cooling below the eutectic temperature causes
two solid phases to crystallize from solution. The com-
positions of the two phases are given by the endpoints
of the constant temperature line (points E and F); these
two solid phases are in equilibrium with the remaining
eutectic solution. Just as in the simple system illustrated
in Fig. 2, there is a single eutectic temperature at which
liquid and both solid phases can coexist. However,
unlike the simple system, the composition of the solid
phases will change with temperature.

Other structures may exist owing to interactions
between the drug and carriers. Ford[4] addresses the
following systems: glass solutions and glass suspen-
sions, amorphous precipitations in a crystalline carrier,
compound or complex formation, and combinations of
these systems.

COMMON CARRIERS/EXCIPIENTS

Desirable Properties of Carriers

The properties of the congealed carriers clearly control
the release of the drug from the dosage form. Reviews
by Ford[4] and Achanta and associates[8] have been car-
ried out in which the carrier properties are compared
and contrasted, and these are summarized here. For
hot-melt coatings, Achanta and associates[8] give the
following ideal coating material characteristics:

1. It should be stable below 200�C.

Composition of X inY 
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Fig. 3 Phase diagram for two components, X and Y, which

are miscible in the liquid phase and mutually soluble in the
solid phase.
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2. It should have a melting point in the range of
75–80�C.

3. It should possess a narrow melting-point range
and should not undergo softening before melting.

4. Its thermal behavior in the range of 30–200�C
should be independent of its thermal history,
method of preparation, and method of storage.

5. No crystal modifications should occur when it is
exposed to temperatures up to 200�C.

6. It should be stable when subjected to thermal
cycling.

7. It should possess a low melt viscosity to facili-
tate flow and spray formation.

These characteristics essentially ensure that the
coating material is stable under typical coating con-
ditions (items 4–6), that unwanted agglomeration
is minimized (item 3); that it can be easily sprayed
(item 7); and that operating temperatures are moderate
so as to minimize drug degradation (items 1 and 2).
In addition to these attributes, the coating material
should clearly not interact with or adversely affect
the drug’s bioavailability.

For the formation of solid dispersions by congealing
a melt of poorly water-soluble drug and carrier, Ford[4]

recommends the following ‘‘ideal’’ characteristics for
the substrate/carrier material:

1. It should be freely water soluble with intrinsic
rapid dissolution properties.

2. It should be non-toxic.
3. It should be chemically, physically, and thermally

stable, with a low melting point. On solidification,
it should crystallize rapidly and maintain the
drug as a fine crystalline dispersion. The carrier
and drug should be miscible in the liquid to
avoid irregular crystallization and subsequent
variability in dissolution rate.

4. The carrier should ideally increase the water
solubility of the drug.

5. The carrier should not form stable complexes
with the drug that would retard dissolution.

6. The carrier should be pharmacologically inert.

These characteristics ensure that, on solidification,
the drug will be well dispersed with a large surface area
available for dissolution (item 3); that the carrier will
not inhibit the dissolution process or effect the drug
(items 1, and 3–5); and that the carrier is inert (items
1 and 6). Above all, all of the carriers/excipients
should have necessary regulatory approval for phar-
maceutical use.

The carriers used in the production of sustained-
release matrix tablets of water-soluble drugs by
melt-congealing share some of the characteristics of
carriers used for hot-melt coating and solid dispersion

preparations. However, most of them have melting
points in the range of 50–85�C.

Suitable Commercial Excipients

In general, an ideal carrier or coating material will not
be available, and some compromises will have to be
made. Perhaps some of the most important and com-
mon problems associated with the use of these carriers
are their tendency to form crystalline polymorphs
during the congealing process. In addition, there are
subsequent changes in dissolution characteristics
that occur on storage caused by changes in crystalline
structure. The problems of changes in crystallinity are
addressed later.

Congealed solids commonly used as carriers and
coating materials have been summarized by Ford[4]

and Achanta[8] and are:
Citric and Succinic Acids: Citric acid was used in

solid dispersion preparations because of its high water
solubility and its capability of glass formation. The
monohydrate melts at approximately 100�C, whereas
the anhydrous form melts at approximately 153�C.
Drug degradation is quite probable at the higher tem-
perature because the release of the water of hydration
from the monohydrate form can affect moisture-
sensitive drugs.

Bile Acids, Sterols, and Steryl Esters: Many of
these compounds have high melting points, making
them unsuitable for melt applications. Exceptions are
the salicylic acid–cholic acid system formed by a
melt-granulation technique reported by Froemming
and Vetter.[9] The system provided a sustained release
in acid media (pH 1–3.5).

Sugars: Again, many sugars have excessive melting
points to be considered viable candidates for melt-
congealing processes. However, the use of a few of
the sugars has been reported in the literature. The
application of zylitol in the formulation of the diuretic
hydrochlorothiazide was demonstrated by Sirenius and
coworkers.[10] Hirasawa et al.[11] prepared naproxen
solid dispersions by melting and rapid cooling with
liquid nitrogen, using lactose as a carrier. Danjo and
associates[12] prepared ethenzamide solid dispersions
using sugars such as sucrose, maltose, galactose, and
mannitol as carriers by melting and rapid cooling with
liquid nitrogen. It was found that solid dispersions
made with amorphous sucrose were more stable than
those made with other sugars.

Urea: Urea has been used both to form solid dis-
persions by the cooling of urea–drug mixtures and to
directly coat drug-laden particles in melt-coating
operations. It has a melting point of approximately
130�C and is highly soluble in water. A variety of
urea–drug dispersions obtained from melt processes
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have been reported in the literature, and these include
aspirin, paracetamol, phenobarbitone, and tolbut-
amide. One disadvantage of using molten urea is its
instability, resulting in the evolution of ammonia.

Polyethylene Glycols (PEG): These represent one
of the most common materials used in the formation
of solid dispersions from melts. The family of PEG
polymers has molecular weights ranging from a few
hundred to a few hundred thousand. Typical values
for solid dispersions are 2000–20,000. Examples of solid
dispersions of griseofulvin, indomethacin, and tolbu-
tamide in PEG formed by the coagulation of PEG–
drug melts have been reported extensively in the litera-
ture. PEG has the added advantage of increasing the
water solubility of many drugs. This, along with its
availability in many molecular-weight forms, makes it
a popular material for the formation of solid dispersions.

Poly (Ethylene Oxide) (PEO) Polymers: In the
same family as PEG, but having higher molecular
weights are POLYOX� resins, which are water-soluble
polymers. Because of their low melting point and
unique swelling properties, coupled with the controlled
rate of dissolution, POLYOX resins have been used to
make sustained-release formulations by hot-melt
extrusion.[13]

Hydroxypropyl Methylcellulose (HPMC): Suzuki
and Sunada.[14a,14b] report the production of solid dis-
persions prepared with nicotinamide and HPMC as
combined carriers using nifedipine and nitrendipine
as model drugs. Their solid dispersions were obtained
using the fusion method. After both the drug and
HPMC were dissolved in the liquid melt of nicotina-
mide at 140�C, the fused mixture was cooled to solidify it.

Natural and Synthetic Waxes: The most common
natural wax used as a congealing agent is carnauba
wax derived from the wax palm or carnauba (Coperni-
cia cerifera) found in Brazil. The major constituents of
this wax are aliphatic esters, hydroxy esters, and meth-
oxycinnamic and hydroxycinnamic aliphatic diesters.
This is one of the hardest and highest-melting-point
natural waxes (m.p. 82–85�C). It is used both as a coat-
ing agent,[8,15] and as solid dispersion carrier.[4,16]

Other natural waxes used in congealing applications
include paraffin waxes and beeswax.[17,18] Synthetic
waxes, such as stearic acid and stearyl alcohol, are
often used in the formulation of sustained-release
wax matrices by melt-congealing processes.[19]

Hydrogenated Vegetable Oils: These primarily
consist of the family of stearines. Hydrogenated castor
oil (Cutina HR�) has been used as a wax matrix
material both in melt-granulation[20] and spray-
congealing processes.[21]

Glycerides and Polyglycolyzed Glycerides: Most
common carriers used in the preparation of sustained-
release wax matrix formulations are glycerides and
polyglycolyzed glycerides. There are several commercial

products on the market, for example, Compritol 888
ATO (glyceryl behenate), Myverol 18092 (distilled
monolinoleate), Myverol 18-99 (distilled monooleate),
and Myveplex 600 (glycerol monostearate). They have
been used as hydrophobic coatings,[18] spray-congealing
agents,[10,22] and retardant materials to form wax
matrices.[23]

Other Polymers and Excipients: Some other exci-
pients have been used in the preparations of solid dis-
persions and sustained-release wax matrices by melt-
congealing processes. The most common examples
are the family of ethylacrylate and methylmethacrylate
copolymers (Eudragits). Although these agents are
generally not suitable for melt formation, they have
been used successfully to modify the release of products
formed by melt processes. For example, Miyagawa
et al.[24] used both hydropropylcellulose and Eudragit
L-100 to modify the release characteristics of diclofenac
sodium from granules formed by the melt extrusion of a
mixture of drug, release agents, and carnauba wax. The
application of these excipients has also been demon-
strated by Emori and colleagues.[25]

IMPORTANT PROCESSES AND
EQUIPMENT

Coating Processes

When the active ingredient is contained in an inert core
material, for example, granulated with sucrose, and a
sustained-release coating of a congealable material is
desired, then the equipment of choice is often the fluid-
ized bed using a top-spray configuration.[26] However,
a bottom-spray configuration using a Wurster column
insert can also be used. The fluidized bed offers the
unique advantage of very high rates of heat and mass
transfer from the molten solid to the particles to be
encapsulated. Important processing variables are the
temperature of the bed, temperature and flow rate of
fluidizing air, temperature of the molten material and
atomizing air; spray rate; and atomizing air pressure.
According to Jones and Percel,[27] the product tem-
perature and droplet size of the molten material being
sprayed (this is a function of atomization air pressure
and spray rate) are the key variables. Special attention
must also be given to the insulation of the spray nozzle
within the bed to avoid remelting coated particles that
come in contact with the nozzle during processing.[8]

The heat tracing of the lines containing the molten
material is also imperative to avoid the solidifica-
tion of coating material before reaching the nozzle.
Jozwiakowski, Jones, and Franz[26] investigated the
coating of a sugar-based granulation with a partially
hydrogenated cottonseed oil (Durkee 07 Stearine, Durkee
Industrial Foods) using a factorial experimental design.
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The melting point of this wax was 64�C, and it was found
that excessive growth and rough coated surfaces were
obtained when the bed temperature was held at 58�C.
However, particles coated at bed temperatures of 54
and 50�C had uniform, smooth coated surfaces.

A novel fluidized-bed coating application that
avoids the use of a spray nozzle for the delivery of
the congealable solid additive was demonstrated by
Kennedy and Niebergall.[17,18] They coated chlorphe-
niramine maleate (CPM)-loaded non-pareils with a
variety of different waxes, including beeswax. The
method of preparation involved loading a fluidized
bed with both the non-pareils and the coating agent,
both in powder form. The bed was then fluidized with
heated air, the temperature of which was varied.
The process consisted of four steps: 1) equipment
warm-up; 2) preheating of substrate; 3) melting and
spreading of the coating agent; and 4) cooling and
subsequent solidification of the coating agent. Dissol-
ution-release profiles for the non-pareils coated with
beeswax showed significant sustained-release charac-
teristics. The coating of non-pareils from 10 to 35 mesh
and particles up to 1 g are reported to be feasible.

Spray-Congealing Processes

The formation of drug dispersions within a congealed
matrix is conveniently carried out in a spray-congealing
apparatus. The process and important operating para-
meters for this type of equipment are addressed in
detail by Killeen.[28] The basic steps in the spray-
congealing process are described in Fig. 4. First, the
molten liquid, containing all the excipients, is fed to
an atomizing nozzle. The atomized droplets then leave
the nozzle and enter the cooling vessel or chamber,
where they mix with chilled air. The droplets solidify
and either fall to the bottom of the chamber or become
entrained in the upward-moving airflow. The smaller
particles that become entrained in the flow of air are
separated from the air in a cyclone separator. The
larger particles that settle to the bottom of the chamber
are discharged. If necessary, the product can be size-
separated as needed before further processing.

The atomizing nozzle may be one of four basic
types: 1) dual-fluid; 2) single-fluid pressurized; 3) single-
fluid disk or rotary; and 4) single-fluid ultrasonic.

As with all congealing processes, the feed lines must
be heat-traced to avoid unwanted solidification, and
the nozzle should be insulated within the equipment
to avoid the remelting of product coming in contact
with it. For the best control of particle size and uni-
formity, the dual fluid or atomizing air nozzle is recom-
mended. This nozzle can produce particles well below
50 mm, and because the airflow rate and pressure can
be controlled separately, the size of the droplets can
be controlled independently of the liquid flow rate.
The air atomizing nozzles become problematic when
the viscosity of the molten liquid is very high or the
amount of solids loading in the melt is high. In these
cases, the single-fluid nozzles are often preferred. Single-
fluid pressurized (hydraulic) nozzles make use of the
pressure of the fluid to cause atomization when flowing
through the small orifice holes in the nozzle. These
devices are suitable when the solids content of the melt
is low and droplet size is not too small (for example,
not less than 100–200 mm). Disk or rotary atomizers
consist of a disk connected to a rotating shaft onto
which the molten liquid flows. The liquid is broken
up into drops by the spinning motion of the disk that
produces a thin, radial outward-moving droplet spray
pattern. This gives rise to a collection chamber that is
short and wide, which requires less headroom than
for processes using hydraulic and air atomized nozzles.
The size distribution of the product is controlled by the
liquid feed rate and the speed of rotation of the disk.
These types of nozzle can process molten liquids that
are corrosive, heat-sensitive, and contain less than
20% solids. In processes that use either hydraulic or
rotary nozzles, the rate of cooling of the drops is rela-
tively slow, and the flow of cocurrent and/or counter-
current air in the cooling chamber is significantly
greater than for air atomizing nozzle systems. The
use of ultrasonic nozzles for the manufacture of con-
gealed solid products is relatively new. This type of
nozzle uses the movement of an oscillating plate vibrat-
ing at ultrasonic frequencies to break up a liquid
stream fed to the surface of the plate. The droplets
formed are generally very small (less than 30 mm) and
are suitable for low liquid flow rates. Because the drop-
let formation process imparts little directed kinetic
energy to the drops, the spray pattern is quite small
and controlled. In a recent study, Rodriguez and
associates[21] demonstrated the efficacy of using an
ultrasonic nozzle to produce spray-congealed products
of theophylline and fenbufen in wax matrices.

The cooling chamber design must allow for the dis-
engagement of the solidified droplets from the cooling
air stream while also allowing the droplets sufficient
residence time to cool and solidify. For a given liquid
feed rate and composition, the amount of cooling is
fixed. This is because the heat removal is equal to the
latent heat of solidification plus the sensible heat of

Atomizer Coolingdrop
formation

Cyclone
recovery

Chiller

cool air
Product
melt

cooled
product Separation

(if required)

Final product
exhaust

chamber

Fig. 4 Subprocesses occurring during spray congealing.
(From Ref.[28].)
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cooling the product, both of which are fixed by the
liquid feed rate. The finer the droplets that are pro-
duced, the slower the air velocity must be to allow
for disengagement; however, heat transfer tends to be
rapid for small drops. Therefore, because the flow of
air is essentially fixed owing to the cooling duty, this
leads to wider and shorter cooling vessels. For larger
droplets, particle disengagement can take place at
higher gas velocities. However, heat transfer is slower,
and droplet residence time must be longer. This leads
to narrower and taller cooling vessels. Countercurrent
and cocurrent airflows are possible as are mixed air-
flow patterns; several other design considerations
are discussed by Killeen.[28] Other important product
parameters such as molten liquid viscosity, surface
tension, specific gravity, and solids concentration,
and processing parameters such as air flow rate, flow
patterns, spray angle, spray impingement, and nozzle
resistance to abrasion are also addressed in this refer-
ence. According to Yajima, Umeki, and Itai[29] the
key product variable for the successful production of
a wax matrix containing clarithromycin that masked
the bitter taste of this macloride antibiotic was the con-
gealing speed. The important process variables were
the liquid feed rate and atomizer (rotary) wheel speed.

Granulation Processes

The mixing of drug powder into a wax matrix and the
subsequent uniform dispersion of the drug within the
matrix can be carried out using a variety of granulating
techniques. Thies and Kleinebudde[30] describe a pro-
cess by which a hygroscopic drug, sodium valproate,
was dispersed in a meltable binder, glycerol monostea-
rate, using a high-shear mixer. The high-shear mixer
was modified by adding a temperature bath that sur-
rounded the mixing bowl. The prescreened drug was
first added to the bowl and preheated and mixed for
10 min. The binder (glycerol monostearate) was then
added to the mixer, and the granulation process began.
Because of the hygroscopic nature of the drug, all for-
mulation-related activities were performed in atmos-
pheres with a relative humidity of less than 40%. The
solidification temperature of the drugbinder combi-
nation was approximately 35�C. This temperature
was approximately 35�C lower than the pure binder
owing to the addition of the drug. The resulting gran-
ules, in the size range of 4 mm–500 mm, were cooled to
room temperature and used for analysis. The effects of
several process variables on the properties of the gra-
nules were investigated. These variables included the
amount of binder, the process temperature, the granu-
lation (massing) time, and the speed of the impeller.

Evrard et al.[20] investigated the influence of the melt-
ing and rheological properties of the binder in high-shear

mixer granulation processes. These researchers concluded
that successful granule formation took place in high-
shear mixers using a variety of low-melting-point binders
(Compritol� 888, Cutina� HR, and Precirol� ATO5) at
temperatures below their melting points. The binder only
needed to be softened to produce granules. The melting
range of the binder and the effect of temperature on the
binder viscosity influenced the rate at which granules
grew during the particle-formation process.

Melt-Extrusion Processes

The hot-melt-extrusion process is a well-established
unit operation in the polymer pelleting and compound-
ing industry. The concept is to feed a polymer powder
along with desired additives, such as fillers, dyes,
and other polymers, and then subject them to a high
temperature and very high-shear environment. The
temperature causes the polymers to melt, and the high
shearing action of the screw(s) causes the other addi-
tives to be intimately mixed and dispersed within the
polymer melt. Both single-screw and twin-screw units
are common; the latter is capable of producing much
higher pressures than is the single-screw unit. A sche-
matic diagram of a twin-screw extruder is shown in
Fig. 5. The extruder consists of essentially seven
regions: the powder supply window, the barrel, the
screws, the die, the drive section, the cooling/heating
unit, and the control panel.

Because the process of polymer-compounding is
very similar to the dispersion of a drug in a congealable
solid matrix, it is not surprising that hot-melt extrusion
techniques have been applied to the production of wax
matrix formulations. Miyagawa et al.[24] used a twin-
screw compounding extruder to prepare granules of
diclofenac sodium dispersed in a carnauba wax matrix.
They cited the following advantages of using such a device:

High kneading and dispersing ability can be
achieved within the unit independently of the
physical and chemical properties of the excipients.

Drive
section

Control panel

Hole

Screw

Heaters

DieBarrel

Powder supply window

Fig. 5 Schematic diagram of a twin-screw compounding
extruder. (From Ref.[24].)
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The temperature in each zone of the unit can be
controlled accurately.

The unit demonstrates superior extruding capability.

Residence time of powders in the barrel is mini-
mized, thus minimizing the product degradation.

The unit is easy to clean.

Zhang and McGinity[13] also demonstrated the use
of this type of equipment to formulate a sustained-
release tablet of chlorpheniramine maleate (CPM)
dispersed in a wax matrix consisting of polyethylene
oxide (PEO). The content uniformity of their extruded
tablets was in the range of 99–101% of theoretical drug
content, which for a low-dose drug such as CPM was
considered very good. For this application, the sus-
tained-release profiles were significantly affected by
the addition of polyethylene glycol (PEG). The release
rates increased with increasing amounts of PEG. PEG
was also found to significantly lower the required pro-
cessing temperature and reduce the required torque
needed to extrude the tablets. These investigators con-
cluded that the hot-melt-extrusion process was suitable
for the preparation of these sustained-release tablets
and that significant drug degradation, caused by the
relatively high processing temperatures, was avoided
because of the short residence time of the drug in the
barrel (2–3 min).

IMPORTANT APPLICATIONS

Sustained-Release Dosage Forms Made
Using Melt-Congealing Processes

Many prolonged- or sustained-release dosage forms
are made using melt-congealing processes. The dosage
forms can be melt-congealed matrix granules in
the form of capsules or compressed into tablets or
melt-congealed coatings on drug-loaded substrates
(particles or pellets in capsules). Wax matrices are
often prepared by melt-granulation or melt-extrusion
processes, whereas microspheres or microparticles
are usually produced by spray-congealing processes,
and coated particles or pellets can be made by hot
melt-coating processes.

The formation of drug containing wax-coated micro-
spheres can be considered a coating process, although it
is more correct to describe it as an encapsulation process
involving a phase-inversion technique. Giannola, De
Carco, and Severino[15] demonstrated this technique
by producing carnauba wax microspheres loaded with
valproic acid (VA). These microspheres were between
200 and 425mm in diameter, with an average drug
content of 26% w/w. The process used to manufacture

this product consisted of melting carnauba wax in an
oil bath at 110�C and then adding a sample of the VA.
To this homogeneous melt was added an acidic aqueous
solution (pH 4.5), which minimized the solubility of
the VA, combined with glycerine, which increased the
melting point. A small amount of surfactant (Tween or
Spans�) was added, and then the mixture was stirred
at a predetermined rate. On dispersion in the aqueous
medium, the molten mass formed spherical particles.
The mixture was then quenched by the addition of iced
water, with the result that the carnauba wax solidified
and enveloped the drug.

Miyagawa and coworkers[24] used a twin-screw
extruder to prepare wax matrix granules (WMG)
consisting of diclofenac sodium (DS) as a model drug;
carnauba wax as the matrix material; and hydroxypro-
pylcellulose (HPC–SL), methacrylic acid and copoly-
mer L (Eudragit L-100), and sodium chloride as
rate-controlling agents. The dissolution behavior of
DS from WMG was strongly influenced by granule
formulation. The release rate can be manipulated by
the addition of other rate-controlling agents.

Emori, Ishizaka, and Koishi.[25] formulated wax
matrix tablets for prolonged drug release using a
melt-congealing process. They studied the addition of
acrylic acid polymer on the release of drug from a
wax matrix consisting of carnauba wax and stearyl
alcohol in a 1 : 1 ratio.

Perez, Ghaly, and Marti[23] prepared sustained-
release phenypropanolamine HCl tablets and investi-
gated the effects of varying wax levels and methods
of matrix formulation on drug release. Two methods
were used for the preparation of a drug–wax system:
physical mixtures and solid dispersions. In the first
method, the drug, wax, and diluent were blended in a
Turbula mixer by geometric dilution for a total of
20 min. Then the mixture was compressed into tablets.
For the solid-dispersion method, the wax was melted in a
water bath at a temperature of 80–85�C. The drug was
incorporated into the melted wax using constant stirring
over a 5-min period, and then the mixture was allowed to
cool until it solidified. The solidified mass was granu-
lated using a Stokes oscillating granulator equipped with
a no. 12 screen. Blending of milled material (wax and
active ingredient) and diluent was done in the Turbula
mixer for 20 min. The tablets that were prepared as a
physical mixture gave higher drug release than did tablets
prepared by the solid-dispersion process.

The formation of a barrier coat on drug-laden sub-
strates, to protect the drug from gastric fluid or to pro-
vide sustained release of the drug, can be achieved
by the hot-melt fluid-bed coating process. Processing
conditions must be chosen to prevent solidification of
the coating material in the feed lines and to obtain
smooth, uniform coats without excessive spray-drying
and agglomeration. Kennedy and Niebergall[18] coated
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chlorpheniramine maleate (CPM)-loaded non-pareils
with hydrophobic coating agents such as beeswax,
paraffin, etc. in a hot-melt fluid-bed coating process.
They demonstrated the ability to extend the release
profile of a highly water-soluble drug, CPM.

Solid Dispersions for Improving the
Solubility of Poorly Water-Soluble Drugs

As previously noted, the use of solid dispersions to
improve the solubility of poorly water-soluble drugs
dates back to 1961.[1] Pharmaceutical composition with
good dissolution and bioavailability can be formulated
from solid dispersions of pharmaceutically active
ingredients. Solid dispersions also can be used in
controlled-release formulations.

The principle of improving the solubility of poorly
water-soluble drugs using solid dispersions has already
been presented. One common method of preparing
solid dispersions is melt-congealing. The carriers used
to make solid dispersions of poorly water-soluble drugs
have also been addressed.

Dispersions of drugs in matrices can be formed
either by dissolution of the drug in a molten solid
and subsequent solidification or by the mechanical
dispersion of the drug in a molten liquid followed by
solidification. If the drug is poorly water soluble, then
the matrix material should be either highly water sol-
uble or highly water permeable. The equipment used
for the preparation of drug dispersions is quite varied
and includes spray congealers, granulators, and melt
extruders.

Nifedipine is a poorly water-soluble drug, and much
research has been conducted to improve its solubility.
Suzuki and Sunada[14a] prepared solid dispersions of
nifedipine in a combined carrier of nicotinamide and
hydroxypropyl methylcellulose (HPMC). The nicotina-
mide was melted at 140�C, and then the drug and HPMC
were added into the melt and dissolved. The melt mix-
tures were cooled and solidified to form the nifedipine
solid dispersions. The solubility of the drug in the solid
dispersion was enhanced. The drug dissolution of this
ternary dispersion system was influenced by the viscosity
and weight fraction of HPMC, the solubility and weight
fraction of the drug, and the humidity during storage.

Suzuki and Sunada[14b] also prepared solid disper-
sions of nifedipine with other combined carriers using
a fusion (melt) method. The combined carriers were
nicotinamide and four different water-soluble poly-
mers: hydroypropyl methylcellulose (HPMC), poly-
vinylpyrrolidone (PVP), partially hydrolyzed polyvinyl
alcohol (PVA), and pullulan. HPMC, PVP, and PVA
dissolved in the melt of nicotinamide and were effective
in the amorphous formation of nifedipine in solid dis-
persions. In dissolution studies, the drug concentration

for these dispersions increased to more than twice the
intrinsic drug solubility.

Hirasawa and coworkers[11] prepared a naproxen
solid dispersion by melting, followed by rapid cooling
with liquid nitrogen using lactose as a carrier. The dissol-
ution studies of naproxen indicated that the dissolution
rate was markedly increased in solid dispersions com-
pared with physical mixtures and pure drugs.

Doshi, Ravis, and Betageri[31] prepared solid disper-
sions of carbamazepine in polyethylene glycols (PEG),
PEG 4000 and PEG 6000, by both the melt and solvent
methods. A comparison of dissolution profiles of the
solid dispersions indicated dramatic increases in the
rate and extent of carbamazepine dissolution from
the solid dispersions. The melt (congealing) method
provided a significantly higher rate and extent of dis-
solution of carbamazepine than did the solvent
method. In addition, the rate and extent of dissolution
of carbamazepine were significantly greater when the
solid dispersion was cooled (slowly) at room tempera-
ture compared with faster cooling with ice.

Van den Mooter et al.[32] prepared solid dispersions of
tamazepam in PEG 6000 and polyvinylpyrrolidone K30
(PVP K30) by the fusion (melting) and cooling process.
In contrast to the very slow dissolution rate of pure
temazepam, the dispersion of the drug in the polymers
enhanced the dissolution rate considerably. This can be
attributed to improved wettability and dispersibility
and a decrease of the crystalline fraction of the drug.

Taste-Masking and Prevention
of Environment Degradation

Yajima, Umeki, and Itai[29] applied the spray-congeal-
ing technique to mask the bitter taste of clarithromy-
cin, a macloride antibiotic. An optimum wax matrix
formulation was developed consisting of 30% clari-
thromycin (CAM), 60% glyceryl monostearate (GM),
and 10% aminoalkyl methacrylate copolymer E
(AMCE). The CAM wax matrix was made by a
spray-congealing agglomeration process. AMCE was
dissolved in melted GM at 12�C. CAM was added to
the melt and homogeneously suspended. Subsequently,
the suspension was transferred to a spray-dryer and
atomized under various atomizer wheel speeds and
liquid feed rates. It was found that a small spherical
matrix with a smooth surface could be obtained with
a high atomizer wheel speed and optimum liquid feed
rate. This matrix also possessed excellent properties
for taste-masking with small initial amounts of release
and subsequent high rates of release.

The masking of unpleasant taste and the prevention
of environmental degradation of the drug can also be
achieved by applying a barrier coating in a melt-
congealing process.

Cooling Processes and Congealing 769



C
ool–C

rystal

THE STABILITY AND STRUCTURE OF
THE CONGEALED MATERIAL

Analytical Techniques

Differential scanning calorimetry (DSC), X-ray diffrac-
tion (XRD), and infrared spectroscopy are the common
techniques used in the characterization of the structure
of the congealed solid. Thermal analytic methods, such
as DSC and differential microcalorimetric analysis
(DMA), are routinely used to determine the effect of
solutes, solvents, and other additives on the thermome-
chanical properties of polymers such as glass transition
temperature (Tg) and melting point. The X-ray diffrac-
tion method is used to detect the crystalline structure of
solids. The infrared technique is powerful in detecting
interactions, such as complexation, reaction, and
hydrogen bonding, in both the solid and solution states.

Case Studies

Numerous studies have been reported in the literature
that investigate the micro- and macrostructure of the
congealed solid and its affect on the dissolution of
the active ingredient. The structure of the solid phase
formed on congealing is affected by the process by
which the material is congealed, the formulation, and
the conditions at which the solid product is stored.

Zhang and McGinity[13] produced matrix tablets
containing chloropheniramine maleate (CPM) dis-
persed in mixtures of polyethylene oxide (PEO) and
polyethylene glycol (PEG) using melt-extrusion. Physi-
cal characterization of the samples was performed
using differential scanning calorimetry (DSC), wide-
angle X-ray diffraction (WAXD), infrared spectros-
copy, and gel permeation chromatography. Results
showed that the PEO and PEG consisted of ordered
crystal regions interdispersed in random amorphous
regions. WAXD verified that crystals of CPM and
PEO existed in the matrix tablets. The effect of PEG
was to lower the processing temperature and also the
required torque necessary to extrude the melt through
the die. This, in turn, had the effect of reducing damage
to the polymer (and drug) during tablet formation.
Polymer damage was primarily attributed to the
intense shear force occurring during extrusion. This
caused bond breakage and a reduction in molecular
weight. The introduction of PEG caused a significant
reduction in the melt viscosity and thus allowed a
reduction in the processing temperature. An increase
in the ratio of PEG to PEO also caused an increase in
the rate of drug release during in vitro dissolution tests.

Emas and Nyqist[16] investigated the aging and
stabilization of spray-congealed solid dispersions of
carnauba wax. Isothermal microcalorimetry (IM) was

used to measure the behavior of samples of freshly
congealed wax and samples stored for 2 days at ele-
vated temperatures of 40, 50, and 60�C, respectively.
Results for the freshly obtained sample and the
annealed samples are illustrated in Fig. 6, where the
rate of change of heat content (dq/dt) is plotted as a
function of testing time. Exothermic reactions are
represented by positive deviations, whereas endo-
thermic reactions are represented by negative devia-
tions. From this figure, it can be clearly seen that the
effect of annealing the samples at different tempera-
tures is to reduce the magnitude of the exothermic
reaction. The absolute values of the deviations depend
on the temperature at which the experiments are run.
However, the trend of reduced exotherms with increas-
ing annealing temperature is followed for all tempera-
tures. A series of experiments was also performed to
evaluate the effect of long-term storage on the rate of
change of heat content with time. Again, the results
depend on the testing temperature, but the trends are
similar. Fig. 7 illustrates the results for a wax sample
annealed at 50�C for 2 days and then sealed and stored
at room temperature for up to 12 months. From this
figure, it can be seen that the initial exothermic reac-
tion is reduced in magnitude with increased storage
temperature and that a stable condition (similar to that
obtained for the raw wax) is approached asymptoti-
cally with time. From this work, it can be seen that
spray-congealed carnauba wax initially exists in an
unstable form that slowly changes to a stable form
on storage (aging). This aging process can be acceler-
ated by annealing the samples at an elevated tempera-
ture (40–60�C) for several days before storage.
However, the rate of aging is a complex function of
the annealing history because the wax appears to have
different stable states at different temperatures.

–100

–50

0

50

100

150

200

250

300

dp
/d

t(
µ W

) 

Untreated

200 400 600 800 1000 1200

Time (mins)50°C

40°C

60°C

Fig. 6 Results of microcalorimetric measurements of spray-

congealed carnauba wax. Untreated sample and samples
annealed at different temperatures and stored for 5 days at
ambient conditions; all measurements taken at 45�C. (From
Ref.[16].)

770 Cooling Processes and Congealing



C
oo

l–
C

ry
st

al

Eldem, Speiser, and Altorfer[33] investigated the
polymorphic behavior of congealed micropellets of
two different drugs (estradiol cypionate and medroxy-
progesterone acetate) in two lipids, GTS-33 (glycerol
tristearate) and Compritol 888 (glycerol behenate).
Micropellets were formed from the drug and congeal-
able matrix (tristearate–behenate), and then separate
samples were taken, sealed, and stored for 6 months
at temperatures of �18, 4, 25, and 37�C, respectively.
DSC was used to investigate the stability of the sam-
ples after the storage period, and scanning electron
microscopy (SEM) was used to measure the surface
morphology of the microspheres. It was concluded that
all the samples initially possessed an unstable polymor-
phic structure with a smooth surface morphology cor-
responding to the a-form, which is the result of rapid
crystallization from the melt. According to Garti and
Sato,[34] the a-form possesses a very small crystal size
accounting for the smooth surface morphology. The
rate of attainment of the more stable b-form is depen-
dent on the storage temperature. The presence of addi-
tives, such as lechtin, can also significantly affect the
rate of change of crystalline structure. Higher storage
temperatures increase the rate of polymorphic trans-
formation, whereas the addition of lechtin acts as a
stabilizer, slowing this transition.

McGinity et al.[35] investigated how the cooling
process influenced the properties of solid dispersions
prepared by congealing mixtures of drug and wax
matrix. The system that was studied was tolbutamide
in urea and in PEG (6000). Powder X-ray diffraction
was used to determine the extent of crystallinity of
these solid dispersions. For the tolbutamide–urea
system, rapid cooling of the melt gave rise to distinct
crystalline forms of the drug and wax. However, slow
cooling of the melt in an oil bath at ambient conditions
over a period of several hours yielded a solid
that exhibited a complete absence of crystallinity.

This amorphous solid did yield a crystalline structure
after 5 months of storage, but the crystals were those
of urea only. This is in contrast to simple physical mix-
tures of the two solids that clearly showed crystalline
mixtures of both tolbutamide and urea. In contrast
to the tolbutamide–urea system, the tolbutamide–
PEG system showed similar degrees of crystallinity
for both the rapid-cooled and slow-cooled systems.
Dissolution profiles for this system were compared
for the rapid-cooled, slow-cooled, and physical mixture
samples. The profiles for all three samples were very
similar; however, the extent of release from the rapid-
cooled sample was approximately 10% higher than
that of the other two samples at any given time during
the dissolution process.

Coben and Lordi[36] investigated the hardening of
a variety of suppositories using a modified Krowc-
zynski[37,38] apparatus. The suppository bases were
commercially available materials that consisted of a
mixture of natural and synthetic waxes and fats. Sam-
ples were prepared from the different base materials by
coagulating melted materials in 50-cavity brass molds.
The samples were allowed to set at different storage
temperatures (�5, 4, and 22�C), and this resulted in
molding times of approximately 5, 15, and 30 min,
respectively. After molding, samples from each batch
were stored at three different temperatures of 4, 20,
and 30�C, respectively. Both DSC and XRD were used
to evaluate crystalline and polymorphic changes in the
suppository base material. The results clearly indicated
that the age-hardening phenomenon was solely
attributable to a shift from an amorphous to crystalline
structure and that polymorphic changes did not occur.
Results also showed that the times required to resoften
the samples at a given condition were dependent on the
storage temperature but did not depend on the rate of
solidification during the molding process.

From the case studies presented here, it is clear that
thestructural changes in the congealed material vary
considerably and that it is difficult to identify and
generalize these trends for a family of excipients.
Nevertheless, it is fair to say that aging effects are
common to many congealed materials and that care-
fully planned experimental studies must be conducted
to evaluate the different phenomena causing these
changes.

ADVANTAGES AND DISADVANTAGES

The advantages of using melt-congealing processes are
numerous. Generally, no solvent is required in the
formulation and manufacturing processes, and the
subsequent environmental requirement of solvent
capture and recycle is eliminated. Processing times
are often much shorter because solvent evaporation is
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not required. For example, in coating processes, the
time to congeal a molten liquid is much shorter than
that required to evaporate a solvent. In addition, unde-
sirable drug–solvent interactions are also eliminated.
For example, drugs that are highly water labile can
be processed using melt processes.

There are also disadvantages to using melt-congealing
processes. The drug must be stable at the temperature
required to melt the carrier. For many drugs, the tem-
perature at which degradation takes place is low and
may preclude the use of all suitable matrix materials.
Processing using hot-melt flows requires careful
engineering to avoid feed-line solidification and
unwanted agglomeration. Many of the matrix materi-
als used to form dispersions and coatings undergo
aging during storage, and this can affect the stability
of the drug and/or the release rate of the drug.

CONCLUSIONS

There are many applications of melt-congealing techni-
ques in controlled-release dosage forms, improving the
solubility of poorly water-soluble drugs and taste-
masking of bitter drugs. Although the incorporation
of an active ingredient into solid dispersions is a good
way to enhance the solubility of poorly water-soluble
drugs, the stability and aging problems associated
with the congealed solids still need extensive additional
study.
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Coprecipitates and Melts

Madhu K. Vadnere
Schein Pharmaceutical, Inc., Florham Park, New Jersey, U.S.A.

INTRODUCTION

The bioavailability of a poorly water-soluble drug is
often limited by its dissolution rate, which in turn is
controlled by the surface area available for dissolution.
The effect of the particle size of a drug on its dissolu-
tion rate and its biological activity is well known.
For example, Atkinson et al.[1] reported that micro-
nization of griseofulvin resulted in reduction of the
therapeutic dose by half.

The conventional methods for reducing particle size
and increasing surface area include trituration, grind-
ing, ball milling, fluid energy micronization, and
controlled precipitation.[2] Coprecipitates and melts
are solid dispersions that provide a means of reducing
particle size to the molecular level. Sekiguchi and Obi[3]

first introduced the concept of using solid dispersions
to improve bioavailability of poorly water-soluble
drugs in 1961. They demonstrated that the eutectic
of sulfathiazole and the physiologically inert water–
soluble carrier urea exhibited higher absorption and
excretion after oral administration than sulfathiazole
alone. Recent work on solid dispersions has been extended
to the development of sustained–release preparations.

DEFINITIONS AND METHODS
OF PREPARATION

Definitions

Chiou and Riegelman[2] defined the term solid disper-
sion as ‘‘a dispersion of one or more active ingredients
in an inert carrier or matrix at solid state prepared
by the melting (fusion), solvent, or melting–solvent
method.’’ Dispersions obtained through the fusion
process are often called melts, and those obtained by
the solvent method are frequently referred to as copre-
cipitates or coevaporates. Examples include sulfathia-
zole–providone (PVP)[4] and reserpine PVP.[5]

Methods of Preparation

The two basic procedures used to prepare solid dis-
persions are the fusion and cosolvent techniques.
Modifications of these methods and combinations of

them have also been used.[2] Recently, application of
supercritical fluid process has been explored to form
pharmaceutical solid dispersions.[6]

Melting or Fusion Method

This method was first reported by Sekiguchi and Obi.[3]

A physical mixture of an active agent and a water–
soluble carrier is heated until it is melted. The melt is
solidified rapidly in an ice bath under vigorous stirring,
pulverizing and then sieving. Rapid congealing is desir-
able because it results in supersaturation of the drug
as a result of entrapment of solute molecules in the
solvent matrix by instantaneous solidification. The
solidification process can be achieved on stainless steel
plates attached to a cooling system to favor rapid heat
loss. Spray congealing from a modified spray drier
onto a cold metal surface has also been used. Products
from this process can be obtained in pellet form
without the necessity of a grinding step that may alter
crystalline modification.

Two advantages of the melt method are its simpli-
city and its economy, as no solvents are involved.
However, the method may not be suitable if the drug
or the carrier is unstable at the fusion temperature or
evaporates at high temperatures. Succinic acid, for
example, used as a carrier for griseofulvin, is quite
volatile and partially decomposes by dehydration near
its melting point. Such problems can be avoided by
melting in a sealed container under vacuum or under
an inert gas, such as nitrogen. By proper selection of
carrier system and composition, the melting point of
a binary system can be much lower than the melting
point of either of the components.

Other disadvantages of this method may include the
tacky and intractable nature of the resulting solidified
melt and irregular crystallization owing to the presence
of a miscibility gap on the phase diagram for a given
drug–carrier system.

Solvent Method

Tachibana and Nakamura[7] first used this method to
prepare a solid dispersion of b-carotene in PVP by
using chloroform as a cosolvent. The solvent is usually
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removed by evaporation under reduced pressure at
varying temperatures. The choice of solvent and its
removal rate are critical to the quality of the disper-
sion. A mixed solvent system may be used. Some exam-
ples of solid dispersions prepared by this method
include sulfathiazole–PVP,[4] reserpine–PVP[5] reserpine-
deoxycholic acid[8] and griseofulvin–PVP.[9]

The freeze–drying process has been used to prepare
dispersions of ketoprofen[10] and dicumarol[11] in PVP
from their ammonical solutions. Similarly, the spray–
drying process has been used to prepare dispersions
of acetohexamide in PVP[12] and chlorthalidone in
pentaerythritol.[13]

The major advantage of the solvent method is that
thermal decomposition of drugs and carriers asso-
ciated with the fusion method can be avoided. The
disadvantages include the higher cost of preparation,
the use of large quantities of solvent and the difficulty
in complete removal of solvent, the possible adverse
effect of residual solvent, the selection of a common
volatile solvent, the difficulty of reproducing crystal
forms, and the inability to attain a supersaturation of
the solute in the solid system unless the system goes
through a highly viscous phase.

Supercritical Fluid Process

Supercritical CO2 is a good solvent for water–insoluble
as well as water–soluble compounds under suitable
conditions of temperature and pressure. Therefore,
supercritical CO2 has potential as an alternative for
conventional organic solvents used in solvent–based
processes for forming solid dispersions due to its favor-
able properties of being non-toxic and inexpensive.
The process developed by Ferro Corporation[14] con-
sists of the following steps: 1) charging the bioactive
material and suitable polymer into the autoclave;
2) addition of supercritical CO2 under precise condi-
tions of temperature and pressure, that causes polymer
to swell; 3) mechanical stirring in the autoclave; and
4) rapid depressurization of the autoclave vessel through
a computer–controlled orifice to obtain desired particle
size. The temperature conditions used in this process
are fairly mild (35–75�C), which allows handling of heat
sensitive biomolecules, such as enzymes and proteins.

CLASSIFICATION OF SOLID DISPERSIONS

Chiou and Riegelman[2] classified solid dispersions
intothe following six representative types: 1) simple
eutectic mixtures; 2) solid solutions; 3) glass solutions
and glass suspensions; 4) amorphous precipitations in
a crystalline carrier; 5) compound or complex forma-
tion; and 6) combinations of the previous five types.

Many techniques have been used to characterize the
physical nature of solid dispersions. These include ther-
mal analysis (e.g., cooling-curve, thaw-melt, differential
scanning calorimetry and X-ray diffraction, microscopic,
spectroscopic, dissolution rate, and thermodynamic
methods) Usually, a combination of two or more
methods is required to obtain a complete picture of the
solid dispersion system.

Simple Eutectic Mixtures

These are prepared by rapid solidification of the fused
melt of two components that show complete liquid
miscibility but negligible solid–solid solubility. Thermo-
dynamically, such a system is an intimately blended
physical mixture of its two crystalline components.
Thus, the X-ray diffraction pattern of a eutectic consti-
tutes an additive composite of the two components.
A phase diagram of a two-component system is shown
in Fig. 1. Examples of this type include phenacetin-
phenobarbital,[15] chloramphenicol-urea,[2] griseofulvin-
succinic acid,[16] paracetamol-urea, and the dispersions
of griseofulvin and tolbutamide in polyethylene glycol-
(PEG-2000).[17]

Solid Solutions

In a solid solution, the two components crystallize
together in a homogeneous one-phase system. The par-
ticle size of the drug in the solid solution is reduced to
its molecular size. Thus, a solid solution can achieve a
faster dissolution rate than the corresponding eutectic
mixture.

Melt

Melt +
Solid B

Melt +
Solid A

SolidA + Solid B 

Composition

T
em
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ra

tu
re

TE

TA

TB

A
(100%)

E
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Fig. 1 Simple binary-phase diagram with eutectic forma-
tion. TA is melting point of pure A; TB is melting point of
pure B; and E is eutectic point.
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Solid solutions can be classified by two methods.
According to the extent of miscibility of the two com-
ponents, they may be classified as continuous or dis-
continuous. In continuous solid solutions, the two
components are miscible in the solid state in all pro-
portions. Typical phase diagrams of continuous and
discontinuous solid solutions are shown in Figs. 2
and 3, respectively. Discontinuous solid solutions exist
at extremes of composition. In general, some solid-
state solubility can be expected for all two-component
systems.

According to the criterion of molecular size of the
two components, the solid solutions are classified
as substitutional or interstitial. In the substitutional
type, the solute molecule substitutes for the solvent
molecule in the crystal lattice (Fig. 4). The molecular
size of the two components should not differ by
more than 15%. This class is represented by solid solu-
tions of p-dibromobenzene-p-chlorobromobenzene,
anthracene-acenaphthene, and ammonium and potas-
sium thiocyanate.

An interstitial solid solution is obtained when the
solute (guest) molecule occupies the interstitial space
(Fig. 4) in the solvent (host) lattice. For this to occur,
the solute molecule diameter should be less than
0.59 times that of the solvent molecule; therefore, the
volume of the solute molecule should be less than
20% of the solvent molecule. Owing to their large
molecular size, polymers favor the formation of inter-
stitial solid solutions. Examples of this type include
solid solutions of digitoxin, methyltestosterone, pre-
dnisolone acetate, and hydrocortisone acetate in the
matrix of PEG-6000. They all exhibit a fast rate of
dissolution.

Glass Solutions and Suspensions

A glass solution is a homogeneous glassy system in
which a solute dissolves in the glassy carrier. A glass
suspension refers to a mixture in which precipitated
particles are suspended in a glassy solvent. The glassy
state is characterized by transparency and brittleness
below the glass transition temperature. Glasses do
not have sharp melting points. Instead, they soften
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Fig. 2 A phase diagram of continuous solid solution for a
binary system A and B.
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Fig. 3 A typical phase diagram of a discontinuous solid

solution for a binary system A and B; a and b are regions
of solid solution formation.

Substitutional Interstitial

Fig. 4 Schematic representation of substitutional and inter-
stitial solid solutions. Dark symbols represent solute atoms or
molecules; open symbols indicate solvent atoms or molecules.
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progressively on heating. The lattice energy, which
represents a barrier to rapid dissolution, is much lower
in glass solutions than in solid solutions. Fig. 5 shows
the volume changes associated with glass formation
when a melt is cooled down. Examples of carriers that
form glass solutions and suspensions include citric acid,
sugars such as dextrose, sucrose, and galactose, PVP,
urea, and PEG.

Amorphous Precipitations
in a Crystalline Carrier

This type of solid dispersion is distinguished from a
simple eutectic mixture by the fact that the drug is
precipitated out in an amorphous form. In a simple
eutectic mixture, the drug is precipitated out in a crys-
talline form. An example of this is the precipitation of
sulfathiazole in the amorphous form in crystalline
urea.[3] It is postulated that a drug with a propensity
to supercooling has more tendency to solidify as an
amorphous form in the presence of a carrier.

Compound or Complex Formation

When two substances form a molecular compound, it
usually gives rise to a maximum in the phase diagram.
An example of this is the quinine-phenobarbital sys-
tem[15] shown in Fig. 6. It is difficult to generalize the
influence of complex formation on dissolution. A com-
plex between digoxin and hydroquinone exhibited a
high dissolution rate,[16] whereas the insoluble complex

between phenobarbital and PEG was shown to reduce
both the rates of dissolution and the permeation of
phenobarbital through everted rat gut.[17]

MECHANISM OF INCREASED
DISSOLUTION RATE

The enhancement in dissolution rate as a result of solid
dispersion formation, relative to pure drug, varies from
as high as 400-fold[18] to less than twofold. Corrigan[19]

reviewed the current understanding of the mechanism
of release from solid dispersions. The increase in dis-
solution rate for solid dispersions can be attributed to
a number of factors. It is very difficult to show experi-
mentally that any one particular factor is more impor-
tant than another. The main reasons postulated for the
observed improvements in dissolution of these systems
are as follows:

1. Reduction of particle size. In the case of glass,
solid solutions, and amorphous dispersions,
particle size is reduced to a minimum level.
This can result in an enhanced dissolution
rate due to an increase in both the surface area
solubilization.

2. Solubilization effect. The carrier material, as it
dissolves, may have a solubilization effect on
the drug. This was shown to be the case for acet-
aminophen and chlorpropamide in urea, as well
as for numerous other drugs.[20]

3. Wetability and dispersibility. The carrier mater-
ial may also have an enhancing effect on the
wetability and dispersibility of the drug in the
dissolution media. This should retard any agglo-
meration or aggregation of the particles, which
can slow the dissolution process.
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Fig. 5 Volume changes associated with cooling of a melt: Tg

is the glass transition temperature and Tf is the melting point
of the material.
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Fig. 6 Quinine-phenobarbital system, showing molecular

compound formation. (Reproduced from Ref.[15], copyright
the American Pharmaceutical Association.)
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4. Metastable forms. Formation of metastable dis-
persions with reduced lattice energy would
result in faster dissolution rates. It was found
that the activation energies for dissolution for
furosemide was 17 kcal per mol, whereas that
for 1 : 2 furosemide: PVP coprecipitate was only
7.3 kcal per mol.[21]

RECENT ADVANCES

Serajuddin[22] reviewed recent advances in solid disper-
sion technology with particular emphasis on self-
emulsifying systems. The advances in filling solid
dispersion directly into hard gelatin capsules and avail-
ability of surface active and self-emulsifying carriers
have renewed interest in commercial development of
drug products based on solid dispersion. For ease of
manufacturing, the carrier must be amenable to liquid
filling into hard gelatin capsules as melts. The melting
temperatures of carriers should be such that the solu-
tions do not exceed approximately 70�C, which is the
maximum acceptable temperature for hard gelatin
capsule melts. Two such surface-active carriers that
are being explored in solid dispersions for the bioavail-
ability enhancement are Gelucire 44/14 (Gattfosse
Corp, France) and Vitamin E TPGS NF (Eastman,
Kingsport, TN). Gelucire 44/14 is a mixture of glyceryl
and PEG-1500 esters of long chain fatty acids
(lauryl macrogolglycerides). The suffixes 44 and 14
refer to its melting point and HLB value respectively.
Serajuddin also has shown that appropriate combina-
tions of polysorbate 80 and PEG yield self-emulsifying
systems.

SUSTAINED-RELEASE SOLID DISPERSIONS

More recently, the concept of solid dispersions has
been explored using insoluble carrier materials. These
systems are suitable for formulating sustained-release
dosage forms. Hasegawa, Nakagawa, and Sugimoto[23,24]

prepared sustained-release dosage forms of nifedipine by
forming solid dispersions with anionic polymers, such as
hydroxypropylmethyl cellulose phthalate and meth-
acrylic acid-methacrylic acid methyl ester copolymers.
Nifedipine in these solid dispersions was amorphous
and was practically insoluble in gastric fluid (pH 1.2).
However, it dissolved rapidly in intestinal fluid (pH 6.8)
and showed a supersaturation phenomenon. These solid
dispersions provided sustained absorption of nifedipine
in beagle dogs with good availability after oral adminis-
tration. Stability studies indicated that these dispersions
were stable for at least 6 months under accelerated condi-
tions. Similar dispersions of digoxin and dipyridamole[25]

also showed delayed absorption with good bioavailability.

Moreover, the chemical stability of digoxin in acidic
medium was improved.

Fassihi, Parker, and Pourkavoos[26] used a combina-
tion of hydrophilic and lipophilic polymers to control
the release rate. Thus, solid dispersions of theophylline
were prepared by the fusion method using various
ratios of PEG-6000, ethyl cellulose, and acrylic/
methacrylic esters.

Takahashi, Nambu, and Nagai[27] showed that the
coprecipitates of cationic water-soluble drugs (e.g.,
thioridazine hydrochloride), with pectin can be used
as sustained-release preparations.

Controlled-release formulations of acetaminophen,
aminopyrine, chlorpheniramine maleate, and salicylic
acid that use Eudragit RSPM as a water-insoluble
carrier, prepared by the solvent method, have been
reported.[28] A novel approach that uses a less soluble
derivative of the drug as a carrier was used by Yang
and Swarbrick[29] to prepare sustained-release solid
dispersions of dapsone.

SELECTION OF A CARRIER

The properties of the carrier have a major influence on
the dissolution characteristics of the dispersed drug.
A carrier should meet the following criteria to be suita-
ble for increasing the dissolution rate of a drug: 1) be
freely water-soluble with intrinsic rapid dissolution
properties; 2) be non-toxic and pharmacologically
inert; 3) be heat stable with a low melting point for
the melt method; 4) be soluble in a variety of solvents
and pass through a vitreous state upon solvent eva-
poration for the solvent method; 5) be able to, prefer-
ably, increase the aqueous solubility of the drug; and
6) be chemically compatible with the drug and not
form a strongly bonded complex with the drug.

Table 1 shows a list of materials used as carriers for
solid dispersion formation. An excellent review of
many of these carriers is included in an article by
Ford.[30] Enteric polymers are useful in the formation
of solid dispersions of acid labile drugs. In some cases,
a combination of carriers is more useful.

ADVANTAGES AND DISADVANTAGES
OF SOLID DISPERSIONS

Among the advantages of solid dispersions are the rapid
dissolution rates that result in an increase in the rate and
extent of the absorption of the drug, and a reduction in
presystemic metabolism. This latter advantage may
occur due to saturation of the enzyme responsible for
biotransformation of the drug, as in the case of 17-b-
estradiol;[31] or inhibition of the enzyme by the carrier,
as in the case of morphine-tristearin dispersion.[32]
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Both can lead to the need for lower doses of the drug.
Other advantages include transformation of the liquid
form of the drug into a solid form (e.g., clofibrate and
benzoyl benzoate can be incorporated into PEG-6000
to give a solid,[33] avoidance of polymorphic changes
and thereby bioavailability problems, (as in the case of
nabilone and PVP dispersion,[34] and protection of cer-
tain drugs by PEGs (e.g., cardiac glycosides) against
decomposition by saliva to allow buccal absorption.[35]

The major disadvantages of solid dispersions are
related to their instability. Several systems have shown
changes in crystallinity and a decrease in dissolution
rate with aging. The crystallization of ritonavir from
the supersaturated solution in a solid dispersion system
was responsible for the withdrawal of the ritonavir
capsule (Norvir, Abbott) from the market.[36] Moisture
and temperature have more of a deteriorating effect on
solid dispersions than on physical mixtures. Some solid
dispersions may not lend themselves to easy handling
because of tackiness.

REVIEW OF IN VIVO STUDIES

Several examples of in vivo performance of solid dis-
persions have been published. The in vivo performance
of solid dispersion systems containing sulfathiazole-
urea, chloramphenicol-urea, reserpine-bile acids, and
griseofulvin-PEGs were reviewed by Chiou and
Riegelman.[2] Some other representative examples are
summarized below:

1. Nifedipine. Solid dispersions of nifedipine with
PVP[37] and enteric polymers[23,24] were evaluated
in dogs and humans. PVP dispersions showed
rapid absorption with a threefold increase in
bioavailability when compared to physical mix-
tures. Sustained blood levels were obtained from
solid dispersions with enteric polymers.

2. Acetaminophen. The effect of aging of the solid
dispersion of acetaminophen in PEG-20,000 on
human bioavailability was studied.[38] It was
found that the bioavailability of the sample stored

at room temperature for 9 months decreased.
This was due to an increase in the crystallinity
of the drug.

3. Phenytoin. Solid dispersions of phenytoin in
PEG-4000,[39] PEG-6000,[40] and PVP[41] were
evaluated in vivo. The total areas under blood
concentration curve (AUC) after oral adminis-
tration to human volunteers were fourfold
greater from a 1:10 PEG-4000 dispersion and
2.7-fold greater from a physical mixture than
from phenytoin crystals. PEG-6000 dispersions
(40% drug) were examined in mixed-breed
dogs and compared with phenytoin sodium.
Although phenytoin sodium dissolved several
times faster in vitro than the solid dispersion
of phenytoin, the two preparations were found
to be bioequivalent. Sekikawa et al.[41] studied
absorption of phenytoin in humans from PVP
dispersions. The extent of bioavailability of
phenytoin in phenytoin-PVP coprecipitate was
1.54 times greater than that of phenytoin alone.

4. Nitrofurantoin. Nitrofurantoin dispersed in
PVP, PEG, and mannitol was evaluated in
humans by studying cumulative urinary excre-
tion of the drug.[42] A linear correlation was
found between the amount of nitrofurantoin
dissolved in acidic medium after 30 and 90 min-
utes and the cumulative amount of unchanged
drug excreted after 12 h. The bioavailability
relative to pure drug was 239% for a 1 : 4 PVP
dispersion, 190% for a 1 : 4 PEG-6000 dispersion
and 150% for a 1 : 10 mannitol dispersion. Stoll,
Bates, and Swarbrick[43] studied the absorption
characteristics of various nitrofurantoin and
nitrofurantoin-deoxycholic acid preparations.
The l : 5 (w/w) nitrofurantoin-deoxycholic acid
dispersion showed significant increases in both
the rate and extent of absorption when com-
pared with either the drug alone or the physical
mixture.

5. Dicumarol. Sekikawa et al.[11] used the rabbit as
a model to evaluate the performance of solid dis-
persions of dicumarol in PVP and b-cyclodextrin.

Table 1 Materials used as carriers for solid dispersions

Sugars: Dextrose, sucrose, galactose, sorbitol, maltose, xylitol, mannitol, lactose

Acids: Citric acid, succinic acid

Polymeric materials: Povidone (PVP), polyethylene glycols (PEG), hydroxypropyl-methylcellulose, methylcellulose,
hydroxyethylcellulose, cyclodextrins, hydroxypropylcellulose, pectin, galactomannan

Insoluble or enteric polymers: Hydroxypropylmethylcellulose phthalate, Eudragit L-100, Eudragit S-100, Eudragit RL,
Eudragit RS

Surfactants: Polyoxyethylene stearate, Renex, Poloxamer 188, Texafor AIP, deoxycholic acid, Tweens, Spans

Miscellaneous: Pentaerythritol, pentaerythrityltetracetate, urea, urethane, hydroxyalkylxanthins.

(Adapted from Ref.[19].)
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Peak levels of the drug were observed at 4–6 h
postadministration in the cases of the solid
dispersion systems. In the case of dicumarol
crystal powder, peak levels were observed
at 2 to 12 hours postadministration. Average
AUC values (0–48 h) of dicumarol following
the administration of the dicumarol-PVP solid
dispersion systems were 3.31 times (coevapora-
tion method) and 1.54 times (freeze-drying
method) that of control. The corresponding
numbers for b-cyclodextrin dispersions were
2.18 and 1.72.

6. HIV Protease Inhibitor. The bioavailability of
ritonavir (Norvir, Abbott), an HIV protease
inhibitor, was enhanced by formulation as a
solid dispersion in a mixture of surface active
carrier, such as Gelucire 50/13, polysorbate
80, and polyoxyl-35 castor oil.

FUTURE OF SOLID DISPERSIONS

In spite of tremendous research activity in the area of
solid dispersion since its introduction to pharmaceutic
applications in 1961, only a few systems, such as Gris-
PEG (Sandoz), a griseofulvin-PEG solid dispersion,
Cesamet (Lilly), a nabilone-PVP solid dispersion,
Sporanox capsules (Janssen), an itraconazole-HPMC
solid dispersion, and Norvir capsules (Abbott), are
identified as such in the market place. Most likely
many others are utilized but masked as formulation
methods. Perhaps the limited commercial utilization
of the concept stems in part from the instability of
solid dispersions on aging and the need for a high con-
tent of carrier, which might restrict its use to very
potent drugs for physical and economic reasons.
Nevertheless, solid dispersions have great potential
both for increasing the bioavailability of drugs and
for developing controlled-release preparations.

In regard to manufacturing considerations, the
problem of total solvent removal in dispersions pre-
pared by the solvent method needs to be addressed.
The method created by Hasegawa, Nakagawa, and
Sugimoto[23] which involves spray coating of non-par-
eils or any other inert core with drug-carrier solution,
provides a one-step process of achieving a multiunit
dosage form of solid dispersions. With particle-coating
equipment now commercially available,[44] this process
has a promising future, as exemplified by commercial
success of Sporanox capsules manufactured by this
technique.[45]

The problem of instability of the supersaturated
state upon dissolution, which results in a stable form,
has been dealt with by addition of a retarding agent.
Methyl cellulose was used as a retarding agent in dis-
persions of indomenhacin and flufenamic acid in

PVP.[46,47] Computer optimization of such compositions,
as described by Takayama, et al.[47], will certainly be
of great value. More work is needed in these areas.

Novel formulating methods can provide cleaner
manufacturing conditions. For example, Walker
et al.[48] demonstrated the feasibility of liquid-filling
gelatin capsules with the liquid melt and avoiding
grinding-induced changes in crystallinity. This would
be a very attractive feature for potent drug candidates.
Exploration for new carrier systems will certainly con-
tinue. The most commonly used carriers are polymers,
such as PVP and PEG. Recently lipids,[49] freeze-dried
milk,[50] and self-emulsifying agents[22] have been used
as carriers. Finally, the emergence of considerable
research on novel drug-delivery systems may provide
the greatest impetus for increased use of solid disper-
sions. Valuable preliminary studies of the use of solid
dispersions to provide sustained- or controlled-release
of drugs[23–27] have been reported. A U.S. patent[51]

describes a method of preparation for a controlled
release preparation of cyclosporine in biodegradable
polymer, such as poly-D,L-lactide or a blend of poly-
D,L-lactide and poly-D,L-lactide-co-glycolide. More and
more commercial applications are expected in this area.
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Corrosion of Pharmaceutical Equipment

Paul K. Whitcraft
Rolled Alloys, Temperance, Michigan, U.S.A.

INTRODUCTION

Corrosion, the degradation of a material’s properties
or mass over time because of environmental effects,
is a costly reality that effects every industry. A study
issued by the Federal Highway Administration
(FHWA) in 2002 conservatively estimates the annual
direct cost of corrosion in all U.S. industry sectors
at US$276 billion. Costs associated with corrosion
include cathodic/anodic protection; coatings; inhibi-
tors; corrosion-resistant alloys and materials; and
maintenance, repair, and depreciation of equipment.
Indirect costs, such as lost productivity, environmental
or product contamination, planning and design, and
lost opportunities, can easily outpace direct costs by
factors of two or more.

It is relatively easy to recognize the impact that
corrosion has on chemical process industries (CPI).
The FHWA indicates that annual direct costs for the
refinery, chemical, petrochemical, paper, and food pro-
cessing industries total US$13.5 billion. In the chemical
and pharmaceutical sector alone, the conservative
estimate given is that corrosion costs are roughly 8%
of capital expenditures. The US$1.7 billion figure for
this sector is very conservative because it does not
include operating and maintenance costs. Corrosion
within these industries ranges from mild (exposure of
structures to atmospherical conditions) to very severe
(strong acids, high temperatures, and halogen environ-
ments). Additionally, these industries use large quanti-
ties of water for not only chemical process, but for
heating and cooling. The properties of water, a very
mild corrodent, make it conducive to the electrochemi-
cal nature of corrosion processes. Acceptable perform-
ance of corrosion-resistant materials or systems can
range from tens of years to weeks.

The control of corrosion in pharmaceutical product
processes is largely managed through the use of stain-
less steel. Rust-free surfaces and cleanliness issues to
prevent product contamination have been the primary
corrosion concerns. Resistance to mildly aggressive
cleaning solutions and saline solutions and the poten-
tial for under deposit or crevice corrosion present the
most severe service conditions. The high standards of
cleanliness necessary for pharmaceutical processes
favor the mitigation of corrosion.

CORROSION BASICS

The broadest definition of corrosion is the degradation
of a material’s properties or mass over time because of
the effect of the environment. We can think of this in
simpler terms by recognizing this process as the tend-
ency for a material to return to its most thermodyna-
mically stable state. For most metallic materials, this
means the formation of oxides or sulfides, or other
basic metallic compounds generally considered to be
ores. For polymeric materials, the end result could
be a variety of simple organic compounds. Only in
vacuums or under inert atmospheres can corrosion
processes be expected to halt entirely. In most cases,
these processes are slow enough to afford useful and
practical equipment life.

Corrosion is an electrochemical process and cor-
rosion processes follow the basic laws of thermo-
dynamics. Under controlled conditions, corrosion can be
measured, repeated, and predicted. However, because
corrosion takes place on an atomic level, corrosion
can take place in an accelerated localized fashion,
appear as uniform visible attack, or result in subsurface
microscopical damage. Normal service environments
can rapidly complicate these processes and mechanisms
with such variables as pH, temperature, stress, surface
finish, flow rates, etc. With the wide range of variables
that can come into play, it should not be surprising that
corrosion appears to be unpredictable at times.

FORMS OF CORROSION

Corrosion of metallic materials can take on many
forms. Understanding and recognizing the basic forms
of corrosion are necessary for developing a strategy for
mitigation. These concepts can also be utilized in asses-
sing non-metallic materials. Fig. 1 illustrates these
basic corrosion mechanisms.

Uniform Corrosion

The simplest form of corrosion is ‘‘uniform’’ or ‘‘gen-
eral’’ corrosion. This mode of corrosion is characterized
by a uniform metal loss over the entire exposed
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surface. It is the most predictable and measurable
form of corrosion. There are many sources of general
corrosion data that list actual or typical rates of cor-
rosion for many materials in common environments.
Where data are not available, simple laboratory tests
can be conducted to simulate process environments.

The most common way to report uniform corrosion
is in terms of metal thickness loss per unit of time, such
as inches per year or millimeters per year. Because uni-
form corrosion is predictable, even moderately high
corrosion rates can be tolerated provided a suitable
monitoring and inspection system is utilized. For most
chemical process systems, general corrosion rates of
less than 2 mils per year (MPY) are acceptable. Rates
between 2 and 20 MPY (1 mil ¼ 0.001 in.) are routi-
nely accepted as useful engineering materials. In severe
environments, rates between 20 and 50 MPY may be
economically justified. Rates exceeding 50 MPY are
generally not acceptable.

For pharmaceutical applications in particular, the rate
of corrosion must be considered not only for the effect on
equipment, but where the lost metal has gone. Product
contamination can be of concern for other products
as well, and when this is an issue, the selection of more
corrosion-resistant materials is of utmost importance.

Galvanic Corrosion

When two different metallic materials are electrically
connected and placed in a conductive solution, an elec-
trical potential will exist. This potential difference will
provide a stronger driving force for the dissolution of
the less noble (more electrically negative) material. It
will also reduce the tendency for the more noble
material to dissolve.

Although the relative differences in potential will
change from one environment to another, they remain
fundamentally the same because the potential is related
to the energy required to oxidize them to metal ions in
the given environment. The precious metals of gold
and platinum are at the high potential (more noble

or cathodic) end of the series, whereas zinc and mag-
nesium are at the low potential (less noble or anodic)
end. A galvanic series for a variety of metals in sea-
water is shown in Table 1.

Erosion Corrosion

Erosion corrosion results in an increased rate of cor-
rosion attack attributable to the velocity of a corrodent
over the exposed surface. The movement of the corrod-
ent can be associated with mechanical wear. The
increased corrosion is usually related to the removal
or damage of a protective surface film. The mechanism
is usually identified by localized corrosion, which exhi-
bits a pattern that follows the flow of the corrodent.

Fretting corrosion is a specialized form of erosion
corrosion where two metal surfaces are in contact
and experience very slight relative motion that causes
damage to one or both surfaces. Again, in the presence
of a corrodent, the movement causes mechanical damage
of the protective film, leading to localized corrosion.

A second form of erosion corrosion is the case of
cavitation. A type of corrosion familiar to pump impel-
lers, this form of attack is caused by the formation and
collapse of tiny vapor bubbles near a metallic surface
in the presence of a corrodent. The protective surface
film is again damaged, in this case by the high pressures
caused by the collapse of the bubbles.

Pitting Corrosion

Pitting corrosion is in itself a corrosion mechanism, but
is also a form of corrosion often associated with other
types of corrosion mechanisms. It is characterized by
a highly localized loss of metal. In the extreme case,

No Corrosion General Galvanic Erosion Crevice

Stress
Cracking

IntergranularLeachingPitting

Fig. 1 Forms of corrosion.

Table 1 Galvanic series in seawater
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a pit can appear as deep, tiny hole in an otherwise
unaffected surface.

The initiation of a pit is associated with the break-
down of the protective film on the metal surface. In cases
where pit depths increase rapidly, the environment is
usually such that no repair or repassivation of the protec-
tive layer can be accomplished. In situations where many
shallow pits form, the environment is usually one where
repassivation of the damaged film can be made, but
initiation of new sites occurs on a regular basis.

The localized nature of pitting attack can be asso-
ciated with component geometry, the mechanics of the
corrosion process, compositional inhomogeneity, or imper-
fection within the material itself. The growth of pits,
once initiated, is closely related to another corrosion
mechanism, crevice corrosion.

Crevice Corrosion

Crevice corrosion occurs in some environments
because the nature of the environment within the cre-
vice becomes more aggressive over time. There is little
movement of the corrodent within a crevice. Over time,
small changes in chemistry because of minor localized
corrosion may become magnified because the solution
is not being replenished by the bulk solution.

As a result of a slow initial rate of the corrosion, the
pH of the crevice environment may become more
acidic, or detrimental ion species may concentrate.
As a result of the low-flow condition, the crevice region
may become depleted of oxygen, or preclude the
replacement of reacted inhibitors.

Selective Leaching

Selective leaching is the process whereby a specific
element is removed from an alloy because of an elec-
trochemical interaction with the environment. Dezinci-
fication of brass alloys is the most familiar example of
this type of corrosion. It occurs most commonly when
there is exposure to soft waters and can be accelerated
by high carbon dioxide concentrations and the pres-
ence of chloride ions.

The result of this corrosion is the formation of a
porous and usually brittle shadow of the original
component. Other alloy systems are susceptible to this
form of corrosion. Examples include the selective loss
of aluminum in aluminum–copper alloys, and the loss
of iron in cast iron–carbon steels.

Intergranular Corrosion

As the name suggests, this particular corrosion mech-
anism attacks those sites where individual grains

within a metallic material touch each other. These
boundaries are natural regions of higher energy
because of the greater frequency of dislocations of
atoms from the natural order of the material’s struc-
ture. In addition, these regions also tend to act as sites
for the formation of secondary phases, which are
essentially small islands within the matrix that have a
chemical composition different from the alloy itself.

Depending on the corrodent and the alloy system,
corrosion attack may initiate at these locations because
of preferential attack of the secondary phase itself, or
attack the surrounding matrix, which was locally deal-
loyed in forming the secondary phase. Either mech-
anism will result in the metallic surface being etched
along the grain boundaries. As the attack progresses,
individual grains are separated from the matrix and
the surface layer becomes porous. In severe cases, the
surface texture becomes grainy or powdery, leading
to more rapid metal loss.

Stress Corrosion Cracking

The mechanism of stress corrosion cracking (SCC) is
specific to certain alloys (or alloy systems) in specific
environments. It is characterized by one or more crack
fronts, which have developed as a result of a combi-
nation of the particular corrodent and tensile stresses.

Depending on the alloy system and corrodent com-
bination, the cracking can be either intergranular or
transgranular. The rate of crack propagation can vary
greatly and is affected by stress levels, temperature,
and the concentration of the corrodent. In some severe
combinations, such as type 304 stainless steel in a boil-
ing magnesium chloride solution, extensive cracking
can be generated in a matter of hours. In most indus-
trial applications, the progress of SCC is, fortunately,
at a much slower pace. However, because of the nature
of the cracking, it is difficult to detect until extensive
corrosion has already developed, which can lead to
unexpected catastrophic failure. Alloy system and cor-
rodent combinations that are known to exhibit SCC
are fairly well documented and should be considered
in initial design stages.

Apart from the SCC mechanism, stress can assist in
other corrosion processes. Because this stress-assisted
corrosion is related to tensile stresses, it is logical to
expect that it will also accelerate the simple mechanical
fatigue process. Corrosion fatigue is often difficult to
differentiate from simple mechanical fatigue, but is
recognized as a factor when the environment has been
judged to have accelerated the normal fatigue process.
Such systems can also have the effect of lowering the
endurance limit such that fatigue will take place at a
stress level wherein, without the environmental effect,
fatigue failures would not be expected.
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CORROSION MONITORING

The most common method of identifying and monitor-
ing corrosion is visual inspection. Evidence of leakage,
staining, or a change in surface appearance can be an
indication that some type of corrosion is taking place.
Experience with certain types of equipment and pro-
cesses may help dictate inspection intervals and areas
on which to focus the inspection. Records of vessel
operation, maintenance, and repair can be helpful in
establishing a pattern of performance that will improve
predictability and minimize down time.

In areas where general corrosion is the expected
form, a simple ultrasonic thickness gage can be utilized
to determine the extent of corrosion, based on baseline
readings made at installation or previous inspections.
The entire unit need not be examined. Attention can
be focused on those areas most likely to corrode, such
as liquid levels, mixing zones, or areas of high turbu-
lence. Corrosion probes, which can be placed in pro-
cess equipment or pipelines, can monitor corrosion
conditions by measuring an actual corrosion current,
or other process parameters known to be related to
general corrosion rates. These data can be constantly
monitored and recorded to predict equipment wear,
or as an alert to upset conditions.

For detection of more localized corrosion, such as
crevice corrosion or SCC, other ultrasonic inspection
techniques may be useful. Baseline data generated at
the time of installation will also be helpful in evaluat-
ing results. One benefit derived from this type of
inspection technique is that it can often be conducted
with little or no interference with production. Periodic
planned visual inspection of equipment utilized under
conditions likely to cause stress cracking is also an
effective technique, especially when combined with
non-destructive inspection techniques such as dye
penetrant inspection. It may be necessary to remove
coatings or insulation from the equipment surface to
facilitate inspection.

CORROSION PROCESSES AND MITIGATION

Electrochemical Nature of Corrosion

Corrosion, in its simplest definition, is the process of a
material returning to the natural thermodynamic state.
For most metallic materials, this means the formation
of the oxides or sulfides that existed before being
refined into useful engineering materials.

These changes are electrochemical reactions that
follow the laws of thermodynamics. This concept
aids in understanding why corrosion processes are
time-dependent and temperature-dependent, and its
application will indicate ways to mitigate corrosion.

Corrosion reactions and rates are affected by ion and
corrodent concentrations. One of the most basic cor-
rosion reactions involves the oxidation of a pure metal
when exposed to a strong acid. A familiar case is that
of placing pure iron in hydrochloric acid. The resulting
chemical reaction is quite obvious, with the solution
beginning to bubble violently. The chemical reaction
can be expressed as follows:

Fe þ HCl ! FeCl2 þ H2 "

The result of this reaction is evidenced by the
gradual disappearance of the iron and the hydrogen
bubbles rising rapidly to the surface. On an electro-
chemical level, there is also an exchange of electrons
taking place:

Fe þ 2Hþ þ Cl2� ! Fe2þ þ Cl2� þ H2 "

The iron has been converted to an iron ion by giving
up two electrons (oxidation), which were picked up by
the hydrogen ions. By gaining electrons, the hydrogen
ion was reduced and formed hydrogen gas. Note that
the chlorine atom does not enter into the reaction
itself. The transfer of electrons takes place on the
metal’s surface. Those locations where electrons are
being given up are identified as ‘‘anodes.’’ The sites
where electrons are being absorbed are denoted as
‘‘cathodes.’’ A difference in electrical potential exists
between these two areas and a complete electrical
circuit is developed. Negatively charged electrons flow
in the direction of anode to cathode, and positively
charged hydrogen ions in the solution move toward
the cathode to complete the circuit. The faster the dis-
solution of the metal (rate of corrosion) is, the higher is
the current flow. On a microscopical level, the sites of
the anodes and cathodes can change locations on the
surface. In fact, this is exactly what happens when
general corrosion takes place, with the anodic areas
moving uniformly over the metal’s surface.

Anodic reactions in metallic corrosion are relatively
simple. The reactions are always such that the metal is
oxidized to a higher valence state. During general cor-
rosion, this will result in the formation of metallic ions
of all the alloying elements. Metals that are capable of
exhibiting multiple valence states may go through sev-
eral stages of oxidation during the corrosion process.

Cathodic reactions are more difficult to predict, but
can be categorized into one of five different types of
reduction reactions:

Hydrogen evolution

2Hþ þ 2e ! H2 "
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Oxygen reduction in acids

O2 þ 4Hþ þ 4e ! 2H2O

Oxygen reduction–neutral solutions

O2 þ 2H2O þ 4e ! 4OH�

Metal ion reduction

M3þ þ e ! M2þ

Metal deposition

M2þ þ 2e ! M

Cell Potentials

Understanding electrochemical behavior and the pos-
sible reactions can help in predicting the possibility
and extent of corrosion. A reaction will only occur if
there is a negative free energy change ( ). For elec-
trochemical reactions, the free energy change is calcu-
lated from:

where n is the number of electrons, F is Faraday’s con-
stant, and E is the cell potential.

Therefore for a given reaction to take place, the cell
potential must be positive. The cell potential is taken as
the difference between the two half-cell reactions, the
one at the cathode minus the one at the anode. The
half-cell potential exists because of the difference in
the neutral state compared to the oxidized state, such
as Fe/Fe2þ; or, at the cathode, the difference between
the neutral state and the reduced state, as in Hþ/H2.
These reduction–oxidation (redox) potentials are
measured relative to a standard half-cell potential.
The chart shown in Table 2 lists potentials relative to
the Hþ/H2, which is set as zero.

The larger this potential difference is, the greater is
the driving force for the reaction. Whether corrosion
does occur, and at what rate, is dependent on other fac-
tors. For corrosion to occur, there must be a current
flow and a completed circuit, which is then governed
by Ohm’s law: I ¼ E/R. The cell potential calculated
here represents the peak value for the case of two inde-
pendent reactions. If the resistance were infinite, the
cell potential would remain as calculated but there
would be no corrosion at all. The resistance in the cir-
cuit is dependent on a number of factors, including the
resistivity of the media, surface films, and the metal
itself. As current begins to flow, the potentials of both

half-cell reactions move slightly toward each other.
This change in potential is called polarization.

Once the corrosion current has been determined, the
corrosion current density can be calculated by deter-
mining the surface area. However, polarization data
can be more useful than just estimating corrosion
rates. The extent of polarization can help predict the
type and the severity of corrosion. As polarization
increases, corrosion decreases. Polarization may be
preferential to either the cathodic or anodic reactions.
Understanding the influence of environmental changes
on polarization can offer insights to controlling cor-
rosion. For example, in the iron–hydrochloric acid
example, hydrogen gas formation at the cathode can
actually slow the reaction (increased circuit resistance)
by blocking the access of hydrogen ions to the cathode
site. This results in cathodic polarization and lowers
the current flow and corrosion rate. If oxygen is
bubbled through the solution, the hydrogen will be
removed more rapidly by combining to form water
and the corrosion rate increases significantly. Although
this is an oversimplified view of the effects of oxygen, it
does indicate that the degree of polarization can be
affected by changes in the environment, either natural
or induced.

Polarization

There are three basic causes of polarization. They are
termed activation, concentration, and potential drop.
Potential drop is the change in voltage associated with
effects of the environment and the circuit between the

Table 2 Standard oxidation–reduction potentials

25�C, volts vs. hydrogen electrode

Au $ Au3þ þ 3e 1.498

O2 þ 4Hþ þ 4e $ 2H2O 1.229

Pt $ Pt2þ þ 2e 1.2

Ag $ Agþ þ e 0.799

Fe3þ þ e $ Fe2þ 0.771

O2 þ 2H2O þ 4e $ 4OH 0.401

Cu $ Cu2þ þ 2e 0.337

2Hþ þ 2e $ H2 0.000

Ni $ Ni2þ þ 2e � 0.250

Fe $ Fe2þ þ 2e � 0.440

Cr $ Cr3þ þ 3e � 0.744

Zn $ Zn2þ þ 2e � 0.763

Al $ Al3þ þ 3e � 1.662

Mg $ Mg2þ þ 2e � 2.363

(From A. J. de Bethune and N. A. S. Loud, Standard Aqueous Elec-

trode Potentials and Temperature Coefficients at 25�C, Clifford A.

Hampel, Skokie, IL, 1964.)
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anode and cathode sites. It includes the effects of
the resistivity of the media, surface films, corrosion
products, etc.

Activation polarization is because of a rate-control-
ling step within the corrosion reaction(s) at either the
cathode or anode sites. An example of this can be seen
with the Hþ/H2 conversion reaction. The first step of
this process, 2Hþ þ 2e ! 2H, takes place at a rapid
pace. The second part of this reaction, 2H ! H2,
occurs more slowly and can become a rate-controlling
factor.

Concentration polarization is the effect resulting
from the excess of a species, which impedes the cor-
rosion process, or from the depletion of a species criti-
cal to the progression of the corrosion process. The
earlier case with an excess concentration of hydrogen
gas impeding the rate of reaction is an example of
concentration polarization. Although, in this case, it
occurred at the cathode, it can also develop at the anode.

Measuring Polarization

Although polarization always leads to lower rates of
corrosion, identifying the effects of the environment
on polarization of the corrosion circuit is useful in pre-
dicting corrosion behavior. It is possible to measure
the corrosion current while the corrosion potential is
varied.

Most often, it is the anodic polarization behavior
that is useful in understanding alloy systems in various
environments. Anodic polarization tests can be con-
ducted with relatively simple equipment and the scans
themselves can be done in a short period of time. They
are extremely useful in studying the active–passive
behavior that many materials exhibit. As the name
suggests, these materials can exhibit both a highly cor-
rosion-resistant behavior or that of a material that
corrodes actively, while in the same corrodent. Metals
that commonly exhibit this type of behavior include
iron, titanium, aluminum, chromium, and nickel.
Alloys of these materials are also subject to this type
of behavior.

Active–passive behavior is dependent on the
material–corrodent combination and is a function of
the anodic or cathodic polarization effects, which
occur in that specific combination. In most situations
where active–passive behavior occurs, there is a thin
layer at the metal surface that is more resistant to the
environment than the underlying metal. In stainless
steels, this layer is composed of various chromium
and/or nickel oxides, which exhibit substantially dif-
ferent electrochemical characteristics than the underly-
ing alloy. If this resistant, or passive, layer is damaged
while in an aggressive environment, active corrosion of
the freshly exposed surface will occur. The damage to

this layer can be either mechanical or electrochemical
in nature.

The behavior of iron in nitric acid underscores the
importance of recognizing the nature of passivity. Iron
is resistant to corrosion in nitric acid at concentrations
around 70%. Once passivated under these conditions, it
can also exhibit low rates of corrosion as the nitric acid
is diluted. However, if this passive film is disturbed,
rapid corrosion will begin and repassivation is not
possible until the nitric acid concentration is raised to
a sufficient level.

Anodic Polarization

Active–passive behavior is schematically represented
by the anodic polarization curve shown in Fig. 2. Start-
ing at the base of the plot, the curve starts out with a
gradually increasing current as expected. However, at
point A, there is a dramatical polarizing effect, which
drops the current to a point where corrosion is essen-
tially halted. As the potential is increased further, there
is little change in current flow until the next critical
stage, point B, where a breakdown of the passive film
occurs, and the corrosion current again begins to rise.

Even with an established anodic polarization behav-
ior, the performance of a material can vary greatly
with relatively minor changes in the corrodent. This
is also illustrated in Fig. 3. Frame 1 illustrates the case
where the anodic and cathodic polarization curves
intersect much as in materials with no active–passive
behavior. The anode is actively corroding at a high,
but predictable, rate.

Frame 2 represents the condition often found
perplexing when using materials that exhibit active–
passive behavior. With relatively minor changes within

LOG I
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Passive

Transpassive

B
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Epp

ipass icrit

Fig. 2 Anodic polarization curve for a material exhibiting
active–passive behavior.
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the system, the corrosion current could be very low as
when the material is in the passive state, or very high
when active corrosion begins.

Frame 3 typifies the condition sought after when
using materials in the passive state. In this example,
the cathodic polarization curve intersects only in the
passive region, resulting in a stable and low corrosion
current. This type of system can tolerate moderate upset
conditions without the onset of accelerated corrosion.

CORROSION MITIGATION

The basic principles outlined here can be applied to
identified corrosion problems and can provide solu-
tions or alternatives. Corrosion control in many forms
and approaches is founded on these concepts.

The principle of cathodic or ‘‘sacrificial’’ protec-
tion is founded in the natural potential differentials
between different metals. Zinc anodes are intentionally
placed in electrical contact with steel structures so that,
as they corrode, the steel is protected. In other systems,
a current may be applied to the structure to be pro-
tected so as to cause the current to flow to an artificial
anode.

For similar reasons, it is desirable to build process
systems out of the same materials. In systems where
contact of dissimilar metals cannot be avoided, it is
helpful to have the less noble material possess the lar-
gest surface area. By doing so, the corrosion current
that is generated is distributed over a much greater
area and slows the overall rate of penetration. In many
such systems, it is also possible to electrically insulate
one alloy network from the other.

Anodic protection finds its basis in the understand-
ing of active–passive behavior. By increasing the
potential of the component to be protected, it moves
from an actively corroding situation to one where pass-
ivity can be induced. Such techniques can be quite
cost-effective, but must be applied under well-controlled
operating conditions because slight overprotection or

underprotection can lead to accelerated rates of
corrosion.

The types and varieties of inhibition systems are
quite diverse, but also derive their fundamental logic
from the principles reviewed here. Inhibitors slow cor-
rosion by increasing polarization at either the anodic
or cathodic reactions, or by increasing the electrical
resistance of the media.

As an alternative to controlling the corrosion pro-
cesses, the environmental conditions under which the
system is operating may lend themselves to control.
Temperature can have a significant influence on the
corrosion process. This is not surprising because it is
an electrochemical reaction and reaction rates do
increase with increasing temperature.

If reducing the temperature is not possible, then it
may be possible to eliminate one or more corrodents
present, which are not critical to the product pro-
cess. Halogen ions can be particularly aggressive on
many materials and are often present only as a con-
taminant. Careful control of the pH can also be
employed in many processes. There are additional
environmental influences on corrosion other than the
corrodent itself.

The relative velocities between the component and
the media can have a direct effect on the corrosion
rate. In some instances, increasing the velocity of the
corrodent over the surface of the metal will increase
the corrosion rate. When concentration polarization
occurs, the increased velocity of the media will disperse
the concentrating species. However, with passive mate-
rials, increasing the velocity can actually result in lower
corrosion rates.

The surface finish of the component also has an
impact on the mode and severity of the corrosion that
can occur. Rough surfaces or tight crevices can facili-
tate the formation of concentration cells. Surface
cleanliness can also be an issue with deposits or films
acting as initiation sites. Biological growths can behave
as deposits, or can change the underlying surface
chemistry to promote corrosion.

One of the most common and cost-effective meth-
ods of preventing harmful corrosion is the selection
of more corrosion-resistant materials. In addition to
selecting the proper material, fabricating and finishing
the equipment can have critical impact on perform-
ance. Variations within the metal surface on a micro-
scopical level influence the corrosion process.
Microstructural differences such as secondary phases
or grain orientation will affect the way corrosion man-
ifests itself. For corrosive environments where grain
boundaries are attacked, the grain size of the material
plays a significant role in how rapidly the material’s
properties deteriorate. Chemistry variations in the
matrix of weld deposits are also factors that must be
considered in some corrosive environments.

Frame 1

ic ic ic

Frame 2 Frame 3

Fig. 3 Conditions within the corrosive environment can
alter the cathodic polarization curve to create fluctuations

between passive and active behavior.
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The corrosion engineer can play a major role in system
design, material selection, process or environmental con-
trol, and remediation. The focus of these efforts should
not necessarily be the complete elimination or avoidance
of corrosion, but rather the selection of the most cost-
effective means of corrosion control and abatement.

MATERIAL SELECTION

The range and the availability of various types of
engineering materials of construction continue to
grow. As these materials improve, the benefits appear
not only in terms of equipment reliability, but also
processes pushed to more extreme conditions. These
materials of construction can be generally classified
as ferrous metals, non-ferrous metals, plastics, elasto-
mers, and other non-metallics.

Ferrous Metals

This group of materials encompasses some of the most
widely used construction materials as it includes steels
and stainless steels. In pharmaceutical process applica-
tions, low-alloy steels are typically limited to structural
uses and see little contact with product. Mild steels
have been utilized successfully in stills, provided the
oxygen content is maintained at very low levels. Tool
and die steels may be used in areas where the product
is dry and no corrosion is anticipated.

Steel and Stainless Steel

In areas where steels are in contact with the product or
raw materials, stainless steels are often used as the
workhorse. The production of stainless steel began in
the early 1900s. The original efforts in this area were
presumably based on the observation that chromium-
plated steels parts were highly corrosion-resistant.
The end result was the introduction of the ferritic fam-
ily of stainless steels. The first documentation of the
development of this class of steel began to appear in
the 1920s. The first American Society for Testing and
Materials (ASTM) Specifications for stainless steels
were published in 1935.

Today, there are seven basic families of stainless
steels with compositions that contain 11–33% chro-
mium, 0–38% nickel, and 0–7% molybdenum as the
major alloying elements. These families are:

� Ferritic
� Austenitic
� Precipitation-hardenable
� Superferritic
� Martensitic

� Duplex (ferritic–austenitic)
� Superaustenitic

Chromium is a metal that readily forms an oxide, which
is transparent and happens to be extremely resistant to
further degradation. As a further benefit to alloying with
steel, it is less noble than iron and thus tends to form its
oxide first. For exposure to mild, wet environments, the
addition of about 11% chromium is sufficient to prevent
‘‘rusting’’ of steel components, hence the term ‘‘stainless.’’

Ferritic stainless steels are magnetic, have body-
centered cubic atomic structures, and possess mechanical
properties similar to carbon steel, although less ductile.
These materials are historically known as ‘‘400’’ series
stainless as they were identified with numbers beginning
with 400 when the American Institute for Iron and Steel
(AISI) had the authority to designate alloy compositions.
Alloy identification is now formally handled by the
Unified Numbering System (UNS), where stainless alloy
identification numbers generally begin with ‘‘S’’ followed
by a five-digit number. Ferritic stainless steels find
little application in the pharmaceutical industry owing
to their low level of corrosion resistance and strength.

The corrosion resistance of the martensitic steels is
again dependent solely on chromium, and because
the carbon contents are generally higher than the
ferritic alloys, they are less corrosion-resistant. Never-
theless, the combination of useful corrosion resistance
in mild environments coupled with high strengths
makes the martensitic stainless alloys candidates for
cutting tools, molds, gears, shafts, and ball bearings.

Austenitic Stainless Steels

This family of stainless accounts for the widest usage
of all the stainless steels. These materials are non-
magnetic, have face-centered cubic structures, and pos-
sess mechanical properties similar to the mild steels, but
with better formability. The AISI designation system
identified the most common of these alloys with num-
bers beginning with 300 and resulted in the term 300
series stainless. Table 3 lists the chemical analyses of
some standard austenitic stainless steels and compares
them to a few materials from other families of materials.

Once the corrosion resistance plateau in ferritic
alloys of 18% chromium is reached, the addition of
about 8% nickel is required to cause a transition from
ferritic to austenitic. The primary benefit of this alloy
addition is to achieve the austenitic structure, which,
relative to the ferritics, is very tough, formable, and
weldable. The added benefit, of course, is the improved
corrosion resistance to mild corrodents. This includes
adequate resistance to most foods, a wide range of
organic chemicals, mild inorganic chemicals, and most
natural environmental corrosion.
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Nickel is used judiciously as an alloying element
because its cost is substantially higher than chromium.
However, type 304 is balanced near the austenite–
ferrite boundary for another reason. Compositions
similar to type 304 that are unable to form ferrite when
solidifying after welding are prone to cracking during
solidification and are more difficult to hot work. As
a result, adding more nickel to the 18–8 composition
offers little benefit from a corrosion standpoint and
would be detrimental in other regards.

The next major step in alloying additions comes
from molybdenum. This element also provides excel-
lent corrosion resistance in oxidizing environments,
particularly in aqueous corrosion. It participates in
strengthening the passive film, which forms on the
stainless steel surface along with chromium and nickel.
A significant benefit is realized with the addition of
only about 2% molybdenum. Added directly to the
18–8 composition, the alloy would contain too much
ferrite so it must be rebalanced. The resulting chemis-
try is roughly 16% chromium, 10% nickel, and 2%
molybdenum, and is recognized as type 316 stainless.

Austenitic alloys also make use of the concept of
stabilization. Stainless types 321 and 347 are versions
of type 304 stabilized with titanium and niobium,
respectively. These elements will preferentially combine
with carbon that comes out of solid solution during
weld solidification. Rather than a loss of corrosion
resistance associated with formation of harmful chro-
mium carbides, the carbides of titanium and niobium
are not detrimental to corrosion resistance. The aus-
tenitic family of stainless also prompted another
approach to avoiding the effects of chromium carbide
precipitation. Because the amount of chromium that
precipitated was proportional to the carbon content,
lowering the carbon could prevent sensitization. Main-
taining the carbon content to below about 0.035% vs.

the usual 0.08% maximum will avoid the precipitation
of harmful levels of chromium carbide. This discovery,
along with improvements in melting technology,
resulted in the development of the low-carbon version
of many of these alloys. When first introduced, Extra
Low Carbon (ELC) grades (i.e., 304 L and 316 L)
required premiums on pricing because of higher pro-
duction costs. This differential has essentially dis-
appeared in the face of modern argon–oxygen
decarburization (AOD) furnaces.

Argon–oxygen decarburization furnaces, utilized as
a final refining stage in melting, are designed to permit
the bubbling of the molten steel with oxygen, which
facilitates the removal of carbon and sulfur. During
this process, the exposed surface of the melt is pro-
tected with an inert argon atmosphere. This arrange-
ment also permits bubbling with nitrogen gas, which
will dissolve as atomic nitrogen into the steel. Nitrogen
acts in a fashion similar to carbon by pinning slip
planes, thus leading to higher-strength materials.

Modern melting technology is also responsible for
another trend in stainless metallurgy. At one time,
the permissible chemistry ranges for alloying elements
needed to be broad to accommodate inhomogeneity
in electrical furnace melts, chemical analysis variations,
and raw material quality. For example, the chromium
range for type 304 was 8.0–10.0, and still heats were
occasionally missed. With current technology, it is pos-
sible to maintain �3s limits on chromium to 0.5% or
better. The result is that alloys are currently being pro-
duced with 0.50–0.75% less of an alloying element than
they were just 15 years ago.

Even with alloying additions such as molybdenum
to improve localized corrosion resistance to halogens,
the workhorse 304 L and 316 L alloys are susceptible
to chloride SCC. This cracking mechanism manifests
itself as branched, generally transgranular cracks that

Table 3 Typical chemical compositions of some common stainless and nickel alloys

Alloy Family C Cr Ni Mo N Nb Other

430 Ferritic 0.07 16.5 — — — —

304 L Austenitic 0.025 18.2 8.6 — 0.04 —

316 L Austenitic 0.025 16.5 10.5 2.2 0.04 —

410 Martensitic 0.1 12.0 — — — —

17-4 PH Precipitation-hardenable 0.04 16.2 4.2 — — 0.25 3.6 Cu

Alloy 20 Superaustenitic 0.02 19.5 33.0 2.2 — 0.5 3.2 Cu

AL-6XN� Superaustenitic 0.02 20.5 25.0 6.1 0.22 —

Sea-Cure� Superferritic 0.02 26.0 2.5 3.0 0.025 0.3 0.3 Ti

2205 Duplex 0.02 23.0 5.5 3.0 0.18 —

C-276 Nickel alloy 0.01 16.0 57.0 16.0 — — 3.5 W

625 Nickel alloy 0.02 22.0 61.0 8.9 — 3.6 0.25 Ti

AL-6XN is a registered trademark of Allegheny Ludlum.

Sea-Cure is a registered trademark of Colt Industries.
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are so fine as to be virtually undetectable until it has
progressed to catastrophical proportions. This mode
of failure can occur when the austenitic alloy is under
stress in the presence of halogen ions at temperatures
above about 120�F. Studies by Copsen underscored
the benefit of very low nickel contents, such as the fer-
ritic stainless steels, or nickel levels in excess of about
20%. In fact, the nickel contents in these two alloys
are in the range that tends to crack most quickly in
chloride-bearing environments.

Duplex Stainless Steels

Stainless alloys that contain roughly equal amounts
of austenite and ferrite are termed duplex stainless.
This family of alloys grew out of one basic material
originally identified as type 329. They are balanced to
contain relatively high chromium contents, with only
enough nickel and austenitizers to develop about
50% austenite.

These alloys offer several useful advantages. First,
their general corrosion resistance is typically slightly
above that of 316 L in most media. In addition,
because the nickel content is held low, they offer very
good resistance to chloride SCC. In combination with
good corrosion resistance, duplex stainless alloys offer
higher strengths than those typically found with austen-
itic steels. Table 4 compares some typical mechanical
properties for common stainless and nickel alloys.

Although more formable than the ferritic alloys,
they are not as ductile as the austenitic family of alloys.
Welding requires more care than with the austenitic
alloys because of a greater tendency toward composi-
tional segregation and sensitivity to weld heat input.
Improper fabrication techniques can result in equip-
ment that falls short of expectations for corrosion
resistance and mechanical properties.

Superaustenitic

During the 1970s and into the 1980s, there was much
attention focused on a family of stainless alloys, which
came to be identified as superaustenitic. The foun-
dation for the development of this class of materials
was in the development of Carpenter no. 20 stainless,
introduced in 1951. Consisting of 28% nickel and
19% chromium with additions of molybdenum and
copper, this alloy was first produced as a cast material.

20Cb-3 Stainless became popular in the CPI as an
intermediate step between type 316 stainless and the
more highly alloyed nickel base materials. In parti-
cular, it was a cost-effective way to combat chloride
SCC. Because of the high nickel content of 20Cb-3
Stainless, it received a nickel base alloy UNS desig-
nation as UNS N08020. However, because the major
constituent is iron, it is truly a stainless steel. The
superaustenitic term is derived from the fact this com-
position is so far from austenite–ferrite boundary that,
unlike the 300 series stainless alloys, there is no chance
of developing ferrite in this material.

The main approach to improving the pitting and
crevice corrosion resistance of the basic 35% nickel,
19% chromium, and 2% molybdenum alloy was to
increase the molybdenum content. Among the first of
the newer alloys introduced was 904 L (UNS
N08904), which boosted the molybdenum content to
4% and reduced the nickel content to 25%. The
reduction in nickel content was beneficial as a cost-
saving factor, with minimal loss of general corrosion
resistance and sufficient resistance to chloride SCC.

The next progression was to raise the molybdenum
content to a higher level of 6% and to offset the tend-
ency for the formation of sigma phase by the alloying
addition of nitrogen. This concept was introduced with
two alloys, 254SMO� (UNS S31254) and AL-6XN�

(UNS N08367). The major benefit of the addition of

Table 4 Typical mechanical properties of some common stainless and nickel alloys

Alloy Condition Tensile (KSI) Yield (KSI) Elongation (%) Toughness (ft lb at �F)

430 Annealed 74 45 28 75 at RT

304 L Annealed 75 28 55 80 at �300�

316 L Annealed 75 28 55 110 at �300�

410 Full hard 188 155 17 49 at RT

17-4 PH 900� aged 198 183 15 16 at RT

Alloy 20 Annealed 90 48 45 145 at �300�

AL-6XN Annealed 110 55 50 85 at �300�

Sea-Cure Annealed 95 80 30 DBTT near �10�

2205 Annealed 98 70 25 80 at �40�

C-276 Annealed 110 55 50 240 at �40�

625 Annealed 120 65 50 35 at �320�
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nitrogen was the ability to produce these alloys in
heavy product sections such as plate, bar, and forgings.
An additional benefit was derived from alloying with
nitrogen in terms of increased pitting resistance. A sig-
nificant amount of work by a large body of researchers
has demonstrated a relationship between pitting or
crevice corrosion resistance and alloy content, which
is approximated by:

Cr% þ 3:3�Mo% þ 16�N%

where increasing values indicate increased resistance.
A value in excess of approximately 33 is considered
necessary for pitting and crevice resistance to ambient
seawater.

Other Stainless

The precipitation-hardenable family of stainless alloys
utilizes thermal treatment to intentionally precipitate
phases, which cause a strengthening of the alloy. The
precipitating phase is generated through an alloy
addition of one or more of niobium, titanium, copper,
molybdenum, or aluminum. The metallurgy is such
that the material can be solution-treated (i.e., all alloy-
ing elements are in solid solution and the material is in
its annealed or softest state). In this condition, the
material can be machined, formed, and welded in the
desired configuration. After fabrication, the unit is
exposed to an elevated temperature cycle (aging),
which precipitates the desired phases to cause an
increase in mechanical properties.

As a class, these alloys offer high mechanical
properties, although not as high as martensitic low-
alloy steels, in combination with very useful corrosion
resistance. On average, their general corrosion resist-
ance is below that of type 304 stainless. The corrosion
resistance of the PH 15-7 Mo and A-286 alloys
approaches that of type 316. The martensitic and semi-
austenitic pH grades are resistant to chloride cracking.
These materials are susceptible to hydrogen embrittle-
ment. In the pharmaceutical industry, these materials
might find useful applications in valve components,
bolting materials, or wear surfaces.

The ability of the ferritic alloys to resist chloride
SCC is one of their most useful features in terms of
corrosion resistance. During the 1970s, developmental
efforts were directed at producing ferritic materials
that could also exhibit a high level of general and
localized pitting resistance as well.

The first commercially significant alloy to meet this
expectation was an alloy containing 26% chromium
and 1% molybdenum. To obtain the desired corrosion
resistance and acceptable fabrication characteristics,
the material had to have very low interstitial element
contents. To achieve these levels, the material was

electron beam-refined under a vacuum, and was intro-
duced as E-BRITE� Alloy. Carbon plus nitrogen con-
tents were maintained at levels below 0.020%.

Materials such as SEA-CURE� (S43635) and
29-4C� Alloy (S44735) represent the most recent
developments in superferritic materials. These alloys
do exhibit excellent localized corrosion resistance.
Although the superferritic materials alloyed with
some nickel have improved mechanical toughness
and are less sensitive to contamination from interstitial
elements, their availability is still limited to heat
exchanger tubing with wall thicknesses below about
0.100 in. This is related to the formation of embrittling
phase during cooling from annealing temperatures.
Section thicknesses over these levels cannot be cooled
sufficiently fast to avoid a loss of toughness.

Cast Stainless Steel

The discussion thus far has been devoted to examining
the different families of stainless steel metallurgy. The
alloys discussed were wrought materials (i.e., materials
that are hot-worked following being cast into ingots).
The practice of hot working steels improves the uni-
formity of their chemical, mechanical, and corrosion-
resistant properties. These materials are suited for
fabrication by bending and welding.

Cast stainless steels can be divided into the same
families as the wrought materials, except for the super-
ferritics. Castings offer the particular advantage of
being able to obtain complex shapes without extensive
fabrication or machining. Cast alloys usually cost less per
pound than the wrought counterpart because the hot
working operations are avoided. Cast stainless steels
can also have chemistry modifications to enhance
properties that would otherwise render them unworkable
as a wrought product. Heat-resistant cast alloys, such as
HK, usually have high carbon and silicon contents,
which improve elevated temperature strength consider-
ably, but at the expense of room temperature toughness.
The cast structure of such materials is also less resistant
to thermal fatigue than the wrought material.

Although the compositions of the basic austenitic
cast alloys are very similar to the wrought versions,
the cast versions usually contain significant amounts
of delta ferrite. As in the solidification of weld metal,
ferrite is beneficial in reducing the tendency for the
material to form cracks during solidification. The ferrite
content in CF-8M can approach 20% and can readily
attract a magnet. Although high ferrite contents are often
not of concern, the ferrite can be attacked preferentially
in some environments such as urea, nitric acid, and
hydrochloric acid.

The existence of significant amounts of ferrite is one
form of segregation that can be encountered in cast

792 Corrosion of Pharmaceutical Equipment



C
oo

l–
C

ry
st

al

stainless alloys. Because cooling rates are generally
slow for cast components, other secondary phases
can form. Chromium carbide precipitation is a parti-
cular concern for many of these materials and, under
most circumstances, the casting should be solution-
annealed prior to being placed in corrosive service.

NON-FERROUS METALS

Nickel Alloys

Nickel is very effective in improving the corrosion
resistance of stainless steels and is also utilized as the
base material for a number of specialty alloys. By defi-
nition, nickel alloys contain more nickel than any other
constituent. Alloy 625 has been widely used through-
out the CPI for its corrosion resistance to strong acids,
including hydrochloric acid, and for its resistance to
halogen attack. This material also has excellent high-
temperature mechanical properties and is used in gas
turbine applications. Another nickel base alloy more
familiar to the pharmaceutical industry is alloy C-276.
This alloy combines the general corrosion resistance
advantages of nickel with the benefits of oxidation and
localized corrosion resistance derived from chromium
and molybdenum.

Nickel alloys are also austenitic, non-magnetic
under all conditions, and possess formability similar
to the austenitic stainless steels. The same welding
techniques utilized for stainless alloys can be used for
joining the nickel alloys.

Recent additions to the wide range of nickel alloys
include materials designed to resist even more severe
environments, such as hot halogenated acids, which
are likely to induce crevice corrosion. Such materials
include alloy 686, alloy 59, and alloy C-2000. These
materials contain high levels of chromium (over 22%)
and molybdenum (over 15%).

Other Non-Ferrous Materials

Other significant non-ferrous materials include copper,
aluminum, and titanium, and their alloys. Copper is
resistant to most neutral waters, including seawater,
and to strong reducing acids. However, it is not resist-
ant to oxidizing acids, amines, metal salts, and sulfur
compounds, and is also sensitive to erosion from high
velocities. Aluminum is useful in resisting atmospheri-
cal corrosion and neutral waters, but can corrode
quickly in acids or bases. As such, copper and alumi-
num alloys are used sparingly in the CPI.

Titanium offers a much broader range of corrosion
resistance and its applications are similar to those of
the superaustenitic stainless steels and some nickel

alloys. It has good resistance to pitting and crevice
corrosion. Titanium alloys offer good general corrosion
resistance to a variety of oxidizing and reducing acids.
Although titanium alloys can be fabricated by welding,
the required procedures are best suited for shops
geared for this type of work. Field fabrication and
repair are possible, but do require specialized equip-
ment and procedures.

PLASTICS

This is a huge general category of materials, which
includes both thermoplastics and thermosetting poly-
mers. Tabular data on the corrosion resistance of these
materials in a wide range of environments are available
from a variety of sources. Commonly used materials
of construction in the CPI include polyvinyl chloride
(PVC and CPVC), polyethylene, polypropylene, poly-
styrene, polycarbonate, polytetrafluoroethylene (PTFE),
fiberglass composite materials, and a variety of epoxies
used for coatings or adhesives.

This class of materials can be a solution to handling
a wide range of very aggressive chemicals, often result-
ing in a cost savings over more expensive metallic
materials. However, some important differences
between these materials and metals can limit their
application. First, there is a maximum temperature
limitation for these materials, which generally ranges
from 120�F to 400�F. Many of these materials are lim-
ited to useful service temperatures below 200�F.
Second, corrosion of these materials rarely occurs by
direct material loss through a chemical reaction similar
to that of metallic materials. The degradation of
properties is usually the result of permeation by, or
absorption of, the corrosive media. This attack can
result in embrittlement, softening, blistering, crazing,
swelling, dissolution, or some other loss of physical
properties. Finally, the mechanical strength of this
group of materials is generally lower than that of metal
alloys. This can usually be accommodated through
design, or with suitable exterior support structures.

Within the pharmaceutical industry, these materials
are utilized for bulk acid storage at room temperature,
storage of dry powders, piping of potable water, sewer
lines, and wastewater treatment. The Food and Drug
Administration (FDA) recognizes acceptable materials
for food contact in the Code of Federal Regulations
(CFR) 21 part 177.

ELASTOMERS

Elastomers or rubbers are also available in a wide var-
iety of chemistries starting with natural rubber and
including neoprene, urethane, polyester, silicone, and
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fluoroelastomers. These materials are subject to the same
types of degradation as the thermoplastic materials. Tem-
perature limitations are similar, or perhaps slightly lower.

The widest usage of these materials within the
chemical process and pharmaceutical industries is for
gasket and sealing applications, linings, flexible tubing,
electrical insulation, and drive belts.

OTHER NON-METALLICS

Included in this category are materials such as con-
crete, chemical-resistant grouts, ceramics, and glass.
These materials are highly resistant to chemical attack
from most media normally encountered in the chemi-
cal process and pharmaceutical industries. In general,
their usage is restricted as they tend to be brittle, have
poor mechanical properties in tension, and are sensi-
tive to thermal shock.

Chemical-resistant grouts and mortars and ceramic
tile systems are very effective in providing cleanable
surfaces, such as flooring and walls, and for contain-
ment. Ceramics are typically silicate-based materials,
but there are also types produced from metallic oxides,
nitrides, borides, and carbides. Although they gener-
ally have good corrosion resistance, they can be
attacked by strong, hot alkalis and acidic fluoride
media. The chemical-resistant grouts utilize inorganic
binders, fillers, and a hardener. The exact formulation
utilized must be based on the resistance to the environ-
ment to which it will be exposed.

Glassware and glass-lined equipment also offer
excellent resistance to corrosion, similar to that of
ceramic materials. In addition to the advantages of
corrosion resistance, it also affords a very cleanable
surface. Glass-lined vessels are used in the pharma-
ceutical industry for reactors, mixers, storage tanks,
transfer piping, and high-purity water systems.

EQUIPMENT AND SERVICE
CONSIDERATIONS

Welding

From an engineering standpoint, the ability to weld
stainless steels with relative ease is a major advantage
to their usefulness. Weld deposits, because they are cast
structures, are subject to discussion regarding cor-
rosion resistance similar to the cast materials. The
chemistry of a weld deposit is likely to exhibit segre-
gation and, depending on the alloy and the welding
technique employed, may develop deleterious second-
ary phases in either the weld or heat-affected zone.

Two ways to address this concern have already
been discussed. These involve the reduction of carbon

content to low levels and the use of stabilizers to pre-
vent chromium depletion. Either of these methods is
typically used for components that are assembled in
the field, because subjecting the fabricated unit to an
annealing treatment is neither practical or desirable
in most instances.

In many cases, a small decrease in the corrosion
resistance of weldments is tolerable. When the environ-
ment is particularly severe for the alloy being used, the
weld may be attacked preferentially. This condition
can be exaggerated by the area effects of the more
noble base metal compared to the small weld zone.
An alternate approach for field welding is to select a
higher alloy welding consumable so the weld deposit
is more noble than the base metal. Preferential attack
can also occur in the heat-affected zone of the base
metal. This is typical of weldments made in standard
type 304 where the carbon content will lead to chro-
mium carbide precipitation. Of course, this condition
cannot be avoided by using a different filler metal
and the only remedy is a postweld anneal.

Aside from the actual weld deposit chemistry,
welding techniques can have an influence on corrosion
resistance. First and foremost, the area to be joined
should be clean and free of dirt and grease. Carbon-
aceous materials will contaminate the weld deposit
and will deplete chromium from the alloy. For a simi-
lar reason, carbon arc gouging or cutting should be
avoided. Contamination from other metals should also
be avoided. Although free iron will essentially be
melted into the weld deposit unnoticed, rust can affect
weldability. At best, it can lead to lack of fusion or
porosity and, at worst, it may act as a preferential site
for the onset of corrosion. Joint preparation should be
accomplished using properly sharpened tooling, and
wire brushing should be performed using stainless steel
brushes.

Low-melting-point metals are of particular concern.
Molten copper, zinc, or aluminum will attack the grain
boundaries of austenitic alloys preferentially. Copper
alloy clamps or fixtures used to hold work, whereas
welding has been known to leave smears of metal that
have subsequently caused cracking. Zinc from galva-
nized steel or paint primers has also been known to
contaminate weld joints.

Full-penetration weld joints should also be made.
This is a good practice from a strength and fatigue
resistance standpoint, but is also a factor in avoiding
corrosion. Unfused joints are sites likely to trap corro-
dents and corrosion products increasing the likelihood
that oxygen or metal ion concentration cells are
developed. This will generally mean that joints will
have to be beveled if the thicknesses to be joined are
in excess of 3/16 in. Beveling joints also insures that
adequate filler metal will penetrate to the root in those
instances where overalloying is desired.
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Finally, the surface finish of the weld area should be
similar to that of the base metal. Although a slightly
higher roughness is usually unavoidable unless welding
is followed by grinding to blend in the weld, minimiz-
ing roughness in the weld zone can be beneficial. Weld
spatter should be removed by grinding. The weld slag
from covered electrodes, which prevents oxidation of
the metal during solidification, should be completely
removed prior to making a second weld pass or placing
the weld in service. Slag deposits on the surface will act
as crevices in corrosive service. Removal of heat tints
on the surface from bare wire or autogenous welding
processes is preferred. In severe service, these areas
may be attacked preferentially.

Passivation

Stainless steels offer useful resistance because they tend
to exhibit passive corrosion behavior as a result of the
formation of protective oxide films on the exposed sur-
faces. Under normal circumstances, stainless steels will
readily form this protective layer immediately on
exposure to oxygen. When this protective film is vio-
lated or fails to form, active corrosion can occur. Some
fabrication processes can impede the reformation of
this passive layer, and to insure that it is formed, stain-
less steels are subjected to ‘‘passivation’’ treatments.

The most common passivation treatments involve
exposing the metal to an oxidizing acid. Nitric and
nitric–hydrofluoric acid mixtures comprise the pre-
dominant usage in stainless steel production. The
nitric–hydrofluoric acid mixtures are more aggressive
and are typically used to remove the oxide scales
formed during thermal treatment. This ‘‘pickling’’ pro-
cess provides two benefits. First, it removes the oxide
scale and passivates the underlying metal surface.
Second, because of its aggressive nature, the process
will remove any chromium-depleted layer that may
have formed as a result of the scale formation.

For passivation treatments other than scale removal
following thermal treatment, less aggressive acid solu-
tions are usually employed. The primary purpose of
these treatments is to remove contaminants that may
be on the component’s surface and could prevent the
formation of the oxide layer locally. The most common
contaminant is imbedded or free iron particle from
forming or machining tools. Mechanical polishing can
be employed to provide a uniform surface finish and to
remove these contaminants. The polishing materials
should be used for stainless only as they can carry over
small particulates from one part to the next. In
addition, the work-hardened state of this fine particu-
late, even from a stainless vessel, can have a lower
threshold for corrosion and act as an initiation site if
not removed. A dilute (10%) solution of nitric acid is

effective at removing free iron, or similar contami-
nants. For ferritic, martensitic, or precipitation-hard-
ening grades, a nitric acid solution inhibited with
sodium dichromate is used so as not to attack the
stainless too aggressively. For the more resistant stain-
less alloys, phosphoric acid at 1% concentration and
citric acid at 20% concentrations are also effective.
Other commercially available chelating agents can be
employed.

Electropolishing

Electropolishing is actually controlled corrosion,
resulting in the uniform removal of the surface layer
of metal. Electropolishing is not a passivation treat-
ment, although the process does result in a passive sur-
face. Proper electropolishing technique maintains the
part in the electrochemically passive range whereas
the passivated layer is only allowed to grow several
atoms thick, at most. The electrolyte simultaneously
promotes dissolution of this layer. The electropolishing
process does remove surface impurities as is accom-
plished with passivation. During the cleaning and rins-
ing process following electropolishing, the material
does passivate naturally on exposure to oxygen con-
taining rinse water or air. No additional passivation
procedure is required.

Electrolytes used for electropolishing are usually
proprietary mixtures with contents that are not quanti-
tatively revealed. Any electrolyte will typically have the
ingredients to facilitate three different actions of the
polishing process. These are: 1) a contaminant, which
facilitates the breakdown of a passive film; 2) an oxidi-
zer, which helps form a passivating film; and 3) a
highly viscous constituent, which promotes the forma-
tion of a diffusion layer. The oxidizer and the contami-
nant assist in maintaining the part in a pseudo-passive
state whereas the diffusion layer control is necessary to
promote uniform metal loss. This is illustrated in the
potentiodynamic graph shown in Fig. 4. For electro-
polishing 316 L stainless, the electrolyte will often con-
tain perchloric acid, which can provide both oxidizing
power and a halide contaminant. Acetic anhydride
may be used to control the diffusion layer. Stainless
and higher nickel alloys might also use nitric acid, sul-
furic acid, phosphoric acid, hydrogen peroxide, and
methyl alcohol.

Determining the ideal electrolyte ingredients is an
important part of the process. Because this is an elec-
trochemical process, other variables to be controlled
include the voltage, current density, and solution tem-
perature. As illustrated in Fig. 5, voltages that are too
low can cause etching of the surface because of more
rapid general corrosion; too high a voltage will result
in pitting. Cathode design is important because it is
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imperative to distribute the current as uniformly as
possible over the part’s surface.

Rouging

Rouging is a phenomenon of particular interest to the
pharmaceutical industry. It is the presence of a surface
layer of oxide found on stainless equipment or piping,
typically handling high-purity water at temperatures
above ambient. This includes stills, steam systems, pur-
ified water, and water for injection (WFI). The oxides
can range in composition, degree of oxidation, color,
texture, and adherence. Although generally shown to
be innocuous, the mere presence of these deposits can
raise concern.

The rouge itself is typically composed primarily of
iron oxides or iron hydroxides, but because these are
developing on stainless surfaces, they also contain
oxides of chromium, nickel, and molybdenum as well.

There are empirical data indicating that resistance to
rouging increases with increasing Cr/Fe ratios in the
passive layer, and/or the depth of the passive layer
itself. Because electropolishing and passivation both
increase the Cr/Fe ratio, application of these processes
can increase resistance to rouging. Even with such
treatments, the passive layer can break down because
of the ionizing effect of high-purity water. The low
oxygen content of these waters also slows the rate of
repassivation and may cause the layer to linger in inter-
mediate states of oxidation. Repeated cycles of this
process result in the entrapment of various oxides in
the passive layer, hence the wide variation in colors.

Removal of rouging can be accomplished mechani-
cally, but is usually addressed by chemical cleaning.
Repassivation treatments with nitric, phosphoric,
citric, or other oxidizing acid solutions have been effec-
tive in removing or fully reoxidizing this layer. As with
any chemical reaction, the process is time-dependent
and can be influenced by temperature. For more resist-
ant rouge patterns, reducing acids such as hydrofluoric
or hydrochloric may be used in combination with a
passivation treatment. The use of these acids in strong
concentrations may etch the surface.

Potentiodynamic polarization studies have been
conducted to measure the efficacy of passivation treat-
ments. It has been shown that the breakdown (pitting)
potential is raised by passivation or electropolishing
techniques, which result in higher Cr/Fe ratios and
increased depth of the passive layer. These potentials
can be increased by as much as 50–100 mV over
mechanically polished or pickled surfaces, and have
been equated to increased resistance to rouging.
Additionally, breakdown potentials of the 6% molyb-
denum alloy N08367 were shown to be 400 mV higher
prior to enhancing passivation treatments, and another
50 mV higher following such treatments. Such studies
would suggest that higher alloys such as N08367 or
the C-276 type alloy are highly resistant to rouging.

CONCLUSIONS

This discussion provides for a fundamental under-
standing of corrosion and corrosion processes. It also
offers an overview of both metallic and non-metallic
materials utilized in the construction of pharmaceuti-
cal equipment and some of the special considerations
in their application. Suppliers of materials and fabri-
cation services are valuable resources of information
and should be included in the design process. Because
corrosion processes are often complex, the services of
corrosion engineering professionals should be con-
sidered in the original design or performance analysis
activities as part of an in-house team, or on a consult-
ing basis.
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Fig. 5 Schematic diagram illustrating how, as electropolishing
potential is increased, conditions may change from etching to
polishing and, finally, to pitting.
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Fig. 4 Anodic polarization curve illustrating the unstable

state created and maintained during electropolishing.
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Cosmetics and Their Relation to Drugs

Martin M. Rieger
Morris Plains, New Jersey, U.S.A.

INTRODUCTION

Under the Food, Drug, and Cosmetics Act (FDCA, 21
U.S. Code 301), the Food and Drug Administration
(FDC) of the United States has the authority to
regulate foods, prescription (Rx) drugs, over-the-
counter (OTC) drugs, and cosmetics. The FDA also
administers a second statute, the Fair Packaging and
Labeling Act (FPLA, 15 U.S. Code 1400). In order
to administer this complex task, the FDA depends on
the legalistic and statutory definitions of drug and cos-
metics in the FDCA. Nevertheless, the public’s inter-
pretation of what constitutes a drug or a cosmetic
may differ somewhat from that of regulatory agencies.
Philosophically and historically, a cosmetic is a pro-
duct that helps improve external appearance and has
the ability to hide, or at least distract from, unwanted
stigmata or skin defects.

A product that changes the color of hair is a cos-
metic, as is a product intended to increase the skin’s
tendency to tan by exposure to sun. This traditional
view remains ingrained in the consumer’s mind but
may not be judicially valid. A change in hair color,
for example, can be effected by the following: 1) a
wig, which might be viewed as an article of clothing;
2) a variety of dyeing processes, which are properly
identified as cosmetic changes; and 3) possibly by a
variety of ingested or topically applied substances that
gradually alter the hair follicle’s ability to synthesize
melanin, which should be classified as a drug effect.
The common goal of these three approaches is to effect
a change in appearance, the key objective of all
cosmetics. The method by which this goal is achieved
differentiates the three hair ‘‘coloring’’ processes and
makes a product a drug or a cosmetic. This can create
some confusion, as is demonstrated by a consideration
of sunscreen products. Sunburn prevention by topical
products was for years considered within the scope
of cosmetics, even though ultraviolet-B (UV-B) light
absorbers were incorporated into these ‘‘cosmetics.’’
The cosmetic industry responded rather calmly when
the FDA’s review of OTC drugs included suntan pre-
parations and sunburn preventives. What for years
had been a cosmetic suddenly became a drug by legis-
lative or administrative fiat. The FDA’s rationale is
justifiably based on the concept that sunburn preven-
tion is prevention of disease. Adding an ingredient that

enhances the ability of melanocytes to produce mela-
nin in the skin would be viewed as a cosmetic by the
user. The FDA is likely to accept cosmetic (color
change, appearance) claims for such a product, but a
definition of a drug would become mandatory if the mel-
anin is claimed to protect against sunburn. The implica-
tion that a parasol intended to prevent exposure to sun
is a medical device has not been judicially examined.

One must recognize that the differentiation between
cosmetics and drugs is complex and is blurred by the
interplay of consumer perception, commercial interest,
and statutory interpretation by regulatory agencies,
with the ultimate decision in the hands of the judiciary.
For these reasons, differences between drugs and cos-
metics are discussed in the next section on the basis
of existing U.S. laws, the product’s composition, and
safety and efficacy. Laws and rules covering the
distinction between cosmetics and drugs differ from
country to country. For this reason, marked diver-
gence from U.S. practices will be noted in this survey.

COMPARISON ON THE BASIS OF
U.S. LAW

Definitions

The sharpest distinction between a drug and a cosmetic
is based on the statutory definitions in the Federal
Food Drug and Cosmetic Act (21 USC 301 et seq.).
Cosmetics are clearly defined as:

1) articles intended to be rubbed, poured, sprinkled,

or sprayed on, introduced into, or otherwise applied
to the human body or any part thereof for cleansing,
beautifying, promoting attractiveness, or altering the
appearance and 2) articles intended for use as a com-

ponent of any such articles; except that such term shall
not include soap.

On the other hand, drugs are defined as follows:

The term drug means: (A) articles recognized in the
official United States Pharmacopoeia, official Homeo-

pathic Pharmacopoeia of the United States or official
National Formulary or any supplement to any of
them; (B) articles intended for the use in the diagnosis,
cure, mitigation, treatment, or prevention of disease in

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000465
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man or other animal; (C) articles (other than food)

intended to affect the structure or any function of
the body of man or other animals; and (D) articles
intended for use as a component of any articles speci-
fied in clause (A), (B), or (C); but does not include

devices or their components, parts, or accessories.

These definitions may differ from the interpretation
of the consumer or from generally accepted usage, but
courts will adjudicate exclusively on the basis of these
statutory definitions. It is clearly the intent of the pro-
duct, not necessarily its performance, that is used judi-
cially to classify a product as a drug or as a cosmetic.
A skin-care product intended to beautify by the removal
of wrinkles is both a cosmetic (alters the appearance)
and a drug (affects a body structure). Historically and
intuitively, the requirements for a drug are more strin-
gent than those for a cosmetic, and the regulatory agency
and the courts tend to apply the more stringent require-
ment to a product that may be perceived to be both
a drug and a cosmetic. Table 1 includes a listing of
products classified by the FDA as cosmetics. Some
of the products are considered drugs or quasi-drugs in
other countries.

The Food and Drug Administration’s Tasks

The FDA is authorized to enforce the FDCA and the
FPLA. The FDA’s tools include inspection and
seizure, which may be applied equally to drugs or cos-
metics. The FDCA prohibits the use (or presence) of
poisonous or deleterious substances. Their presence
makes a cosmetic ‘‘adulterated’’ or ‘‘misbranded.’’ In
this regard, no significant distinction is made between
drugs and cosmetics. Similarly, good manufacturing
practices (GMPs) are applicable to drugs and with
minor changes to cosmetics. Products that are

manufactured under conditions that are in violation
of the GMPs may become subject to seizure. In recent
years, the FDA has not initiated formal cases against
violators of cosmetic regulations; instead, the FDA
has relied on so-called Warning Letters to obtain com-
pliance without recourse to complicated legal action.

In contrast to Rx drugs, OTC drugs and cosmetics
are not subject to preclearance. Preclearance is specifi-
cally designed to prevent the introduction of dangerous
or undesirable drug entities into the market. The
restrictions on ingredients are most severe in the case
of OTC drugs and preclude introduction of untested
drugs or combinations. In fact, a ‘‘new chemical
entity,’’ which might be entirely suitable for introduc-
tion as an OTC drug, requires workup via the new
drug application (NDA) process. The approval of Rx
and OTC drugs by the FDA is, in principle, based on
the performance of the drug entity. Efficacy against
the disease, bioavailability, and lack of adverse side
effects are of primary importance. Thus, judicious
choice of drug excipients is required for all drug
approvals. Nevertheless, in the absence of an FDA-
approved list of cosmetic ingredients, the cosmetic
manufacturer has the responsibility to provide pro-
ducts that are not injurious to the user under the
expected conditions of use. Some ingredients are speci-
fically restricted, and a regulation requiring safety sub-
stantiation exists. These will be discussed in the section
entitled ‘‘Restrictions on the Use of Ingredients.’’

Color Additives

Color additives are of particular importance to the for-
mulation of cosmetics. Dyes and pigments not only
make products more attractive but also are vital to
any product that is intended to alter the color of
any part of the body. Color additives are regulated

Table 1 List of products (recognized as cosmetics in the United States)

Baby preparations Creams, lotions, oil, powders, shampoos

Bath preparations Bubble baths, capsules, oils, salts, soaps and detergents, tablets

Cleansing preparations Creams, douches, liquids and pads, lotions, personal cleansing products

Dentifrices Aerosols, breath fresheners, liquids, mouthwashes, pastes, powders

Fragrance products Colognes and toilet waters, deodorants, fragrances, perfumes

Hair products Depilatories, dressings, dyes and colors, grooming aids, lighteners, miscellaneous rinses,
permanent waveproducts, shampoos, sprays, straighteners, tints, tonics, wave sets

Makeup preparations Blushers, eyebrow pencils, eyeliners, eye makeup preparations, eye makeup removers,

eye shadows, face powders, facial makeups, fixatives, foundation makeups,
leg and body paints, lip glosses, lipsticks, mascaras, rouges

Miscellaneous products Paste masks, powders (men’s, women’s, talcums)

Shaving preparations Aftershaves, beard softeners, shaving creams (aerosol, brushless lather), preshaves

Skin care preparations Body and hand preparations (moisturizers), eye creams, face and neck preparations,
fresheners and astringents, suntan gels
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meticulously by the FDA, and only some general infor-
mation on the current regulatory status of colorants in
the United States can be provided.

Certified color additives are synthetic organic dyes
that are described in an approved color additive peti-
tion. Each manufactured lot of a certified dye must
be analyzed and certified by the FDA prior to usage.

Color lakes are pigments that generally consist of an
insoluble metallic salt of a certified color additive
deposited on an inert substrate. These lakes are subject
to the color additive regulations of the FDA and must
be certified by the agency prior to use.

Color additives that are not classified as certified
color or color lakes are identified as non-certified color
additives. Each of these substances is the subject of an
approved color additive petition, but individual batches
do not require certification by the FDA prior to use.

The fourth major class of color additives is hair
colorants. These compounds or their mixtures may be
used only to color scalp hair and may not be used in
the eye area. Use of these colorants is ‘‘exempt,’’ that
is, the so-called coal-tar hair dyes may be sold with
cautionary labeling, directions for preliminary (patch)
testing, and restrictions against use in or near the eye.

Soap Exclusion

Soap is specifically excluded from cosmetics in the
FDCA, and no cosmetic or drug regulations are
applicable to soap. The FDCA fails to define the term
soap, but the FDA has ruled that a product is a soap if
the bulk of the non-volatile matter is the alkali salt of a
fatty acid and if its detersive properties are due exclu-
sively to the fatty acid salt. In addition, the product must
be labeled as a soap. A product is identified as a sham-
poo when it consists, e.g., only of aqueous potassium
oleate. It then must conform to cosmetic regulations.

The term soap thus has two meanings. The first is
the FDA’s definition, which is used for legal purposes.
The second is the generic sense, whereby soaps may
refer to cleansing products that may not meet the spe-
cifics of FDA’s definition. Such products must, therefore,
be labeled as cosmetics. The Federal Trade Commission
(FTC) and the Consumer Products Safety Commission
(CPSC) handle the regulatory control for soaps.

COMPARISON ON THE BASIS
OF COMPOSITION

Drug Ingredients Versus Cosmetic
Ingredients

On the basis of the Drug Efficacy Study Implementa-
tion (DESI) review, which began in 1962, the FDA

ultimately concluded that of about 16,000 claims made
for 3400 Rx drugs, only about 2300 drugs were effec-
tive for at least one indication. Today, Rx drugs must
undergo the NDA process, which, for all practical pur-
poses, is a critical preclearance procedure. As the work
on the DESI review neared completion, the FDA
initiated the so-called OTC review in 1972. The FDA
classified some 250,000 drugs into about 55 therapeutic
groups. The panels that reviewed each group had the
responsibility to establish the safety and efficacy of
each OTC drug and to restrict claims for these drugs
to those the panel considered appropriate for a given
drug or combination of drugs. It is apparent that the
marketability of a drug—Rx or OTC—requires the
presence and bioavailability of an identifiable drug
entity that can be expected to exert some therapeutic
benefit. No such legal requirement for the use of raw
materials exists in cosmetics. As a rule, the presence
of and claim for any component in a cosmetic that
may have a therapeutic effect converts such a cosmetic
into a drug.

The FDA has classified the following topically
applied products as OTC drugs on the basis of safety
and efficacy review of the drug(s) constituents:

� Acne products
� Antidandruff products
� Antimicrobial products
� Antiperspirant products
� Astringent products
� Oral care products
� Skin-protectant products
� Sunscreen products
� External analgesic products

In other countries, some of these products are
considered cosmetics.

Some of the actives used in the past in such products
have been classified as Category I, i.e., safe and effec-
tive. Usage of these agents and the claims made for
the finished product make these products OTC drugs,
not cosmetics.

The activities of the OTC panels are not yet com-
pleted, although most of the tentative final reports
have been published. However, no definitive rulings
have been made or subjected to judicial review. It
appears at this time that the ingredients reviewed by
the OTC panels can be used in cosmetics as excipients
and the like. To repeat, their use, together with drug or
therapeutic claims, transforms the cosmetic into a
drug, in which case the labeling and claim structure
must conform to those established for OTC drugs.
The designation ‘‘cosmetic’’ places almost no restric-
tion on the use of components. However, claims for
therapeutic efficacy convert any cosmetic into a drug,
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as interpreted by the FDA. The regulations do not
restrict the use of a drug substance for purposes
unrelated to its drug status.

COSMETICS AND THEIR RELATION
TO DRUGS

Restrictions on the Use of Ingredients
in Cosmetics

The review of active drugs by the OTC panels was lim-
ited to relatively few drug entities, but the cosmetic
industry employs thousands of ingredients, including
many of plant and animal origin. Many typical cos-
metic ingredients are identical to the components used
in Rx and OTC drugs, but only very few cosmetic
ingredients are subject to restrictions by the FDA.
These include mercury compounds, except those used
as preservatives in products intended for use in or near
the eye. Others are bithionol, vinyl chloride, haloge-
nated salicylanilides, zirconium compounds in aerosol
products, chloroform, chlorofluorcarbon propellants,
and hexachlorophene. With regard to cosmetic ingredi-
ents, the FDA has placed the responsibility for sub-
stantiating their safety squarely on the producer.
Such safety substantiation also includes finished pro-
ducts. Each ingredient used in a cosmetic product
and each finished cosmetic product shall be adequately
substantiated for safety prior to marketing. Any such
ingredient or product whose safety is not adequately
substantiated prior to marketing is misbranded unless
it contains the following conspicuous statement on
the principal display panel: Warning—The safety of
this product has not been substantiated [21 CFR,
Par. 740].

These regulatory activities and the need to demon-
strate to the public that the cosmetic industry as a
whole is prepared to accept responsibility prompted
the Cosmetics, Toiletries and Fragrance Association
(CTFA) in 1976 to establish the Cosmetic Ingredient
Review (CIR) for the purpose of evaluation and review
of the safety of the ingredients used in cosmetics. The
CIR process established a system for prioritizing ingre-
dients based on frequency of use, concentration used,
area of use, frequency of application, use by sensitive
subgroups, likelihood of biologic activity, and consu-
mer complaints. This is a scientific review of worldwide
data, and non-voting members from industry and con-
sumer groups participate in the deliberations. In order
to speed up the review process and to avoid dupli-
cation, the CIR expert panel may defer study of
substances that are already under review by other
safety programs. The most important of these are those
by the Research Institute for Fragrance Materials

(RIFM) and the Flavor and Extract Manufacturers
Association (FEMA). The former establishes the safety
of fragrance components; its funding and concept per-
mit expenditures for safety testing of substances. The
latter addresses issues related to the safety of individual
flavor materials. The reviews by the CIR panel are
available from the CTFA (1101 17th St., N. W.,
Washington, D.C., 20036-4702) and have appeared
over a period of years in the Journal of the American
College of Toxicology.

Although the CIR process is sponsored by the
CTFA, the latter will conduct safety studies for sub-
stances considered crucial to the survival of the cos-
metic industry. The CTFA will also establish and pay
for research required to confirm the stability, chemical
purity, and safety of various cosmetic ingredients.
These activities are part of the cosmetic industry’s
technically oriented self-regulation program. Similar
programs exist in the pharmaceutical industry.

RIFM has recommended discontinuance of the use
of acetylethyl tetramethyltetralin, 6-methylcoumarin,
musk ambrette, and musk ketone. Another self-
imposed ingredient restriction concerns the use of
potential nitrosating agents in products containing
various (secondary) alkanol amines, in light of the
hazard of nitrosamine formation. In the European
Union, (E.U.), the use of tri- and di-ethanolamine is
restricted.

One of the key self-regulatory procedures in the
cosmetic industry is the voluntary reporting process
of adverse reactions. The program is intended to
provide data on the type and frequency of adverse
reactions reported by consumers or by their medical
advisors to the industry. It is an important means of
detecting problems that are not treated in hospital
emergency rooms (i.e., documented in the National
Electronic Injury Surveillance System, NEISS) or do
not reach poison control centers.

Practical Aspects

For practicing formulators, the border between cos-
metics and drugs is not clear. Drug entities for which
claims are made on the label differentiate drugs from
cosmetics. However, the same or chemically similar
excipients and formulation aids are widely used in
cosmetics and drugs. Finally, one must recognize that
cosmetics may include groups of substances not nor-
mally found in drugs. These similarities and differences
are illustrated in Table 2. Substances considered drugs
by U.S. law have been excluded from the table. This
listing is not comprehensive and is presented for illus-
trative purposes only. The overlap on the basis of
ingredient usage is apparent from an examination of
column 3.
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C
ool–C

rystal

T
a

b
le

2
C

o
m

m
o

n
u

sa
g

e
o

f
se

le
ct

ed
in

g
re

d
ie

n
ts

in
co

sm
et

ic
s

a
n

d
d

ru
g

s
a

n
d

co
sm

et
ic

s

F
u

n
ct

io
n

C
o

sm
et

ic
s

(p
ri

m
a

ri
ly

)
C

o
sm

et
ic

s
a

n
d

d
ru

g
s

A
b

ra
si

v
e

O
a

tm
ea

l
D

ic
a

lc
iu

m
p

h
o

sp
h

a
te

A
b

so
rb

en
t

K
a

o
li

n
,

si
li

ca

A
n

ti
fo

a
m

S
im

et
h

ic
o

n
e

A
n

ti
o

x
id

a
n

t
A

sc
o

rb
ic

a
ci

d
,

B
H

A
,

B
H

T
,

to
co

p
h

er
o

l

A
n

ti
st

a
ti

c
N

-L
a

u
ro

y
l-
b-

A
la

n
in

e,
st

ea
ry

ld
im

et
h

y
lb

en
zy

la
m

m
o

n
iu

m
ch

lo
ri

d
e

[I
N

C
I

n
o

m
en

cl
a

tu
re

:
C

A
S

6
8

6
5

0
-3

9
-5

]

B
in

d
er

H
y

d
ro

p
h

il
ic

g
u

m
s,

P
o

ly
v

in
y

l
a

ce
ta

te
,

st
a

rc
h

B
u

lk
in

g
a

g
en

t
C

el
lu

lo
se

,
si

li
ca

C
h

el
a

to
r

C
it

ra
te

s,
E

D
T

A
a
n

d
sa

lt
s,

g
lu

cu
ro

n
ic

a
ci

d

C
le

a
n

se
r

T
ri

et
h

a
n

o
la

m
in

e
la

u
ry

le
th

er
su

lf
a

te
,

la
u

ry
l

b
et

a
in

e
S

o
d

iu
m

L
a

u
ry

ls
u

lf
a

te
,

p
o

lo
x

a
m

er
1

8
8

C
o

em
u

ls
ifi

er
B

ee
sw

a
x

F
a

tt
y

a
lc

o
h

o
ls

E
m

o
ll

ie
n

t
A

p
ri

co
t

k
er

n
el

o
il

C
o

co
a

b
u

tt
er

,
d

ib
u

ty
l

se
b

a
ca

te
,

d
io

ct
y

l
a

d
ip

a
te

,
is

o
p

ro
p

y
l

m
y

ri
st

a
te

,
la

n
o

li
n

,
m

in
er

a
l

o
il

,
sq

u
a

le
n

e

E
m

u
si

fi
er

S
o

d
iu

m
la

u
ro

y
ll

a
ct

y
la

te
[I

N
C

I
n

o
m

en
cl

a
tu

re
:

C
A

S
1

3
5

5
7

-7
5

-0
]

A
lk

o
x

y
la

te
d

fa
tt

y
a

ci
d

s,
a

lk
o

x
y

la
te

d
fa

tt
y

a
lc

o
h

o
ls

,
fa

tt
y

a
ci

d
sa

lt
,

le
ci

th
in

,
m

o
n

o
g

ly
ce

ri
d

es
,

p
o

lo
x

a
m

er
s,

p
o

ly
so

rb
a

te
s,

so
rb

it
a

n
es

te
rs

F
o

lk
o

ri
c

a
d

d
it

iv
e

P
la

n
t

a
n

d
a
n

im
a
l

ex
tr

a
ct

s,
p

ro
te

in
d

er
iv

a
ti

v
es

H
u

m
ec

ta
n

t
N

-A
ce

to
y

l
m

o
n

o
et

h
a

n
o

l-
a

m
id

e,
p

y
rr

o
li

d
o

n
e

ca
rb

o
x

y
li

c-
a

ci
d

G
ly

ce
ri

n
,

so
rb

it
o

l,
u

re
a

,
so

d
iu

m
la

ct
a

te

L
u

b
ri

ca
n

t
(h

a
ir

a
n

d
sk

in
)

M
in

k
o

il
,

so
d

iu
m

h
y

a
lu

ro
n

a
te

C
o

co
n

u
t

o
il

,
la

n
o

li
n

,
o

li
v

e
o

il
,

p
et

ro
la

tu
m

P
la

st
ic

iz
er

E
th

y
lt

o
lu

en
es

u
lf

o
n

a
m

id
e

C
a

m
p

h
o

r,
d

io
ct

y
l

se
b

a
ca

te

P
re

se
rv

a
ti

v
e

1
,3

-D
im

et
h

y
lo

l-
5

,5
-d

im
et

h
y

l
h

y
d

a
n

to
in

,
Q

u
a

rt
er

n
iu

m
-1

5
[I

N
C

I
n

o
m

en
cl

a
tu

re
:

C
A

S
4

0
8

0
-3

1
-3

]
Im

id
a

zo
li

d
in

y
l

u
re

a
,

p
a

ra
b

en
s

p
h

en
o

x
y

et
h

a
n

o
l

S
o

lv
en

t
a

n
d

v
is

co
si

ty
re

d
u

ce
r

A
ce

to
n

e,
et

h
a

n
o

l,
et

h
y

l
a

ce
ta

te
,

g
ly

ce
ri

n
,

h
ex

y
le

n
e

g
ly

co
l,

i-
P

ro
p

a
n

o
l,

p
ro

p
y
le

n
e

g
ly

co
l,

to
lu

en
e

S
u

sp
en

d
in

g
a

g
en

t
S

o
d

iu
m

m
et

h
y

ln
a

p
th

a
le

n
e

su
lf

o
n

a
te

[I
N

C
I

n
o

m
en

cl
a

tu
re

:
C

A
S

2
6

2
6

4
-5

8
-4

]
C

a
rb

o
m

er
,

ce
ll

u
lo

se
d

er
iv

a
ti

v
es

,
cl

a
y

s

T
h

ic
k

en
er

B
eh

en
y

l
a

lc
o

h
o

l,
p

o
ly

et
h

y
le

n
e,

p
o

ly
is

o
b

u
te

n
e,

p
o

ly
o

x
y

et
h

y
le

n
e

1
4

,0
0

0
,

tr
is

te
a

ri
n

U
V

li
g

h
t

a
b

so
rb

er
B

u
ty

l
m

et
h

o
x

y
b

en
zo

y
lm

et
h

a
n

e
D

ro
m

et
ri

zo
le

802 Cosmetics and Their Relation to Drugs



C
oo

l–
C

ry
st

al

Labeling of Cosmetics

An important ingredient-related topic is cosmetic
ingredient labeling. Advocates of consumers’ rights
have suggested that the public would benefit from full
disclosure of the composition of cosmetic products.
Pursuant to the regulations by the FDA and the
FPLA, all cosmetics are now required to carry the fol-
lowing information on labels: 1) a statement of the
identity of the product; 2) a statement of the net quan-
tity of contents; 3) a statement of the name and place
of business of the manufacturer, packer, or distributor;
4) a list of the ingredients included in the product in
order of predominance; and 5) cautionary or warning
language [21 USC 321 (k); 15 USC 1459 (b); 21 CFR 701.10].

Except the aforementioned labeling for item 4, simi-
lar requirements exist for Rx and OTC products at the
time of this writing. Labeling of all constituents in
OTC drug products is still under consideration. The
listing of ingredients in cosmetics must be in descend-
ing order of predominance, with some exceptions
for components present as minor constituent and color
additives. In order to achieve uniformity for identi-
fication, the CTFA has continuously created short-
hand nomenclature for all cosmetic ingredients. The
‘‘naming’’ process is similar to that employed by
USAN (U.S. Adopted Name). Many names and chem-
ical descriptions of cosmetic ingredients have been
reviewed and accepted by the FDA (for the purpose
of using these names on labels). As a result, cosmetics
in the U.S. are now labeled in accordance with
the nomenclature and the rules of the International
Nomenclature of Cosmetic Ingredient Dictionary (INCI
Dictionary[1]). This approach has been accepted in the
E.U., where the same names (with minor modifications)
are used. ‘‘Harmonization’’ of names is a continuing
process to make these names linguistically acceptable
throughout the world.

COMPARISON ON THE BASIS OF
SAFETY AND PERFORMANCE

Safety

Users know that, as a rule, Rx drugs are more likely to
cause adverse side effects than OTC drugs. This is an
obvious result of the nature and of the distribution sys-
tem for these products. Prescription drugs are adminis-
tered under the supervision of a physician, who has the
responsibility and moral obligation to monitor the
patient’s progress. However, OTC drugs may be used
ad lib by the uninformed, who may not always be
competent to diagnose the underlying disease or to
recognize adverse side effects. In this respect, cosmetics
resemble OTC drugs except that cosmetics are used

repeatedly and over extended periods of time. Thus,
the requirements for the safety of cosmetics should
be, in fact, much more stringent then those for many
drugs. The level of side effects or adverse effects that
can be tolerated by manufacturers of cosmetics is
virtually nil. Of particular concern is the sensitiz-
ing potential of components during prolonged and
repeated use. Photosensitization is another phenomenon
that has led to the removal of some cosmetic ingredients
from the list of routinely employed substances.

Elegance

Elegance is not a primary concern in the case of Rx
drugs but impacts marketing of OTC drugs and helps
to ensure patient compliance. By contrast, any feature
that detracts from the elegance (appearance, odor, tex-
ture, etc.) of a cosmetic interferes with its marketability
and acceptance. As a matter of fact, cosmetic elegance is
the essential attribute of a successful cosmetic product.

Performance

Performance is the one issue in which cosmetics and
drugs are different. Drug efficacy is assessed on the
basis of cure or prevention of disease. The FDA has
established that cosmetic products that exert therapeu-
tic effects are drugs. As a result, some traditional cos-
metics were converted into drugs via the OTC panel
process. Any performance claims for these OTC
products are limited to the wording approved during
the OTC review process.

Claims for (non-drug) cosmetics may be, for exam-
ple, fashion-oriented (color), beauty-oriented (hiding
of blemishes), or texture-oriented (emollient or lubri-
cant). These, and related claims, are easily perceived
and can be readily documented. More complex issues
arise when cosmetic claims are made for age-related
or reparative skin-care preparations. In the past, var-
ious regulatory agencies have been permissive with
regard to cosmetic puffery claims. More recently,
claims made for some cosmetics suggest to consumers
that the product may exhibit a druglike effect, as
defined by statute. A Commissioner of Food and
Drugs has labeled these claims ‘‘daring.’’[2] Advertising
copy that implies that a product nourishes the skin, is
active, causes tingling, tightens the skin, discourages
wrinkle formation, is prepared by a pharmaceutical
company, or performs like a face-lift may be false
and misleading if the product does not perform. On
the other hand, the product is considered a drug if it
performs as claimed. Aside from drug results, claims
for skin or hair benefits require documentation for
commercial purposes (advertising and promotion).
Thus, claims for performance are likely to run afoul
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of FTC rules. In the E.U., however, claims for efficacy
require substantiation by regulation. Guidelines for
documenting cosmetic performance exist in Europe
but not in the United States.[3] On the other hand,
the FDA has a powerful tool for stopping unsubstan-
tiated claims. A claim for wrinkle ‘‘removal,’’ even on
a temporary basis, may make a cosmetic product into a
drug. Thus, the cosmetic industry is as tightly con-
trolled as the Rx industry. Whenever a new indication
for an existing drug constituent is claimed or whenever
a druglike claim is made for any ingredient, a new drug
application is required.

Shelf Life

Cosmetic preparations need not be labeled for outdat-
ing. This does not imply that cosmetic products must
(or do) exhibit indefinite stability. The physical and
chemical stability of cosmetics is routinely studied by
the same procedures as those used for Rx or OTC
drugs. Since cosmetic products do not contain active
drug entities, the chemical stability of any component
may be critical to the performance of the product:
The components of a fragrance product require moni-
toring; the performance of a hair-waving preparation
may depend on alkalinity and the chemical integrity
of the reducing agent.

Physical stability affects cosmetic elegance, for
example, by the breaking of an emulsion. Moreover,
physical stability may also affect efficacy, as is the case
during settling of a pigment in a nail lacquer that might
then no longer be readily redispersible. A similar type
of instability may occur as a result of the settling of
an antiperspirant compound in a suspension aerosol.
In these cases, neither the cosmetic (nail lacquer) or
the OTC drug (antiperspirant) performs as claimed
and may be considered misbranded or mislabeled.

As a rule, therefore, the demands of chemical and
physical stability are similar for drugs and cosmetics.
Under certain circumstances, the demands on physical
stability may be especially critical as, for example, in
hand and body lotions that have to perform under
tropical conditions after having been exposed to the
heat of the sun on the beach or after storage under
arctic conditions in a ski hut.

The criteria for microbiologic cleanliness of cos-
metic products are especially complex. Like a drug, a
cosmetic is deemed adulterated if: 1) it bears or con-
tains any poisonous or deleterious substance which
may render it injurious to users on the conditions
of use as are customary or usual; 2) it contains in
whole or in part of any filthy, putrid, or decomposed
substance; and 3) if it has been prepared, packed,
or held under unsanitary conditions where it may
have become contaminated with filth, or whereby

it may have been rendered injurious to health
[Sect. 601, FDCA].

Cosmetic companies adhere to FDA-mandated
GMPs or to GMPs promulgated by the CTFA with
regard to housekeeping, cleaning, and sanitizing of equip-
ment, and purity of raw materials and process water.
Water is a particularly important component of finished
cosmetics. Its purity is closely monitored to avoid the
inadvertent introduction of contaminating biota into
products. The GMPs established by the FDA are avail-
able in 21 CFR, Part 211, and the CTFA has published
similar recommendations in the form of Quality Assur-
ance Guidelines for Cosmetic Manufacture.

The final check on purity is on the finished product.
The high water content and the inclusion of nutrients
for unwanted microbiota make cosmetics subject
to microbiological contamination. Thus, topical OTC
products and cosmetics require preservation and a final
check before distribution. Preservative systems and
GMPs usually ensure delivery of essentially unconta-
minated cosmetics. The microbiologic requirements
recommended by the CTFA include the following:
1) baby products: less than 500 microorganisms/g;
2) eye products: less than 500microorganisms/g; 3) oral
products: less than 1000 microorganisms/g; 4) all other
products: less than 1000 microorganisms/g; and
5) pathogens should be absent.

The use of preservatives to achieve the desired low
levels of contaminating microorganisms is required.
Some liquid cosmetic products do not support the
growth of microorganisms (e.g., alcohol-based after-
shave), while others are excellent growth substrates
(e.g., a protein-containing hair conditioner). Because
consumers frequently introduce microorganisms during
normal product use, some cosmetic manufacturers may
require that their products be self-sterilizing. This is a
difficult task and not always achievable. A final check
for levels of microorganisms is, nevertheless, desirable.

Relation to Health-Care Providers

Like the drug industry, the cosmetic industry requires
animal toxicology and human testing to establish the
safety of its products. As a rule, most cosmetic pro-
ducts are quite innocuous upon ingestion, even though
they may cause laxation or act as emetics. The industry
makes a deliberative effort not to market products that
might elicit toxic syndromes when ingested or applied
topically. The former type of problem is usually
handled by poison control centers and routinely (in 90%
of all cases) involves ingestion by children. The number
of fatalities was reported as nil between 1971 and 1978.

Dermatologists see many patients who have used
cosmetic products properly but still report adverse
reactions. The cosmetic industry is conscious of the
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need to provide products that do not elicit irritation
or allergic responses during use. For this reason, the
cosmetic industry depends on all types of patch and
related testing by dermatologic laboratories to estab-
lish the safety of a given product in a predictive fash-
ion. A whole battery of test protocols is available,
and hundreds of subjects are tested routinely by
dermatologists before product marketing.[4]

Topical drugs and cosmetics have the potential of
penetrating the skin. In the case of a topical drug
(e.g., an antiinflammatory steroid), localized permea-
tion may be a desirable feature. Penetration of cos-
metics into and through the skin may elicit undesirable
effects, especially since consumers may apply two or
more products to the same site. Thus, in contrast to
topically used Rx drugs, cosmetics should be retained
on the skin with minimal penetration. Dermatologists
also recommend cosmetics to patients as, for example,
in cases of dry or chapped skin. Clearly, the cosmetic
industry–physician–user relationship is not very differ-
ent from that existing in the drug industry.

COSMETIC OR DRUG?

Formulators and marketers require an answer to the
question of whether a given product is a cosmetic or
a drug. Some of the answers are almost obvious. In
the United States, a product is a drug if a drug claim
is made for the preparation. The inclusion of a new
chemical entity on which a therapeutic claim is based
requires filing of a NDA; a product containing such a
substance is automatically viewed as a drug. A typical
example is a suntan product that adds an UV light-
absorbing substance that was not reviewed by the OTC
panel but was previously used as a sunscreen. Although
the product in question was labeled as a drug, the FDA
ruled that this clearly constituted use of an unapproved
new drug substance. The addition of an OTC-reviewed
sunscreen into a cosmetic makeup preparation—without
claims for sun-protective action but with the indica-
tion that the product contains a sunscreen for the
purpose of reducing UV light-induced skin aging—
could be considered a drug use in the United States.

A soap to which an OTC Category I antimicrobial
agent has been added is converted into a drug. This
raises an interesting secondary issue. Soaps may be
tinted with non-certified color additives. This inclusion
of the antimicrobial requires not only drug labeling but
also reformulation with approved colorants.

As a rule, the status of the product is determined by
the claims made for it and its intended purpose. The
use of aluminum chloride, a Category I OTC antiper-
spirant, as an astringent probably does not confer drug
status on the product. It was already noted that certain
OTC Category I skin protectants, such as petrolatum,

can be used freely in cosmetics as long as no drug
claims are made for the product. Numerous other
issues might arise, and each one might require specific
adjudication. An example is the use of an approved
sunscreen in a cosmetic product to preserve it against
UV light deterioration. Since the intent of the sun-
screen’s use is clearly not drug related, the product will
probably be considered a cosmetic.

CONCLUSIONS

Cosmetics and drugs are distinctly different on the
basis of U.S. law. In principle, cosmetics may not contain
ingredients that treat or prevent disease or alter the struc-
ture or function of the human body. The objective of
cosmetics is limited to the enhancement of appearance.

The ingredients used in cosmetics to a large extent
are the same as those employed in drugs, with the
exception of components that are intended to cure,
alleviate, or prevent disease.

The demands on product stability and manufacturing
practices are essentially the same for cosmetics and drugs.

Finally, important differences are seen in judging
the performance of cosmetics and of drugs. Consumers
assess cosmetics based on the products’ performance
vis-à-vis the demand for better appearance. On the
other hand, drugs are assessed on their ability to pre-
vent or improve a disease state.
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Cosolvents and Cosolvency

Joseph T. Rubino
Wyeth-Ayerst Research, Pearl River, New York, U.S.A.

INTRODUCTION

Cosolvents are defined as water-miscible organic sol-
vents that are used in liquid drug formulations to
increase the solubility of poorly water-soluble sub-
stances or to enhance the chemical stability of a drug.
Cosolvency, then, refers to the technique of using
cosolvents for the stated purposes; it is also commonly
referred to as solvent blending. Cosolvency has been
used as an approach for preparing liquid drug prepara-
tions throughout the history of drug formulation. Cer-
tain drugs of botanic origin were known to be poorly
soluble in water and required formulation in water–
ethanol mixtures in order to deliver an adequate dose
of drug in a small volume of preparation. A common
example of a class of formulation containing cosol-
vents is the elixir, which by definition is a sweetened,
hydroalcoholic solution intended for oral use. Tinc-
tures, which generally contain even higher amounts
of alcohol, are another classic example of a liquid dos-
age form containing a cosolvent. The need to employ
cosolvents in the formulation of new drugs as solutions
for oral, parenteral, and topical use remains high,
especially with the increasing structural complexity of
new therapeutic agents.

In many cases, cosolvency can increase the solubility
of a non-polar drug up to several orders of magnitude
above the aqueous solubility. This would be significant,
for example, in a formulation problem where it might be
necessary to increase the solubility of a drug 500-fold
or more. The use of cosolvents to prepare solution for-
mulations of non-polar drugs is a simple and potentially
effective way to achieve high concentrations of drug.

The primary disadvantages of cosolvency include the
potential for biological effects and the potential for
drugs that have been solubilized using cosolvents to
precipitate upon dilution with aqueous fluids. The bio-
logical effects of a cosolvent that may limit or eliminate
its use in drug formulations include their general toxicity,
target organ toxicity, tissue irritation, or tonicity with
respect to biologic membranes. In addition, precipitation
of drug upon dilution with aqueous media or during
injection or application to mucous membranes must
always be considered in deciding if a cosolvent can
be used as a vehicle forpoorly water-soluble drugs.
Other considerations include the viscosity, tonicity, and

taste, as well as the effect of cosolvents on the solubility
and stability of formulation components other than the
drug.

When used as a method for increasing the chemical
stability of a drug, cosolvents may be effective by one
or two mechanisms. If a drug is susceptible to hydro-
lytic degradation, cosolvents may reduce the degra-
dation of the drug by substituting for some or all of
the water in the formulation. Alternatively, a cosolvent
may enhance the stability of a drug by providing a less
suitable environment for the transition state of the
reactants, provided the transition state is more polar
than the reactants themselves.[1]

SOLUBILIZATION BY COSOLVENTS

Methods and Theories

Solubility and solvent polarity

The solubility of a solid non-electrolyte solute in any
solvent can be expressed by Eq. (1):

log X ¼ �DHf

2:303RTTm

ðTm � TÞ � log y ð1Þ

where X is the solute mole fractional solubility, DHf is
the molar heat of fusion, R is the gas constant, Tm is the
solute melting point, T is the temperature, and y is the
activity coefficient. The activity coefficient is given by
Eq. (2).

log y ¼ C11 þ C22 � 2C12 ð2Þ

where C11 represents the cohesive energy of the solvent,
C22 is the cohesive energy of the solute (drug), and C12

is the adhesive energy. Often C12 is calculated as some
function of both C11 and C22. For example, when
dispersion forces are involved:

C12 ¼ ðC11C22Þ1=2 ð3Þ

The larger the value of log y, the lower the solubility of
the drug, with the magnitude of y being controlled by
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the relative magnitudes of the cohesive and adhesive
forces. In the case of hydrophobic drug in water, C11

will be large compared to C22 and C12. Thus, the solu-
bility will be low due to the large cohesive energy of
water and the low energy of interaction with the drug.

In an ideal solution, all intermolecular forces are
equal:

C11 ¼ C22 ¼ C12

and log y ¼ 0. Although pharmaceutical solutions are
rarely ideal, the goal of cosolvency is to make the
solution closer to ideal by modification of the solvent
polarity. Upon replacement of some water with an
organic cosolvent, C11 becomes closer in value to C22,
which results in both factors becoming more similar
to C12. The value of log y is reduced and the solubility
increases. The maximum solubility for a solute gener-
ally occurs when the solvent–solvent intermolecular
forces are equal to solute–solute intermolecular forces.
Thus, the expression, ‘‘like dissolves like,’’ can be
understood by this analysis. In some cases, strong
polar or charge transfer interactions between solute
and solvent can result in a greater than ideal solubility
due to relatively strong C12 values, which results in a
negative value for log y, but generally this will not be
the case.

For the purpose of estimating the solubility of a
solute it is necessary to have some measure of the
‘‘polarity’’ of a solute or a solvent. Based on Eqs. (1)
and (2), a useful polarity index should be a measure
of a material’s intermolecular forces, C11 and C22.
Table 1 contains a list of solvents that are typically
used in liquid pharmaceutical formulations and three
measures of solvent polarity. Each measure of solvent
polarity, or polarity index, is based upon a different
measure of a material’s property. For example, dielec-
tric constant is a measure of the electrical insulating
properties of a solvent, solubility parameter is determ-
ined from the molar energy of vaporization, and

interfacial tension is a measure of the 2-D cohesive
forces at the solvent–oil interface. Because solubility
parameter and interfacial tension relate more specifi-
cally to cohesive interactions among molecules, they
have been used more frequently in various theories to
explain and predict solubility in mixed solvents.
Despite the differences in their determination, there is
a general agreement in the rank order of the polarity
among the various solvents. Thus, water and glycerin
are relatively polar compared to ethanol or polyethylene
glycol (PEG), regardless of which polarity index is
considered. Other measurements of polarity or solvent–
solvent intermolecular forces have been developed that
measure hydrogen bond donating and accepting ability,
such as Taft and Kamlet a and b values,[2,3] and 3-D
solubility parameters that estimate dispersion, polar,
and hydrogen-bonding forces,[4,5] etc.

It is important to realize that a discussion of solvent
polarity is only useful when considered in relation to a
particular solute. Thus, for a semipolar solute such as
theophylline, pure ethanol might be considered non-
polar, but for a relatively non-polar solute such as
hydrocortisone, ethanol might be considered semi-
polar. This concept is illustrated in Fig. 1. For ‘‘non-
polar’’ and ‘‘polar’’ solutes, solubility will continually
decrease or increase, respectively, as solvent polarity
increases. For ‘‘semipolar’’ solutes, solubility reaches
a maximum at some intermediate solvent polarity. It
should be noted that the reverse argument (i.e., solute
polarity should be discussed relative to solvent polarity)
is also valid.

Due to the complexity of intermolecular interac-
tions in hydrogen-bonded solutions, such as those used
in pharmaceutical applications, no single parameter is
capable of quantifying all interactions. Several theories
have been developed to estimate drug solubility in
cosolvent–water mixtures. The relationships that have
resulted from these theories range from relatively sim-
ple to complex, depending on the desired accuracy of
solubility prediction. Some theories and guidelines

Table 1 Cosolvents and polarity indices

Cosolvent

Dielectric constanta

(e)

Solubility parameter (d)

(cal/cm3)

Interfacial tensionb

(dynes/cm)

Water 78.5 23.4 45.6

Glycerin 42.5 17.7 32.7

N, N-Dimethylacetamide 37.8 10.8 4.6

Propylene glycol 32.0 (30�C) 12.6 12.4

Ethanol 24.3 12.7 0.5

Polyethylene glycol 400 13.6 11.3 11.7

Dimethylisosorbide — 8.63 4.2
aAll values determined at 25�C unless stated otherwise.
bDetermined against liquid paraffin.
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for selecting an appropriate solvent are presented in
the following section.

Estimation of solvent composition

The most straightforward method for choosing a sol-
vent composition is via trial and error using a list of
pharmaceutically acceptable solvents. In many situa-
tions, pharmaceutical formulations can be successfully
developed in this way due to the relatively limited num-
ber of pharmaceutically acceptable solvents. While this
empirical approach is most useful to obtain solubility
information in neat solvents, it can become cumber-
some when blends of various solvents are desired.

An improvement in the purely empirical approach is
the use of aligation methods that can be used to reformu-
late vehicles based on limited experimental formulation
or solubility data. Moore[6] reported a method for the
reformulation of liquid vehicles using the approximate
dielectric constant e of the pure and mixed solvents.
For example, suppose through experimentation that a
solvent containing 50% ethanol in water is capable of dis-
solving the required amount of drug. For some applica-
tions, it might be desired to reformulate the solution with
propylene glycol–water. It is first necessary to calculate
the approximate dielectric requirement (ADR) for the
50% ethanolic solution using the dielectric constants of
ethanol and water from Table 1.

0:50 ð78:5Þ þ 0:50ð24:3Þ ¼ 51:4

The basic assumption is that any vehicle with a
dielectric constant of 51.4 will solubilize a given drug
to the same extent. In general, the ADR can be calcu-
lated as follows:

ADR ¼
X

n

i¼1

ð% solventi eiÞ
100

To calculate the amount of propylene glycol and water
required for the formulation, alternate aligation can be
used:

78:5 19:4
51:4

32:0
27:1

46:5

Thus, the required %v/v propylene glycol is (27.1/
46.5) � 100 ¼ 58.3. Alternatively, the %v/v of the
new cosolvent can be solved using an algebraic method
involving the solution of simultaneous equations; how-
ever, aligation is a simpler method when more than one
cosolvent is to be included in the formulation. When a
vehicle is to be formulated for the first time, it is neces-
sary to experimentally determine the concentration of
some cosolvent necessary to maintain the required
concentration of drug in solution. This value can then
be used to calculate the ADR and the final vehicle
calculated as illustrated previously.

The use of the ADR method may not always pro-
vide accurate vehicle compositions for a given solute
since intermolecular forces are dependent on structural
characteristics of the solvent and solute that are not
expressed by e.[7,8] It is possible, and perhaps desirable,
to substitute other measures of cosolvent polarity,
such as solubility parameter, surface or interfacial
tension, etc., for e when blending solvents, although
inaccuracies in vehicle predictions will generally con-
tinue to exist.

A second, relatively simple method for estimating
the solubility of a drug in cosolvent–water mixtures
was developed by Yalkowsky, Flynn, and Amidon[9]

This method is based on the observation that an expo-
nential increase in solubility of a non-polar solute
is observed as the volume fraction of cosolvent, f,
increases in a cosolvent–water mixture:

log Sm ¼ Sw þ s f ð4Þ

Sm represents the solubility of drug in cosolvent–water
mixture, Sw represents the solubility of the drug in
water, and s is the slope of a plot of log Sm versus f.
This relationship is illustrated in Fig. 2. Eq. (4) is
applicable from 0 to 100% cosolvent when a continu-
ous increase or decrease in solubility occurs, i.e., the
equation is not applicable for semipolar solutes that
reach a maximum solubility between 0 and 100% cosol-
vent. Thus, for non-polar or polar solutes, an estimate
of the solubility in cosolvent–water mixtures can be
obtained from a knowledge of the drug solubility in
water and neat cosolvent, plotting these points on a
semilog scale at f ¼ 0 and f ¼ 1.0, respectively, and
interpolating along a straight line connecting these
points.

Semipolar

So
lu

bi
lit

y

Polar

Solvent polarity

Nonpolar

Fig. 1 Solubility vs. solvent polarity for polar, semipolar
and non-polar solutes.
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Additional studies indicated that s can be estimated
for a solute in specific cosolvent–water combinations
using the solute octanol–water partition coefficient,
log P, as an index of solute polarity. Thus, for propyl-
ene glycol–water mixtures:[10,11]

s ¼ 0:714ðlog PÞ þ 0:714n ¼ 382

r2 ¼ 0:962 s ¼ 0:325
ð5Þ

and for ethanol–water mixtures:[12]a

s ¼ 0:903ðC log PÞ þ 0:402n ¼ 107

r2 ¼ 0:955; s ¼ 0:567

d1 ¼
X

n

i¼1

difi

ð6Þ

These equations illustrate the concept that the slope in
Eq. (4) will be greater for a given cosolvent–water mix-
ture the more lipophilic the solute. That is, the increase
in solubility relative to water will be greater the larger
the value of log P for the solute. In general, solutes with
a log P � 2 will behave as non-polar solutes in most
pharmaceutical solvents and will demonstrate a contin-
ual increase in Sm with increasing f.

Alternatively, Rubino and Yalkowsky[13] found that
s was a linear function of cosolvent polarity for a given
solute. This is illustrated in Fig. 3 for the three lipophi-
lic compounds phenytoin, diazepam, and benzocaine.
Thus, knowledge of the solubility of a given drug in
water and at least two cosolvents would permit s to
be estimated for other cosolvents by interpolation
using an index of the desired cosolvent polarity. These
studies permit the use of Eq. (4) as a means to ration-
ally choose or eliminate solvents for formulation
studies based on limited experimental solubility data
and commonly obtained indexes of solute and solvent
polarity.

Eqs. (4)–(6) provide approximate solubilities and in
many cases should be used to serve as aids to organize
solvent selection and minimize experimental work.
Viable formulations using these relationships will most
likely require further refinement through experimental
effort. As with the ADR method, not all intermole-
cular forces can be accounted for by the simple
relationships presented in Eqs. (4)–(6). For example,
experimental solubilities frequently exhibit character-
istic deviations from the linear relationship predicted
by Eq. (4).[14] It must also be remembered that
Eqs. (4)–(6) pertain to non-electrolytes or the unionized

form of weak electrolytes. The behavior of salts and ions
cannot be reliably estimated using these relationships.

Williams and Amidon[15–17] investigated a method
that introduces estimates of solvent–solvent, and
solute–solvent interactions into the basic log-linear
expression. In their approach, cosolvent–water inter-
actions are estimated from vapor pressure data of the
solvent mixtures. The data are obtained from literature
sources, if available, or determined experimentally.
Solvent–solute interactions are estimated from experi-
mental solubility data. An alternate approach, as
described by Khossravi and Connors,[18] divides the
free energy of solubility into crystal, cavity, and solva-
tion components. While the free energy associated with

10–8
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10–4

10–2

100

0 20 40

Propylene glycol (%)
60 80 100
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y 
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Fig. 2 Log-linear solubility relationship for a series of alkyl

p-aminobenzoates in propylene glycol–water. (From Ref.[9].)

aC log P is a calculated value. The log P values in Eq. (5) were

obtained experimentally or from a literature source.
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the crystal is estimated from the solute enthalpy of
fusion, the free energy associated with cavity formation
is estimated from solvent surface tension data and sol-
ute molecular surface area. The solvation component is

derived from a model that assumes a series of competi-
tive exchange equilibria between the solute, water, and
cosolvent. The equilibrium constants are obtained by a
regression analysis of actual solubility data. These
methods, previously described, are potentially more
accurate in describing solubilities in mixed solvent sys-
tems, but require one or more model parameters that
are usually specific to a particular solute–solvent sys-
tem and must be estimated from experimental data.

Additional approaches to understand and predict
solubilities in mixed solvents are based on estimation
of the activity coefficient, log y, in Eq. (1). Martin,
Chertkoff, and Restaino[19,20] investigated the use of
regular solution theory, as developed by Hildebrand
and Scott,[21] to predict the solubilities of organic
solutes in various solvent mixtures:

log y ¼ V2f1
2

2:303RT
ðd1 � d2Þ2 ð7Þ

where V2 is the molar volume of solute, f1 is the vol-
ume fraction of solvent, d1 and d2 are the solubility
parameters of the solvent and solute, respectively.
For mixed solvents:

d1 ¼
X

n

i¼1

difi

where f is the volume fraction of solvent i. When
d1 ¼ d2, log y will equal 0 and the solution will be
ideal. For mixtures of organic solvents, Eq. (7) pro-
vided the greatest agreement with experimental solubi-
lities only when the solute and solvent polarities were
not very different. In addition, solutions used as phar-
maceutical dosage forms are seldom true regular
solutions due to the prevalence of strong polar and
hydrogen-bonding interactions. Thus, the application
of Eq. (7) to pharmaceutical solutions is limited.

In order to account for polar and hydrogen-
bonding interactions, the Extended Hildebrand equa-
tion was introduced by Martin, Newberger, and
Adjei:[22,23]

log X ¼ �DHf

2:303 RT

Tm � T

Tm

� �

�
V2f1

2 d1
2 þ d2

2 � 2W
� �

2:303 RT
ð8Þ

where W is a factor that accounts for stronger solute–
solvent interactions, such as hydrogen bonding and
dipolar forces. It is determined experimentally for a
given solute via regression analysis of the solubility
data. Thus, a solubility database must be developed
for each solute. In addition, while solubility parameters
can be readily found for various solvents, they must be
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Fig. 3 Relationship between slope s and solvent polarity,
represented by the solvent interfacial tension, for three

solutes. A ¼ phenytoin; B ¼ diazepam; C ¼ benzocaine.
(From Ref.[13].)
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either determined experimentally or estimated by
calculation for a solute.

An alternative method for estimating activity
coefficient involves a consideration of interfacial ten-
sion between solute and solvent. Amidon, Yalkowsky,
and Leung.[24] reported this method to estimate the
solubility of organic solutes in water:

log y ¼ A2 g12

2:303RT
ð9Þ

where A2 is the solute molar surface area and g12 is the
solute–solvent interfacial tension.

Yalkowsky et al.[25] developed the approach for
mixed solvent systems:

log Xm ¼ log Xw þ
½Cðgwh � gchÞAh�f

2:303 RT
ð10Þ

where Xm is the mole fraction solubility in the cosol-
vent–water mixture, Xw is the mole fraction solubility
in water, gwh and gch are the interfacial tensions
between solute–water and solute–cosolvent, respecti-
vely, Ah is the hydrophobic surface area of the solute,
and C is an empirical factor that corrects for the
difference between the molecular and macroscopic
interfaces.[26] The g terms in this expression are macro-
scopically determined interfacial tensions between
water–tetradecane and cosolvent–tetradecane. C was
found to be constant for each solute in different sol-
vent systems and is determined experimentally.[26,27]

Ah is determined by a computer program or by group
contribution approaches. As predicted by Eq. (10),
when the interfacial tension between a solute and
solvent is reduced by addition of a cosolvent, the solu-
bility increases relative to pure water. The similarity
between Eqs. (4) and (10) can be noted and provides
a further theoretical basis for Eq. (4).

The advantage of using interfacial tension as a mea-
sure of solute–solvent interactions is that it can be
measured for substances whose intermolecular forces
are quite different from each other. Thus, it is useful
for estimating solubilities for systems that are highly
‘‘irregular.’’ In contrast, regular solution approaches
are useful when solute and solvent polarities are similar
and the interfacial tensions are immeasurable.

Dilution of Formulations Containing
Cosolvents as Solubilizers

Eq. (4) predicts that an exponential increase in solu-
bility of a non-polar compound occurs as the volume
fraction of cosolvent is increased. However, dilution
of a cosolvent–solubilized preparation with an aqueous
medium, such as blood or intravenous (IV) infusion

fluids, can result in the opposite phenomenon, an expo-
nential decrease in solubility. This must be compared
simultaneously to the change in drug concentration
upon dilution, which decreases linearly with the degree
of dilution. The effect is illustrated graphically in
Fig. 4.[11] The straight lines A and B represent the solu-
bility of the drug as a function of cosolvent concen-
tration in two different cosolvent–water systems. The
curved lines represent the concentrations of drug at
various degrees of dilution. Precipitation would be
expected when one of the drug concentration curves
crosses a solubility curve. For three concentrations of
drug in system A, it can be expected that concentration
III will precipitate when it is diluted to the point where
approximately 30% cosolvent is present. Formulations
I and II, which contain smaller initial concentrations of
drug, do not cross the solubility curve A and should be
stable upon dilution. Alternatively, formulation of
drug in a cosolvent or solvent mixture that produces
a larger slope of the solubility curve (B) may also mini-
mize or reduce precipitation upon dilution. In this
case, even concentration III will not precipitate upon
dilution. Thus, a careful selection of cosolvent and
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Fig. 4 Illustration of the effect of dilution of cosolvent-
solubilized formulations with an aqueous medium. (See text
for explanation.)
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drug concentration can prevent such occurrences upon
IV injection or dilution with aqueous fluids.

BIOLOGIC EFFECTS OF COSOLVENTS

When selecting a cosolvent as a vehicle for a drug for-
mulation, the compatibility of the solvent or solvent
mixture with the appropriate tissues must be con-
sidered, as well as the potential for systemic effects.
Occasional reports of systemic effects on the central
nervous system (CNS[28]), or renal system[29] have been
reported in humans after relatively large doses of
cosolvents have been administered as part of a drug
vehicle. In general, systemic effects of cosolvents are
of particular interest when they are used in drug for-
mulations that are administered to animals during
pharmacologic or safety evaluation of a drug. Budden,
Kuhl, and Bahlsen[30] demonstrated CNS and muscle
relaxant activity in mice for a number of commonly used
cosolvents. It must be remembered that undesirable bio-
logical effects of a cosolvent depend on several factors

that include the dose of cosolvent, route of administra-
tion, rate of administration, and concentration in the
formulation. For example, a rapid bolus injection of a
formulation containing a cosolvent could result in unde-
sirable effects, which could be minimized or eliminated if
administration is performed slowly or diluted with an
isotonic vehicle prior to administration. When undesir-
able systemic or local effects of a particular cosolvent
limit its use in a formulation, solvent blending that uses
alternative solvents is in order.

Table 2 lists LD 50 data for various cosolvents in
mice and rats and Table 3 lists the irritation data for
various cosolvents when applied topically to the skin
or eye. In addition, many product development scientists
rely on the composition of past or currently marketed
drug formulations as a safety guideline for new drug for-
mulations. Tables 4–6 list the composition of various
products that contain cosolvents, including products that
are given parenterally, topically, and into the eye or ear.

Considerable interest exists in the local effects that
cosolvents exert during IV and intramuscular (IM)
injection. Several investigations have studied the

Table 2 LD 50 data for various cosolvents in mice and rats

LD 50(mg/kg)

Mouse Cat

Cosolvent Oral IV IP Oral IV IP

Ethanol 7800 1973 1230 7060 1440 4070

Propylene glycol 24000 8000 9718 20000 6800 6660

Glycerin 4090 6199 8982 126000 5566 8728

PEG 400 28915 8550 9953 — 7312 9708

Dimethylacetamide 4620 3020 2800 5000 2640 2750

Dimethylsulfoxide 16500 5750 2500 17500 5360 8200

(From Ref.[48].)

Table 3 Irritation data for selected cosolventsa

Cosolvent Skin Species Eye Species

Ethanol 400 mg (unoccluded) Rabbit 79 mg Rabbit

Propylene glycol 10% (2 days) Man 100 mg (mild) Rabbit

500 mg (7 days, mild) Hamster 500 mg (moderate) Rabbit

Glycerin 500 mg (moderate) Rabbit 126 (mild) Rabbit

Dimethylacetamide 10 mg (mild) Rabbit

Dimethylsulfoxide 10 mg (unoccluded, mild) Rabbit 100 mg Rabbit

500 mg (moderate)

Isopropyl alcohal 500 mg (mild) Rabbit 16 mg; 10 mg (moderate) Rabbit
aData expressed as minimum irritant dose using a 24-h (unless otherwise stated) Draize Test. Severity of reaction is listed when available. All tests

performed on occluded skin unless stated otherwise.

(From Ref.[48].)
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hemolytic potential of cosolvents.[31–35] Cosolvent-
induced hemolysis of red blood cells has been studied
under both static and dynamic flow conditions. Table
7 was abstracted from Krzyzaniak et al.[35] and com-
pares the results of in vitro static and dynamic hemo-
lysis experiments with the incidence of hemolysis
observed in vivo for various vehicles containing cosol-
vents. In a separate publication that described the use
of a dynamic method of hemolysis detection, both gly-
cerin and propylene glycol were observed to produce
significant hemolysis, while ethanol and PEG 400 did
not.[34] All four cosolvents were tested at a concen-
tration of 50% in water. Propylene glycol was later
reported to be non-hemolytic at a concentration less
than 20%.[35]

Phlebitis has been observed for several poorly sol-
uble drugs that are formulated in cosolvent–water mix-
tures. Ward et al. tested several formulations of both
water-soluble and water-insoluble drugs, as well as
various cosolvent–water mixtures after injection in
the rabbit ear.[36] The cosolvent–water vehicles alone

were not found to induce phlebitis. These studies indi-
cate that the irritation was most likely caused by
water–immiscible drugs.

A consideration of the local effects of cosolvents on
muscle should be considered following IM injection.
Brazeau and Fung[37] studied the effects of various
cosolvents on muscle damage. The results are illu-
strated in Fig. 5. In general, glycerin (not shown) and
propylene glycol produced more evidence of muscle
damage, while PEG 400 was found to produce the least
irritation. These results tend to parallel the hemolytic
potential of cosolvents. Oshida et al.[38] suggested the
use of hemolysis measurements as a way to predict
muscle damage of various formulations. Brazeau and
Fung also reported that the combination of PEG 400
with other, more irritating cosolvents was found to
reduce the muscle damage induced by the more irritat-
ing cosolvent.

Other cosolvents, including glycerol formal, solke-
tal, dimethylformamide, and dimethylsulfoxide, have
been suggested as potential cosolvents for drug

Table 6 Examples of topical products containing cosolvents

Product name (manufacturer) Active component(s) Cosolvent composition

Dermal Preparations

Benadryl Itch-Stopping Spray (Warner-Lambert) Diphenhydramine HCl Alcohol, glycerin

Erythromycin Topical (Various) Erythromycin 55–77% Ethanol propylene glycol

Lotrimin Solution (Schering) Clotrimazole PEG 400

Diprolene Lotion(Schering) Betamethasone dipropionate 30% Isopropanol propylene glycol

Lamisil (Novartis) Terbinafine HCl 28.7% Ethanol propylene glycol

Effudex (ICN) 5-Fluorouracil Propylene glycol

Lidex (Medicis) Fluocinonide 35% Alcohol propylene glycol

Lotrimin AF Solution (Schering-Plough) Miconazole PEG

Rogaine (Pharmacia-Upjohn) Minoxidil 60% alcohol propylene glycol

Mouth and Throat Preparations

Anbesol (Whitehall-Robbins) Benzocaine, phenol PEG propylene glycol

Glyoxide (SKB) Carbamide peroxide Glycerin propylene glycol

Listerine (Warner-Lambert) 21.6% Alcohol

(From Ref.[50].)

Table 5 Examples off ophthalmic and otic products containing cosolvents

Product name (manufacturer) Active component(s) Cosolvent composition

Chloroptic (Allergan) Chloramphenicol PEG 300

Americaine Otic (Medeva) Benzocaine PEG

Debrox Drops (Marion) Carbamide peroxide Glycerin, propylene glycol

Auralgan Otic (Wyeth-Ayerst) Antipyrene, benzocaine, glycerin Glycerin

VoSol Otic (Wallace) Acetic acid propylene glycol

(From Ref.[50].)
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formulations; however, their safety has not been
established. For additional information on these as
well as other cosolvents, the reader is directed to the
review by Spiegel and Noseworthy.[39]

EFFECTS OF COSOLVENTS ON THE
CHEMICAL STABILITY OF DRUGS

The influence of solvent polarity on the chemical stabi-
lity of drugs depends on the nature of the reactants,
products, and transition state of the reactants. This
was discussed by Connors, Amidon, and Kennon.[1]

for various combinations of reactants. In general, if a
vehicle is less repulsive to the transition state than

another, an increase in the reaction rate will occur.
Various situations arise, depending on the relative
charges on the reactants. For example, when both reac-
tants are ions:[40]

log ke2 ¼ log ke1 �
Z1Z2e

2

2:303 kTr

1

e2
� 1

e1

� �

ð11Þ

where ke1 and ke2 are the reaction rate constants in two
different solvent media of dielectric constant, e1 and e2,
respectively, Z is the ionic charge, k is the Boltzmann
constant, e is the electronic charge, T is the absolute
temperature, and r is the distance between the two
ions. For the reaction between an ion and a dipolar
molecule:[41]

log ke2 ¼ log ke1 �
Z me cos y
2:303 kTr2

1

e2
� 1

e1

� �

ð12Þ

where m is the dipole moment and y is the angle
between the resultant dipole and the axis of collision
of the two species. For two dipolar reactants (assuming
alignment of the dipoles):

log ke2 ¼ log ke1 �
2m1 m2

2:303 kTr3

1

e2
� 1

e1

� �

ð13Þ

Eqs. (11)–(13) illustrate the concept that accelera-
tion or deceleration of a reaction rate upon a change
in solvent polarity depends on the charge of the
reactants. For example, if e1 is water and e2 is an
ethanol–water mixture, two oppositely charged ions
will demonstrate a reduced stability in the ethanol–
water system, whereas two similarly charged reactants
will demonstrate an enhanced stability. This can be
understood by realizing that water provides greater
insulation to ions and polar species as compared to a
cosolvent–water mixture. Thus, addition of cosolvents

Table 7 Hemolytic effects of cosolvents

In vitro method (% hemolysis)

Formulation composition In vivo Reed and Yalkowsky Krzyzaniak et ala

Normal saline (NS) No 0.0 0.0

10% Ethanol in NS No 0.0 0.7

30% Ethanol in NS No 0.0 0.5

40% PG in NS Yes 61.0 5.6

60% PG in water Yes 100.0 9.5

10% PG þ 30% Ethanol in NS No 0.0 1.2

10% Ethanol þ 20% PG in water No 8.8 2.0

10% Ethanol þ 40% PG water Yes 69.2 10.3

20% Ethanol þ 30% PEG 400 in water No 0.0 0.3
aVehicles with% hemolysis > 2 considered hemolytic in vivo.

(From Ref.[35].)

0
0 20 40

Percent organic cosolvent
60 80 100

5

10

M
yt

ox
ic

ity
 c

um
ul

at
iv

e 
cr

ea
tin

e 
ki

na
se

 r
el

ea
se

 ×
 1

02  
(U

/L
)

20

25

15 *
*

*

Fig. 5 Myotoxicity of various cosolvents as a function of %
cosolvent in water. � ¼ propylene glycol, D ¼ ethanol,
& ¼ Polyethylene glycol 400. (From Ref.[37].)
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to water increases the attraction between oppositely
charged species and increases the repulsion between
similarly charged species.

While Eqs. (11)–(13) are useful in understanding the
general medium effects on reaction rates, their ability
to quantitatively predict reaction rates will most likely
suffer from inaccuracies similar to those experienced
with solubility prediction in mixed solvents. Dielectric
constant as a single parameter is not capable of quan-
titating all interactions among solvent and solute mole-
cules. LePree and Connors[42] reported on the use of a
phenomenological approach to predict reaction rates
in mixed solvents. The approach is similar to the solu-
bility studies reported by Khossravi and Connors[18]

and uses complex equilibria to characterize solvent–
solute interactions.

When water is a reactant in the degradation process,
that is, when the reaction is hydrolytic, replacement of
all or part of the water with a cosolvent may enhance
the stabilityof the drug. This does not imply that
solvolysis will not occur with solvents other than
water. Indeed, many pharmaceutical solvents or sol-
vent blends are sufficiently nucleophilic to participate
in substitution reactions; however, they are often less
reactive than pure water.[43]

When cosolvents are used to enhance solubility, the
potential effects on drug stability must be remembered.
The benefit of the enhanced solubility must be weighed
against potentially undesirable effects on drug stability.

Cosolvents may also contain impurities that can
initiate or catalyze oxidative degradation. PEGs are
well-known initiators due to their ability to form
unstable peroxides.[44] Likewise, the heavy metal con-
tent of a cosolvent can vary from vendor to vendor
or lot to lot. The use of such cosolvents in formulations
of drugs susceptible to oxidation requires that strict
limits be placed on specifications for the heavy metal
or peroxide content of the cosolvent.

EXAMPLES OF THE USE OF COSOLVENTS
FOR THE FORMULATION OF LIQUID
DOSAGE FORMS

Oral Dosage Forms

Ethanol has been used traditionally as a cosolvent for
oral solutions. It has been incorporated with sucrose in
elixir formulations, the alcoholic content of which may
vary from 3–78%. These formulations resulted in solu-
bilization and/or stabilization of various drugs and
have more favorable taste as compared to that of other
solvents. Its use is often undesirable, however, in oral
preparations intended for pediatric patients or other
patients who cannot tolerate the effects of ethanol.
Ethanol may also accentuate the saline taste of ionic

solutes.[45] Propylene glycol has been suggested as an
appropriate substitute for ethanol in oral solutions;
however, its use in pediatric formulations should be
carefully examined in light of previous reports of
toxicity.[46] In addition, the objectionable taste of pro-
pylene glycol may require the addition of flavoring
agents. Liquid PEGs have been used as vehicles for soft
gelatin capsules as well as pediatric elixir formulations.

Parenteral Dosage Forms

The use of cosolvents in small-volume parenteral pre-
parations is often critical due to the limited volume
of solution that can be administered by a single injec-
tion. Thus, the required dose of drug must often be
incorporated in 1 or 2 mL of solution. Table 6 lists par-
enteral products containing cosolvents. The cosolvents
most often used include ethanol, propylene glycol, gly-
cerin, PEG 400, and, sometimes, dimethylacetamide.
Other cosolvents, such as DMSO, have been used as
solvents for parenteral formulations of experimental
anticancer agents; however, their use is restricted due
to toxicity and potential incompatibilities with plastic
administration devices.[47]

Irritation, and hemolysis are primary considerations
when choosing a cosolvent for parenteral preparations.
Concentration and route of administration are impor-
tant factors that determine the incidence and severity
of local reactions.

Ophthalmic and Otic Dosage Forms

Ophthalmic formulations sometimes contain cosol-
vents, such as propylene glycol or PEG 300, as part
of the vehicle. The greatest limitation to the use of
cosolvents in ophthalmic preparations is their irri-
tation potential. For example, ethanol is too irritating
to be used in the eye (Table 3). Osmotic effects of
cosolvents are also important, and the strong osmotic
effect of glycerin combined with its poor solubilizing
power limit its usefulness in ophthalmic preparations.

Propylene glycol, PEG, glycerin, and isopropyl alco-
hol have been used in otic formulations. Table 5
contains a list of ophthalmic and otic preparations
containing cosolvents.

Topical Dosage Forms

Liquid preparations intended for dermal application
contain the largest variety of cosolvents. They most
commonly include ethanol, isopropanol, propylene
glycol, glycerin, and PEG 400. Irritation and sensitiza-
tion are important considerations in choosing a cosol-
vent for dermal use. In addition, it may be necessary to
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test new compounds for photoirritation or photosensi-
tization reactions.

Other cosolvents, such as DMSO, demonstrate skin
penetration enhancement properties for a number of
compounds. Although this could be a highly desirable
property for many drugs, the use of DMSO as a sol-
vent for dermal application has not been approved.

Preparations that are applied topically to the mouth
and throat have contained glycerin, ethanol, propylene
glycol, and PEG. Both systemic and local toxic effects
would need to be considered in choosing a solvent sys-
tem for these preparations. Table 6 contains a list of
dermal and topical mouth and throat products that
contain cosolvents.
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Crystal Habit Changes and Dosage
Form Performance
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INTRODUCTION

A crystalline particle is characterized by definite
external and internal structures. Habit describes the
external shape of a crystal, whereas polymorphic state
refers to the definite arrangement of molecules
inside the crystal lattice. Crystallization is invariably
employed as the final step for purification of a solid.
Use of different solvents and processing conditions
may alter the habit of recrystallized particles, besides
modifying the polymorphic state of the solid. Subtle
changes in crystal habit at this stage can lead to signifi-
cant variation in raw material characteristics. Further-
more, various indices of dosage form performance such
as particle orientation, flowability, packing, compac-
tion, suspension stability, and dissolution can be
altered even in the absence of significantly altered poly-
morphic state. These effects are a result of the physical
effect of different crystal habits. In addition, changes in
crystal habit accompanied with or without polymor-
phic transformation during processing or storage can
lead to serious implications of physical stability in
dosage forms. Therefore to minimize variations in raw
material characteristics, to ensure reproducibility of
results during preformulation, and to correctly judge
the cause of instability and poor performance of a
dosage form, it is essential to recognize the importance
of changes in crystal surface appearance and habit of
pharmaceutical powders. Fig. 1 depicts an overview
of the critical stages where changes in crystal habit
are likely to appear during pharmaceutical processing.

CRYSTAL HABIT CHANGES

The internal structure or polymorphic state represents
the molecular arrangement within a crystal and is man-
ifested in the form of a definite heat of fusion (DHf)
value. External structure or crystal habit is the outer
description of a crystal and is described by its length,
width, thickness, and surface appearance (roughness,
smoothness, and porosity). Crystal growth may be
impeded by adjacent crystals growing simultaneously or
contacting container walls. As a result, the development

of plane faces may be inhibited, leading to the forma-
tion of a tabular (moderate development of parallel
faces), platy (excessive development of parallel
faces), prismatic, acicular (inhibited width), or bladed
(flattened acicular) crystal habit.[1,2]

Thus a single internal structure of a compound can
have several different habits. In the case of delayed
crystallization, an irregularly shaped crystal may be
produced because it is constrained to occupy only the
spaces left between already crystallized particles. Such
irregularly shaped crystals are described as anhedral or
allotriomorphic, and those bound by plane faces are
known as euhedral or idiomorphic. However, anhedral
crystals do have a regular arrangement of building
blocks in the crystal lattice.

Crystallization of a solid may be influenced by
formulation and process variables of the crystallization
process. However, it is difficult to delineate the role of
a process variable on crystal habit because an alter-
ation of the variable often leads to change in both
deposition and dissolution rate of the material during
the crystal growth phase. In addition, the processes
are interactive and not independent of each other.
For example, a change in temperature simultaneously
alters the viscosity of crystallization solvent as well as
saturation level of the solute. Hence an increase in tem-
perature affects both deposition and dissolution rate of
the solute on crystal nuclei. Similarly, rate of stirring
influences the onset of nuclei formation because of its
effect on the temperature of the solution. It also
influences the growth of crystals because of the uniform
distribution of solute throughout the solution. The net
result of an altered variable is usually dependent on
more dominant factors such as initial supersaturation
level, nature of the co-solvent, crystallizing solvent,
cooling rate, etc. Few important factors that alter crystal
habit and the anticipated influence of altered habit on
dosage form performance are summarized in Table 1.

Changes in polymorphic state as a result of the
employment of different crystallization conditions and
the influence of these polymorphic states on stability
and biological attributes of dosage forms have
been receiving focused attention of many researchers.
However, not much importance seems to have been
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given toward crystal habit perhaps because of the com-
plexity of the crystallization process and its ability to
simultaneously modify both habit and polymorphic
state of compounds. Nevertheless, because of the great
impact of this seemingly trivial crystal property on dos-
age form performance, there is a need to study the
important factors that influence crystal habit.

FACTORS INFLUENCING CRYSTAL HABIT

Degree of Supersaturation

The degree of supersaturation of the mother liquor or
difference in concentration of solute on opposite sides
of a growing crystal influences crystal habit. The effect
of supersaturation on the change in habit was
described by an equation, y/x ¼ kDGn, where y/x is
the ratio of crystal length to breadth, k is a coefficient
of proportionality depending on diffusion, DG is the
degree of supersaturation (moles/1000 mol of solvent
at the moment of nuclei formation), and n is a number
that depends on the crystallographic classification and
the chemical composition of the substance.[3]

Barium sulfate precipitation has been reported to be
controlled initially by nucleation reaction and, finally,
by growth reaction. The growth kinetics was repre-
sented by the equation:

da

dt
¼ �kðCo � CÞ2=3

aq

where a is the mean ionic activity of Ba2þ and SO4
�2,

t is the time, Co and C are the molar concentrations of
barium sulfate available at to and t, respectively, k
incorporates the kinetic constant and the shape factor,
and q is proportional to the rate of change of the mean
ionic activity and surface of the particle.[4]

However, Nielsen[5–7] reported the growth of bar-
ium sulfate to be controlled by a chemical reaction in
which the crystal formation was a fourth-power step.
The precipitation was found to be diffusion-controlled
when the concentration was greater than 0.4 mM and
could be characterized by the equation:

Kot ¼
Z a

0

a�13ð1 � aÞ�1da

Fig. 1 Flow chart of the cause and effect relationship outlining the importance of crystal habit in dosage form design and
performance.
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Table 1 Influence of process variables of crystallization on crystal habit and dosage form performance

Process variable of crystallization Possible influence on crystal habit

Possible influence on crystal/

dosage form performancea

Supersaturation
More saturation or significant

solute–solvent interaction

Rate of nuclei formation is

greater than crystal growth

Fine particles are produced

More growth in one direction

producing needle-shaped crystals

Needle-shaped crystals exhibit

poor flowability and cause

bridging in hopper

Less saturation or insignificant

solute–solvent interaction

Platy crystals are produced Platy crystals exhibit greater

dissolution, but are not preferred

for tablet dosage form

Rate of cooling and degree of solution agitation

Rapid cooling Rapid crystal growth occurs and

asymmetric (thin platy crystals)

are produced

Platy crystals are not preferred for

tablet dosage forms

Slow cooling Rate of crystal growth decreases,

and symmetric crystals are produced

Using symmetric, compact crystals

gives more predictable and

consistent performance

High speed of agitation Even distribution of crystallizing

solute on the nuclei produces

elongated crystals with small

particle size distribution

Desirable particle size range can

be obtained; such crystals exhibit

good flowability and less

sedimentation in suspensions

Low speed of agitation or

unstirred solutions

Crystallizing molecules deposit on

selected crystal face, producing

large platy crystals

Crystals with large particle size

are unsuitable for formulations

Nature of crystallizing solvent
More affinity for crystallizing solute Formation of nuclei is delayed

and fine, symmetric crystals

are produced

Desired crystal size with better

dissolution and flowability

Interaction of certain functional groups

between solvent and solute may impede

growth at selected crystal faces

Elongated crystals may be produced

that are suitable for formulations

because of their better flowability

and sedimentation behavior

Requires a high ratio of crystallizing

solute/crystallizing solvent for producing

well-defined shaped crystals

Less affinity for crystallizing solute Nuclei are formed immediately and

crystal growth is rapid; relatively

larger crystals are produced

A low ratio of crystallizing

solute/crystallizing solvent is required

for obtaining well-defined shaped crystals

Temperature of crystallizing solvent

Low temperature Rapid nuclei formation because of

spontaneous decrease in saturation

level produces irregular shaped crystals

Irregular (dendritic) shaped

crystals are not suitable

for tableting

High temperature Nuclei formation is delayed and

fine, symmetric crystals are produced

Desirable shape and size of

crystals can be obtained that

are suitable for dosage forms

Presence of impurities
Adsorbable ions, solute molecules Inhibition or excessive growth of

certain crystal faces

Desirable crystal morphology

can be obtained during

purification by recrystallization

Structural compatibility between

polymer and drug

Interaction of functional groups

between polymer and crystallizing

solute restricts growth at certain

crystal faces

Prevention of habit transformation

aNo generalization can be made with regard to influence of process variables of crystallization on crystal habit and dosage form performance

because the influence of a process variable is interactive and not independent of the other variable. The influences listed here should be used

as a guideline only.

(From Ref.[72], p. 701, by courtesy of Marcel Dekker, Inc.)
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When the concentration was less than 0.4 mM, the
kinetics could be described by the equation:

KRt ¼
Z a

0

a�23ð1 � aÞ�4 da

where a represents the degree of precipitation. Hence
an initial concentration less than 0.5 mM produced
small prismatic crystals, and a concentration between
0.5 and 1.5 mM produced distorted prisms (corners
grew more than the middle of the faces). However, at
concentrations greater than 1.5 mM, the corners grew
much more than other parts of the crystal, giving them
a star-shaped appearance. It has been suggested that
star-shaped crystals should be produced when the
growth of crystals is diffusion-controlled because the
concentration of crystallizing solute shall be greatest
at the corners. On the other hand, rectangular-shaped
crystals can be envisaged when the concentration of
depositing solute is the same over the entire surface.
This takes place when the rate of consumption of the
solute is slower than the rate of diffusion.

Crystals of anhydrous cholesterol obtained from
ethanol under quiescent conditions with a low supersat-
uration value were platelike; those obtained from sha-
ken solutions were elongated, and those precipitated
from stirred solutions were needlelike. The same trend
was observed when acetonitrile or methanol was used
as crystallizing solvents.[8] Formation of needlelike
crystals at high supersaturation of less polar solvent
can be attributed to the significant solvent–solute inter-
action. Significant interaction probably results in pre-
ferential blocking of some faces, forcing the crystals
to grow in one direction, resulting in a needlelike
habit. Similarly, platy crystals are formed when the
solute–solvent interaction is less.

Solute–solvent interaction is reported to influence
the habit of stearic acid.[9] It is worth noting that the
addition of small amounts of surfactants forces stearic
acid crystals to grow only in one habit modification
regardless of the nature of solvent and the crystalliza-
tion conditions. This is because of the modification
of solute–solvent interaction by added surfactant
molecules. Therefore in the absence of significant
solute–solvent interaction (using relatively inert sol-
vents), the degree of supersaturation will perhaps pre-
dominantly govern crystal habit. Supersaturation also
influences the particle size of crystallizing solute. At
high supersaturation, nucleation is more rapid than
growth. This results in the precipitation of fine parti-
cles. In thermal recrystallization, however, large crys-
tals are produced because growth is faster than
nucleation.[10]

The degree of saturation in diffusional boundary
layer next to the predominant face of a growing

crystal can alter crystal growth in unstirred systems.
Such a stagnant boundary layer that may be as
thick as 150 mM can restrict diffusion and deposition
of crystallizing molecules on growing crystal faces.
Adsorbed impurities/polymers shall further retard
crystal growth.[11] Therefore the state of supersatura-
tion of mother liquor appears to alter the shape of
crystallizing particles by influencing the uniform depo-
sition of molecules at different faces. It is important to
note that the state of supersaturation depends not only
on the choice of solvents used for solubilizing the drug,
but also on the characteristics of the selected crystallizing
solvent. The combined influence of both these solvents
is critical in modifying habit as well as size of the crystal-
lizing particles.

Rate of Cooling and Degree
of Solution Agitation

Rate of cooling modifies crystal habit through its influ-
ence on the degree of supersaturation in mother liquor.
Cooling a supersaturated solution of a drug or pouring
it into crystallizing solvent maintained at low tempera-
ture immediately decreases the drug’s solubility and
results in rapid deposition of drug molecules on the
nuclei.

Rapid cooling of a solution of naphthalene in etha-
nol or methanol produces thin plates, whereas slow
cooling produces compact crystals. This is because of
slow deposition of drug molecules on crystal faces at
low rate of cooling.[12] It has been suggested that rapid
cooling usually produces needle-shaped crystals
because an elongated shape is most efficient in dissipat-
ing heat.[13] When the rate of cooling is decreased, the
solution is maintained below saturation for longer
duration. This results in delayed nuclei formation, slow
deposition of crystallizing molecules, and, eventually,
appearance of symmetric crystals. Slow cooling of a
solution of acetazolamide in boiling water produced
elongated prisms while faster cooling produced platy
crystals.[14] Similarly, cooling an aqueous saturated
solution of paracetamol from 65�C to 25�C produced
polyhedral crystals. However, when concentrated
solution in hot ethanol is added to water (3�C), platy
crystals were obtained.[14] Hence modulation of the rate
of cooling during crystallization could be employed as
an effective means to alter crystal habit. As a corollary,
habit changes shall be inevitable when a dosage form is
repeatedly subjected to changes in temperature during
processing or storage where the drug particles shall dis-
solve and then recrystallize to produce new crystals.

The degree of solution agitation is logically expected
to influence saturation level at solid–solvent interface
of the nuclei as well as bring about temperature drop
in the system. This is probably the reason for the
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formation of large platy crystals from quiescent solu-
tions and elongated crystals from stirred solutions.[8]

The effect of rate of solution agitation does not seem
to have been studied extensively and needs critical
evaluation.

Nature of Co-Solvent and
Crystallizing Solvent

Crystallizing solvent is the medium into which a satu-
rated drug solution prepared in a co-solvent is added
to effect crystallization by precipitation. They may be
a buffer (pH change method), water, or an organic sol-
vent. As a prerequisite of this process of crystallization,
the crystallizing solvent should be miscible with the
liquid in which saturated solution of drug has been
prepared. This requirement of miscibility implies that
the intensity of solute–solvent interaction can be modi-
fied by selecting different co-solvents and/or crystalliz-
ing solvents.

Cholesterol is reported to crystallize as needles from
ethanol and methanol and as platy crystals from aceto-
nitrile.[8] Trimethoprim[16] and sulfamethoxazole[17]

have been crystallized in distinctively different habits
from different crystallizing solvents (Fig. 2). These
studies also revealed that it was possible to obtain
different habits of either drug belonging to the same
polymorphic state using the same crystallizing solvent
by just altering the process variables of crystallization

such as co-solvent/crystallizing solvent ratio, tempera-
ture of co-solvent and crystallizing solvent, and rate of
cooling. Co-solvents having high affinity for either
drug required a higher ratio of co-solvent to crystalliz-
ing solvent for producing a well-defined morphology.
A decrease in the initial supersaturation as a result
of the elevated temperature of co-solvent or crystalliz-
ing solvent delayed the onset of nuclei formation and
crystallization, thereby producing small crystals with
equidimensional morphology. This was suggested to
be a result of the slow and uniform deposition of solute
molecules on the nuclei. However, variation of cooling
rate did not appreciably affect the habit because of
spontaneous precipitation of the drug. Therefore these
studies suggest that process variables are as important
as crystallizing solvent in modifying crystal habit and
should be paid due attention while preparing crystals
with specific attributes.

The interaction of a crystallizing solvent at various
crystal–solution interfaces may lead to altered round-
ness of the growing crystal face/edges, change in crys-
tal growth kinetics, and enhancement or inhibition of
growth at certain crystal faces thus changing the
habit.[18] In addition, polarity of the solvent and its
preferential adsorption at selected crystal faces can
significantly alter the properties of crystallized solid
particles. Nitrofurantoin has been reported to form a
monohydrate when crystallized from formic acid/
water (2 : 1) mixture because of the greater interaction
of its polar regions with water than with formic acid.
These water molecules have been suggested to be
retained at the active sites during crystal growth, while
desolvation of formic acid occurs more readily thereby
producing an altered habit.[19]

Diclofenac sodium when dissolved in hot water
and kept overnight crystallized in tetrahydrate form,
whereas its potassium salt crystallized in dihydrate
form. Fig. 3A shows that the commercial sodium diclo-
fenac existed as sturdy opaque crystals. Thin leaflet-
shaped crystals were obtained when it was precipitated
from water (Fig. 3B). On the other hand, potassium
salt was found to exhibit a regular bladed morphology
(Fig. 3C) that was lost after dehydration at 100�C
(Fig. 3D). Recrystallization of sodium and potassium
diclofenac from methanol produced stratified (Fig. 3E)
and thin elongated rod-shaped crystals (Fig. 3F),
respectively.[20] Similarly, recrystallization of sulfadiazine
from ammonia solution produced long, prismatic,
smooth-edged crystals with markedly different physi-
cotechnical properties.[21]

The nature of solvent has been found to have a pro-
found effect on crystal habit of ibuprofen. Ibuprofen
crystals precipitated from ethanol and acetone (sol-
vents having high surface tension, dielectric constant,
and less specific gravity) were thin, platy, and nearly
circular-shaped, whereas those obtained from propylene

Fig. 2 Photomicrographs (magnification 200�) showing
different habits of sulfamethoxazole [(A) and (B) same poly-

morph] and trimethoprim [(C) and (D) same polymorph]: (A)
and (C)—commercial drug samples; (B)—obtained by dissolv-
ing sulfamethoxazole in PEG 200 at room temperature and

adding to water (70�C) in a ratio 1 : 20 followed by cooling at
4�C; (D)—obtained by dissolving trimethoprim in dimethyl
formamide at room temperature and adding to water (70�C)
in ratio 1 : 20 followed by cooling at room temperature.
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glycol and 2-propanol were rod-shaped.[22] Similar
observations have been reported by Garekani et al.[23]

where all the habits of crystallized ibuprofen particles
belonged to a common polymorphic state. Circular or
polyhedral habits of ibuprofen obtained by precipitation
from polar solvents can be ascribed to the insignificant
interaction with these solvents. Significant interaction
in sodium hydroxide (pH 10) solution resulted in the
precipitation of needle-shaped crystals when the pH
was decreased by the addition of hydrochloric acid.
However, spherical agglomerates were obtained when

ibuprofen was dissolved in acetonitrile because of its
limited miscibility with water in which crystallization
occurred on emulsion droplets (Fig. 4).[24]

It is important to note that unlike in precipitation
method, both polar solvent, such as acetone, and non-
polar solvents, such as diethyl ether and hexane,
produced needlelike crystals of ibuprofen when satu-
rated solutions were cooled to 5�C over 120 min.
Dichloromethane produced cubic, whereas acetonitrile
produced spherical agglomerated crystals by this
method. Solvent evaporation of ethanol gave platy

Fig. 3 SEM micrographs of commercial sodium diclofenac (anhydrous) (A); precipitated in tetrahydrate form (B); potassium
diclofenac (dihydrate) (C); potassium diclofenac dihydrate (dehydrated at 100�C) (D); sodium diclofenac crystallized from
methanol (E); potassium diclofenac crystallized from methanol (F). (From Ref.[20], reproduced with permission of John Wiley
& Sons, Inc.)
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crystals and diethyl ether gave needle-shaped crys-
tals.[24] The ability of a solvent to crystallize ibuprofen
into strikingly different habits without changing its
polymorphic state can be suggested to be a result of
the alteration of solvent–solute interaction brought
about by the use of different crystallization methods.
Ibuprofen dissolves to a greater extent in semipolar
and non-polar solvents, indicating a very high solute–
solvent interaction. When crystallization is performed
by precipitation in water, this strong interaction is
weakened very soon and the crystal growth is not
inhibited. This results in the deposition of solute mole-
cules on all faces of the nuclei thus producing platy,
polyhedral, or circular-shaped crystals. However, when
crystallization is performed by temperature reduction
or evaporation, the initially strong interaction is
maintained till the end of the process. Therefore nuclei
growth is inhibited on certain faces to the extent
that both semipolar and non-polar solvents produce
needle-shaped crystals.

Presence of Impurities

Ions, polymeric molecules, or other substances present
in solute or solvent can act as impurities for the grow-
ing crystals. Surface adsorption of methylated spirit on
mannitol seed crystals has been reported to produce
highly porous surfaced crystals that were more resist-
ant to vibrational segregation.[25] At the molecular
level, impurities may get adsorbed in crystal lattice
and disturb the regular and repeating arrangements
of a crystal. Such defects give rise to local regions of
molecular disorder relative to the original crystal struc-
ture and are said to be in an activated state because of

the greater molecular mobility and exposure of more
reactive chemical groups. Hence such defects in the
crystals lead to enhanced reactivity, solubility, and dis-
solution. Detailed discussion on such crystal lattice
defects that lead to alteration in polymorphic state is
not within the scope of this topic. However, because
of their importance in influencing stability, dissolution,
solubility,[26,27] and thereby biological performance, it
is necessary to ensure the absence of polymorphic
modifications as a result of the crystal lattice defects
to clearly define the role of crystal habit.

It will be more pertinent here to understand the
mechanisms by which lattice defects created by added
impurities modify crystal habit. Whetstone[28–30] sug-
gested that habit modification of inorganic salts
depended on the anionic and cationic substitution
and on the nature of substitution present in dyes. At
low saturation level, an increase in the impurity con-
centration (cationic or anionic surfactants) was found
to result in cessation of growth at certain crystal faces,
whereas at high saturation, these surfactants produced
less effect on the habit of adipic acid. Furthermore,
anionic and cationic surfactants as impurities were
found to modify the habit to needles and flakes,
respectively.[31,32] When valeric or undecanoic acid
were added as impurities, adipic acid crystallized as
cigar-shaped spars with rounded edges. Further
increase in the concentration of impurities produced
fused pairs of spherules. A linear plot of the maximum
growth rate slope of desupersaturation of adipic acid
against concentration of caproic acid (impurity)
suggested that its selective adsorption on various
faces except near the surface was responsible for habit
modification of adipic acid.[33] Earlier, dumbbell-
shaped appearance of modified crystals of adipic acid
was suggested to arise from crystallographic twinning
because of the similarity of the a- and c-axes of the unit
cell.[34] These crystals have been reported to possess
modified density, crystal energy, and dissolution
rate.[35] Recently, it has been found that decanoic acid
gets incorporated into adipic acid crystal f102g surface
that results in loss of facets in the f010g zone. These
lattice distortions result in crystals having misaligned
domains, but they are not crystallographically
twinned.[36] Fig. 5 summarizes the steps that lead
to the final dumbbell or ‘‘figure-of-eight’’ shaped
morphology of adipic acid.

Apart from dyes and surfactants, polymeric mole-
cules also influence the crystal habit of developing crys-
tals. Sulfathiazole has been reported to grow out in
finger-like protrusions in the presence of polyvinylpyr-
rolidone (PVP). It was suggested that PVP formed a
‘‘net’’ over the developing crystals. The effective pore
size in the ‘‘net’’ and growth inhibition depended on
the relative transport rates of PVP and sulfathiazole
to crystal surface.[37] Carbamazepine (anhydrous) is

Fig. 4 SEM micrographs of ibuprofen commercial sample
(A); crystals prepared by solvent change method using iso-
propyl alcohol (B); sodium hydroxide (C); acetonitrile (D).

(From Ref.[24], p. 1083, by courtesy of Marcel Dekker, Inc.)
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known to convert to the dihydrate form in water,[38]

and the growth of these crystals occurs by whisker
mechanism. Both hydroxypropylmethyl cellulose
(HPMC) and egg albumin (EA) have been found to
retard the conversion of anhydrous carbamazepine to
the dihydrate form in a concentration-dependent man-
ner. In addition, HPMC was found to prevent the
crystallization of the /-form. These preventive effects
of HPMC at low concentrations could not be
explained by simple adsorption because the polymer
chain remained entangled and less mobile to enwrap
all growing sites effectively. Therefore it was proposed
that HPMC served as a template for heterogeneous
nucleation, to which carbamazepine dimer attached
through hydrogen bonding. More specifically, structur-
al matching between interatomic distances in the crys-
tal lattice and intra-atomic distances along the polymer
chain can be envisaged to be responsible for transform-
ation inhibition.[39] On the other hand, with EA, the
prevention of crystallization of /-form was found to
be less pronounced because of its lower ability to form
hydrogen bonds with carbamazepine molecules. Egg
albumin was found to decrease the degree of carbama-
zepine conversion to dihydrate form and whisker
growth through an increase in aggregation of its dihy-
drate crystals. An increase in contact angle after
addition of EA and reversibility of EA effect on aggre-
gation by sodium dodecyl sulfate suggested that EA
prevented the crystal growth of carbamazepine by
increasing the dihydrate–liquid interfacial tension.
Additionally, EA served as a microsubstitute for
nucleation, thereby enhancing the two-dimensional
nucleation on whisker sides.[40]

It is interesting to note that PVP that contained only
one hydrogen bonding carbonyl group per monomer
unit was ineffective even at 500 times higher molar
concentration than the minimum concentration of
HPMC required to completely inhibit the transform-
ation of carbamazepine to its dihydrate from.[40] In
contrast, crystal habit of paracetamol was found to
be effectively modified by PVP with higher influence

being exerted by higher molecular weight derivatives
(PVP 10,000 or 50,000). Adsorption of high molecular
weight PVP onto paracetamol growing crystals
resulted in nearly spherical structure consisting of
numerous rod-shaped microcrystals agglomerated
together without any change in polymorphic state.[41]

Discrepancies regarding the influence of polymeric
impurities on habit modification seem to be because
of the complex nature of nuclei formation and growth
during crystallization. Polymers can get incorporated
into the crystal only when they are similar to the
crystallizing molecule in size or structure, which is
often not the case. Hydroxypropylmethyl cellulose
has been found to act as both growth inhibitor and
habit modifier of hydrocortisone acetate, whereas
PVP and polyethylene glycol 400 acted predominantly
as growth inhibitors. This was suggested to be a result
of the stronger interaction of HPMC (via hydroxyl
groups) at the surface of the growing crystal. The influ-
ence becomes more pronounced in unstirred systems
where a diffusional boundary layer adjacent to the
growing crystal surface is formed. The accumulation
of polymer molecules in this layer provides resistance
for drug molecules to diffuse through and leads to
growth inhibition. Additionally, habit gets modified
when the polymeric groups get preferentially adsorbed
at particular crystal faces thereby preventing growth of
these faces, while other faces grow normally. Polymers
that do not interact and get just adsorbed therefore
lack the ability to modify the habit.[11]

Polymorphic molecules such as methacrylic co-
polymers may modify crystal habit by virtue of their
ability to form micelles because of the presence of
quaternary ammonium groups in their molecules.
Water-insoluble eudragits (RS and RL) that increased
the solubility of ibuprofen produced more reduction in
crystal yield than the water-soluble eudragits (L and S).
However, all these polymers produced agglomerated
spherical crystals with rough surfaces that were
exhibited increased porosity. Greater pore diameter
in crystals precipitated in the presence of eudragits
accompanied with increased intraparticle porosity sug-
gested the absence of polymer deposition in the empty
spaces between microcrystals in the agglomerates.[42]

Tailor-made impurities can be used for specific drug
molecules. The use of p-acetoxyacetanilide (PAA)
during crystallization of paracetamol has been found
to produce columnar crystals. The incorporation of
PAA into critical nucleus delayed the onset of
nucleation and resulted in crystals that exhibited sig-
nificant mosaic spread, implying the development of
significant strain/defect content in the crystals.[43]

Therefore irrespective of the mechanism under
operation, the addition of impurities during crystalliza-
tion can be advantageously employed to engineer crystal
habit if the impurity is known to modify the growing

Molecules
incorporate into
(102) surface via
molecular
recognition

Strain imposed along the b axis leads
to orientational changes consistent
with modeling

Final mophology is
one of a “figure of 

eight” shape

Molecules affect
the [100 zone]

b

(102̄) (100)

Fig. 5 Schematic illustration of growth process that produces
dumbbell-shaped crystals of adipic acid. (From Ref.[36], repro-
duced with permission of John Wiley & Sons, Inc.)
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crystal into a morphology that is desirable from the
viewpoint of dosage form design and performance.

SIGNIFICANCE OF CRYSTAL HABIT
IN DOSAGE FORM PERFORMANCE

Tablet Formulation

It is well known that crystal habits exhibiting sym-
metric morphological characteristics such as the cubic
system present no difficulty during direct compression
into tablets. Jaffe and Foss[44] pointed out that binary
compounds are found predominantly in the cubic and
hexagonal system and are characterized by higher sym-
metry than ternary and more complex compounds
found in the rhombic, monoclinic, and triclinic sys-
tems. Low-symmetry structures such as carbonates of
calcium, lead, nickel, potassium, silver, and sodium
have been reported not to form tablets on direct
compression. The regular spherical particles of spray-
dried lactose form stronger tablets compared with
angular particles on direct compression.[45] Similarly,
replacement of platy habit (form B) by non-platy
(form A) crystals of tolbutamide has been reported
to obliterate capping of tablets.[46] These findings sug-
gest symmetricity of crystals to be a prerequisite for
direct compression.

Successful tableting requires uniform flow from the
hopper, proper packing, rearrangement, reduction in
porosity, and deformation of particles in the die cavity.
Flat needle-shaped crystals of aspirin have been found
to align themselves parallel to the punch face, forming
a layered structure that exhibited low lateral stress
transmission characteristics.[47] An increased radially
transmitted stress with flaky powered material[48] rein-
forces this contention. Apart from the mechanical
influence of crystal shape, another dominant factor
that results from the anisotropy of cohesion and hard-
ness (of low-symmetry crystals) also contributes to the
ease of compression. As crystal habit varies, the domi-
nant faces vary in relation to this anisotropy and
tend to orient the crystals during compaction process
thus exhibiting great differences in packing and
compression kinetics.

Cubic sodium chloride crystals that pack in a brick-
like fashion have been found to exhibit greater density
than the dendritic crystals. In addition, reduced slip
between dendritic crystals made rearrangement diffi-
cult and resulted in greater loss of compaction force
to the die wall.[49] Ibuprofen is generally crystallized
industrially from hexane in the form of elongated
needlelike crystals. This shape has been found to be
unsuitable for tableting because of the poor flow proper-
ties. Equidimensional crystals obtained using methanol
have been reported to possess better compaction features

and flow properties.[23,50] Crystal morphology of excipi-
ents such as powdered cellulose[51] and calcium alumina
trihydrate[52] has also been reported to significantly influ-
ence strength, content uniformity, and disintegration
time of tablets.

The platelike nitrofurantoin crystals are reported to
undergo greater densification and plastic deformation
than the needlelike crystals. Furthermore, tablets pre-
pared from needlelike crystals exhibited a higher
degree of axial recovery after ejection. This was sug-
gested to be a result of the development of larger non-
polar faces in platelike crystals that were crystallized
from formic acid than polar faces of needlelike crystals
crystallized from formic acid/water mixture. The relative
abundance of these faces probably affected the magnitude
and the strength of bonding during compression.[53]

An orthorhombic structure is characterized by high
molecular density and weak interplane bonds. During
the initial stages of compression cycle, these planes
have been suggested to act as slide planes giving
rise to substantial interparticle rearrangement, thus
resulting in volume reduction. At high pressures, these
crystals undergo plastic deformation with low elastic
recovery as compared with monoclinic form, thus
increasing the points of contact in the compact.
Because of these reasons, orthorhombic paracetamol
crystals exhibited good tablet forming property with
no tendency of capping.[54] Platy crystals of paraceta-
mol have been reported to exhibit lower correlation
coefficient values for Heckel plots and strain rate sen-
sitivity, indicating greater fragmentation compared
with polyhedral crystals. Tablets compressed from
platy crystals showed higher elastic recovery, suggest-
ing that these crystals underwent less plastic defor-
mation.[15] It has been suggested on the basis of
molecular geometry of paracetamol crystal lattice that
the cleavage along the f010g plane follows a serrated
path and the interplanar bonding is of van der Waals
type. However, along both f110g and f210g planes,
cleavage requires breakage of two hydrogen bonds
per unit cell. In addition, the lowest attachment energy
and maximum slice energy for the f010g plane strongly
suggested that the fracture in paracetamol crystals
occurred along the f010g crystal plane.[55,56]

Compression of particles may alter the internal
structure as well as their morphology. These changes
are opposed by intermolecular forces that restore the
crystal to its original form and results in elastic recov-
ery. If the intermolecular forces are exceeded, then
plastic flow occurs. It has been suggested for aspirin
that the displacement occurring along the slip planes
inside the crystal moved in an orderly manner to a
new location, with the molecular packing arrangement
remaining unchanged. However, cubic sodium chloride
crystals possess numerous potential slip planes for
plastic deformation, and microscopic examination
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did not reveal shearing effects. This indicates that
shearing occurred at the molecular level in cubic
sodium chloride crystals.[57] An increase in com-
pression pressure decreased the crystallinity of lactose,
producing stronger tablets as a result of the more
activated crystals dissipating acquired energy by inter-
particle bonding.[58] Compacts made from equi-
dimensional crystals of L-lysine monohydrochloride
dihydrate in the absence of excessive pressure showed
wider flaws (wider cracks between particles), whereas
those from long rod-shaped crystals had longer flaws.
These compacts of rod-shaped crystals were found to
have poor strength probably because of the higher
stress intensity at the crack tip that propagated to
longer distances along the interparticle boundary.[59]

In addition, variation in the degree of surface crystal-
linity has been found to exhibit enormous influence
on tablet properties.[60] Hence an equidimensional
habit that undergoes the highest degree of densification
and exhibits a tendency to form new bonds at the
fragmentation sites during compaction seems to offer
great advantage for tablet formulation.

Dissolution

Dissolution of a drug depends on the physicochemical
and physicotechnical properties of drug particles.
These crystal attributes directly affect the absorption
kinetics of a drug and thereby bioavailability of
dosage forms. This assumes greater importance for
drugs exhibiting low solubility that makes absorption
to be dissolution rate-limited. It is established that
an increase in solubility can be brought by modifying
the polymorphic state of a compound. But the influ-
ence on other attributes such as stability, biological
efficacy, metabolism, etc. as a result of change in
polymorphic state demands a thorough investigation
while using this approach. Modifying surface
morphology of crystals without altering the polymor-
phic state seems to offer an attractive alternative
approach for enhancing the dissolution of drugs.
Furthermore, it is necessary to standardize the surface
characteristics for minimizing differences in dissolution
behavior of drug particles obtained from different
batches/sources.

The size and the number of crystal faces exposed to
solvent attack determine the amount of drug dissolved.
It was shown that the lifetime of potassium ferricyan-
ide crystal was proportional to the smallest length of
the crystal face in contact with liquid paraffin–water
interface. Furthermore, non-isometric dissolution of
the crystal face indicated a change in crystal shape dur-
ing dissolution.[61] The shape factor of a single crystal
of potassium dichromate changed significantly after
50% dissolution and was dependent on the degree of

non-isometricity of the crystal.[62] These reports indicate
that a continuously changing dissolution profile can be
anticipated for certain habits such as rods and needles
because of the more solvent attack on predominant
faces of the crystals as dissolution progresses.

At the molecular level, dissolution can be visualized
to involve interaction of solvent with functional groups
in the drug particles. Additives/impurities present in
drug particles may alter the intensity of drug-
dissolution medium interaction thereby modifying dis-
solution characteristics. Hydroxypropyl b-cyclodextrin
has been found to be more effective than PVP in
inhibiting the crystal growth and enhancing the dissol-
ution of nifedipine.[63] However, additives may
sometimes even reduce the dissolution rate. A combi-
nation of Eudragit RS and cellulose acetate phthalate
has been shown to alter the habit and sustain the
release of an iron chelator.[64] Crystallization of sulfa-
diazine from ammonia solution significantly decreased
the dissolution rate because of the reduced wettability
of the outer surface of recrystallized particles that
seems to arise from the influence of crystallizing
liquid.[21] Depending on the solvent used for crystalli-
zation, internalization of the functional groups
that are less attracted to the liquid takes place.
Similarly, reduced wettability associated with agglom-
eration of crystals has been proposed to decrease the
dissolution of ibuprofen crystals recrystallized from
acetonitrile or methanol.[24] It is important to note
that non-ionic impurities such as Tween 80 that do
not disturb the arrangement of sulfadiazine molecules
in ammonia solution did not appreciably affect the
dissolution of recrystallized sulfadiazine. On the other
hand, although the addition of sodium chloride as an
impurity did not increase wettability, the dissolution
of crystals was enhanced. It has been proposed that
probably sodium chloride, as a result of its ionic
nature, reduced the interaction of ammonia with sulfa-
diazine through ion–dipole interaction. This in turn
resulted in reducing the effect of ammonia on orien-
tation of functional groups present in sulfadiazine
molecules during recrystallization, thereby negating
the dissolution retarding influence of ammonia on
recrystallized sulfadiazine crystals.[21]

The literature abounds with reports of investiga-
tions on enhancement of dissolution of drugs having
low aqueous solubility by change in crystal habit. Ibu-
profen crystals prepared by precipitation from ethanol
and acetone have been reported to exhibit enhanced
dissolution than the rod-like crystals obtained from
propylene glycol and 2-propanol.[22] Preparation of
ibuprofen crystals by using phase partition technique
and employing Tween 80 in the binding solvent have
been found to produce microcrystals which when com-
pressed into tablets exhibited dissolution comparable
to that of commercial product with respect to USP
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24 requirement (>or ¼ 80% at 60 min).[65] Other
drugs that are known to have low aqueous solubility
such as aspirin,[66] mefenamic acid,[67] and etoposide[68]

have also been reported to exhibit better dissolution
after modification of crystal habit. However, results
of dissolution enhancement should be cautiously inter-
preted because most studies do not often aim at
delineating the role of crystal habit from that of poly-
morphic state which usually accompanies recrystalliza-
tion of drug particles.

A pharmaceutical sample usually contains a mixture
of habits. This is because of the complex natures of
crystallization process in which even a scratch in the
container or presence of dust particles is capable of
initiating nuclei formation and modifying habit of
growing crystals. Because of these mixed habits, the
dissolution profile cannot be ascribed to a particular
habit unless this shape constitutes a significant pro-
portion of the bulk. Hence to correctly characterize
the dissolution behavior and evaluate the contribution
of various crystal faces, studies are made on single
crystals. Prasad et al.[69] have reported that the dissol-
ution rate of f001g and f110g faces of paracetamol
crystals grown in the presence of molecularly similar
additive p-acetoxyacetanilide were higher than that
of pure paracetamol. This was attributed to the distri-
bution of strain in the crystal that increased its
solubility.[69] Apart from inclusion of impurities, pro-
cessing variations can also lead to development of such
strains. Moisture taken up even in low amounts in
these areas of ‘‘strain’’ or ‘‘disorder’’ can plasticize
the solid and promote molecular mobility that results
in enhanced dissolution, chemical degradation, and
solid-state changes such as recrystallization.[26,27]

It is noteworthy that modified habits of trimetho-
prim and sulfamethoxazole having different habits
but belonging to the same sieve fraction and polymor-
phic state exhibited significantly different dissolution
profiles. For both drugs, symmetric crystals were found
to dissolve faster probably because of the uniform
exposure of all the surfaces to dissolution medium.
However, symmetric crystals having a higher size fac-
tor (length � breadth) exhibited slow dissolution dur-
ing the early phase. But during the later phase, as the
size factor decreased, the dissolution rate of these crys-
tals was found to increase. Symmetrical crystals that
possessed low zeta potential exhibited considerable
aggregation and dissolved slowly.[16,17] It is perhaps
for the first time that change in crystal habit has been
shown to be associated with alteration of surface
charge. The fact that surface charge has an ability to
influence not just the aggregation state but also other
powder characteristics such as mixing, flowability,
dissolution, and solubility, it seems logical to evaluate
the electrophoretic motility of recrystallized particles.
Nevertheless, altering crystal habit seems to offer

an approach for modifying the dissolution behavior
of drugs.

Suspensions

The influence of crystal habit on performance of sus-
pension dosage form can be envisaged to be more pro-
nounced than other dosage forms because of greater
space available for reorientation and packing of dis-
persed particles. Furthermore, selection of a stable
habit is essential to avoid crystal growth that leads to
physical instability during the shelf life of suspensions.

Investigations on trimethoprim[16] and sulfameth-
oxazole[17] suspensions have revealed that crystals with
high shape factor (1/L � 1/B) exhibited high sedi-
mentation volume and could be easily redispersed. It
was suggested that during settling, these crystals per-
haps formed an end-to-face rather than an end-to-
end framework because this would result in decreased
free energy of the system. Although these anisometric
crystals possessed high zeta potential, they tend to
induce ‘‘self-flocculation,’’ which produced a scaffold-
like, porous pack structure that was less susceptible to
overhead pressure of settling particles. On the other
hand, crystals with irregular shape exhibited low sedi-
mentation volume and were not easily redispersed
because of cake formation. This was because of the
reorientation of irregular crystals during sedimentation
that lead to close-fit packing. It is noteworthy that a
massive increase in sedimentation volume (sixfold)
was obtained by employing rod-shaped crystals of
trimethoprim in deflocculated suspension.[16] The phar-
macokinetics of both trimethoprim and sulfamethoxa-
zole crystals was not significantly altered as compared
with the respective pure drug powders probably
because of their reported rapid absorption which does
not render their bioavailability to be dependent on
dissolution. However, studies on drugs that have inher-
ently low solubility and/or low intestinal permeability
are advocated to test the validity of this hypothesis.

It is important to consider the influence of inter-
action between functional groups of drugs that leads
to their habit modification when formulated in suspen-
sion dosage form. Proton transfer from the N atom of
sulfamethoxazole to the pyrimidine basic N1 atom of
trimethoprim has been reported to occur in their equi-
molar complexes.[70] Bettinetti et al.[71] have reported
nucleation of the complex of trimethoprim and sulfa-
methoxypyridazine (1 : 1) to be accelerated by water
or wet granulation. Our studies on cotrimoxazole
(unpublished results) revealed immediate formation
of fine needle-shaped crystals irrespective of the initial
shape of sulfamethoxazole and trimethoprim crystals
as a result of the interaction between the two drugs
in suspension form. Small needles (Fig. 6A) were
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produced when the aqueous dispersions of both drugs
were mixed in amounts that are normally present in
pharmaceutical suspensions (molar ratio sulfamethox-
azole/trimethoprim: 5.73 : 1). Using the same proces-
sing conditions, long needle-shaped crystals were
produced when the molar ratio was 3 : 2, 1 : 1, 2 : 3, or
1 : 2 (Fig. 6B), and these dispersions exhibited a sedi-
mentation volume of 1.00 after storage over 2 months
at 35�C. Furthermore, addition of aluminum chloride
as flocculating agent modified the original crystals to
long needle-shaped crystals. This was also evident
when aluminum chloride was added to aqueous disper-
sion of trimethoprim. Addition of HMPC (1% w/v)
before mixing dispersions of both drugs did not allow
complete interaction as a result of which formation of
needle-shaped crystals was found to be incomplete
(Fig. 6C) and the resultant dispersions exhibited
caking after storage. Perfect needles were formed but
possessed shorter length (Fig. 6D) when HPMC was
added after mixing the dispersions of both drugs.
The results of these investigations strongly indicated
that habit modification can result from interaction
between functional groups in physical mixtures of
drugs and that the intensity of modification can be
altered by the formulation and processing variables.
This influences the stability of suspension dosage
forms, and hence occurrence of such habit modifica-
tions should be given due attention during preformula-
tion. As a corollary, this approach could be used to
enhance the physical stability of drug suspensions that
are prone to caking on storage. This can be achieved
by employing interaction between the drug and an
inert substance to produce crystals with appropriate

habit that can form a porous pack structure that
will embed the drug particles. Such suspensions shall
exhibit high sedimentation volume and ease of redis-
persibility. However, feasibility of using this approach
is yet to be tested.

CONCLUSIONS

Crystal morphology is an important attribute of solids.
Both crystal shape (habit) and surface appearance can
be significantly altered by the process variables of
crystallization. Crystallization, which is often used
for purifying/recrystallizing a drug powder, may
modify either polymorphic state, crystal habit, or both.
Although seemingly trivial, crystal habit plays a signifi-
cant role in influencing packing, flowability, compress-
ibility, dissolution, and sedimentation characteristics of
pharmaceutical powders. Therefore selecting a stable
polymorph may not alone solve the problem if the
polymorph exists in distinctly different habits that
can modify the physical stability of the dosage form.
In addition, polymorphic transformations or crystal
growth during storage may accompany change in
crystal habit. Furthermore, development of strain in
crystal lattice either because of impurities/additives
or during processing can lead to changes in habit that
can alter the performance of dosage form. Hence it is
imperative to study changes in crystal habit along with
changes in polymorphic state at critical processing
stages. This shall help in maintaining uniformity in
raw material characteristics and batch-to-batch dosage
form performance besides formulating a stable dosage
form with required performance.
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INTRODUCTION

Understanding crystallization processes is important
for the rational formulation and process development,
as well as the chemical and physical stability of phar-
maceutical products. While thermodynamics describes
the equilibrium behavior of a system, pharmaceutical
products most often encounter far-from-equilibrium
conditions during processing, storage, and delivery.
These conditions lead to the creation of metastable
liquid or solid states. Metastable liquid states may
include freeze concentrated solutions, solutions of
weak acids or bases exposed to a pH change, solutions
prepared by dissolution of salts of weak acids or bases,
and solutions prepared by dissolution of a high energy
form. Metastable solid states include amorphous
solids, polymorphs, and solvates. As crystallization
provides a means to reduce the free energy of the sys-
tem to the most stable state, crystallization mechan-
isms and kinetics determine the extent to which
metastable states are reached and maintained.

While knowledge of equilibrium phase diagrams is
useful in identifying the concentration (or activity)
and temperature regions of thermodynamic stability
of solid phases, information on the crystallization
kinetics is essential in determining solid phase out-
comes. Nucleation and growth rates control the iso-
lation of desired solid-state modifications as well as
the particle size distribution (number of particles, mean
diameter, and standard deviation) and particle shape or
morphology. The lack of information on crystallization
processes leads to unwanted or previously unknown
nucleation events that threaten the development of a
pharmaceutical product. Dunitz and Bernstein[1] docu-
mented cases of ‘‘disappearing or elusive polymorphs’’

that provide evidence for the consequences of poor
process control in crystallization of polymorphic sys-
tems. The sudden formation of a crystalline structure
different from the one harvested for months of the
HIV protease inhibitor Norvir (ritonavir)[2] illustrates
the decisive role that nucleation mechanisms and kinetics
have on crystallization. Nichols and Frampton[3] have
reported considerable efforts that failed to crystallize
the metastable polymorph of paracetamol as described
in the initial publication of the crystal structure.[4] The
critical role of crystallization kinetics in determining
the appearance of crystalline modifications is also
recognized by the FDA and described in the guidelines
for the manufacture of drug substances:[5] ‘‘Appropriate
manufacturing and control procedures (including in-
process testing when needed) should be established for
the production of the desired solid-state form(s). It
should be emphasized that the manufacturing process
(or storage condition) is responsible for producing
particular polymorphs or solvates; the control methods
merely determine the outcome.’’

The goal of this article is to describe ways in which
crystal structure, morphology, and crystallization
kinetics can be utilized to reproducibly maintain meta-
stable states and control solid-state outcomes. Experi-
mental methods that can be employed to investigate
the factors that regulate crystallization from solution
will be presented.

CRYSTALLIZATION

A crystalline phase is created as a consequence of
molecular aggregation processes in solution. These
prenucleation clusters may achieve a certain size for
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a sufficient time to enable growth into macroscopic
crystals. The rate and mechanisms by which crystals
form in liquid solutions are determined by numerous
thermodynamic, kinetic, and molecular recognition
factors.[6–11] These factors are summarized in Fig. 1.[12]

Questions on the transferability of crystallization
microtechniques to larger scale processes that are
reproducible require careful consideration and study
of crystallization kinetics. While operationally useful
variables that describe crystallization methods are
often related to crystallization outcomes, this approach
lacks meaningful information for developing a process
that yields reliable outcomes because the factors that
determine the crystallization kinetics and outcomes
are not explicitly considered. For instance, compare
the following two approaches to describe the processes
for the selective crystallization of polymorphs:

1. Form I obtained by cooling; Form II obtained
by evaporation.

2. Form I obtained at a supersaturation x, tem-
perature y, and time z at which crystals were
harvested after crystallization onset; Form II
obtained at supersaturation x,’’ etc.

While the former approach is at best anecdotal, the
latter employs the causative factors and leads to rela-
tionships between the crystallization kinetic param-
eters and the outcomes.

Control of the processes of nucleation and crystal
growth is possible as long as the required information
is available. In a study on the crystallization of parace-
tamol polymorphs by Nichols and Frampton,[3] seed-
ing with crystals of the desired solid phase and the
time of harvesting the solid phase were found to have
a significant effect on the isolation of the desired poly-
morph. The orthorhombic polymorph (metastable)
could not be obtained by a previously reported
method:[4] ‘‘slow evaporation from ethanol.’’ Dunitz
and Bernstein[1] have explained the mystery of disap-
pearing polymorphs by considering various examples
and the relevant questions that were left unanswered.
They state that ‘‘once a particular polymorph has been
obtained, it is always possible to obtain it again; it is only
a matter of finding the right experimental conditions.’’

SUPERSATURATION

A solid phase is precipitated from solution if the chem-
ical potential of the solid phase is less than that of the
dissolved component. A solution in which the chemical
potential of the solute is the same as that of the corre-
sponding solid phase and is in equilibrium with the
solid phase under the given conditions (temperature,
pH, and concentration) is called a saturated solution.
For crystallization to occur, however, this equilibrium
concentration or solubility must be exceeded. This
excess concentration or chemical potential is called
supersaturation. Supersaturated states may be created
by increasing the solute concentration or decreasing
the solute solubility using a variety of methods includ-
ing the following:

1. Methods that create supersaturation by increas-
ing the solute concentration include:

a. Solvent evaporation.
b. Dissolution of a metastable solid phase

(transformations of amorphous to crystal-
line, anhydrous to hydrate, more soluble
to less soluble polymorph, and salt to free
acid or free base).

2. Methods that create supersaturation by decreas-
ing the solute solubility include the following:

a. Temperature change (cooling).
b. Addition of solvent or additives that lower

the solute solubility (i.e., antisolvent
addition).

c. pH change.
d. Addition of ions that participate in precipi-

tation of the solute (i.e., salting out).

Knowledge of the driving force for crystallization is
essential, not only to characterize the kinetics, but also

Solid-liquid interfacial tension

Molecular Recognition

KineticsThermodynamics

Molecular Recognition

KineticsThermodynamics
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Diffusivity or viscosity
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Fig. 1 Schematic diagram showing the interplay between
thermodynamic, kinetic, and molecular recognition phenom-
ena that governs crystallization. (From Ref.[12].)

Crystallization: General Principles and Significance on Product Development 835



C
ool–C

rystal

to relate the crystallization outcomes to the parameters
that regulate crystallization. The number of molecules
required to achieve an effective nucleating cluster is
inversely proportional to the supersaturation. There-
fore, as the supersaturation is increased the probability
of nucleation increases. However, nucleation is ener-
getically more demanding than crystal growth and
there are supersaturation regions in which crystal
growth proceeds while spontaneous nucleation is sup-
pressed (metastable zone).[6,7,9]

The driving force for nucleation and growth is the
difference in chemical potential of the solute in a super-
saturated solution, m1, and in a saturated solution, meq:

Dm ¼ ðm1 � meqÞ ð1Þ

As m ¼ mo þ RT ln a, then

Dm ¼ RT ln ða1=aeqÞ ¼ RT ln ðg1c1=geqceqÞ ð2Þ

and the supersaturation is

s ¼ Dm=RT ¼ lnða1=aeqÞ ¼ lnðg1c1=geqceqÞ ð3Þ

If the activity coefficient, g, is independent of concen-
tration, in the given concentration regime, then
g1 ¼ geq and the supersaturation becomes

s ¼ lnðc1=ceqÞ ¼ lnðc=sÞ ð4Þ

where c is the concentration of the crystallizing sub-
stance in the supersaturated solution and s is the solu-
bility. (This notation is adopted to avoid the use of
subscripts.) For c/s values smaller than 1.15,

s ¼ lnðc=sÞ � ðc � sÞ=s ð5Þ

Frequently used expressions for supersaturation are
[(c � s)/s] and the ratio (c/s). If the supersaturation
is attained by changing the pH, then the ratio of the
concentration of the solution to the solubility at the
given pH is the supersaturation ratio. Fig. 2 illustrates
an example of the effect that changing the pH can have
on the supersaturation of a weakly basic drug
(pKa ¼ 5.25). When the pH of the solution is
increased along the path represented by line ABC,
spontaneous crystallization will occur when the pH
corresponding to point C is achieved. When this
boundary is exceeded (i.e., pH increased past point
C), the rate of nucleation rapidly increases and the
crystallization process may become less controlled.
The concentration in the solution decreases as nuclei
form and grow until the equilibrium concentration at
the final pH is reached at point D. If the concentration
is maintained at a pH somewhere in between point B
and point C, the solution is in the metastable region

where the nucleation rate is slower and crystallization
may be facilitated by the addition of crystalline seeds
of the solute of interest (i.e., secondary nucleation).

NUCLEATION

Nucleation is often the decisive step in the crystal-
lization process and is of practical importance in
pharmaceutical systems. Crystallization may occur
intentionally or unintentionally during pharmaceutical
processes in which supersaturated conditions are
achieved. Pharmaceutical processes in which super-
saturated states are attained owing to solvent removal
include freezing, freeze-drying, spray drying, and dry-
ing of wet granulations. Other processes achieve super-
saturation by changing solubility, during isolation of
solid state forms, or during dissolution of weak bases
in an environment in which pH is changing, such as
in the gastrointestinal (GI) tract, as described in Fig. 2.

The concentration threshold above which crystalli-
zation is observed at times shorter than the processing
time or desired product shelf-life or GI transit time, is
determined by the kinetic stability of supersaturated
states and is regulated by the nucleation mechanisms
and kinetics. Nucleation phenomena are equally
important in the control of micrometric properties
and in the selective crystallization of a particular
polymorph.

The crystallization-induced pH changes during
freezing sodium phosphate buffers illustrate the impor-
tance of kinetic events in determining the final pH and
product stability. The pH changes of sodium phos-
phate buffers during freezing at close-to-equilibrium
conditions have been thoroughly studied.[13,14] The
phase diagram—phases, composition, and pH—of
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pH
1 542 3 6 7 8 9

A

C
on
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ra
tio
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B C

D Metastable

Fig. 2 Regions of varying thermodynamic stability for solu-
tions of a weak base since a function of pH.
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sodium phosphate buffers during freezing is shown
in Fig. 3. However, it is recognized that during
freeze-drying, freezing does not take place close-
to-equilibrium and that large undercoolings and super-
saturations are often encountered.[15–18] During cooling
of hypoeutectic solutions of monosodium and disodium
phosphate, ice crystallization increases the total salt
concentration and the ratio of the dissolved salts will
change when precipitation of one of the salts occurs.
Disodium phosphate dodecahydrate is the least soluble
salt in this system (eutectic temperature ¼ –0.5�C
and eutectic concentration ¼ 0.11 M). Under close-
to-equilibrium freezing, it precipitates first at initial pH
values greater than 3.6, and at temperatures above the
ternary eutectic of –9.9�C. This corresponds with the
ternary eutectic composition at monosodium to diso-
dium phosphate molar ratios of 3.42/0.06. Because
precipitation of Na2HPO4 � 12H2O consumes HPO4

2–

ions, the pH of the unfrozen solution decreases to the
equilibrium value of 3.6.

If one wishes to design a formulation to be freeze-
dried in which the active product ingredient has a nar-
row pH range for optimal stability, at what initial pH
and buffer concentration should the formulation be
prepared before freezing so that the pH remains within
the specified range during freezing? In other words,
does selective salt crystallization occur at the freeze
concentrations achieved during the freeze-drying
process, and what is the concentration dependence of
salt crystallization in such systems? Based on ther-
modynamic considerations, sodium phosphate buffer
solutions are expected to reach a buffer concentration
of 3.5 M and a pH of 3.6 upon freezing to –10�C,

if crystallization of ice and Na2HPO4 � 12H2O pro-
ceed to equilibrium. This may be the case in seeded sys-
tems under slow cooling rates, so that the pH and
composition of the residual solution follow very closely
the phase diagram (Fig. 4).[13] In contrast to the equi-
librium behavior, studies during far-from-equilibrium
freezing of sodium phosphate buffers show that the
more dilute buffer solutions (lower concentrations of
precipitating ions) experience greater departures from
equilibrium and maintain pH values as high as three
units above the equilibrium pH values.[19,20] Thus
crystallization-induced pH changes are determined by
the factors that regulate salt crystallization kinetics
and depend on the initial salt concentration (pH and
concentration).

While buffer salt concentrations are not directly
measured during freezing, they can be calculated from
in situ pH measurements. Temperature–pH–time
profiles during freezing reveal the onset of ice crystal-
lization (increase in temperature) followed by
Na2HPO4 � 12H2O crystallization (decrease in pH)
in sodium phosphate buffer solutions of initial pH
7.4 and initial concentration in the range of 8–
100 mM (Fig. 5).[19,20]

This salt precipitates very early in the freezing
process and within 15 minutes after the onset of ice
crystallization.

Nucleation Mechanisms

Nucleation mechanisms can be divided into two main
categories: homogeneous and surface or interface
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Fig. 3 pH and ratio of mono- to disodium phosphate salts
during equilibrium freezing of sodium phosphate buffers, at
initial buffer concentration of 20 mM. (From Ref.[13].)
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Fig. 4 Comparison of pH during equilibrium and far-
from-equilibrium freezing of sodium phosphate buffers. Equi-
librium freezing, initial buffer concentration 20 mM (—).
Far-from-equilibrium freezing: initial buffer concentrations of

100 mM (– – – –) and 8 mM (- - - -). (From Refs.[13,19].)
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catalyzed[7–9,21] as shown in Fig. 6. Homogeneous
nucleation rarely occurs in large volumes (greater than
100 ml) as solutions contain random impurities, which
may induce nucleation.[22,23] This type of nucleation
is referred to as heterogeneous. A surface or an inter-
face of different composition than the crystallizing sol-
ute may serve as a nucleation substrate by decreasing
the energy barrier for the formation of a nuclei that
can grow into a mature crystal. Nucleation that is
promoted by crystals of the crystallizing solute is
known as secondary nucleation. These mechanisms
are thoroughly discussed by Mullin,[7] Myerson,[9]

and Zettlemoyer.[21]

Homogeneous nucleation

Thermodynamic considerations for nucleation are
based on the work of Gibbs,[24] Volmer,[25] and others,

where the free energy change for an aggregate under-
going a phase transition DG is given by

DG ¼ DGv þ DGs ð6Þ

where DGs is the surface free energy change associated
with the formation of the aggregate (a positive quan-
tity), and DGv is the volume free energy change asso-
ciated with the phase transition (a negative quantity).
For homogeneous or heterogeneous nucleation

DGv ¼ �al3u kB T ln
c

s

� �

ð7Þ

where a is the volume-shape factor, l is the character-
istic length, u is the molecular volume of the crystalliz-
ing solute, kB is Boltzmann’s constant, and T is
temperature. For homogeneous nucleation

DGs ¼ bl2g12 ð8Þ

where b is the area shape factor and g is the interfacial
energy per unit area between the crystallization
medium, 1, and the nucleating cluster, 2. Consequently,
the overall free energy change for nucleation is
decreased by a large supersaturation ratio (c/s) and
by a low interfacial energy.

The factors that regulate nucleation are best
appreciated by considering the equation for the rate
of homogeneous nucleation from solutions:

J ¼ Non exp
�DG�

kBT

� �

¼ No n exp
�4b3u2g3

12

27a2ðkBTÞ3 ln c
s

� �� �2

 !

ð9Þ
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Fig. 5 Effect of initial buffer concentration on pH during far-from-equilibrium freezing of sodium phosphate buffer solutions.

Initial pH of 7.4 at 25�C and initial buffer concentration of 100 mM and 8 mM. Solution temperature (—), bath temperature (- - - -),
and (—) pH. (From Ref.[19].)
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Fig. 6 Mechanisms for crystal nucleation.
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J is the number of nuclei formed per unit time per unit
volume, No is the number of molecules of the crystalliz-
ing phase in a unit volume, n is the frequency of atomic
or molecular transport at the nucleus-liquid interface,
and DG� is the maximum in the Gibbs free energy
change for the formation of clusters at a certain critical
size, l�. The nucleation rate was initially derived for
condensation in vapors,[26] where the preexponential
factor is related to the gas kinetic collision frequency.
In the case of nucleation from condensed phases, the
frequency factor is related to the diffusion process.[27]

The value of l� can be obtained by minimizing the free
energy function with respect to the characteristic
length.

l� ¼ 2bug12

3akBT ln c
s

� � ð10Þ

For spherical clusters, a ¼ 4p/3 and b ¼ 4p based
on the radius of the cluster. Therefore,

r� ¼ 2ug12

kBT ln c
s

� � ð11Þ

Considering these geometric factors, the rate for
homogeneous nucleation of spherical clusters is

J ¼ Non exp
�16pn2g3

12

3ðkBTÞ3 ln c
s

� �� �2

0

@

1

A ð12Þ

While the classical theory of nucleation is limited by
the implicit assumptions in its derivation, it successfully
predicts the nucleation behavior of a system.[7–9,21,28]

Inspection of the equation above clearly suggests that
the nucleation rate can be experimentally controlled
by the following parameters: molecular or ionic trans-
port, viscosity, supersaturation, solubility, solid–liquid
interfacial tension, and temperature.

Nucleation kinetics are experimentally determined
from measurements of the nucleation rates, induction
times, and metastability zone widths (the supersatura-
tion or undercooling necessary for spontaneous nucle-
ation) as a function of initial supersaturation.[6–8,29]

The nucleation rate will increase by increasing the
supersaturation, while all other variables are constant.
However, at constant supersaturation the nucleation
rate will increase with increasing solubility. Solubility
affects the preexponential factor and the probability of
intermolecular collisions. Furthermore, when changes
in solvent or solution composition lead to increases in
solubility, the interfacial energy decreases as the affinity
between crystallizing medium and crystal increases.[6]

Consequently, the supersaturation required for spon-
taneous nucleation decreases with increasing solubility,[30]

as shown in Fig. 7.

The dependence of nucleation rate on solubility is
also consistent with Oswald’s law of stages[31] regard-
ing the preferential formation of a metastable solid
phase. It states the following: ‘‘when leaving an
unstable state, a system does not seek out the most
stable state, rather the nearest metastable state, which
can be reached with minimal loss of free energy.’’ This
indicates that if the unstable solid-state modification
(the system with highest solubility) precipitates before
more thermodynamically stable solid phases, it must
have higher nucleation and growth rates than solid
states of lower solubility. However, Oswald’s law of
stages is not universally valid because the appearance
and evolution of solid phases are determined by the
kinetics of nucleation and growth under the specific
experimental conditions.[32–34]

Although solubility is an important factor in deter-
mining nucleation rates, the dependence of nucleation
rate on solubility may not be followed in the presence
of strong solvent–solute interactions that interfere with
the formation of molecular assemblies compatible with
those in the crystalline state.[35,36] Prior to nucleation,
solute molecules in solution are closely associated with
solvent molecules. These solvated solute molecules
must de-solvate such that the necessary solute–solute
interactions may occur to bring about the formation
of supramolecular assemblies that will lead to crystal-
lization. When strong interactions exist between sol-
vent and solute molecules in solution, nucleation
kinetics may be significantly altered. On the other
hand, the nucleation rate is expected to be fastest in
solvents providing an optimal compromise between
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Fig. 7 Dependence of the critical supersaturation for
nucleation on solubility of nitrofurantoin in (a) formic acid,

(b) formic acid : water (4 : 1), (c) formic acid : ethanol (2 : 1),
(d) formic acid : dioxane (2 : 1), (e) formic acid : methanol
(2 : 1), (f ) formic acid : water (2 : 1). (From Ref.[30].)
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the solubility of the compound and the strength of
solvent–solute interactions.[35] Thus, the nucleation
rate is governed by an intricate balance between the
solubility of the compound in a given solvent and the
magnitude of molecular recognition phenomena
between solute and solvent.

Accounts of nucleation inhibition in the pharma-
ceutical literature are sometimes confusing because
the dependence of the nucleation event (nucleation
rate, metastability zone width, or induction time) on
supersaturation is not considered. In search of addi-
tives that inhibit nucleation, induction times are often
measured as a function of additive concentration,
while the dependence of the nucleation event on super-
saturation is neglected. Results from such studies pos-
sibly lead to the erroneous conclusion that the additive
inhibited nucleation[37,38] when indeed the additive
decreased the supersaturation and frequently led to
an undersaturated state. Hence, the system is under
thermodynamic control instead of kinetic control.

An important factor contributing to the nucleation
mechanism and kinetics is the volume of solution in
which nucleation occurs. The dispersal of a bulk liquid
into a collection of small droplets has been shown to
be an effective way of achieving large supersaturations
or undercoolings.[22,23] Precipitation and solidification
in small volumes (droplets) involving emulsions have
been used to study homogeneous nucleation pro-
cesses[39] and for the control of purity, particle size,
and morphology.[40,41] Dispersing a solution into small
volumes, isolates heterogeneous nucleants within a
fraction of the drops and makes nucleation more dif-
ficult. Consequently, larger supersaturations need to
be reached for nucleation to occur. The boundaries
of possible outcomes are represented by the following
scenarios: (i) crystals of very small size (even in the
nanometer range) are formed as a result of the high
nucleation rates[40,41] or (ii) a glass or amorphous solid
is formed owing to the low diffusion rates of molecules

that inhibit the evolution of clusters to crystals within
the time scale of the experiment.[42]

Nucleation outcomes from solutions with initially
the same composition may vary as a consequence of
impurities, rates at which supersaturation was created,
thermal histories, experimental techniques employed to
detect precipitation, and solution volumes in which
nucleation occurred. This is illustrated by comparing
results of the selective crystallization of buffer com-
ponents during freezing from various labora-
tories.[18,20,43,44] The initial salt concentrations and
the crystallization behavior of disodium phosphate
during the freezing of sodium phosphate buffer solu-
tions are shown in Table 1. Murase et al.[18,43] report
that disodium phosphate precipitation occurs at higher
initial buffer and disodium phosphate concentrations,
compared to those observed in our laboratory.[19,20]

Murase et al. report that salt precipitation begins to
decrease at initial buffer concentrations below
500 mM, corresponding to 200 mM disodium phos-
phate, compared with results from our studies where
decreases in salt precipitation were detected at initial
buffer concentrations below 8 mM, corresponding to
0.3 mM disodium phosphate. Furthermore, disodium
phosphate did not precipitate at initial disodium salt
concentrations below 10 mM, while our studies show
that precipitation occurs at salt concentrations as low
as 0.3 mM. Inspection of the experimental conditions
under which these studies were done (Table 2) shows
a trend toward lower extent of crystallization (and
slower crystallization rates) with decreasing volume
of solutions from 25 ml to 3 ml and increasing rates of
cooling to lower temperatures.

Neglecting the factors that regulate nucleation
leads to misleading generalizations, when developing
guidelines to control precipitation by the addition
of non-crystallizing additives. Consider, for example,
the conflicting interpretation of additive effects on
nucleation when these are expressed in terms of

Table 1 Disodium phosphate crystallization behavior during far-from-equilibrium freezing of
buffer solutions

Observation CNa2HPO4

a (mM) References

Crystallization begins to decrease �200 Murase et al.[18,43]

Does not crystallize �10

Crystallization begins to decrease �15 Gomez et al.[19,20]

Crystallization readily occurs �0.3

Crystallization is not inhibited
by CNaH2PO4

� 94 mM
6 —

Readily crystallizes 190 Cavatur and Suryanarayanan[44]

Crystallization inhibited

by CNaH2PO4

b � 730 mM

190 —

aCNa2HPO4
, initial disodium phosphate concentration in solution at 25�C.

bCNaH2PO4
initial monosodium phosphate concentration in solution at 25�C.
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concentration ratios, (additive to crystallizing solute)
while ignoring other parameters. Data in Table 1 indi-
cates that disodium phosphate precipitation is inhibited
at (H2PO4

�/HPO4
2�) � 4 (0.73 M/0.19 M)[44] while it

is not inhibited at (H2PO4
�/HPO4

2�) � 16 (0.094 M/
0.006 M).[19,20] Compared to the systems we studied, the
buffers studied by Cavatur and Suryanarayanan[44]

have much higher concentrations of monosodium
phosphate (which increases the viscosity of solutions)
in addition to smaller solution volumes and faster rates
of cooling to lower temperatures. All these factors
contribute to delaying precipitation.

The effect of the viscosity of the crystallization
medium on the nucleation rate has been described by
Turnbull and Fisher.[27] The frequency of atomic or
molecular transport at the nucleus–liquid interface, n
can be related to the bulk viscosity, Z with the
Stokes-Einstein relation:

n � kT

3pa3
oZðTÞ

ð13Þ

where ao is the mean effective diameter of the diffusing
species. If the viscosity dependence on temperature is
described by Arrhenius behavior, then

J ¼ K

Zo

exp
�DG� � DGa

kT

� �

ð14Þ

where DGa is the activation energy for transport across
the nucleus–liquid interface. Thus, the nucleation rate
may go through a maximum when an increase in
undercooling or supersaturation is accompanied by
an increase in viscosity. This behavior has been
observed in the nucleation of citric acid in aqueous
solutions[45] and the crystallization of ice.[46]

Heterogeneous nucleation

Heterogeneous nucleation processes are of fundamen-
tal and practical importance in pharmaceutical systems
as unintentionally or intentionally added surfaces or
interfaces may promote nucleation. The reactivity
of crystal surfaces as heterogeneous nucleants has sig-
nificant consequences in the isolation of the desired

solid-state modification and in the control of conver-
sions between these modifications, as the free energy
required for the formation of two-dimensional (2-D)
nuclei is lowered by the presence of an appropriate
substrate. Quantitatively this is described by the fol-
lowing equation.[47,48]

DGs ¼ g12A12 þ ðg23 � g13ÞA23 ð15Þ

where g is the interaction energy per area, A is the sur-
face area of the interfaces, and the subscript 3 repre-
sents the substrate. The total change in surface free
energy will be lowered by favorable surface inter-
actions between the aggregate and the substrate and
unfavorable interactions between the crystallization
medium and the substrate, owing to the negative value
of the second term in Eq. (15). Consequently, increas-
ing the surface area of the substrate will enhance
nucleation.

The effectiveness of crystal seeding in controlling
crystallization outcomes relies on the potential of
crystal surfaces to promote heterogeneous or second-
ary nucleation,[7,8] while avoiding heterogeneous
nucleation mediated by unknown contaminants. A
review by Ward[49] on the structure, properties, and
reactivity of organic crystal surfaces is recommended
to develop strategies for the choice of surfaces that
promote nucleation. Various studies[50–54] have demon-
strated the influence of substrate topography, lattice
parameters, crystallographic symmetry, and intermole-
cular interactions on surface-directed nucleation.

Heterogeneous nucleation mechanisms can signifi-
cantly affect the dissolution of metastable solid phases,
because this form of nucleation can occur at low driv-
ing forces. While the choice of a metastable solid phase
with solubility higher than other crystalline modifica-
tions is motivated by the expectation of faster dissol-
ution rates, achievement of faster dissolution rates
and higher concentrations in solutions is jeopardized
by surface-mediated nucleation. We have reported[52]

that the surface of the metastable phase of theophylline
promoted the nucleation of the stable monohydrate
crystals. The observed oriented growth of monohy-
drate crystals on the anhydrous surface is consistent
with a close lattice match between the b and c

Table 2 Experimental conditions and methods of measuring progress of sodium phosphate crystallization during freezing

References

Volume of

solution (ll)

Cooling rate

(�C/min) Temperature (�C) Method

Murase et al.[18,43] 2–5 0.62 �52 DSC, SEM

Gomez et al.[19,20] 25 � 103 0.3–0.5 �10 pH

Cavatur and Suryanarayanan[44] 300a 15 �40 XRPD

DSC: Differential scanning calorimetry; SEM: scanning electron microscopy; XRPD: X-ray powder diffraction.
aPersonal communication.
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crystallographic axes.[52] Other studies on the dis-
solution of metastable solids, such as anhydrous
theophylline[55] and anhydrous carbamazepine,[56–58]

have shown that crystallization of the stable phase
occurs during dissolution (Fig.8). It is unfortunate that
in view of the important influence that nucleation
mechanisms have on dissolution of metastable solid
phases, very seldom are studies carried out to identify
the potential of substrate-mediated nucleation by the
metastable modification. The information gained from
this type of study can be used in the design of methods
to regulate crystallization during dissolution as well as
during isolation of the desired solid form.

Carter and Ward[48] have identified a surface-
mediated nucleation mechanism that involves a geo-
metric shape match between planes of a ledge site on
the substrate and planes of prenucleation aggregates.
They have applied these concepts to the directed
nucleation of polymorphs.[50,53] This work provides
us with the attractive possibility that ‘‘a library of
organic seeds can be used to control polymorphism,
or to search for unknown polymorphs.’’[49] Interpreta-
tions of molecular assemblies between solute and addi-
tive (seeds, substrate surfaces, excipients, and solvents)
molecules may prove beneficial in selectively crystalliz-
ing or screening polymorphic systems.

Experimental and Computational Strategies

While nucleation phenomena have their origin at the
molecular level, they are often described in terms of
macroscopic properties owing to the scarcity of experi-
mental techniques that allow for monitoring events at
the molecular level. Nucleation rates can be determined
by measuring the induction time, tind, for nucleation.
The induction time represents the time elapsed between
the creation of a supersaturated state to the appearance
of a solid phase and is represented by

tind ¼ tr þ tn þ tg ð16Þ

where tr is the relaxation time necessary for the system
to achieve a quasi steady state distribution of molecular
clusters, tn is the time required for the formation of a
stable nucleus, and tg is the time required for the nucleus
to grow to a detectable size. The induction time
expression is dominated by the nucleation time such
that the induction time can be considered to be inversely
proportional to the rate of nucleation[7]

tind / J�1 ¼ ðNonÞ�1 exp
16pu2g3

12

3ðkBTÞ3 ln c
s

� �� �2

 !

ð17Þ

Induction times should decrease with an increase in
supersaturation. Under constant supersaturation and
all other variables constant, induction times will
decrease with an increase in solubility, i.e., nucleation
is faster in solvents providing high solubility. The induc-
tion time (formation of nuclei) can be detected by the
appearance of crystals by optical microscopy or by
changes in solution properties such as turbidity and
refractive index.

The induction times of carbamazepine polymorphs
[monoclinic, CBZ(M) and trigonal, CBZ(Trg)] were
evaluated by optical microscopy.[60] The polymorphs
were identified by their crystal morphology where
CBZ(M) crystallizes as prismatic crystals and
CBZ(Trg) crystallizes as needles, which were confirmed
by X-ray powder diffraction. It was determined that
under constant supersaturation concomitant crystalli-
zation is favored in solvents that accept and donate
hydrogen bonds (ethanol, methanol, isopropanol,
etc.). However, the metastable CBZ(Trg) polymorph
preferentially crystallized in solvents that primarily
accept hydrogen bonds (ethyl acetate, methyl acetate,
2-butanone, etc.) with the stable CBZ(M) polymorph
crystallizing at least an hour later. The induction times
of CBZ polymorphs did not decrease with increases in
solubility, suggesting that nucleation is not controlled
by solubility differences. It was determined that CBZ
polymorph nucleation was governed by the specific sol-
ute-solvent interactions that occurred in solution to

Fig. 8 Nucleation and growth of dihydrate carbamazepine
on crystal faces of anhydrous monoclinic carbamazepine in
aqueous solutions of sodium lauryl sulfate (17.3 mM, 0.5%),
c/s ¼ 1.15 at 25�C. (From Ref.[59].)
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prevent the formation of molecular assemblies that
preclude nucleation. Induction times have also been
used to investigate the potential for parent drug
nucleation from phosphate prodrug solutions in the
presence of alkaline phosphatase.[61] Supersaturation
and subsequent nucleation from prodrug solutions
can occur when the conversion to the parent drug is
rapid such that the solution concentration is higher
than the solubility of the parent drug. Rapid precipi-
tation of parent drugs can compromise the absorption
across the intestinal epithelia and decrease the efficacy
of the drug. To evaluate the potential for parent drug
nucleation, induction times for parent drugs can be
measured as a function of enzyme activity and super-
saturation. For these types of studies, induction times
may be determined by measuring changes in optical
density (turbidity). Heimbach et al. determined that
induction times of parent drugs decreased with increas-
ing enzyme activity and at high supersaturation levels.[61]

Interestingly, nucleation did not occur within normal
GI residence times when the targeted drug doses were
investigated. High prodrug concentrations and enzyme
activity were required to induce nucleation within GI
residence times (three to four hours). Evaluating induc-
tion times of parent drugs from prodrug solutions may
be useful in predicting whether or not nucleation will
occur during GI residence times. Determining the
likelihood of nucleation to occur from prodrug solutions
during GI residence times may be a key factor in deciding
whether a prodrug will be a successful formulation.

Even though nucleation behavior is typically
described in terms of macroscopic properties, infor-
mation about molecular association processes in
supersaturated systems obtained by laser Raman spec-
troscopy and laser light scattering has been used to
identify prenucleation clusters and growth units under
well-defined experimental conditions. Methods that
measure cluster size distributions are more appropriate
for studying crystallization of macromolecules[62–66]

owing to the large sizes of prenucleation clusters, while
Raman and fluorescence spectroscopic techniques are
capable of providing information about the solution
structure or the species present in solution.[67–71] The
implications for crystallization pathways are examined
by comparing the solution and crystal structures at
a molecular level, and by combining information
obtained from macroscopic analysis with results from
molecular simulations.[72–82]

Gavezzotti,[83] Gavezzotti and Filippini,[84–86]

Desiraju,[87–89] and Etter[90–93] have described crystal
engineering strategies to understand the molecular
aggregation processes involved in crystallization and to
elucidate the supramolecular motifs in organic crystals.
In this context, crystals are viewed as solid-state super-
molecules assembled by intermolecular interactions, with
the basic approach of establishing a relation between

molecular interactions and supramolecular structure.
Studies by Gavezzotti and Filippini[86] show how
molecular dynamics calculations allow for simulation
of solvent and kinetic effects on molecular aggregation.

The supramolecular assembly process can be con-
trolled so that the precursor nuclei in solution adopt
a structure that resembles the structure of the desired
crystalline modification.[86,94,95] This concept has been
used in the design of nucleation inhibitors to prevent
growth of the stable polymorph and enhance the
growth of the metastable polymorph.[33,96,97] Davey
and coworkers[72] have explained the solvent depen-
dent polymorph appearance of sulfathiazole by analyz-
ing the intermolecular interactions in the various
polymorphic structures, and comparing them with
the supramolecular assemblies that could exist in the
different solvents. In this case, however, the solvent
dependent selective crystallization of a polymorph
was not correlated with solubility.[72,98]

CRYSTAL GROWTH

As stable nuclei (those larger than the critical cluster
size) form, they grow into macroscopic crystals. This
portion of the crystallization process is known as crys-
tal growth. This process consists of several stages
through which the growth units (i.e., the crystallo-
graphic basis that is ‘‘tacked onto’’ the space lattice
to form the crystal structure) pass. These include the
following:

1. Transport of the growth unit from or through
the bulk solution to an impingement site, which
is not necessarily the final growth site.

2. Adsorption of the growth unit at the impinge-
ment site.

3. Diffusion of the growth units from the site of
impingement to a growth site.

4. Incorporation into the lattice.

Desolvation of the growth unit may occur anywhere
in steps 2–4 or the solvent may be adsorbed with the
growth unit. As any of the above steps can be the rate
limiting step in the crystal growth process and they are
dependent on conditions such as supersaturation, tem-
perature, additives or solvent, and the hydrodynamics
of the system, crystal growth is generally divided into
two main mechanisms: volume-diffusion controlled
or surface-integration controlled (Fig. 9).[6–9]

Crystal growth is volume-diffusion controlled when
the diffusion of molecules from the bulk to the crystal
surface is the rate-limiting step while growth is con-
sidered surface-integration controlled if the incorpor-
ation of a growth unit into the lattice is the slowest
process. Many crystallization studies involving proteins,
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small organic electrolytes, and nonelectrolytes have
reported growth controlled by surface integra-
tion.[79–81,99–105] The roughness of the crystal surface
determines whether growth occurs by the continuous
(relatively rough surfaces) or the layer (relatively smooth
surfaces) mechanism.

Crystal growth by the layer growth mechanism
describes the formation of steps (i.e., layers) by two dif-
ferent mechanisms—2-D nucleation and screw disloca-
tion. The model for 2-D nucleation was developed by
Volmer[106] and Stranski.[107] The screw dislocation
model was first described by Burton, Cabrera, and
Frank (BCF).[108] The details of the derivations for
these models have been summarized in a number of
other references.[7,9,109,110]

2-D nucleation occurs when nuclei at the crystal sur-
faces act as sources of steps that allow for the further
incorporation of growth units. In general, this mech-
anism accounts for the crystal growth observed at high
supersaturations. The screw dislocation mechanism
often accounts for growth at lower supersaturations.
When the supersaturation is below the threshold for
formation of 2-D nuclei, the presence of screw disloca-
tions provides a source of steps for the addition of
growth units in an infinite sequence of equidistant
and parallel steps.

Experimental Strategies

Depending on the objectives and applications of
growth rate measurements, the growth rate may be
expressed as follows:

1. Overall linear growth rate which is the rate of
change of the volume equivalent diameter with
time.

2. Linear growth rate of a face which is the rate of
displacement of a crystal face in a direction per-
pendicular to the face.

3. Velocity, height, and spacing of growth steps
spreading across a crystal surface.

The linear growth rate of a face can be expressed in
terms of the step velocity, step height, and step spacing.
Techniques used for in situ measurement of crystal
growth rates as a function of supersaturation include
the following:

1. Monitoring the crystal population by methods
that measure particle size and number.[111,112]

2. Monitoring the growth rates of individual crys-
tal faces by optical microscopy with the use of a
flow cell system.[81,99–101,113]

3. Monitoring the development of surface topo-
graphy at the molecular level by atomic force
microscopy (AFM) [102–105,113] and interfero-
metric microscopy.[79,80]

Although various mathematical models have been
used to identify the growth mechanism by fitting vari-
ous equations to the experimentally measured face-
growth rate dependence on supersaturation, it may
be difficult to discriminate between mechan-
isms.[81,113,114] This approach is often combined with
examination of the surface topography to confirm the
growth mechanism, as shown for human insulin crys-
tals in Fig. 10. Monitoring the development of surface
topography and transport processes during crystal
growth will reveal events that are not evident from
monitoring growth rates with optical microscopy.
For instance, interactions of growth units and addi-
tives with different crystal planes exposed on a surface
may be deduced from the shape of 2-D nuclei and the
kinetic anisotropy of the growth steps along crystallo-
graphic directions. These techniques have been success-
fully applied for identifying the crystal growth
mechanisms and kinetics of small molecules[79,80,113]

and proteins.[102–105,115]

CRYSTAL MORPHOLOGY

Crystal growth is governed by both internal and exter-
nal factors. Internal factors such as the three-dimen-
sional (3-D) crystal structure and crystal defects will
determine the nature and strength of the intermole-
cular interactions between the crystal surface and the
solution; whereas external factors such as temperature,
supersaturation, solvent, and the presence of impurities
will affect the type of interactions at the solid–liquid
interface. The external shape or morphology of a crys-
tal is a consequence of the relative growth rates of the

Crystal Growth

Volume-Diffusion
Controlled

Surface-Integration
Controlled

Layer
Growth

Screw
Dislocation

Two-Dimensional
Nucleation

Continuous
Growth

Fig. 9 Mechanisms for crystal growth.
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faces, with the slowest growing faces impacting the
crystal morphology to the largest extent. Examination
of crystal morphology can reveal the molecular events
occurring at the crystal face-liquid interfaces during
growth. Consequently, even when morphology does
not play a significant role in quality control, studying
it is essential to understand the kinetics of crystal-
lization.[116] Descriptions of some of the more
common crystal morphologies encountered are listed
in Table 3.

Crystal Structure and Nomenclature

Crystals are comprised of the long-range 3-D periodic
order of atoms held together through intramolecular
covalent and ionic bonds and intermolecular noncova-
lent bonds. It is this long-range order that differenti-
ates a crystalline solid from a glassy or amorphous

solid, which only demonstrates periodic order over a
short range of atoms. When a chemical entity exists
in more than one crystalline state—polymorph or sol-
vate—each of these forms will have a different arrange-
ment of atoms in the 3-D structure. Consequently, in
addition to different physical and chemical properties,
each of these forms has a unique crystal structure.

Considering the crystal from a purely geometric
view (i.e., ignoring the exact arrangement of atoms),
each crystal can be described by the smallest repeating
translational unit in three dimensions, known as the
unit cell. A unit cell is a parallelepiped, which can itself
be described by six geometric measurements, three axes
(designated ‘‘a,’’ ‘‘b,’’ and ‘‘c’’) and the angles between
these axes (designated ‘‘a,’’ ‘‘b,’’ and ‘‘g’’), known as
the lattice parameters. The relationship between the
six lattice parameters defines to which of the seven
unique crystal systems a particular crystal belongs
(Table 4). While the crystal system describes the geo-
metric arrangement of the unit cell, the space group
describes the individual translational and symmetrical
relationships of the actual atoms within the unit cell.
The combination of the lattice parameters, crystal sys-
tem, space group and ultimately the individual atomic
coordinates defines each unique crystal structure that
exists for a crystalline solid. An example of the unit
cell (with lattice parameters) and atomic coordinates
for an anhydrous polymorph of the drug carbamaze-
pine is shown in Fig. 11. This polymorph belongs
to the monoclinic crystal system and the P21/n
space group.[117]

The convention of Miller indices is used to describe
the planes within a unit cell. Miller indices are defined
as the reciprocals of the intercept, which the plane
makes with each of the three crystal axes. Each plane
is denoted by three parameters ‘‘h,’’ ‘‘k,’’ and ‘‘l.’’
Planes which are parallel to a crystal axis are given
the Miller index of 0 while planes formed in the nega-
tive direction are written with a bar over the number in
the Miller index. The Miller index of a single specific
plane is written within parentheses (hkl) whereas the
Miller indices describing a whole family of faces are
written with braces fhklg. The faces that exist and
define the crystal morphology are termed morphologi-
cally important and are commonly identified by the
Miller indices of the planes represented by those faces.

The use of nomenclature indicative of the crystal
structure would alleviate much of the confusion that
exists in the literature when describing different poly-
morphs or solvates. While it is often convenient to
use terminology such as ‘‘Form I and Form II’’ or
‘‘a-form vs. b-form,’’ this can lead to confusion when
different investigators use inconsistent or in some cases
conflicting nomenclature to describe the same poly-
morphic forms. For instance, carbamazepine has been
shown to exist in at least four anhydrous forms and

Fig. 10 Surfaces of human insulin crystals showing that
steps arise by different mechanisms depending on super-
saturation. (A) At low supersaturation, steps are created

by screw dislocations, D and (b) At high supersaturations,
c/s > 10, steps occur at the edges of islands as a conse-
quence of 2-D nucleation. (From Ref.[59].)
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three solvated forms (dihydrate, acetonate, and a
DMSO solvate). Overlapping or conflicting nomencla-
ture has been used when describing the three of the
four anhydrous forms and led to much confusion
(Table 5).[118–128] As can be seen, nomenclature arising
from crystallographic information (in this case crystal
system) would be more meaningful and less confusing
than the commonly used terminology.

The Role of Crystal Morphology
in Pharmaceutical Processes

Knowledge of crystal morphology and ways to control
and predict the morphology of drugs and excipients
could prove invaluable in formulation and product

development. In a review on solid-state properties of
powders, York has discussed how changes in crystal
morphology can affect several formulation parameters
such as particle size distribution, powder flow, mixing
(and agglomeration), dissolution, compression, and
tablet hardness.[129] Crystal morphology could also
impact the rheology and filtration of suspensions.
Additionally, certain crystal habits may lead to lack
of dose uniformity or erratic drug delivery, such as
the case with aerosols where particle size is critical
for delivery.[130–133] It should also be emphasized that
the effect of crystal morphology does not impact the
active ingredient solely. As excipients often comprise
much larger percentages of the formulation, the crystal
morphology of each component may have profound
effects on the characteristics described above.

a

b

cβ

α
γ

Fig. 11 Unit cell of anhydrous monoclinic carbamazepine.
Lattice parameters are marked with ‘‘a,’’ ‘‘b,’’ ‘‘c,’’ ‘‘a,’’
‘‘b,’’ and ‘‘g.’’ (From Ref.[117].)

Table 4 Crystal systems and lattice parameters

System

Relationship between

lattice parameters

Cubic a ¼ b ¼ c
a ¼ b ¼ g ¼ 90�

Tetragonal a ¼ b 6¼ c
a ¼ b ¼ g ¼ 90�

Orthorhombic a 6¼ b 6¼ c
a ¼ b ¼ g ¼ 90�

Rhombohedral
(or trigonal)

a 6¼ b 6¼ c
a ¼ b ¼ g 6¼ 90�

Hexagonal a ¼ b 6¼ c
a ¼ b ¼ 90�, g ¼ 120�

Monoclinic a 6¼ b 6¼ c
a ¼ g ¼ 90�, b 6¼ 90�

Triclinic a 6¼ b 6¼ c
a 6¼ b 6¼ g 6¼ 90�

Table 3 Description of common crystal morphologies

Crystal morphology Description

Acicular Slender, needle-like crystal

Aggregate Mass of adhered crystals

Blade Long, thin, flat crystal

Dendritic Tiny crystallites forming a tree-like pattern

Equant/cubic Crystal with similar length, width, and thickness

Fiber Long, thin needle

Flake/lath Thin, flat crystal similar in width and length

Plate Flat crystals with similar width and length but thicker than a flake

Prismatic/bipyramid Hexagonal crystals with faces parallel to the growth axis; width
and thickness greater than acicular and shorter in length

Rods Cylindrical crystals elongated along one axis

Rosette/spherulite Sphere composed of needles or rods radiating from a common center

Tablet Flat crystals with similar width and length but thicker than a plate
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Often during processing or delivery of a formu-
lation, supersaturated states are created which may
lead to the crystallization of drug or excipient. Conse-
quently, the interactions between drugs and excipient
(or excipient-excipient interaction) could have a
tremendous impact on the morphology. In the strictest
sense, the excipient is an impurity with respect to the
active ingredient (or vice versa) and may result in
changes in the crystal morphology that could adversely
effect both processing and/or delivery.

The presence of additives (intentional) or impurities
(unintentional) have long been known to have a signi-
ficant impact on crystallization (both nucleation and
growth).[7,9] If an additive (or impurity) selectively
adsorbs to a crystal face, the growth rates of those
faces will be altered resulting in a change in crystal
morphology. For example, interaction of sodium tauro-
cholate (STC) with the f111g faces of carbamazepine
dihydrate (CBZ(D)) decreases the growth rate along
the needle axis and results in more prismatic crystals
(Fig. 12).[134–136] Photomicrographs demonstrating
the effects of STC on CBZ(D) morphology are seen
in Fig. 13. Lechuga-Ballesteros and Rodrı́guez-
Hornedo have shown how the adsorption of hydro-
phobic L-amino acids can inhibit the growth rate
of the f012g faces of l-alanine resulting in a change
in crystal morphology.[101,112,113,137] The presence of
structurally similar additives have also been shown to
significantly change the crystal morphology of parace-
tamol.[78] Recently, there has been much work exploit-
ing the selective interaction of additives with crystal
faces to ‘‘tailor’’ the crystal morphology to a more
favorable habit.[138]

Monitoring the changes in morphology by visual
examination can be a powerful tool when trouble-
shooting formulation problems. The appearance of
crystals with different morphology is indicative of
changes in the processing conditions such as degree
of supersaturation, rate of heating or cooling, or the
presence (or absence) of impurities. Changes in mor-
phology could also be the first suggestion of the
appearance of a new crystal form (polymorph or
solvate). Characterization techniques such as X-ray
powder diffraction, thermal analysis, or spectroscopy

can be used to identify the appearance of new forms
first identified by observing changes in morphology.

Morphology Prediction and Other
Computational Strategies

With the objective of predicting the morphology of
crystals, several models have been developed. One of
the first models for predicting crystal morphology is
based on the general Law of Bravais,[139] which states
that crystal faces with the most morphological impor-
tance have the greatest interplanar distance, dhkl. The
Bravais-Friedel Donnay-Harker (BFDH) model pre-
dicts that the morphological importance of a face is

Table 5 Nomenclature for anhydrous carbamazepine polymorphs

CBZ(M) CBZ(Trg) CBZ(Trc) CBZIV References

Crystal system P-Monoclinic Trigonal Triclinic C-Monoclinic

Tmelt 175–180�C 192–194�C 192–195�C 188�C

Nomenclature III I [118–121]
I II III IV [122–125]
b a [126]

Monoclinic Trigonal [127]
Triclinic [128]

STC interaction with
CBZ(D) {111} faces

STC interaction with
CBZ(D) {111} faces

b

G{002} >> G{111}

{002}

{111}

Fig. 12 2-D representation of the effect of STC on the crys-

tal morphology of dihydrate carbamazepine (CBZ(D)). STC
interacts specifically with the f111g faces of CBZ(D), result-
ing in inhibition of the growth of those faces and changing
the morphology from needles to prisms.
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proportional to the interplanar spacing corrected for
extinction conditions and translational repetitions of
the crystal space group.[139–141] Consequently, the
growth rate of any given face is inversely proportional
to its interplanar spacing:

Ghkl /
1

dhkl
ð18Þ

where Ghkl is the growth rate of a face and dhkl is the
interplanar spacing. This model has been used to pre-
dict the morphology for many small molecules includ-
ing compounds of pharmaceutical interest.[81,136,142–144]

The observed (Fig. 14A) and predicted morphology
(Fig. 14B) of carbamazepine dihydrate shows that the
BFDH model correctly predicts the axis of elongation
as well as the appearance of the f002g, f200g, and
f111g faces. This model, however, did not correctly
predict the aspect ratio of the crystal because it is based
on geometric parameters solely. It does not consider
any molecular interactions nor the effect of anisotropic
forces such as intermolecular hydrogen bonding or p–p
interactions.

Early work by Hartman and Perdok[145] described
crystal growth in terms of the formation of strong
bonds between neighboring crystallizing units. Unin-
terrupted straight chains of these bonds were classified
as Periodic Bond Chains (PBC). This theory led to the
classification of three types of crystal faces: F-faces
(flat), S-faces (stepped), and K-faces (kinked) based on
the number of PBCs in a slice thickness, dhkl. K-faces,
which had no PBCs present in a slice, were shown to be

the fastest growing while the F-faces, which had two
or more PBCs, grew the slowest. Consequently, the
F-faces were the most morphologically important
faces. The PBC theory ultimately led to the develop-
ment of the Attachment Energy (AE) model[138,146]

which states that the growth rate of a face, Ghkl, is
proportional to its AE, Eatt:

Ghkl / Eatt ð19Þ

where the AE can be defined as the energy released
when one growth layer (dhkl) crystallizes on the surface
of a crystal. The AE can be calculated as the difference

Fig. 13 Photomicrographs of CBZ(D)
crystals grown in aqueous solutions c/s ¼
2.5 at 25�C. (A) In the absence of surfactant
and (B) in the presence of 9 mM STC.
(From Ref.[134].)

{200}

{200}

{200}

{002}

{002}{002}

{111}
{111}

{111}

a

b

c

B CA

Fig. 14 Dihydrate carbamazepine morphology: (A)
observed morphology when grown from water; (B) predicted
by the BFDH model; and (C) predicted by the AE model.
(From Ref.[134].)
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between the energy of crystallization (or lattice energy)
and the energy of a growth slice:

Eatt ¼ Ecrystal � Eslice ð20Þ

The values for the energy of crystallization can be cal-
culated by summation of the intermolecular interac-
tions from a central reference molecule and all other
molecules within the crystal. Similarly, the energy of
a growth slice can be calculated for all molecules in
that particular slice.

The AE method has been used to successfully predict
the morphology for many molecular crystals, especially
those that are dominated by strong anisotropic
forces.[81,136,142–144] In the case of carbamazepine dihy-
drate, which is dominated by intermolecular hydrogen
bonding (especially along the b-axis), this model predicts
a morphology much closer to the observed morphology
(Fig. 14C).[134,135] While this method can account for
anisotropic forces, predictions are very dependent on
the force field chosen to calculate the non-bond inter-
molecular interactions. Much care should be given to the
choice of appropriate force fields for the molecules in
question. The force field developed by Lifson and
coworkers,[147] which is explicitly parameterized for C,
H, N, and O atoms, was used in the AE method predic-
tion of carbamazepine dihydrate.[134,135]

Morphology predictions based on the AE method
also assume that crystals are grown in vacuo, i.e., in
the absence of solvent. Consequently, the solvent
effects on morphology are ignored using this method.
Roberts and coworkers have developed a method that
calculates a modified AE which can be used to predict
the effects of solvents as well as other additives on crys-
tal morphology.[148]

With knowledge of the crystal structure, mor-
phology, and intermolecular interactions present, stra-
tegies have been developed for the rational choice of
additives which will specifically inhibit the growth of
the stable polymorph and enhance the growth of a
metastable polymorph.[33,72,73,82,96,97,149–151] These stra-
tegies can also be applied to systems for which a
change in crystal morphology is desired to aid in pro-
duct development or delivery (e.g., creating a prismatic
habit when a crystal grows preferentially as a needle).
The main features of these strategies are the following:

1. Identification of the fastest growing faces of the
stable crystalline modification (from experi-
mental data as well as morphology predictions).

2. Characterization of intermolecular interactions
along the crystallographic direction with fastest
growth.

3. Selection of additives that can be incorporated
into (or adsorbed onto) the crystalline structure
along this direction.

4. Development of experimental methods to inves-
tigate the effectiveness of the additive to kineti-
cally stabilize the metastable modification.

The selection of additives can be guided by molecu-
lar visualizations of the crystal structure based on geo-
metric fits[33,101] or binding energy calculations.[78,91,136]

SOLVENT EFFECTS ON THE
CRYSTALLIZATION OF POLYMORPHS

Because of the interplay between thermodynamic,
kinetic, and molecular recognition factors (Fig. 1) in
determining nucleation of a new phase, it is essential
to consider the effects of these factors when using sol-
vents to selectively nucleate polymorphs. Threlfall[152]

has thoroughly considered thermodynamic and kinetic
factors and the conditions in which the solvent may or
cannot affect polymorphic outcomes. The analysis is
briefly summarized here. These concepts are also
discussed extensively elsewhere.[153]

Consider the solubility curves and metastable zone
widths for a hypothetical enantiotopic system of poly-
morphs I (high melting) and II (low melting) with tran-
sition temperature Tt shown in Fig. 15.[2] The lines
initiated at points A, B, C, D, E, F, and G represent
the cooling of undersaturated solutions of various
concentrations to a temperature of crystallization
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Fig. 15 Polymorphic system of two enantiotropically related
polymorphs I and II with transition temperature, Tt. Solu-
bility curves, full lines; metastable zone limits, dashed lines.

A–G, initial state of hot, undersaturated solutions; A1–G1
and E2, state of solution at point of initial crystallization.
The shaded regions represent concentration and temperature

regimes in which the system is under thermodynamic control
and the solvent will not directly affect the polymorphic out-
come. (Reproduced from Ref.[152] with permission, copyright
2000 American Chemical Society.)
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(A1, B1, etc.). In general, the solvent will not directly
affect the polymorphic outcome when the temperature
of crystallization is adequately above or below the
transition temperature. These concentration and tem-
perature regimes are represented by the shaded regions
shown in Fig. 15. The only role the solvent plays in
these regimes is to provide the solubility needed to
reach the necessary concentration at a given tempera-
ture. The polymorphic outcome will be under
thermodynamic control in these regimes. For example,
a solution of concentration A cooled to a crystalliza-
tion temperature A1 will spontaneously crystallize as
polymorph I, as it is outside the metastable zone of
polymorph I but is still undersaturated with respect
to polymorph II. Collection of the material at tempera-
ture A1 would ensure exclusive isolation of polymorph
I. However, the solution may be cooled further and col-
lected as polymorph I, provided the solvent-mediated
transformation to Form II does not occur within the
timeframe of the experiment. The polymorphic out-
come for solution B cooled to crystallization tempera-
ture B1 will be exactly the same as for A. The only
difference is that seeding will be necessary to nucleate
polymorph I, as B1 will have not yet crossed the meta-
stable zone for polymorph I. Solutions G and F are
directly analogous to solutions A and B, respectively,
except polymorph II will be exclusively produced
regardless of the solvent.

When the concentration and temperature of crystal-
lization falls outside of the shaded regimes, the poly-
morphic outcome will be under kinetic control and
therefore may depend on the solvent. For instance, a
solution of concentration C cooled to a crystallization
point C1 will be outside the metastable zones of both
polymorphs I and II, such that the either or both
may crystallize. The polymorphic outcome will be gov-
erned by the relative nucleation rates of the poly-
morphs, which depend directly on the solvent.
Solution D cooled to point D1 will be outside the
metastable zone of polymorph I yet still within the
metastable zone of polymorph II. The expected out-
come would be polymorph I in this case although the
solvent may be important. Cooling a solution of con-
centration E to points E1 or E2 will result in solutions
that are within the metastable zones of both poly-
morphs I and II. Here the polymorphic outcome will
also depend directly on solvent and will be particularly
sensitive to accidental seeding. Both polymorphs are
likely to crystallize in this regime leading to so-called
concomitant polymorphs.[154]

Threlfall’s analysis has direct applications in the
isolation of the desired polymorphs on scale. For this,
it is essential to know the solubility as a function of
temperature and metastable zone widths of the
polymorphic system to reach those regimes in which
the desired polymorph is exclusively crystallized.

The analysis also has implications for polymorph
screening, where the emphasis in experimental design
is commonly focused on solvent diversity. This is born
from the pervasive assumption that polymorphic out-
come is primarily governed by specific interactions
between solute and solvent. While solvent diversity is
certainly an important consideration, Threlfall’s analy-
sis shows that other factors such as supersaturation,
concentration, cooling rate, nucleation temperature,
and collection temperature should also receive adequate
attention in experimental design for polymorph
screening.

When the concentration and temperature of crystal-
lization fall outside of the shaded regimes in Fig. 15
(i.e., kinetically controlled regimes), strong solvent–
solute interactions may significantly influence molecu-
lar aggregation processes in solution. Consequently,
the solvent may govern the polymorphic outcome in
these regimes. Specific solvent–solute interactions have
been shown to direct the polymorphic outcome in the
crystallization of several compounds including: carbama-
zepine,[36] sulfathiazole,[98,155,156] sulfamerazine,[35] and
2,6-dihydroxybenzoic acid.[157] Kelly and Rodrı́guez-
Hornedo have shown that the nucleation of carbamaze-
pine polymorphs, under constant initial crystallization
conditions, is a balance between kinetic parameters and
specific molecular association events.[60] It was determ-
ined that solvents with the most discriminating power
for inhibiting the carbamazepine monoclinic polymorph
(Form III) nucleation and preferentially nucleating the
carbamazepine trigonal polymorph (Form II) were
solvents that primarily accept hydrogen bonds. The pref-
erential nucleation of the trigonal polymorph occurred
because the molecular recognition events that preclude
carbamazepine monoclinic nucleation were disrupted
through specific solvent-solute interactions. In that
study, carbamazepine solvent-dependent nucleation was
correlated to solubility and molecular self-association
processes. Sulfathiazole is another pharmaceutical
molecule in which polymorphic outcome is significantly
influenced by solvent-solute interactions.[98,155,156]

Khoshkhoo and Anwar[98] first reported that some sol-
vents selectively favored the crystallization of particular
sulfathiazole form(s). They observed that crystallizations
from n-propanol exhibited extraordinary selectivity
for Form I, regardless of the supersaturation. Blagden
et al.,[155] also reported that Form I selectively nucleated
from n-propanol and did not convert to any of the more
thermodynamically stable forms in suspension for up to
one year at 30�C, whereas suspensions of Form I in water
completely transformed to Form IV (through Forms II
and III) within 24 hours at 30�C.

In addition to influencing the polymorphic outcome
of non-solvated crystals, solvent-solute interactions may
be so strong that solute molecules do not de-solvate,
rather the solvent molecules are incorporated in the
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crystal lattice along with the solute to form a solvate.
Nangia and Desiraju[158] have searched the Cambridge
structural database (CSD) to assess the propensity of
hydrogen bonding organic solvents to be incorporated
into molecular crystals. They found that the propensity
of organic solvents to be included in molecular crystals
depends on their ability to effectively participate in
hydrogen bonding, and that multipoint recognition
via strong and weak hydrogen bonds between solvent
and solute molecules facilitates solvate formation. Sol-
vents such as N,N-dimethylformamide, dimethylsulfox-
ide, and 1,4-dioxane contain multiple sites for strong
and weak hydrogen bonding and are therefore more
likely to be incorporated into molecular crystals. Con-
versely, ethyl acetate, ethanol, and diethyl ether have a
lower propensity to form solvates because these sol-
vents do not have the multiple hydrogen bonding sites
necessary to effectively participate in multipoint hydro-
gen bonding. Nangia and Desiraju[158] also recognize
the importance of the kinetics and energetics of solva-
tion and desolvation events during crystallization.
Because formation of an unsolvated crystal by crystal-
lization from solvent requires that solute–solvent inter-
actions be replaced by solute–solute interactions,
strong solute–solvent interactions may lead to
nucleation of solvated crystals.

In summary, the particular polymorph that results
from crystallization from a given solvent is a conse-
quence of thermodynamic, kinetic, and molecular
recognition events. Knowledge of the solubility curves
and metastable zone widths is necessary to determine
when the polymorphic outcome is governed by ther-
modynamics as opposed to kinetics and/or molecular
recognition. In general, the polymorphic outcome is
under thermodynamic control when the concentration
and temperature of crystallization fall within the shaded
regimes in Fig. 15 (i.e., significantly above or below the
transition temperature). Outside of these regimes, the
polymorphic outcome may be significantly influenced
by the relative nucleation rates of the polymorphs
and/or specific interactions between a given polymorph
and the solvent. Therefore, the intricate balance between
thermodynamic, kinetic, and molecular recognition must
be considered when designing experiments for poly-
morph screening, selection, and isolation.

SOLUTION-MEDIATED PHASE
TRANSFORMATIONS

Knowledge of the propensity of a metastable solid
phase to dissolve in a liquid phase from which a stable
solid phase nucleates and grows is crucial in many
stages of pharmaceutical development, because phar-
maceutical solids are designed to be dissolved and
to come in contact with solvents during the early stages

of development (isolated by crystallization from
solution) and during processing (wet granulation,
spray-drying, freeze-drying, etc.). Given that the
sudden disappearance or appearance of a crystalline
modification can threaten process development, charac-
terization of the kinetics and mechanisms of solvent-
mediated transformations is of practical importance. It
will provide answers to questions such as: What is the
relation between processing conditions and the solid-
state modification manufactured? Is there a correlation
between dissolution conditions, solid phase(s) dissolving
and concentration of drug dissolved?

Solvent-mediated transformations involve three
essential processes: (1) dissolution of the metastable
solid; (2) self-recognition of the molecular units to
nucleate a more stable solid phase; and (3) growth of
the stable phase.[32,35,58] These processes determine
the concentrations achieved during the dissolution of
a metastable crystal phase. The importance of the
kinetics, molecular interpretations and process impli-
cations of solvent-mediated phase transformations are
emphasized by several investigators.[32–34,52,72,150,59,159]

Cardew and Davey[32] developed a theoretical frame-
work to investigate solvent-mediated transformations
in terms of dissolution kinetics of one phase and
growth of a second phase. The model represents the
time development of the supersaturation with respect
to the stable phase, or solute concentration in solution,
and solid phase composition during the transform-
ation. The experimental approach involves saturating
the solution with respect to the metastable phase under
consideration and to monitor both solution concen-
tration and solid phase composition in the presence
of the metastable phase, under constant external con-
ditions. More useful information is obtained from the
concentration or supersaturation profiles than from
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Fig. 16 Simulation of the supersaturation-time profiles as a
function of the relative rates of dissolution and crystallization
during a solution-mediated transformation. Generated from

a kinetic model developed by Cardew and Davey,[32]

assuming that both dissolution and growth rates are linearly
dependent on their respective driving forces. (Adapted from
Ref.[59].)
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the solid phase composition profiles with time. Because
the former is related to the driving forces that regulate
the transformation rate and can be used to identify the
rate-controlling process: dissolution or growth. A cal-
culated supersaturation profile with growth-limited
and dissolution-limited regimes is shown in Fig. 16
for the case in which dissolution and growth are line-
arly dependent on supersaturation.[32,34] Experimental
studies of the phase transitions of organic crystals have
shown this model to be applicable to explain the
solution-mediated transformation kinetics of poly-
morphs[32,34,159] and solvates,[52] and to be applicable
to process development.[159] Kelly and Rodrı́guez-
Hornedo[59] have successfully used the model developed
by Cardew and Davey to describe carbamazepine
solvent-mediated phase transformation in different sol-
vents and in the presence of soluble additives.[160]

Gu, Young, and Grant[35] studied the influence
of solvent on the rate of solvent-mediated polymorphic
transformation using sulfamerazine as a model

compound. The authors concluded that the overall rate
of polymorphic transformation is governed by the
nucleation rate of the stable form. They showed that
that the nucleation rate is a function of the balance
between solubility and strength of solvent–solute inter-
actions, and that the fastest transformation rates will
be observed in solvents with a relatively high solubility
but moderate solvent-solute interactions. For sulfa-
merazine, a solubility of at least 8 mM was needed to
ensure transformation to the stable phase. Data
obtained by Miller et al.[161] on two other model drugs,
including the HIV protease inhibitor ritonavir, support
this finding. In solvents in which the solubility is low
(less than 8 mM), because of a high interfacial energy,
the metastable zone may be wider than the solubility
difference between two polymorphs, such that the criti-
cal free energy barrier for nucleation cannot be over-
come.[35] Therefore, nucleation of the stable form is
less probable in those solvents giving lower solubilities,
such that the metastable form is kinetically stable in

Table 6 Information on crystallization kinetics and mechanisms provided by various experimental techniques

Techniques Information

Optical microscopy
(inverted microscope)

Study crystallization processes in situ
Monitor transformations in suspensions

Determine transformation times
Screen and characterize additive/solvent
interactions with specific crystal faces

Identify nucleation mechanisms
Measure crystal growth rates

Hot stage microscopy Investigate polymorphic transitions during heating
Investigate crystallization of new polymorphs from the melt

Electron microscopy Characterize additive/solvent interactions with specific crystal faces

Identify nucleation and growth mechanisms

Atomic force microscopy Study crystallization processes in situ
Interferometric microscopy Examine surface topography

Identify nucleation and growth mechanisms

Measure crystal growth rates

Thermal techniques (DSC, TGA) Determine melting point, heat capacity, heat of fusion
Investigate polymorphic transitions
Elucidate stability relationships between

Polymorphs (monotropic vs enantiotropic)
Detect the presence of hydrates/solvates
Detect decomposition

Raman spectroscopy Monitor molecular association processes
that direct nucleation and crystal growth

Infrared (FT-IR, NIR)
spectroscopy

Monitor structure (polymorphs and solvates),
conformation, and intermolecular environment of crystals

Solid-state NMR spectroscopy

Spectrophotometry Monitor concentration of solute in solution and supersaturation
Chromatography

Diffraction Monitor solid phase composition

Calorimetry
Spectroscopy
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those solvents. A screening method for identifying the
stable polymorph that utilizes solvent-mediated phase
transformation by aging the API in slurries has been
described in the literature.[35,161] Likewise, solvents in
which the transformation is slow may be utilized for
isolation of a metastable polymorph. For instance,
Okamoto, Hamano, and Ooshima[162] showed that sol-
vent-mediated polymorphic transformation may be
utilized for exclusive production of a metastable form
of a drug substance.

HIGH THROUGHPUT CRYSTALLIZATION

Even though polymorphism has received increased
attention and efforts have been placed on understand-
ing the polymorphic complexity of pharmaceutical
compounds, there is no process that can guarantee that
the most thermodynamically stable polymorph has
been isolated. More problematic is finding all forms
of a compound that can exist under ambient con-
ditions. The ultimate goal is to develop a universal
process that can produce all energetically reasonable
polymorphs in a rapid manner. High throughput crys-
tallization may contribute toward this goal. High
throughput crystallization uses a combination of
robotic handling together with small volume crystalli-
zation reactors to allow hundreds to thousands of crys-
tallizations to be performed under various conditions.
Crystals are monitored in situ by the use of optical
microscopy, X-ray powder diffraction, and/or Raman
microscopy to differentiate polymorphs. High
throughput crystallization was applied to carbamaze-
pine.[163] The results of the study yielded all known
crystal forms of carbamazepine as well as new crystal
forms (polymorphs and solvates). This strategy was
also applied to acetaminophen, a trimorphic system.
The results of the investigation yielded solvent mix-
tures for the selective production of acetaminophen
Form I and II.[142,164] High throughput crystallization
provides a roadmap to generating and scaling-up
desired crystal forms for characterization and eluci-
dation of thermodynamic relationships.

Some useful experimental techniques for studying
small and large-scale crystallizations and the resulting
crystal forms are summarized in Table 6.

CONCLUSIONS

In this article we have discussed the significance of
crystallization mechanisms and kinetics in directing
crystallization pathways and have presented numerous
examples that confirm the importance of controlling
the crystallization events (both nucleation and
growth) in the pharmaceutical industry. Advances in

computational and analytical techniques now provide
access to the molecular events that direct nucleation
and crystal growth. Consequently, there is no reason
for the development of ill-defined crystallization pro-
cesses even when the desired product is obtained.
Understanding the interplay between the thermodyn-
amic, kinetic, and molecular recognition factors of
the system is vital for the design of reliable processes;
thus, at least a holistic approach that identifies the
relevant experimental parameters is essential. While
the objectives of formulation or process development
may not explicitly include interpretations at the molec-
ular level, the information concealed in the interfaces
present during the process, the structure of solutions,
and the solids harvested can be significant in the
identification of nucleation and growth mechanisms.
However, there may be instances such as the uninten-
tional isolation of a new crystal structure or morphology
with poor formulation characteristics where knowledge
of the molecular level events could prove invaluable in
solving formulation or processing problems. Although
the significance of crystallization mechanisms and
kinetics has been underestimated in the pharmaceutical
industry, we hope that the recent developments in com-
putational and analytical techniques will inspire interest
in the application to pharmaceutical systems.
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INTRODUCTION

Crystallization is the main separation and purification
step for the manufacturing of drug substances. The
particle size distribution (PSD) obtained during crys-
tallization is influenced by a combination of various
mechanisms that occur during crystallization, such as
nucleation, growth, aggregation, attrition, breakage, etc.
Control of PSD during crystallization is critical to
achieving the desired product properties. When the
particle size cannot be consistently controlled during
crystallization to meet the desired specifications, an
extra processing step such as dry milling is required.[1]

Seeded batch cooling and antisolvent crystalliza-
tions are the common types of crystallization used
for specialty organic chemicals such as pharmaceuti-
cals. Although seed crystals are usually added exter-
nally, in-situ generation of seeds through primary
nucleation also has been studied.[2] The optimal recipe
for the operation of batch crystallization to obtain the
desired PSD can be determined by various approaches
ranging from the empirical trial-and-error approach to
the use of rigorous first-principles models. For efficient
process development, systematic approaches are more
desirable than trial-and-error-based approaches.[3]

Systematic approaches, such as the first-principles[4–6]

and direct design approaches[7–10] for the development
of pharmaceutical crystallization processes are being
increasingly applied in industry. In the first-principles
approach, a model constructed from material and
energy balances is used to optimize some function
(e.g., mean crystal size) of the PSD. In contrast, the
direct design approach involves the operation of
crystallization process in the metastable zone by feed-
back control to follow a desired solution concentration
profile. Both approaches to the control of batch
crystallization have advantages and drawbacks.[11]

Owing to the recent advances in in-situ sensor tech-
nology and reactor automation, there is a renewed
interest in the direct design approach for batch phar-
maceutical crystallization. This article describes the
implementation of automation and sensor technology
in particle size control during the batch pharmaceutical

crystallization with emphasis on the direct design
approach.

First, product characterization for pharmaceutical
crystals in terms of PSD is described. The PSD
obtained during the crystallization step affects the
efficiency of downstream operations such as filtration,
drying, formulating, and product effectiveness such as
bioavailability and shelf life. Thus, the control of PSD
is an important objective during the operation of crys-
tallization process. Applications of particle size sensors
for the monitoring and control of particle size during
crystallization are described. Next, the significance of
metastable zone for the operation of crystallization
process is explained, and an automated method for
the determination of metastable zone is described.
Most batch crystallization processes are operated
within the metastable zone, a region bounded by the
solubility curve and the metastable limit. Therefore,
the first step to the development of batch crystalliza-
tion process is usually the determination of the meta-
stable zone. The size, shape, and solid-state phase of
the product crystals are dependent on the supersatura-
tion profile achieved during the crystallization process.
Finally, the direct design approach for the develop-
ment of cooling and antisolvent batch crystallization
is described and its application to the particle size con-
trol is discussed. The direct design approach based on
the concentration measurement involves feedback con-
trol to follow a user-specified setpoint supersaturation
profile. This is in contrast to the traditional first-
principles approach, which specifies the temperature
profile as a function of time. In the direct design
approach, the controller temperature setpoint is based
on the concentration measurement rather than the time.
The direct design approach has lower sensitivities of the
crystal product quality to most process variations.

PARTICLE SIZE DISTRIBUTION
AND MEASUREMENT

Most pharmaceuticals are produced in the partic-
ulate form, whether used in tablets or inhalers, or in
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intermediate steps used to produce drug for use in
solubilized forms such as gel caps. The processing
properties of particles depend strongly on their size
and shape. For example, the square crystals of table
salt (sodium chloride) allow the crystals to easily flow
out of a saltshaker. The uniform size of the crystals
makes it easier to apply just the right amount of salt
in cooking. The crystals are also the right size to flow
through the holes in the top of the saltshaker. Larger
crystals would not fit through the holes, while smaller
crystals would stick together more easily, especially
in a humid environment as that, which often occurs
in kitchens during cooking. Figs. 1 and 2 show some
pharmaceutical crystals produced in a laboratory at
Merck. The crystals have a significantly different shape
than that of the table salt. As such, the flowability
and processability of such crystals are very different.
For example, it is very time-consuming to filter the
slurry containing the small needle-like crystals in
Fig. 1. When the slurry is filtered, the variations in par-
ticle size result in the small particles filling in spaces
between the larger crystals. This results in compacted
crystals with no open spaces for the fluid to pass.
Filtering such crystals requires very high pressures
and long waiting times, which result in increased costs

during production. In contrast, the crystals in Fig. 2
are uniform in size and larger. Slurry containing these
crystals filters quite easily.

For particulate systems, the quality of the product is
characterized in terms of a distribution of properties
such as the PSD for crystals. The PSD of crystals
can be obtained by sieving or imaging a large number
of crystals using a microscope and measuring their
characteristic lengths. The latter method can be auto-
mated using image analysis software. For particle size
measurement during crystallization, it is more common
to use a sensor that can measure the particle size char-
acteristics of the crystals, with in-situ sensors being
preferred over sensors that require sampling. In-situ
sensors, such as those described next, allow the online
monitoring of particle characteristics and control of
PSD. One approach for particle size control using an
in-situ sensor is fines dissolution.[12] The fines disso-
lution strategy is based on the temporarily heating of
slurry to dissolve the smaller particles when a particle
size sensor or turbidity sensor detects excessive
nucleation of small particles. The slurry is heated until
the particle count is reduced to a desired level during
the crystallization process to minimize the produc-
tion of small crystals, which are difficult to filter.

Fig. 1 Optical micrograph of Merck pharmaceutical crystals
with poor filterability (200�).

Fig. 2 Optical micrograph of Merck pharmaceutical crystals
with good filterability (200�).
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Fines dissolution was used to produce the metastable
glycine polymorph of the desired mean size during
batch cooling crystallization.[13]

PARTICLE MEASUREMENT SENSORS

Sensors for particle size characterization used for crystal-
lization include ultrasound attenuation measurement,[14]

laser diffraction,[15] and laser backscattering,[5,8] com-
mercially called focused beam reflectance measurement�

(FBRM). Ultrasonic attenuation spectroscopy has been
used to monitor the crystallization process parameters
such as the crystal size distribution, concentration, and
the onset of nucleation during batch crystallization of
L-glutamic acid.[16] Off-line laser diffraction has been
used to measure the crystal size distribution in the devel-
opment of the crystallization process for a pharmaceuti-
cal intermediate.[17]

FBRM is an in-situ sensor widely used in the phar-
maceutical industry for real-time analysis of particle
size characterization. The FBRM does not measure
the particle size, but rather the chord length, which
is related to the particle size and shape. FBRM
uses a high velocity scanning infrared laser beam that
emanates through the probe window inserted in the
crystallizer (Fig. 3). When the laser beam hits a par-
ticle, it is reflected back to the probe. The length of
the time for which a continuous signal is reflected back
to the probe is multiplied by the velocity to determine
the chord, which under ideal conditions is that distance
where the laser crossed the particle. The chord length
distribution is not the same as the PSD as shown in
Fig. 4 for latex particles. For ideal particles such as
ceramic beads or latex beads, which are spherical par-
ticles with good backscattering characteristics, the PSD
can be deduced from the measured chord length distri-
bution using inverse geometric modeling.[18–20] Most
organic crystals used in pharmaceutical crystallization
are non-ideal due to their complex shape and low
refractive index. Thus for such systems it can be diffi-
cult to accurately calculate the PSD from FBRM
measurement. Organic crystals are multifaceted and
exhibit a variety of shapes such as plates, needles, rods,
prismatic, etc. As the measured chord length is a func-
tion of the particle shape as well as size and concen-
tration (Fig. 5), these various shapes need to be
taken into account when trying to relate the chord
length distribution to PSD. In addition, the refractive
indices of most organic crystals are similar to the sol-
vent used in crystallization, which results in poor back-
scattering characteristics, so that the estimated particle
size calculated from the measured chord length by
inverse geometric modeling will underestimate the
actual particle size. Furthermore, some organic crystals
have the tendency to aggregate or agglomerate, which

complicates the measurement of particle size. Although
the measurement of true PSD is difficult, the FBRM
can be used to track changes (or trends) in particle size
characteristics during crystallization. For example, the

Fig. 3 Schematic of FBRM sensor and a chord.

Fig. 4 Chord length distribution of latex particles suspended
in water (- - -) and actual particle size distribution (—).
(From Ref.[24].)
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growth of crystals can be tracked by the square weighted
median of chord lengths, a statistic found to be sensi-
tive to the crystal length for many crystallizations.[7]

FBRM is also used to detect primary or secondary
nucleation and dissolution of crystals through changes
in the particle counts.[21] For a proprietary pharmaceuti-
cal compound, the filtration resistance of crystals was
correlated to the measured chord length distribution
during crystallization.[22] Such a correlation can help
detect operational problems during the batch and be
used to determine the endpoint of the batch crystalliza-
tion runs based on the FBRM measurement.

In-process video microscopy, such as Particle Vision
Measurement�, provides qualitative real-time infor-
mation of the crystals such as the crystal shape and
whether the crystals are aggregated during crystalliza-
tion (Fig. 6). Although in-process images are not as
clear as the offline microscope images, for some sys-
tems the video microscopy images have been analyzed
to obtain the PSD. This has been done for the spherical
particles such as gas bubbles and emulsion polymeriza-
tion with offline processing of online images.[23,24] This
method is not yet suitable for fast real-time analysis of
PSD because few hundred images typically need to be
processed to obtain a size distribution. In addition, the
image processing for crystals is more complicated com-
pared to the spherical particles because of their irregu-
lar shapes. However, trends in crystal shape and size
information can be monitored using online images as
demonstrated for the shape change associated with
polymorphic transformation of L-glutamic acid using
an online high-speed imaging system.[25] With a sam-
pling loop, online optical microscope images can be
obtained during crystallization. Online optical micro-
scope images are clear enough that feedback control

of the crystal shape can be achieved during crystalliza-
tion using a shape classification scheme.[26]

PARTICLE SIZE CHARACTERISTICS

When controlling the PSD during crystallization, some
characteristics of the PSD of the product are often the
focus of processing rather than exactly matching the
full size distribution. These characteristics include
moments of the PSD, number-mean crystal size,
weight-mean crystal size, variance of the distribution
function, and the coefficient of variation. Weight-mean
crystal size is the most common PSD characteristic
used in practice. For the case where the particles have
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Fig. 5 Theoretical chord length distribution for single crys-

tal from orientation averaging.

Fig. 6 Comparison of off-line optical microscopy image
(A) of lactose crystals with in-situ PVM image (B) during

process operation.
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a single characteristic size L, the weight-mean size is
defined by the following equation:

Lw ¼
R1

0 L4fðL; tÞdL
R1

0 L3fðL; tÞdL

The number-mean crystal size is defined by

L ¼
R1

0 LfðL; tÞdL
R1

0 fðL; tÞdL

The variance of the distribution function, which
quantifies the width of the distribution function, is
defined by

s2 ¼
R1

0 ðL � LÞ2fðL; tÞdL
R1

0 fðL; tÞdL

The coefficient of variation, which quantifies the width
of the distribution function relative to its mean (sharp-
ness of the PSD), is defined by

c:v: ¼ s
L

The ith moment of the PSD is defined by

mi ¼
Z 1

0

LifðL; tÞdL i ¼ 0; 1; 2; . . .

The moments have physical meaning. The zeroth order
moment m0 is the total number of particles per unit vol-
ume (or mass, depending on the basis). The first-order
moment m1 is the total length of the particles per unit
volume, with the particles lined up along the character-
istic length. The second-order moment is proportional
to the total surface area, and the third-order moment
is proportional to the total volume. Many physical
characteristics of the particles such as the number-
mean crystal size, weight-mean crystal size, the vari-
ance of the distribution function, and the coefficient
of variation also can be represented in terms of the
lower order moments of the distribution.

Several crystallization objectives have been recom-
mended to favor downstream operations or product
quality. One can maximize the number-mean or
weight-mean crystal size,[27] maximize the final size of
crystals grown from seed crystals,[28,29] or minimize
the ratio of nucleated crystal mass to seed crystal
mass.[6,30] Other particle size-related characteristics of
product crystals that have been optimized during crys-
tallization include the coefficient of variation[31] and
the crystal shape.[32] Although the weight-mean crystal
size is the most commonly used objective in optimal
control studies,[6] the weight-mean crystal size is too
insensitive to the number of small crystals[32] that can
cause filtration problems when used as an objective
to optimize the crystallization operations.

METASTABLE ZONE AND SUPERSATURATION

A model for the crystallization process must account
for the differently sized particles distributed in the
continuous phase. The population balance equation
(PBE) is the material balance that accounts for the
distribution in particle size, location, and other state
variables, such as concentration and temperature.[33]

Supersaturation (Dc ¼ c � c�), which is the differ-
ence between the solution concentration c and the
saturation concentration c�, provides the driving force
for the solute to leave the continuous phase and enter
the crystal phase. The supersaturation profile achieved
during the crystallization and the seed characteristics
have a strong influence on the crystal size distri-
bution.[34] The supersaturation profile determines the
product property such as the particle size, morphology,
and solid-state phase (polymorphic and enantiomeric
purity). This is because the mechanisms associated
with crystallization, such as nucleation and growth,
are dependent on the extent of supersaturation. Many
of the underlying principles of crystallization are the
same for inorganic compounds as well as for the
biochemicals and specialty organic chemicals such as
those produced in the pharmaceutical industry.[35]

The crystallization of organic compounds has
additional complications compared to the inorganic
crystallization studied extensively in the past. These
complications include a much higher tendency toward
polymorphism (multiple crystal forms), difficulty in
predicting crystal morphology, temperature sensitivity,
and increased cost of process development due to the
limited supply of materials during early-stage design.

The operating region for the majority of seeded
batch and semibatch crystallizations, the widely used
crystallizer operations for pharmaceuticals, is the
metastable zone. The metastable zone is the area
bounded by the solubility curve and the metastable
limit (Fig. 7). The solubility curve is the saturation con-
centration plotted for a range of temperature and/or
solvent-antisolvent ratio. The metastable limit is the
point where nucleation is first observed when a sol-
ution becomes supersaturated by cooling or addition
of antisolvent. The metastable limit is dependent on
various operating conditions such as the rate of cool-
ing or antisolvent addition, presence of seed and
impurity, and mixing speed.[36] It is, therefore, best to
determine the metastable zone under conditions
expected to be similar to what will occur in the final
batch crystallization recipe (e.g., only use cooling rates
within the limit of what can be achieved by the
jacketed cooling system). Operation of a crystallization
process very close to the solubility curve (very low
supersaturation) results in slow growth and long batch
time. Operation beyond the metastable limit (high
supersaturation) results in uncontrolled nucleation
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leading to the production of many small crystals,
which can result in long filtration times. For the fast
growth of large crystals, some intermediate value of
supersaturation is desired. Other factors such as mix-
ing and impurities in the feed can also affect the prod-
uct properties. It is known that impurities can shift
the solubility curve (and, thereby, change the supersat-
uration) and affect the crystal morphology. Imperfect
mixing can create pockets of higher supersaturation
in the crystallizer. Mixing also affects such processes
as aggregation, attrition, and breakage that can occur
during crystallization.

DETERMINATION OF METASTABLE ZONE

Determination of metastable zone is usually the first
step in the development of a batch crystallization pro-
cess. Recent advances in in-process sensor technology
enabled the determination of metastable zone to be
carried out in an automated manner.[7,8,21] A typical
apparatus and instrument setup for batch crystalliza-
tion includes an FBRM, attenuated total reflection–
Fourier transform infrared (ATR–FTIR) spectrometer,
solvent pump(s), a jacketed vessel, and a thermocouple
(Fig. 8). The metastable limit is detected by FBRM or
any type of in-process turbidity sensor that can detect
a sudden increase in particle numbers due to nucleation.
The solubility curve is determined by measuring the
equilibrium solution concentration at various tempera-
tures or solvent-antisolvent ratios using ATR–FTIR

spectroscopy and an appropriate calibration model to
relate IR spectra to the concentration.[37–40]

The ATR probe creates an evanescent field that is
generated when light is reflected due to a change in
the density of the transmitting medium. This allows
the external probe to be used to take a measurement
as opposed to having the light pass through the sam-
ple. An ATR probe inserted into the crystallizer allows
the measurement of IR spectra of the fluid in contact
with the tip, with negligible signal from the crystals.
The absorbances measured in the mid-IR range using
ATR–FTIR are usually linearly related to the solution
concentration. ATR–UV spectroscopy also has been
used for in-situ solution concentration measure-
ment.[41] In-situ Raman spectroscopy has been used
for the monitoring of solute and solvent concentrations

Fig. 7 Schematic of the metastable zone, which is the
region surrounded by the solubility curve and the
metastable limit. This is the operating region for most seeded

batch crystallization.

Fig. 8 Crystallization apparatus showing in-situ sensors
(FBRM at upper right, PVM at upper left, FTIR
spectrometer with ATR probe at left in the background).
Antisolvent pump not shown.
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during antisolvent crystallization.[42] For some systems
in-situ Raman spectroscopy can be used to measure the
solid phase of the crystals, such as polymorphism.[43]

The steps for metastable zone determination are
outlined in Fig. 9. First, the IR spectra of known con-
centration, temperature, and solvent-antisolvent ratio
are collected to build a model for relating IR spectra
to solution concentration. The IR spectra are collected
automatically by sequentially cooling and diluting the
solution with solvent to cover a range of concentration
and temperature that span the metastable zone
(Fig. 10). The endpoints for solvent additions are based
on data from the FBRM or a combination of user-
defined target values and FBRM data, depending on
the extent of the user’s prior knowledge of the crys-
tallization system. IR spectra are collected while the
solution remains clear based on monitoring FBRM
counts. During the cooling stage, the metastable limit
can be detected by an increase in the total number of
FBRM counts, which indicates nucleation. The meta-
stable zone for an antisolvent system is determined
similarly using two solvent pumps, one for the solvent
and the other for the antisolvent, and sequentially
adding the antisolvent and the solvent to cover a range
of concentration and solvent-antisolvent ratio.

The absorbances for a user-selected IR spectral fre-
quency range and temperatures are used to build the
calibration model relating IR spectra to the solution
concentration (Fig. 11). Multivariate statistics, such

as PLS and PCR, are used to build the calibration
model. The solution concentration is calculated from
the calibration model as follows:

c ¼
X

wiai þ wTT þ wo

where c is the solution concentration, ai is the absor-
bance at frequency i, T is the temperature, and wi,
wT, and wo are the coefficients of the model. It is typical
to build calibration models for several frequency
ranges and select the calibration that gives the smallest
prediction intervals.[39] The calibration model is an
extension of Beer’s Law, which states that a linear
relationship exists between the absorbance and concen-
tration. Beer’s Law holds for many dilute solutions
and for some systems of more concentrated solutions

Calibration model
building

Solubility
measurement

Spectra collection;
Metastable limit

detection

Fig. 9 Steps for automated determination of metastable
zone using ATR-FTIR and FBRM. While automatically col-

lecting the IR spectra for calibration, the metastable limit is
determined using FBRM. Then the model for relating the
IR spectra to solution concentration is constructed using

multivariate analysis such as principal component regression
(PCR) or partial least squares (PLS). Using this model, the
solubility curve can be obtained from the IR spectra of satu-
rated slurry.

Fig. 10 Schematics for automatically collecting the IR spec-
tra for constructing the calibration model for cooling and
antisolvent crystallizations.
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for spectra in the mid-IR range. In the above model,
the temperature T can be replaced with the solvent-
antisolvent ratio (%S) for antisolvent crystallization.
Alternatively, both T and %S can be included in the
model for systems that will have changes in both the
temperature and solvent-antisolvent ratio during crys-
tallization. For some systems, using derivative spectra
gives a better calibration because of the improved
robustness to baseline drift or shift. Other methods,
such as band ratioing or peak areas, have been used
to build a calibration model instead of multivariate
statistics, with judicious use of multivariate statistics
resulting in models with more accurate predictions.
Using the calibration model, the solubility can be esti-
mated from IR spectra of the slurry equilibrated at vari-
ous temperatures or solvent-antisolvent ratios (Fig. 12).

The use of ATR–FTIR spectroscopy is not a
requirement for the determination of the metastable
zone. If the goal is the determination of metastable
zone or solubility curve alone, then there are less tech-
nically complicated methods, such as the gravimetric
method for solubility measurement and observation
by eye for detection of the metastable limit. Even for
the automation of the system, ATR–FTIR spectro-
scopy is not a requirement. Automated determination

of metastable zone can be done using FBRM or a
turbidity probe alone.[21] The advantage of building a
calibration model for concentration measurement using
ATR–FTIR spectroscopy during the determination of
metastable zone is that it allows the monitoring and/or
control of solution concentration during batch crystal-
lization, which enables the rapid development of batch
crystallization recipes, as discussed below.

BATCH CRYSTALLIZATION
PROCESS CONTROL

A common approach in the pharmaceutical industry
for the development of a batch crystallization process

Fig. 11 The calibration model relating IR spectra to sol-

ution concentration. The multivariate model relates IR
absorbances of a selected frequency range and temperature
or solvent–antisolvent ratio to solution concentration.

Fig. 12 The temperature profile for measuring the solubility
curve. The solubility is determined from IR spectra of slurry

equilibrated at various temperatures.
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is to determine an operating profile (temperature pro-
file or antisolvent addition profile) that gives crystals
of acceptable properties by trial-and-error experimen-
tation. With an increasing demand for faster process
development, there is an increasing interest in auto-
mation and a high-throughput approach to crystalliza-
tion, as well as a more systematic approach to the
development of crystallization processes.[44] More
efficient approaches to crystallization design than the
empirical approach are: (i) first-principle design and
(ii) direct design.

FIRST-PRINCIPLES APPROACH

The first-principles approach involves the deter-
mination of crystallization kinetics from a series of
continuous, batch, or semibatch experiments. Once the
solubility curve and kinetics are inserted into a first-
principles model (consisting of crystal and solute mass
conservation equations and possibly an energy conser-
vation equation), the model is used to optimize a par-
ticle property such as the mean crystal size. To simplify
the crystallization model, most batch crystallization
optimization studies only consider nucleation and
growth kinetics and ignore more complex kinetic
phenomena such as aggregation. The optimal tempera-
ture or antisolvent addition rate profile for obtaining
the desired particle property is calculated from the sim-
plified crystallization kinetics. An example of optimal
temperature profile calculated using a first-principle
model for maximizing the mean crystal size for the
unseeded crystallization of paracetamol (acetamino-
phen) is shown in Fig. 13.[45] The initial temperature
drop generates seeds in situ. The optimal temperature

profile then keeps the supersaturation nearly constant
throughout the rest of the batch.

The first-principles approach has been successfully
applied to the particle size control for various phar-
maceutical crystallization processes. First-principles
design was used to optimize the coefficient of variation
and the nucleated-to-seed mass ratio in batch cooling
crystallization of a proprietary pharmaceutical.[4]

Model-based optimization was applied to the batch
cooling crystallization of paracetamol from ethanol
to obtain a user-specified monomodal final PSD,[5]

and to achieve a desired mean crystal size for a phar-
maceutical compound by minimizing the batch crystal-
lization time.[46] The successful implementation of
first-principle design is dependent on the quality of the
crystallization model used in the calculation of the
optimal profile. If the model is not accurate or if there
is a disturbance during crystallization, which changes
the kinetics, then following the optimal profile does
not yield crystals with the desired product characteris-
tics. There is no point in identifying the extremely
accurate kinetic parameters for a single crystallization
batch when the kinetic parameters will vary from one
batch to the next. It is therefore important to assess
the effect of variations in the kinetic parameters on
the performance of the control strategy.

DIRECT DESIGN APPROACH

The direct design approach uses feedback control to
follow a setpoint based on a state measurement. States
in a crystallizer include the temperature, the solution
concentration, and the crystal size and shape distri-
bution. An example of the direct design approach is
to follow a supersaturation setpoint based on the con-
centration measurement. This approach was studied in
the 1980s and early 1990s using a conductivity probe,
densitometer, and refractometer as the sensor for
online concentration measurement for KH2PO4 (KDP),
potash alum, and D-xylose, respectively.[47–49] Because
the direct design approach does not require the deri-
vation of the first-principle models and the associated
determination of crystallization kinetics, it is concep-
tually simpler to carry out than the first-principles
approach to crystallization design. In spite of this, wide
industrial implementation of this approach did not take
hold in the pharmaceutical industry. This was probably
due to the limitations of sensors used for concentration
measurement at the time and lack of transparency asso-
ciated with the hardware/software implementation of
this approach, which involves interfacing of various
instrumentation for temperature and concentration
measurement to one or more computers.

There has been a resurgence of interest in the
direct design approach due to the advances in sensor

Fig. 13 Optimal temperature profile calculated from a first-
principle model for maximizing the mean crystal size for
unseeded crystallization of paracetamol in water and the
simulated change in mean crystal size during crystallization.
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technology and automation of lab reactors, making it
easier to control various instrumentations through a
computer interface.[7–10] Most current instruments are
equipped with a computer interface, and software such
as LabView, Microsoft Visual Basic, or Matlab can
provide the graphical user interface for communication
among the computers and control of various instru-
ments such as a particle size sensor, concentration
measurement sensor, dosing equipment, and tempera-
ture control. ATR–FTIR spectroscopy overcomes
many of the limitations of past sensors used for con-
centration measurements such as conductivity probe
and densitometer. It is applicable to a variety of
organic systems and can measure multiple solution
concentrations in the multi-component systems often
encountered in antisolvent crystallization.[4,50] It does
not require an online sampling loop, which can cause
operating problems such as clogging.[51] Commercially
available automated lab reactors integrated to ATR–
FTIR spectroscopy are available.

In the direct design approach, a desired supersatura-
tion profile that falls between the solubility curve and
the metastable limit of the system is followed based
on feedback control of the concentration measurement.
This is in contrast to the traditional first-principles
approach, where a desired temperature profile or anti-
solvent addition rate profile is followed over time such
as shown in Fig. 14. For a cooling crystallization, the
direct design approach follows a setpoint profile that
is solution concentration vs. temperature (or solvent-
antisolvent ratio) as opposed to temperature (or
addition rate) vs. time. Because the desired crystallizer
temperature is determined from an in-situ solution
concentration measurement, the batch time is not fixed.

Rather, the batch time varies from batch to batch
depending on the kinetics of the crystallization. As
shown below, the direct design approach for antisolvent
crystallization is implemented in a very similar manner.

DIRECT DESIGN IMPLEMENTATION

There are different approaches to implementing the
feedback concentration control for the direct design.
Various schemes to implement the concentration con-
trol for direct design are described in the literature
for cooling and antisolvent crystallizations.[7–10,52]

The basic steps are as follows: (i) the solution concen-
tration is estimated from IR absorbances and tempera-
ture or solvent-antisolvent ratio using the calibration
model that relates IR spectra to concentration and
(ii) the temperature or antisolvent flow rate setpoint
is calculated from the concentration, solubility curve,
and the user-specified supersaturation setpoint.

Fig. 15 shows an example of the direct design
approach implemented for the isothermal antisolvent
crystallization of acetaminophen (paracetamol) from
acetone-water mixture. A constant relative super-
saturation (Dc/c�) setpoint profile was followed. The
flow rate setpoint of the antisolvent was calculated
every minute based on the solution concentration mea-
sured using the IR spectra so that a setpoint supersa-
turation profile was followed. The change in solution
concentration and antisolvent flow rate during the
batch is shown in Fig. 16. After an initial start-up

Fig. 14 Schematic block diagrams of the temperature (T)

vs. time (t) profile from first principles approach (A) and of
concentration (C) vs. temperature (T) profile from direct
design (B).

Fig. 15 Direct design approach using concentration

measurement for seeded antisolvent crystallization of parace-
tamol (acetaminophen) from acetone-water mixture. The
concentration-% solvent profile of the batch, the setpoint

profile, and the solubility curve are shown. The setpoint
followed is that of a constant relative supersaturation
Dc/c� ¼ 0.04 g/mLsolventþantisolvent.
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phase (time ¼ 0–7 min), the antisolvent addition rate
increased as the crystallization progressed, because
the increase in crystal surface area draws solute more
quickly from solution. For time >7 min, the solution
concentration decreased slowly in the beginning and
somewhat more rapidly later in the batch. The FBRM
counts were monitored every minute to detect the
occurrence of secondary nucleation during the batch,
which would be indicated by a large increase in the
particle counts associated with the formation of large
numbers of small crystals. As shown in lower line in
Fig. 17, the setpoint profile followed in the direct design

approach resulted in negligible secondary nucleation.
Too large of a setpoint supersaturation results in a large
increase in particle counts, which is indicative of signi-
ficant secondary nucleation, as shown in the upper line
in Fig. 17. The lower plot in Fig. 18 shows the increase
in size uniformity and reduction in the number of small
crystals that occurred when the direct design approach
was used to minimize secondary nucleation.

The direct design approach has been applied to vari-
ous cooling and antisolvent crystallizations of pharma-
ceutical compounds to control supersaturation such
that the secondary nucleation is minimized during
the batch.[7,8,52] Batches can be run for several operat-
ing curves (supersaturation profiles) in the metastable
zone[10,52] and with various agitation speeds and seed
types, quantities, and sizes[9] to produce the desired
product crystals. Experiments can be run in parallel
for higher throughput using multiple small-automated
reactors. The direct design approach based on the feed-
back control of concentration can also be coupled with
a fines dissolution strategy to provide a finer tuning of
particle size control during crystallization.

Fig. 17 FBRM counts during seeded batch antisolvent crys-
tallizations of paracetamol from water/acetone with second-
ary nucleation and with minimum secondary nucleation.

Fig. 18 Microscopy images of seed and product crystals

during seeded batch antisolvent crystallizations of paraceta-
mol from water/acetone with secondary nucleation and with
minimum secondary nucleation.

Fig. 16 Change in solution concentration and antisolvent

flow rate during the seeded antisolvent crystallization of
paracetamol following a constant relative supersaturation.
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EFFECT OF DISTURBANCES

During the operation of a crystallizer, disturbances
occur that can affect the product properties. A com-
mon disturbance encountered in batch crystallization
is a shift in kinetic rates or in the solubility curve due
to impurities. Impurities also can affect sensor mea-
surements and crystallization kinetics. With the first-
principles approach, which utilizes a crystallization
model, the success of producing crystals with the desired
product characteristics is dependent on the quality of the
model used in deriving the optimal profile. If distur-
bances occur during the run that affects the crystalliza-
tion kinetics or if the condition in which the model
is derived is sufficiently different from the operating
condition, then the kinetic model may no longer describe
the actual crystallization process during production.
In these cases, crystals with the desired product property
may not be produced even if the optimal temperature
profile calculated from first-principles model is
judiciously followed during the run. The optimum tem-
perature trajectory, when calculated a priori, is unable
to react to the unexpected disturbances that occur during
the operation of the batch, no matter how accurate the
parameter estimates. The kinetic parameters commonly
vary in a real crystallization procedure, due to variations
in the contaminant profiles in the feed.

The direct design approach gives lower sensitivities
to most practical disturbances and to variations in
the nucleation and growth kinetics compared to the
traditional first-principles approach that computes
temperature vs. time or antisolvent rate vs. time
profiles.[45] Simulation studies indicate that mean par-
ticle size is much less sensitive to variations in
nucleation and growth kinetics for the direct design
approach. This is because, in the direct design
approach, the crystallizer can adjust to the variation
in kinetics by varying the batch time. The direct design
approach also provides a more constant yield in vari-
able batch time under variations in the kinetics. Both
the direct design and traditional first-principles
approaches are sensitive to shifts in the solubility
curve. The direct design approach is affected by
disturbances that affect the ATR–FTIR sensor
measurement, such as an impurity that affects the IR
spectral range used for calibration. This is expected
because the successful implementation of the direct
design approach is dependent on the accuracy of the
concentration measurement. If the impurity is known
and anticipated, this latter sensitivity can be greatly
reduced by including the impurity (if anticipated) in
the calibration model, or by selecting a spectral range
when constructing the calibration curve in which the
spectra of the solute and impurity do not overlap.

The aforementioned reduced sensitivity to most
common disturbances obtained by the direct design

approach compared to the traditional first-principles
approach does not imply that the use of first-principles
models is inferior. Each approach has its advantages
and disadvantages. Understanding these advantages
and disadvantages is important in choosing the best
approach for the design of an individual crystallization
process. First-principles models have the advantages
that model-building increases process understanding,
and that simulation algorithms are becoming available,
which utilize the kinetics model to investigate the
effects of non-ideal mixing during scale-up.[53–55]

Further, the reduced sensitivity to most common dis-
turbances for the direct design approach is mostly
due to the use of feedback control with a real-time
solution concentration measurement. First-principles
approaches for batch crystallization design and control
can have similar insensitivity to disturbances by utiliz-
ing the real-time solution concentration measurement.

CONCLUSIONS

Crystallization from solution is an important oper-
ation for the production of pharmaceuticals due to
its ability to provide high purity separations. The size
distribution of the product obtained from the crystalli-
zation step is a critically important factor in the pro-
duction of high quality products and for determining
the efficiency of downstream operations. The crystalli-
zation process should be designed to produce the
desired particle characteristics as well as to provide
high purity separation. Seeded batch cooling and
antisolvent crystallizations are the common types of
crystallization processes used for pharmaceuticals. It
is becoming increasingly common in pharmaceutical
process development laboratories for a typical crystal-
lization apparatus setup to include an in-situ sensor for
particle size characterization, such as FBRM, and an
in-situ sensor for solution concentration measurement,
such as an ATR–FTIR probe. These sensors enable the
automated determination of the metastable zone,
which is the first step in developing a crystallization
process. During the crystallization process, these
in-situ sensors are used to monitor the crystallization
progress as well as to control the process through such
strategies as fines dissolution and feedback control of
concentration measurement.

Batch crystallization process control using the first-
principles and direct design approaches were discussed.
The first-principles approach utilizes crystallization
process models, which require the associated determi-
nation of crystallization kinetics. The optimal seed
characteristics and/or supersaturation profile to obtain
the desired product characteristics are then computed.
The direct design approach involves feedback control
of a state measurement, in this case the solution

Crystallization: Particle Size Control 869



C
ool–C

rystal

concentration, to follow a desired solution concen-
tration profile. The direct design approach does not
require the derivation of crystallization models and
has lower sensitivities of the crystal product quality
to most process variations. Our group has applied
the direct design approach to optimize product proper-
ties other than particle size, such as polymorphism.
Control of polymorphism is an important aspect dur-
ing the crystallization of pharmaceutical compounds
as different polymorph of the same drug compound
can have different properties including particle shape
and dissolution rate.[56–58]

Trends in the crystallization process development in
the pharmaceutical industry is to carry out measure-
ments at a small scale in addition to utilizing auto-
mation and high throughput systems as exemplified
by the use of automated metastable zone measurement
for 1 mL samples.[59] It is expected that the future batch
crystallization recipes will be designed based on the
data collected from much smaller scale crystallizers
than what is currently used in industry.
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INTRODUCTION

Dendrimers are highly branched macromolecules that
can be subdivided into three architectural components:
a central core branched cell, interior branch cells, and
branch cells possessing surface groups. The term den-
drimers was coined in the early 1980s by Tomalia
et al.[1] from the Greek words dendron (tree) and meros
(part) and relates to the symmetrical branch-like
structure of these polymers. Dendrimers are synthe-
sized through a stepwise repetitive reaction sequence,
which gives rise to different generations of the same
molecule and determines the size and surface function-
ality of the macromolecule. The dendrimer micro-
environment possesses some interesting properties.
Cavities in the core structure and folding of the
branches create cages and channels, which, depending
upon how the dendrimer is constructed, may be either
hydrophilic or hydrophobic in nature. Specific binding
sites may also be incorporated. The surface groups
of dendrimers are amenable to modification and can
be tailored for specific applications. The dendrimer
architecture, therefore, permits control over properties
such as shape, size, density, polarity, reactivity,
and solubility. The structure of a generation 3 polyami-
doamine (PAMAM) dendrimer is shown in Fig. 1.
Dendrimers can be very large; PAMAM dendrimers
have been synthesized with a diameter in excess of
10 nm. Fig. 2 compares the size of a series of PAMAM
dendrimers to a number of biological structures.
Table 1 gives the relationship between generation and
dendrimer size, molecular weight and number of
surface groups.[2] As can be seen, an increase in dendri-
mer generation results in a doubling in the number of
surface groups.

Although the synthesis of dendrimer-like struc-
tures was initially described in 1978,[3] it is only
since the 1990s that there has been an intense
interest in these polymers, partly attributable to
the availability of a commercial source of PAMAM
dendrimers.

SYNTHESIS

Dendrimers may be prepared by either a convergent[4–6]

or a divergent approach.[1] Much of the work on
dendrimers has been based on the commercially avail-
able Starburst� PAMAM dendrimers,[1,7] which may
be synthesized from an ammonia or ethylenediamine
core (EDA), and possess an amidoamine branching
structure. This family of dendrimers was introduced
by Tomalia et al. in 1985[1] and are prepared by the
divergent approach, where the branching dendritic
structure is built up from a central core. PAMAM
dendrimers are synthesized by an iterative process
involving two reactions: Michael addition followed
by amidation. The first iteration of these two reactions
results in the formation of a zero-generation (G0)
dendrimer, the subsequent addition–amidation cycles
each result in growth and the formation of a higher
generation (Fig. 3), this synthetic cycle yields a full-
generation (amine terminated) dendrimer. Cessation
of the reaction after the Michael addition results in
the eventual formation of a half-generation (carboxyl
terminated) dendrimer. The growth of a dendrimer is
self-limiting, and governed by steric hindrance arising
from the introduction of numerous surface groups.[8,9]

The convergent method of synthesis involves the initial
creation of the dendrimer branches, followed by
assembly to form the dendrimer. The convergent
method produces a system with a low polydispersity,
while the divergent method can produce dendritic
structures with defects arising from incomplete reac-
tions.[10] However, the divergent method has the
advantage of being able to yield higher generation
dendrimers. The methods of synthesis and their rela-
tive merits have been reviewed by Dykes.[11]

Three structural components are common to all
dendrimers: a core unit, peripheral groups, and the
multiple branching units that span the two. The core
unit in dendrimers is usually an important part of the
structure as it covalently links the dendritic ‘‘wedges’’
(dendrons). However, cored dendrimers have been

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120011981
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Fig. 1 Structure of a G3 PAMAM dendrimer. (From Ref.[110], # 2000 Elsevier Science.)

Fig. 2 A dimensionally scaled comparison of a series of PAMAM dendrimers (NH3 core) with a variety of proteins and
bioassemblies. (From Ref.[7], # 2001 Elsevier Science.)
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synthesized in which surface crosslinking maintains the
integrity of the dendritic structure.[12]

The preparation of structurally perfect dendrimers
traditionally can be time-consuming due to the
required repetitive coupling and activation steps, and
the necessity for extensive purification.[13] PAMAM
dendrimers are just one of several types of dendrimers
with pharmaceutical applications that have been synthe-
sized. Poly(aryl ether) dendrimers were developed by
Hawker and Fréchet and were the basis of unimolecular
micelles and cancer drug conjugates.[4,14,15] Wang, Zeng,
and Zimmerman[16] reported the synthesis of poly(phe-
nylacetylene) and poly(benzyl ether) (PBE) dendrimers
to encapsulate benzamidinium guests by hydrogen bond-
ing. Jansen, de Brabander-van den Berg, and Meijer[17]

described the synthesis of poly(propyleneimine)-based

dendrimers and their applications in the encapsulation
of guest molecules. Numerous other dendrimer
families have been synthesized with a wide range of
applications.[18–20]

Several peptide dendrimers have been reported,[21–25]

a major application of which is for the preparation
of multiple antigen peptides (MAPs). For example,
Tam[26] used the poly(lysine) platform to prepare a
MAP. These peptides are used to activate the immune
system to produce large numbers of antipeptide anti-
bodies, and their use avoids the immunogenicity and
the other disadvantages associated with conventional
antigenic systems.

Dendrimer structure is often confirmed with a var-
iety of techniques, including 1H- and 13C-NMR, mass
spectrometry, size-exclusion chromatography, high
performance liquid chromatography, electrophoresis,
elemental analysis, and thermal analysis.[14,27–35]

PHYSICOCHEMICAL PROPERTIES

Unlike classical polymers, dendrimers have a high
degree of molecular uniformity, narrow molecular
weight distribution, specific size and shape characteris-
tics, and a highly functional terminal surface. The
branching nature of the structure can lead to large
3-D globular structures, which at high molecular
weights may approximate spheres. These structures
are relatively fixed, in marked contrast to linear poly-
mers that are random coils and, depending on the
solvent, may adopt a variety of configurations.

Many of the physical properties of dendrimers may
be predicted, at least qualitatively, from molecular
modeling of the growth process. With the PAMAM
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Fig. 3 Synthesis of a PAMAM
dendrimer: exhaustive Michael

addition of amino groups with
methyl acrylate, followed by
amidation of the resulting esters

with EDA. (From Ref.[7], #

2001 Elsevier Science.)

Table 1 Physical characteristics of PAMAM

dendrimers (EDA core)

Generation

Molecular

weight

Measured

diameter (nm)

Surface

groups

0 517 1.5 4

1 1,430 2.2 8

2 3,256 2.9 16

3 6,909 3.6 32

4 14,215 4.5 64

5 28,826 5.4 128

6 58,048 6.7 256

7 116,493 8.1 512

8 233,383 9.7 1024

9 467,162 11.4 2048

10 934,720 13.5 4096

(From Ref.[2].)
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dendrimers, a fully developed dendrimer structure first
appears only after dendrimer growth to at least G1.5,
since it is not until the point that the dendrimer con-
tains all three branch cell components, i.e., the core,
interior, and surface branch cells. This transition from
lightly branched structures to fully developed dendridi-
tic structure is referred to as the critical branching
stage.[36] Because of the progressive growth pattern,
the dendrimers are constructed in a precise manner
and a linear increase of the radii of the fully developed
dendrimers with increase of generation is expected.
However, because the surface cells amplify according
to a geometric progression with increasing generation,
it is clear that ideal growth cannot continue indefinitely
and there will be a critical generation at which the
reacting dendrimer surface will not have sufficient
space to accommodate all of the required new units.
This stage is referred to as the de Gennes dense-packed
state and occurs around G7 in the PAMAM dendri-
mers.[37] Dendritic growth beyond this point is of course
possible but leads to products of imperfect structure
because not all of the surface groups are able to parti-
cipate in reaction due to steric effects. Such defective
generations have been called ‘‘hairy dendrimers.’’

Similar molecular modeling of the 3-D character of
the polyether dendrimers,[37] on the other hand, shows
that steric crowding of the surface branches becomes
prohibitively high on approaching G4. As a conse-
quence, it is predicted that the polyether dendrimers
will be denser with far fewer internal cavities than
the PAMAM series. The PAMAM dendrimers have
much higher internal surface area and solvent-filled
volume than the polyether dendrimers. Within the
PAMAM dendrimer spheres formed at G > 4, the
solvent accessible surface increases with generations
so that the fraction of the internal molecular surface
increases from about 29% of the total solvent access-
ible surface at G4, to 69% for G5, and about 124%
for G6.[37] Thus, at G6 there is more internal surface
area than external surface area. For polyether dendri-
mers on the other hand, the internal surface area
reaches a maximum of approximately 20% for G3
and G4. The possibility of binding or entrapping small
molecules in these cavities mimics the drug delivery
attributes that are offered by liposomes.

Dendrimer Size and Shape

Computer-simulated modeling of the structures of the
PAMAM dendrimers[37–39] highlights changes in exter-
nal appearance with increase in generation (Fig. 2),
through a continuum of molecular shapes ranging
from open amorphous shape for the early generations
(G0 to G3) to a more tangled spheroidal network for
the fully developed structures at G > 4. These shape

changes are a consequence of the tethered steric con-
straints imposed on the developing branches. In
Fig. 4, these shape changes are expressed in terms of
the aspect ratios of the corresponding longest and
shortest principle moments. Experimental determi-
nation of the exact shape of dendrimers presents diffi-
culties mainly because most of the commonly used
techniques are at their limits of reliability in the size
range involved.

Very few experimentally determined transmission
electron microscope (TEM) images of dendrimers have
been published in the literature, probably because their
size range and their fragile organic composition make
the resolution of such objects by electron beam techni-
ques very difficult.[40] Quality images of dendrimer
molecules may provide insight into the actual uniform-
ity, sphericity, and hollowness of the macromolecules.
TEM studies on PAMAM dendrimers by Tomalia
et al.[1] showed highly monodisperse spheroids. For
example, images of the sodium salt of G3.5 dendrimer
showed that almost 90% of all particles had diameters
ranging within 10% of the average value determined by
computer simulations. Jackson et al.[41,42] examined
positively stained PAMAM dendrimers of G5 to G10
using this technique. The shapes of the stained mole-
cules were shown to be spherical for G7 to G10 with
some molecules showing ‘‘edges.’’ For G5 and G6,
the resolution of these molecules was less than with
larger dendrimers because smaller molecules took up
less amount of stain. The mean diameters of the
dendrimers measured by TEM compared well with
measurements made with small-angle x-ray scattering
(SAXS).

Dendritic structures have been studied on a variety
of surfaces including glass,[43] graphite,[43,44] and
charged solid surfaces[45,46] using atomic force

Fig. 4 Comparison of the change in PAMAM dendrimer
morphology (aspect ratio Iz/Ix) as a function of generation.
(From Ref.[37], # 1990 Wiley-VCH.)
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microscopy (AFM). In a recent study, Zhang et al.[47]

reported the topographical imaging of well-separated,
individual polyphenylene dendrimer molecules and
their aggregates on mica surfaces using non-contact
AFM techniques. The observed height was in good
agreement with the size of a single dendrimer molecule
as calculated by molecular dynamics simulation. In
addition, pulse force mode AFM was used to study
the stiffness and adhesion properties of the individual
dendrimer molecules to this surface and these were
related to the molecular structure and the chemical
nature of the outer surface of the dendrimers.

Experimental measurements of the hydrodynamic
radius of PAMAM dendrimers with ammonia or
EDA cores by size exclusion chromatography and vis-
cometry[37,39] have shown the expected linear increase
of hydrodynamic radius with generation beyond G3.
The values were intermediate between the calculated
theoretical maximum values that would result from
maximum extension of all branches, and the minimum
value allowed by acceptable packing of the atomic
mass units around the initiator core. The expanded
dendrimer would be expected to occur with more ideal
solvents; the compressed form would be more likely in
theta solvents. A small-angle neutron scattering
(SANS) study of the effect of solvent quality on the
molecular dimensions of G5 and G8 PAMAM dendri-
mers[48,49] showed a decrease of the radius of gyration
of the dendrimers by approximately 10% with decreas-
ing solvent quality. The same studies showed that the
dimensions of these two dendrimers were constant to
within 5% over the temperature range �10–50�C.

PAMAM dendrimers have been obtained as very
monodisperse samples by careful removal by ultrafil-
tration of propagating agents and any bridged forms.
Measurement by a variety of techniques, notably size
exclusion chromatography and low-angle laser light
scattering,[37] SANS and SAXS,[50,51] and intrinsic vis-
cosity measurement[39] have shown polydispersity indi-
ces for PAMAM dendrimers in the range 1.01–1.08,
indicative of a relatively monodisperse distribution of
dendrimer sizes in solution. A similar monodispersity
of size was noted from SAXS measurements[52] on
dilute methanolic solutions of G3 to G10 PAMAM
dendrimers and poly(propyleneimine) dendrimers
made with primary amines built around a diaminobu-
tane core (DAB-dendr-(NH2)x, x ¼ 16, 32, and 64). In
contrast, dilute solutions of polyol hyperbranched
polymers exhibited scattering indicative of the inherent
irregularity of internal segment densities and of overall
size, giving more polydisperse solutions. SANS mea-
surements on poly(propyleneimine) dendrimers termi-
nated by primary amines, DAB-dendr-(PA)32 and
DAB-dendr-(PA)64, in methanol over a wide concen-
tration range (dendrimer mass fraction between 0.01
and 0.80) have been reported by Topp et al.[53]

At concentrations at which the swollen dendrimer
volume fraction was below 0.64 (the critical volume
fraction for close packing of hard spheres), which
corresponds to a dendrimer weight fraction of 0.25,
the dendrimers in solution behaved as a dispersion of
uniform soft spheres with no significant interpen-
etration between the segments of different dendrimers.
At higher concentrations, however, the dendrimers
‘‘collapsed,’’ their size decreasing with increase of
number density so that the volume fraction of the
solution was maintained at approximately 0.64.

Surface Properties of Dendrimers

The surface properties of dendrimers are specific to the
functional terminal groups that make up the surface of
the dendrimers, which can be either reactive or passive
moieties or even a combination of both. The type and
number of functional groups and their ionization char-
acteristics may affect dendrimer solution properties in
various ways, e.g., by changing the solubility, potential
for aggregation, and inter-dendrimer charge interac-
tion. A dendrimer surface may contain multiple copies
of a particular functional group and so would be an
ideal molecule for substrate binding. Under conditions
where the functional groups are ionized, the dendrimer
becomes a macromolecular polyelectrolyte and as such
it will interact strongly with oppositely charged parti-
cles. Polyelectrolyte dendrimers have been shown to
adsorb strongly at various interfaces such as alu-
mina/water and silica/water as well as associating with
proteins or DNA.[54–57]

Although dendrimers possessing a wide variety of
functional groups have been synthesized, the most
studied are those with amine or carboxyl groups. A
titration curve of a 2% aqueous solution of a G4
PAMAM dendrimer against 0.2 M HCl[58] shows two
distinct inflection points that are indicative of the
titratable terminal primary amines (pKa 10.7) and the
interior amines (pKa 6.5). The titration characteristics
have been confirmed by observation of 13C chemical
shifts.[1] The surface potential of the G4 PAMAM
dendrimer calculated from titration curves is 63 mV.[58]

Charge Interactions and Aggregation

A pronounced influence of pH and added electrolyte
on the charge interactions between dendrimers with
ionizable groups is expected in aqueous solution.
Briber et al.[50] investigated the intermolecular interac-
tions between PAMAM dendrimers in concentrated
solutions using SANS and SAXS techniques. They
showed that the molecules develop large scale interac-
tions which can be screened by the addition of excess
acid or electrolyte. SANS studies of the structural
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properties of poly(propyleneimine) dendrimers (DAB-
dendr-(NH2)64) in D2O examined the influence of the
degree of ionization and solvent pH.[59,60] Upon
addition of HCl, the dendrimers become charged and
the scattering patterns exhibited a single correlation
peak indicating a spatial arrangement of the molecules
due to the electrostatic repulsion. In the uncharged state,
these dendrimers behave as ‘‘soft’’ molecules, i.e., they
have a very high degree of flexibility with possible
interpenetration at high concentration. In conditions
where they are charged, however, the electrostatic forces
cause a stretching of the branches and reduce their
flexibility, i.e., they behave as ‘‘hard’’ particles.

Changes in the G6 PAMAM structure upon pH
titration were studied using a polarity-responsive
probe by Chen, Tomalia, and Thomas.[61] Two possible
models were proposed to explain the dendrimer beha-
vior; in the first, some inward folding of the dendritic
termini is presumed to occur at all basic pHs, resulting
in a slightly less polar interior. At high pH (ca. pH 10)
any protonation will occur on the more polar surface
amines; as the pH is lowered to pH 8.3, the less polar
amines will protonate and the average environmental
polarity decreases, as was observed from the experi-
mental measurements. Finally, further decrease of pH
causes protonation of the internal amines and mole-
cular expansion due to charge repulsion. In the alterna-
tive model, increasing protonation of dendritic termini
is able to overcome entropy, forcing charged termini to
the periphery; the resulting surface crowding results in
the observed lower average environmental polarity. In
this model, the polarity increase on decreasing pH
below 8.3 arises from protonation of the amines that
are located in the less dense, more polar dendritic
interior. The first model is considered a denser core
model of the G6 dendrimer, while the second is a den-
ser shell model.

A detailed study of the physicochemical properties
of G5 PAMAM dendrimers in aqueous solution by
Nourse, Millar, and Minton[35] revealed contrasting
properties of amino-surface (G5-NH2) and hydroxyl-
surface (G5-OH) dendrimers. The hydrodynamic
properties of G5-OH in dilute solution could be
described by a model in which the solute was represen-
ted by a single species of quasi-spherical particle hav-
ing a molar mass equal to the theoretically predicted
molar mass of the dendrimer and a hydrodynamic
radius of about 3.1 nm. In contrast, size exclusion
chromatography and sedimentation equilibrium ultra-
centrifugation studies on G5-NH2 have indicated the
formation of oligomeric aggregates in aqueous solu-
tion even in the presence of high salt concentration.
Measurement of the concentration dependence of
sedimentation of G5-OH in pH 7.2 phosphate buffer
indicated the presence of significant electrostatic repul-
sion overlaid on weakly attractive interactions leading

to the formation of non-specific aggregates at suffi-
ciently high dendrimer concentration.

Static and dynamic light scattering studies by
Milhem[58] have shown that G4 PAMAM dendrimers
do not exhibit intermolecular aggregation in aqueous
solution at concentrations up to 7% w/w at pH 10.5,
or even when fully unionized at pH 14.

Internal Structure

Many of the potential applications of dendrimers
depend directly on the organization and distribution
of internal segment densities and the possibility of
reduced density at the core. The first theoretical treat-
ment of internal structure of the amine-terminated
PAMAM dendrimers by de Gennes and Hervet[8] pre-
dicted a segment distribution function that has the
highest density on the periphery and a relatively hollow
core. On the other hand, Monte Carlo simulations by
Lescanec and Muthukumar[62] predict that the highest
density is at the center with a decaying profile to the
edge of the molecule. Both the models have shortcom-
ings; the de Gennes model does not account for back-
folding, which could be an incorrect assumption for
flexible dendrimers, whereas the Lescanec and Muthu-
kumar model is based on kinetically grown rather than
equilibrium structures. The predictions of these models
have been tested against the experimental data from a
variety of techniques.

The SAXS studies on methanolic solutions of G3 to
10 PAMAM dendrimers by Prosa et al.[52] indicate that
lower generation dendrimers are less dense than their
higher generation relatives, but after the first few gen-
erations the average density appears to be roughly
independent of generation and uniform throughout
the structure with no indication of any sizeable mini-
mum in density near the dendrimer core (with the
G10 dendrimer) contrary to the predictions of the de
Gennes model.

Measurements of molecular density[39] and intrinsic
viscosity[37,39] of PAMAM dendrimers indicate an
unusual variation with dendrimer generation. Mini-
mum density and maximum intrinsic viscosity were
observed at around G4, which suggests that the fully
developed dendrimers have a high accessible internal
surface area in a solvent-filled intramolecular free vol-
ume that may consist of internal cavities and channels.
Similar findings were reported by Mourey et al.[63] for
PBE monodendrons (based on dihydroxybenzyl alco-
hol) and tridendrons produced by coupling these
dendrons to a trifunctional core, 1,1,1-tris(40-hydro-
xyphenyl)ethane prepared by the convergent method.
A maximum intrinsic viscosity occurred at G3 for
tridendrons and G5 for monodendrons, consistent with
the model developed by Lescanec and Muthukumar
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that predicts inward folding of branch units, a
maximum density in the center, and a distribution of
terminal groups throughout the structure. If there are
no specific interactions between the groups and if the
branch units of the dendrimer are flexible enough to
allow some gradual backfolding, then it is reasonable
that the equilibrium structure has maximum density
in the center because this corresponds to maximum
entropy for the molecule and also provides relief of
steric crowding of terminal groups. It is also significant
that this model describes the behavior of both
PAMAM and polyether dendrimers implying that it
may be of general application to all flexible dendrimers.

A study of the molecular characteristics in dilute
solution (D2O, 1%) of the first five generations of the
poly(propyleneimine) dendrimers DAB-dendr-(NH2)x

and DAB-dendr-(CN)x, (x ¼ 4, 8, 16, 32, and 64) by
Scherrenberg et al.[64] has suggested some degree of
backfolding of molecules within the dendrimer. Com-
parison with molecular dynamics calculations indi-
cated that the poly(propyleneimine) dendrimers could
be regarded as flexible molecules with a relatively
homogeneous density distribution, not in line with
either the de Gennes or Lescanec and Muthukumar
models.

There is considerable evidence from a variety of
techniques for a dendrimer model composed of a
relatively soft or spongy interior surrounded by a con-
siderably harder outer molecular surface, the so-called
‘‘dendritic box.’’[17] 13C-NMR measurements of spin
lattice relaxation times of specifically tagged PAMAM
dendrimers[65–68] have shown considerably reduced
mobility in the outer surface groups relative to the
interior segments. Meltzer et al.[65,66] performed 13C-
NMR relaxation studies on hydroxyl terminated
PAMAM dendrimers, in order to understand the influ-
ence of the end groups on the chain dynamics of the
molecule (G0.5 to G10.5). The spin relaxation times
(T1) for each terminal carbon decreased continuously
with an increase in generation, suggesting that segmen-
tal motion was increasingly restricted at the surface of
the higher generations. Thus, it was concluded that the
iterative branching process that creates the PAMAM
architecture must at some point lead to severe steric
crowding either at the molecular surface or throughout
the volume of the molecule, as indeed is indicated from
modeling of dendrimer growth. It was, however, noted
that the mobility of the terminal groups on the surface
of dendrimer molecules was higher than expected for
the available area. Therefore, either the number of
terminal groups must be much less than expected,
possibly due to growth failure, or the conformation
must be such that all the terminal groups do not reside
at the surface due to their folding back into the interior
of the molecule. Gorman et al.[69] also showed that
some terminal groups (approximately 3) of a G3

dendrimer were located very close to the dendrimer
core. An average of 25 of the 32 terminal groups were
found on the geometric periphery which were more
mobile than the others found elsewhere in the den-
drimer molecule.

Differential scanning calorimetric (DSC) measure-
ments on a variety of dendrimers including PAMAM
dendrimers with NH3 and EDA cores,[39] and PBEs
and phenolic-terminated polyesters[27] have shown
exponentially increasing glass transition temperatures
with increasing molecular weight reaching an asymp-
totic value generally at about G3 or G4. These results
show that a pronounced segmental mobility is retained
within the internal volume, possibly around the core
and over the first two or three generations in support
of the conclusions from 13C-NMR relaxation studies.
Moreover, at about the fifth branch layer around the
core, segmental motions responsible for the glass
transition apparently reach their limiting values and
cannot be extended any further.

Flow Properties and Inter-dendrimer
Interaction

The flow properties of solutions of dendrimers have
relevance not only for their possible use in pharmaceu-
tical formulation, but also because of the insight that
might be gained on the nature of any intermolecular
interactions between dendrimers. It might be expected
from computer modeling of the dendrimer shape that
lower generations, which have an open ‘‘plate-like’’
or ‘‘dome-like’’ entity, would readily permit a branch
from a neighboring dendrimer to penetrate into the
interior. This tendency would be further enhanced by
intermolecular hydrogen bonds between the interior
amide groups of two interpenetrating molecules or
between the primary amine units of one molecule
and the amide carbonyl oxygens of another. In con-
trast, the closure of the dendrimer outer surface at
higher generations should result in minimal inter-
dendrimer interactions.

Measurements by Uppuluri et al.[36] using a cone
and plate rotational rheometer on the first seven gen-
erations of EDA-core PAMAM dendrimers in medium
and highly concentrated solution (30%–75% in EDA)
showed typical Newtonian flow behavior over the
entire range of shear stress and strain examined. An
absence of any abrupt change in the slope of log
zero-shear viscosity against log weight average molecu-
lar weight relationship was indicative of a lack of any
significant interpenetration of dendrimers to form
quasi-networks even at such high concentration
where any such inter-dendrimer interaction would be
accentuated. Similar measurements on neat linear
polyamidoamine illustrated the unique bulk flow
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properties of the dendrimers compared with a chain
polymer of comparable molecular weight, which
showed an inflection in these plots associated with
the onset of chain entanglement. There is also a funda-
mental difference in the flow properties of these dendri-
mers and colloidal suspensions of spheroidal particles,
which typically show shear thinning properties above
some critical shear rate, molecular weight, or concen-
tration originating from a tendency of individual parti-
cles to aggregate. The viscosities of the dendrimer
solutions were at least an order of magnitude lower
than those usually found for similar solutions of
chain-type macromolecules of comparable molecular
weights and concentrations, i.e., they flowed much
more easily than their chain-type equivalents. It was
proposed that the atypical flow properties of the
dendrimers compared to other high molecular weight
synthetic polymers were a consequence of the unique
dendrimer architecture, which above the critical gener-
ation results in globular spheroids whose outer
surfaces close upon themselves or at least become
dense enough to be impenetrable for other dendrimers
or large molecules, giving rise to the Newtonian flow
properties of these solutions. The situation is thus the
reverse of that of typical long-chain polymers, where
the probability of entanglement increases with increase
of chain length. A pronounced sensitivity of solution
viscosity to temperature and a stability of the dendri-
mer solutions to repeated loading, observed by these
workers, suggested surprising flexibility of the dendri-
mer interior, in agreement with their reported ability
to expand[70] or shrink[71] depending on solvent quality,
solution concentrations, and temperature. These obser-
vations support a model of the dendrimer having a
soft or spongy interior and a surrounding denser more
congested shell.

A detailed rheological examination of the first eight
generations of PAMAM dendrimers[72] explored rheo-
logical behavior in the bulk (rather than solution) state
under conditions of steady shear, shear creep, and
dynamic oscillatory shear over a wide temperature
range. A distinct change from single relaxation mode
to a multirelaxation mode, Maxwell-type behavior at
G4 was consistent with the soft interior-dense shell
model involving the closure of the dendrimer molecu-
lar surface upon itself. Furthermore, an analysis of
the free volume of PAMAM dendrimers revealed a
dependence on generation that was consistent with
the qualitative conformational change at G4 predicted
by this model.

Further insight into the nature of the dendrimer sur-
face has been provided by measurements of the melt
viscosity of PBE monodendrons and tridendrons.[73]

Logarithmic plots of melt viscosity against molecular
weight were linear with a slope close to the expected
value of unity and no detectable inflection attributable

to onset of chain entanglement. These observations
confirm that the melt viscosity behavior is not domi-
nated by chain entanglements and is fully consistent
with a globular highly branched structure with an
increasingly congested surface lacking intermolecular
chain entanglements.

PHARMACEUTICAL APPLICATIONS
OF DENDRIMERS

Encapsulation/Solubilization of Drugs
by Dendrimers

The concept of encapsulating guest molecules into a
special, egg shell-like structure was proposed by
Maciejewski in 1982.[74] There has been a considerable
interest in the use of dendrimers to encapsulate or
interact with labile or poorly soluble drugs in order
to protect the drug and enhance bioavailability. Such
guest–host dendrimer systems have also been proposed
as controlled delivery systems. Although several terms
have been applied to systems in which drugs have been
encapsulated within a dendritic structure, these systems
are usually only distinguishable by subtle differences in
dendrimer architecture. The interaction within the
dendrimer may be simple physical entrapment, or can
be more specific involving hydrophobic interactions
or hydrogen bonding.

Dendritic structures having a hydrophobic core and
hydrophilic surface layer have been described as unim-
olecular micelles.[14,15,75–79] However, unlike conven-
tional micelles, the dendritic structure is independent
of dendrimer concentration; thus, they do not possess
a critical micelle concentration. Newkome et al.
described a monomolecular micelle cascade polymer
based on a neopentyl core and 36 carboxylic acid sur-
face groups.[77] A number of lipophilic probes (e.g.,
phenol blue) were found to be associated within the
lipophilic infrastructure of the micellanoates whose
size ranged 3 nm–5 nm in diameter. Hawker, Wooley
and Fréchet described the convergent synthesis of
dendritic polyether unimolecular micelles based on an
3,5-dihydroxybenzyl alcohol building block with car-
boxylate surface groups.[14] The dendritic micelles were
capable of specific non-bonding interactions (p–p
interactions in this case) through tailor-made molecu-
lar inclusion sites. The electron-rich macromolecular
structures (Fig. 5) were able to solubilize a variety of
polycyclic aromatic compounds in water. The solubi-
lizing power of the dendrimer was found to increase
with dendrimer concentration and also as the electron
density of the polycyclic aromatic compounds increased.
Hybrid dendritic structures were also described in which
hydrophobic and hydrophilic chain ends were segregated
at distinct ends of the globular structure, thus allowing
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for preferential orientation at certain interfaces. Dendri-
mers based on 3,5-dihydroxybenzyl alcohol have limited
solubilization capacity as a result of small internal cavities
within the dendrimer. Liu, Kono, and Fréchet. synthe-
sized water-soluble dendritic unimolecular micelles based
on 4,4-bis(40-hydroxyphenyl)pentanol building blocks
and a surface shell of polyethylene glycol (PEG)
chains.[15,32] The building block was chosen in order to
increase the flexibility and cavity size of the dendritic
structure while the PEG was chosen because of its good
water solubility and demonstrated biocompatibility
(Fig. 6). The solubilization capacity of the unimolecular
micelle was demonstrated by the solubilization of pyrene
(�365-fold increase in solubility) in aqueous solution and
entrapment of a model drug (indomethacin) at a loading
of 11% w/w (G3 micelle), a value that corresponds to
approximately nine drug molecules per micelle. The
drug-loaded dendrimer provided sustained release of
indomethacin over a period of 30 hr.

Jansen, de Brabander-van Den Berg, and Meijer
describe the entrapment of molecules in a dendritic
box,[17,80–82] based on poly(propyleneimine) dendri-
mers with a chiral shell of protected amino acids
(Fig. 7). The resulting dendritic structure, 5 nm in size,
possesses a dense shell (as a result of bulky surface

groups) with solid-phase character. Guest molecules
were entrapped within the internal cavities of the den-
drimer. The dense outer shell prevents diffusion from
the dendritic box, even after solvent extraction, pro-
longed heating, or sonication. The entrapment effect
was only seen with higher generation structures, e.g.,
a dendrimer with 64 amine end groups entrapped up
to four Bengal Rose molecules. An extension of this
work involved the shape-selective liberation of guests
from dendritic boxes.[81] Hydrolysis of the surface
t-BOC groups (with formic acid) of a dendritic box
containing entrapped Bengal Rose and 4-nitrobenzoic
acid resulted in perforation of the dendrimer allowing
the release of 4-nitrobenzoic acid but not of Bengal
Rose. The larger Bengal Rose molecule could only be
liberated following hydrolysis of the outer shell by
12 M HCl under reflux for 2 hr.

An approach to increase the loading of guest mole-
cules within a dendritic structure involves the creation
of additional void space by removal of the dendrimer
core, producing the so-called cored dendrimers.[12,83]

This approach obviously requires a means of maintain-
ing the structural integrity of a cored dendrimer and
thus the connections among the dendritic wedges.
The approach taken by Zimmerman’s group was to
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Fig. 5 Water soluble unimolecular dendritic polyether micelle. (From Ref.[14], # 1993 Royal Society of Chemistry.)
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extensively cross-link the dendrimer surface groups by
a ring-closing metathesis reaction prior to removal of
the core (Fig. 8). Core removal was via three cleavable
ester bonds, with the remaining structure being unaf-
fected as a consequence of robust ether linkages. Cored
dendrimers have been compared to hollow polymeric
nanospheres with the potential to encapsulate sub-
stances. It is not clear, however, how guest molecules
could be loaded into such structures.

A recent report focusing on the encapsulation of
drugs referred to two types of possible systems, such
as the Dendrilock� and Dendripore� type struc-
tures.[84] The Dendrilock structure is based on a
dendrimer with a congested outer shell, the release of
guest molecules from which was either immeasurably
slow or non-existent. In contrast, Dendripores are
lower generation dendritic host structures with less
compact surfaces allowing time dependent release of
guest molecules. The proposed mechanism of release
is similar to that reported by Meijer’s group,[17,80–82]

i.e., dendrimer surface density is used as a means of
controlling the release of guest molecules.

Kojima et al. synthesized G3 and G4 PAMAM
dendrimers with PEG grafts and examined their ability
to encapsulate the hydrophobic drugs adriamycin and
methotrexate.[85] The modified PAMAM dendrimers
were reported to have PEG grafted to every surface
group and were estimated to have a hydrodynamic
diameter of up to 14.7 nm. The purpose of the grafts

was to improve biocompatibility and modify biodistri-
bution. It was found that drug loading increased with
dendrimer size and increasing chain length of PEG
grafts, and up to 6.5 adriamycin or 26 methotrexate
molecules could be incorporated into a dendrimer.
While there was evidence of the sustained release of
methotrexate from a dendrimer carrier in an aqueous
solution of low ionic strength, no control could be
achieved in isotonic solutions.

Although the number of guest molecules incorpor-
ated into a dendrimer may be dependent to a limited
extent on the architecture of a dendrimer, the loading
capacity may be dramatically increased by the forma-
tion of a complex with the large number of groups
on the dendrimer surface. The interaction between
charged dendrimers and oppositely charged polyelec-
trolytes may result in the formation of soluble com-
plexes.[86–91] Studies on the interaction of poorly
soluble drugs have shown that solubility may be dra-
matically enhanced in the presence of dendrimer.[92–95]

The solubility of ibuprofen, for example, was increased
by a factor of over 140-fold in the presence of a 2% w/v
PAMAM G4 dendrimer solution, over twice that
achieved using a micellar solution of 2% w/v sodium
dodecyl sulfate. The dendrimer–drug complexes were
thought to involve an electrostatic interaction between
the carboxyl group of the ibuprofen molecule and the
amine groups on the dendrimer surface, though recent
studies indicate the additional involvement of internal

Fig. 6 G2 dendritic unimolecular micelle. (From Ref.[15], # 2000 Elsevier Science.)
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amine groups.[58] Although enhancing solubility, com-
plexes formed as a result of electrostatic interactions
may not provide sufficient control over drug release.[93]

In order to provide a more controlled release of drugs,
covalent conjugates have been synthesized between
drugs and the numerous surface groups on a dendri-
mer. The hydrophobic drug ibuprofen was coupled
onto the surface of G4 PAMAM dendrimers.[58,96,97]

It was found that insoluble complexes were formed
when more than five ibuprofen molecules were
attached to the dendrimer surface. However, much
higher drug loadings (up to 32 ibuprofen molecules
per dendrimer) could be achieved when PEG chains
were attached to the dendrimer. The release of ibupro-
fen from these dendrimer conjugates was examined.
Liu, Kono, and Fréchet characterized a number of
conjugates based on polyether dendrimers and a number
of model drugs (cholesterol and two amino acid deriva-
tives).[32] The solubility of the conjugates was maintained
by grafting short PEG chains onto the dendrimer
surface. Zhuo, Du, and Lu synthesized a series of

dendrimers with a branch structure similar to PAMAM
dendrimers, but with a cyclic core of 1,4,7,10-tetraaza-
cyclododecane.[34] The resultant dendrimer had four
branches emanating from the core. 5-fluorouracil
(5FU), conjugated onto the surface of the dendrimers,
could be released by hydrolysis of the resulting conjugate.

Uptake of Dendrimers

A polymeric drug carrier such as a dendrimer must
traverse through various cell barriers, i.e., epithelial
and endothelial cells, before reaching its target. Trans-
epithelial transport is an important factor when
considering movement across the intestinal cell wall,
while transendothelial transport is relevant to the
movement of carriers across the vasculature to reach
their target cells/receptors. Generally, transport across
biological barriers is determined by factors pertaining
to both the nature of the carrier (e.g., drug molecule,
macromolecule, and particle) and the nature of the

Fig. 7 Dendritic box based on poly(propyleneimine) dendrimer. (From Ref.[81], # 1995 American Chemical Society.)
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biological barrier. Important carrier attributes are mol-
ecular weight, charge, hydrophobicity, flexibility, and
the geometry of the molecule. Biological barrier attri-
butes include the barrier’s location and function; the
blood–brain barrier is, for example, less permeable to
molecules than the intestinal epithelium.

Proposed mechanisms of uptake of structures of
dendritic size from the gastrointestinal tract include
persorption, endocytosis by enterocytes, paracellular
transport, uptake by intestinal macrophages and
uptake through the gut-associated lymphoid tissue.[98]

Wiwattanapatapee et al.[99] investigated the potential
of 3 nm–7 nm diameter anionic and cationic PAMAM
dendrimers to transverse an everted rat intestinal sys-
tem. It was found that the uptake of PAMAM den-
drimers was most likely to occur across enterocytes
by transcytosis. It was also reported that cationic (full
generation) PAMAM dendrimer are retained in the
tissue. This retention could be a consequence of adsorp-
tion of positively charged dendrimers (as well as other
polycations) onto negatively charged cell membranes,
an effect also reported by Katchalsky.[100] Anionic
PAMAMs were found to have high serosal transfer rates
with potential as an oral drug delivery system.

Florence and coworkers studied the uptake, after
oral administration, of a G4 poly(lysine) dendrimer
(diameter ¼ 5 nm) modified with a lipid surface.[98,101]

In vivo studies indicated that there was a rapid uptake
of dendrimers from the gastrointestinal tract, demon-
strating their potential as particulate delivery systems.
It was found that uptake of the dendrimers was not
uniform along the gastrointestinal tract; there was
preferential uptake through lymphoid tissue in the
small intestine, but no uptake in lymphoid tissue in
the large intestine. Peyer’s patches in the small intestine
preferentially absorb dendrimers over enterocytes,
whereas the opposite is true in the large intestine.
The level of uptake of the dendrimers was lower than
that exhibited by polystyrene particles in the size range
50 nm–3000 nm. It was suggested that there was an
optimum size for nanoparticulate uptake by the gut
and that a reduction in size did not necessarily corre-
late with an increase in uptake.

Tajarobi et al.[102] studied the transport of a series of
full generation PAMAM dendrimers (G0 to G4) across
Madin-Darby canine kidney (MDCK) cells. It was
found that the permeability of dendrimer across these
cells was in the order G4 � G1 > G0 > G3 > G2
and was governed by the balance between the size of
the dendrimer and its interaction with the cells. One
of the factors attributing to the high permeability of
the G4 dendrimer was the fact that it compromised
cell integrity. Zhang and Smith[103] also showed that
higher generation PAMAM dendrimers may disrupt
or influence the integrity of the cells.
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The factors influencing the extravasation of
PAMAM dendrimers across microvascular network
endothelium was reported by El-Sayed et al.[104] It
was concluded that the rate of transport is dependent
on size and molecular weight, as well as physico-
chemical properties such as geometry and charge. An
increase in size of PAMAM dendrimers resulted in a
corresponding exponential increase in extravasation
time. Cationic dendrimers interact with the negative
cell walls, and their extravasation time is therefore
increased. The balance between charge and geometry
was illustrated by the fact that at physiological
pH, the polycationic PAMAM dendrimers exhibit
faster extravasation than neutral PEG molecules of
the same radius.

A certain degree of caution is required in the
interpretation of uptake data where dendrimers are
conjugated to a label. As reported by Yoo and Juliano,
a dendrimer labeled with a fluorescent dye (Oregon
Green 488) was a much better delivery agent for anti-
sense compounds than unmodified dendrimer.[105] It
is also important to fully characterize dendrimers as
there is a concern regarding polydispersity, particularly
with higher generation dendrimers.[103,104]

Delivery of DNA and Oligonucleotides
by Dendrimers

Dendrimers have emerged as efficient carriers of DNA
for the transfection of cells.[29,106–115] A study by
Haensler and Szoka[106] demonstrated the high
efficiency transfection of a variety of suspension and
adherent cultured mammalian cells using plasmid–
PAMAM dendrimer complexes. A maximal value of
transfection was obtained by varying complex size
and plasmid/dendrimer ratio. Expression was found
to be unaffected by lysomotrophic agents and transfec-
tion efficiency was increased by over two orders of
magnitude when a membrane-destabilizing peptide
was attached to the dendrimer. The high transfection
efficiency of dendrimers was believed to be related to
dendrimer size, shape, and ability to buffer pH change
in the endosomal compartment. The dendrimers were
found to be well tolerated by cells and less toxic than
poly(lysine). It is believed that polycations such as den-
drimers act as a scaffold to condense DNA (the G6
dendrimer used in the study has a diameter similar to
the histone core of chromatin, 7 nm). Efficient interna-
lization is a result of the net positive charge of the
DNA–polycation complex interacting with negatively
charged cell-surface groups. Kukowska-Latallo
et al.[107] reported much higher levels of transfection
mediated by dendrimer compared to poly(lysine),
and noted that different types of cell might be specifi-
cally transfected with different types of dendrimers

depending on the cellular metabolism of the DNA–
dendrimer complex. Lysomotrophic agents were found
to have a beneficial effect on transfection. The differ-
ence in levels of transfection achieved in the two stu-
dies was attributed to the possible presence of
impurities in the commercial dendrimer preparations
used in the earlier study by Haensler and Szoka. A sub-
sequent study from the Szoka group[29] reported that
monodisperse PAMAM dendrimers in fact produce
low levels of transfection whereas partially degraded
dendrimers produced much higher levels of transfec-
tion (>50-fold). The higher levels of transfection
activity were attributed to the high molecular weight
degraded component (fractured dendrimer) being less
sterically constrained. The increased flexibility of the
dendrimer branches enables the fractured dendrimer
to be compact when complexed with DNA and to swell
when released from DNA in cells. A comparison of the
transfection efficiency of dendrimers to a range of
polycationic gene transfer agents indicated that
degraded dendrimers displayed high transfection
activity with relatively low cytotoxicity.[116] Polyethyl-
ene glycol conjugated low generation PAMAM dendri-
mers have been shown to be more efficient transfection
agents than partially degraded (fractured) dendri-
mers.[115] It is believed that the presence of PEG chains
on PAMAM dendrimers would mimic some of the
essential properties of fractured high generation den-
drimers (enhanced flexibility of chains). The use of
lower generation dendrimers and the addition of
PEG chains also enhances biocompatibility.

Dendrimers have been successfully used as a deliv-
ery system for antisense oligonucleotides
(ODNs).[105,117–120] Hughes et al.[117] reported the sig-
nificant enhancement of the effectiveness of antisense
ODNs in the presence of non-toxic concentrations of
G5 PAMAM dendrimer. Bielinska et al.[118] reported
the enhanced activity of antisense ODNs and antisense
cDNA plasmids in the presence of PAMAM dendri-
mers in an in vitro cell culture system. Dendrimer
was believed to enhance the transfer of ODN into cells.
The electrostatic binding of the phosphodiester ODNs
to dendrimers also extended their intracellular survival.
Dendrimers at concentrations required to be effective
ODN carriers were reported to be non-cytotoxic.

Cancer Therapy Based on
a Dendritic Platform

A number of studies have examined the use of a den-
drimer drug carrier to treat a variety of tumors. One
approach has been based on the exploitation of the
enhanced permeability and retention effect (EPR
effect) to localize drug conjugates in tumor tissue.[121]

A second approach has involved the conjugation of a
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drug-loaded dendrimer to a targeting moiety such as
an antibody or a receptor-specific molecule (ligand)
to target specific tumor cells. Structurally, dendrimers
are multibranched and can therefore carry a relatively
large payload of drug, as well as other bioactive
macromolecules on their surfaces or interior. They
are also monodisperse systems and the size of conju-
gates may be calculated with relative accuracy.

Cisplatin is an important anticancer agent, but as
with other platinate drugs it suffers from low water
solubility, severe toxic side effects, and the inherent
or acquired resistance seen in a number of tumors.
Malik et al. conjugated a G3.5 PAMAM dendrimer
with a carboxylate surface to cisplatin to produce a
dendrimer–platinate that had a high drug loading
(�25%), was highly soluble and released platinum
slowly in vitro.[122] In vivo studies demonstrated that
intraperitoneal administered dendrimer–platinate and
cisplatin were equally effective in mice bearing L1210
tumors, whereas only the dendrimer–platinate was
active in mice bearing B16F10 tumors. When adminis-
tered intravenously to treat a palpable subcutaneous
melanoma, the dendrimer–platinate displayed anti-
tumor activity, whereas the cisplatin was inactive. It
was shown that the dendrimer–platinate selectively
accumulated in solid tumor tissue by the EPR effect,
and that the conjugate was also significantly less toxic
than cisplatin.

Kono, Liu, and Fréchet[123] reported the synthesis of
polyether-based dendrimers conjugated to methotrex-
ate or folate residues, which may be used to target
the folate receptor that is overexpressed in almost all solid
tumors. Wiener et al.[124] also used folate-conjugated

PAMAM dendrimers to target tumors, and showed
that these dendrimers were accumulated in cells in a
receptor specific manner.

Other examples exist of dendrimers (particularly
PAMAM dendrimers) being conjugated to antibodies
to target tumors. Barth et al.[125] synthesized boronated
PAMAM dendrimers conjugated to the IB16-6 mono-
clonal antibody, which is directed against the murine
B16 melanoma. The conjugate was designed for boron
neutron capture therapy. The immunoconjugates
showed a high level of immunoreactivity in vitro, but
in vivo were localized in the liver and spleen. The same
group conjugated epidermal growth factor (EGF) onto
a boronated G4 PAMAM dendrimer to target brain
tumors.[126] When administered intrathecally the con-
jugate was selectively delivered to EGF receptor posi-
tive gliomas, but when delivered intravenously the
conjugates were once again localized in the liver and
spleen, and very little crossed the blood–brain barrier.
Abu-Rmaileh et al. proposed a drug loaded PAMAM
based dendrimer conjugated to an antibody fragment
specific to tumor cells bearing the carcinoembryonic
antigen.[127] The conjugates had PEG chains grafted
onto their surface to minimize uptake by the reticulo-
endothelial system. Kobayashi et al.[128] demonstrated
that monoclonal antibodies may be conjugated to
dendrimers with minimal loss of immunoreactivity.
There have also been a number of reports on the
conjugation of dendrimers to antibodies for use in
immunoassay.[129,130]

Baker et al. discussed the technical requirements of
a smart nano-device therapeutic to diagnose and treat
cancer and proposed two approaches.[131] The first

Fig. 9 Two alternative designs for a dendritic nanodevice cancer therapeutic. Configuration 1 is a therapeutic agent built around
a single dendrimer molecule (70 Å in diameter). Configuration 2 is a cluster reagent where multiple dendrimers are clustered

together, each providing a different functional unit (approx. 200 Å in diameter). The advantage to this latter approach is that
functional units can be mixed and matched in a combinatory method to address almost any type of cancer. (From Ref.[131],
# 2001 Kluwer Academic Publishers.)
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involved the attachment of all the active moieties
required for functionality to the same dendrimer, while
the second involved the construction of a dendrimer
cluster of many dendrimers each carrying a different
functional group (Fig. 9). A G5-Folate-FITC conju-
gate was synthesized and used to successfully target cell
lines expressing the folate receptor.

Biological Evaluation of Dendrimers

While several pharmaceutical applications for dendri-
mers have been proposed, there is limited evidence to
suggest that they are safe for human use. This
may be partly due to difficulties in assessing these
materials. An ongoing concern in dendrimer science
is sample purity, and it is not a simple procedure to
unambiguously establish the purity of high-generation
dendrimers.[103,104] It is likely that new dendrimers will
be developed from building blocks known to be
biocompatible or degradable in vivo to natural
metabolites, e.g., the poly(glycerol-succinic acid) den-
drimers as described by Carnahan and Grinstaff.[132]

Information on dendrimer toxicity and biocompa-
tibility has been included in a number of
studies,[99,102,106,107,115,117,125,126] but there are only
two reports that specifically address the safety of den-
drimers. Roberts, Bhalgat, and Zera[133] investigated
G3, G5, and G7 PAMAM dendrimers. The dendrimers
were tested in V79 cells and Swiss-Webster mice for a
number of biological properties including toxicity,
immunogenicity, and biodistribution. Biological com-
plications were observed only with G7 dendrimers at
high concentrations. The biodistribution of the dendri-
mers was generation dependent; G3 showed the highest
accumulation in kidney tissue, whereas G5 and G7 pre-
ferentially localized in the pancreas. Although it was
concluded that the dendrimers did not exhibit proper-
ties that would preclude their use in biological applica-
tions, it was stressed that the biodistribution of
dendrimer preparations should be carefully evaluated.
The authors also noted that the dendrimers were not
pure (yield ranged 62.7%–76.7%). Malik et al.[134,135]

examined the biocompatibility of PAMAM, poly
(propyleneimine) with either diaminobutane or diami-
noethane as core, and poly(ethylene oxide) (PEO)
grafted carbosilane (CSi-PEO) dendrimers. These
dendrimers were used to systematically study the effect
of dendrimer generation and surface functionality on
biological properties in vitro. It was reported that den-
drimers bearing amine surface groups showed concen-
tration-dependent hemolysis, and changes in red cell
morphology were observed. CSi-PEO dendrimers and
those dendrimers with carboxylate terminal groups
were neither hemolytic nor cytotoxic towards a panel
of cell lines in vitro. In general, cationic dendrimers

were found to be cytotoxic. Preliminary studies with
polyether dendrimers showed that dendrimers with
carboxylate and malonate surfaces were not hemolytic
at 1 hr, but unlike anionic PAMAM dendrimers they
were lytic after 24 hr. Cationic 125I-labeled PAMAM
dendrimers (G3 and G4) administered i.v. to Wistar
rats were cleared rapidly from the circulation. Anionic
PAMAM dendrimers (G2.5, 3.5, and 5.5) showed
longer circulation times with generation-dependent
clearance rates. In general, lower generation dendri-
mers had longer circulation times. The inherent tox-
icity of the higher generation cationic dendrimers
suggest they are unlikely to be suitable for parenteral
administration, especially if they are to be used at a
high dose. The results indicated that dendrimer struc-
ture must also be carefully tailored to avoid rapid
hepatic uptake if targeting elsewhere is a primary
objective. The study did not consider the issue of den-
drimer purity. It is not clear whether the concentra-
tions reported are clinically relevant. In both of the
above studies, unmodified dendrimers were evaluated.
However, the biological profile of a dendrimer-based
delivery system (with surface modifiers and a payload
of drug) is likely to be different. It has been shown that
DNA–PAMAM dendrimer complexes are less myto-
toxic than free dendrimer, possibly due to the fact that
the complex reduces the overall positive charge of the
dendrimer.[136] The addition of PEG chains to
PAMAM conjugates has been found to increase circu-
lation times and modify biodistribution, with less con-
jugate being accumulated in the liver and kidney.[137]

CONCLUSIONS

Dendrimers are a unique class of hyperbranched poly-
mers with well-defined size, shape, and chemical func-
tionality and with properties not found in classical
linear and cross-linked polymers. There have been sig-
nificant developments in the last decade in many areas
of dendrimer research, partly due to the commercial
availability of dendrimers such as PAMAM, but also
the result of the synthesis of several novel dendritic
structures. Numerous pharmaceutical applications
have been proposed for these hyperbranched polymers,
and given the rate of current developments, it is envi-
saged that dendrimer-based formulations will appear
in the next decade.
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INTRODUCTION

A considerable number of products are now recom-
mended for use in the oral cavity. Products for caries
control are widely used and include fluorides in denti-
frices and mouthwashes. Plaque control is achieved
through the use of chemical agents such as chlorhexi-
dine and quaternary ammonium compounds. Mechan-
ical products for plaque control include dental floss,
toothpastes, and mouthwashes. Products also exist to
combat halitosis, act as topical anesthetics, desensitize
sensitive teeth, act as tooth-bleaching agents, and assist
in reducing xerostomia. More recently, products
designed for the local delivery of antimicrobial agents
to the oral cavity have also been made available. These,
and other products, are reviewed in this article.

CARIES CONTROL USING FLUORIDES

Over 300 million people worldwide now consume
optimally fluoridated water. The U.S. Public Health
Service has established recommended levels for fluoride
concentrations in water supplies in accordance with
mean annual temperatures.[1] The daily intake of fluo-
ride not only comes from drinking water but also from
food consumed or prepared with fluoridated water.
Also, crops are frequently fertilized with phosphate
fertilizers of high soluble-fluoride content, and food
products including bone in animal feeds contain fluoride.

Naturally fluoridated foods and water have been
ingested for decades with no serious side effects. In
addition, public fluoridation has been widespread in
this country for over 30 years without serious adverse
effects. The incidence of mottled enamel, one of the
earliest and most sensitive signs of fluoride toxicity,
has not increased significantly in the past 15 years of
water fluoridation. The safety and efficacy of fluoride
has definitely been established, with no scientific evi-
dence against fluoridation.

Mechanism of Action

The mechanism by which fluoride prevents caries is not
clearly understood. It is known that the fluoride ion (F�)
can replace the hydroxyl ion (OH�) in hydroxyapatite,

the major crystalline structure of enamel. The substi-
tuted crystal, called fluorapatite, is more resistant to
acids, such as those produced by plaque bacteria, than
the original hydroxyapatite.

As the tooth develops and enamel is formed,
ingested fluoride is incorporated into the enamel.
Therefore, because enamel develops its outer layer first,
more fluoride can be expected to be deposited on the
outer layers as compared to the inner layers. It is this
surface enamel layer containing fluoride that imports,
in part, caries resistance to a tooth.[2] Topical fluorides
also become incorporated into enamel and provide
protection against acid. A number of studies have
now shown that topical fluorides may be most ben-
eficial in early enamel caries and that there is an
increased uptake of fluoride in early lesions, with some
tooth remineralization occurring. This finding has
caused some investigators to label fluoride as a remin-
eralizing agent as well as a caries inhibitor. The incor-
poration of fluoride into enamel can be represented as
a chemical reaction:

Ca10ðPO4Þ6ðOHÞ2 þ F ! Ca10ðPO4Þ6F2 þ 2ðOHÞ�

Dental plaque also tends to concentrate fluoride.
This could increase possible antienzymatic activity.
Some caries protection from this may be expected.
Additionally, studies have suggested that topical appli-
cation of fluoride may also reduce smooth surface
plaque, with a resulting beneficial effect on the perio-
dontal tissues.[3]

In areas where there is no fluoridation of the com-
munity water supply, fluoride may be added to school
water. This is not a substitute for community water
fluoridation because fluoride intake from birth is
important.

In some areas where fluoride is absent from drink-
ing water, the school water supply has been fluoridated
as much as 4.5 times the level usually recommended
for community water levels. These studies, conducted
for 12 years in fluoride-deficient areas, revealed a 40%
reduction in DMF surfaces. Essentially, no undesirable
fluorosis resulted from this procedure. However, it
should be noted that ingestion occurred only during
part of each day and only on school days. This level
(4.5 ppm) from birth (during major formation of
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permanent teeth) would cause undesirable fluorosis
with continued intake.[4]

Therapeutic Effects

Fluoridated water

The administration of fluoride in drinking water at
concentrations of approximately 1 ppm significantly
reduces dental caries. The anticaries benefits are similar
to those due to natural fluoride in drinking water.
Fluoridated drinking water produces the following: a
60% lower dental caries rate, a 75% decrease in the loss
of 6-year molars, and a 90% reduction in the incidence
of proximal caries of the four upper anterior teeth.

Evidence suggests that greater inhibition of caries
occurs when teeth receive fluoride throughout the
calcification period. Therefore, maximum benefit may
be expected from the continued use of fluoridated
drinking water.

Dietary supplements/tablets

Maximum benefits to both deciduous and permanent
teeth may result from daily fluoride supplements from
infancy until approximately 13 years of age, at which
time all permanent teeth except the third molars should
have erupted. Because cariostatic benefits may tend to
diminish gradually after fluorides are discontinued,
periodic applications of topical fluorides may then be
necessary.

The use of dietary fluoride or topical applications of
fluoride depends partly on the age of the child. Dietary
supplements of fluoride are best for very young
children, whereas topical fluoride applications are
preferred for older children with permanent teeth.
Younger children who are highly susceptible to caries
may benefit from both measures.

The natural level of fluoride in drinking water where
the child lives should be known before dietary fluoride
is prescribed. At present, it is suggested that fluoride
supplements be limited to where drinking water con-
tains 60% or less of the optimal level of fluorides
recommended for community water in the geographic
area.

As a precaution, no large quantities of sodium fluo-
ride should be stored in the home. It is recommended
that no more than 264 mg of sodium fluoride be dis-
pensed at any one time, which is enough for at least
a 4-month period.[5] Each package dispensed should
also bear the statement: Caution—store out of the
reach of children.

Although the optimal level of fluoride in drinking
water is well documented, there is no established
allowance for fluoride administered once a day.

The standard allowance is 1 mg/day for a child over
3 years of age and one-half this amount for a child
between the ages of 2 and 3. A more accurate method
to use in calculating the daily fluoride needs of a child
is to administer a dose based on the child’s weight, for
example, .025 mg/lb of body weight. However, for all
children over 6 months of age, the dose should not
exceed 1 mg/day of fluoride ion regardless of weight.
In order to avoid the possibility of unesthetic dental
fluorosis, the prescribed dietary allowance should be
reduced in proportion to the fluoride levels in the
drinking water. Table 1 illustrates empirical adjustments
for varying amounts of natural fluorides in communities
where the recommended optimal level of fluoride is
1 ppm. These allowances are for children over 6 years
of age. The allowances should be reduced for children
6 years of age and under, as shown in Table 2.[6,7]

For children under 6 months of age, experts ques-
tion the value of prescribing fluoride supplements.

Dental caries have been prevented when fluoride
tablets were administered in a school-based program.
After two or more years of fluoride ingestion, pro-
tection against dental caries ranged from 20–40%.[8]

In an extended trial of fluoride tablets reported in the
literature, there was a 36% reduction in dental caries
after 8 years.[9]

The use of fluoride tablets can provide both a preer-
uptive (endogenous) effect and a posteruptive (topical)
effect. Therefore, tablets should be chewed or dissolved

Table 1 Adjustment of prescribed fluoride relative

to natural content of drinking water for children over
6 years of age

Water fluoride

(ppma)

Adjusted allowance

sodium fluoride

(mg/day)

Provides fluoride

ion (mg/day)

0.0 2.2 1.0

0.2 1.8 0.8

0.4 1.3 0.5

0.6 0.0 0.0
a1 ppm ¼ 1 mg/L.

Table 2 Adjustment of prescribed fluoride ion relative to
natural content of drinking water for children under
6 yr of age

Content of water fluoridea

Patient’s age 0–0.3 ppm 0.3–0.6 ppm >0.6 ppm

0–6 mon 0.0 0.0 0.0

6 mon–3 yr 0.25 0.0 0.0

3–6 yr 0.50 0.25 0.0
a2.2 mg prescribed sodium fluoride ¼ 1 mg fluoride ion.
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in the mouth and the teeth rinsed with the resultant
solution before swallowing.

One advantage of fluoride tablets compared to
water fluoridation is that a specific dosage of fluoride
is delivered. One disadvantage is that dietary supple-
ments of fluoride taken once a day are rapidly cleared
from the body.

Breast-feeding

Fluoride levels in human breast milk have been found
to be less than 0.05 ppm. This concentration remains
constant, regardless of drinking water and maternal
plasma levels. Thus, breast-fed infants who receive no
formula bottle feedings ingest considerably less fluo-
ride than infants receiving formula mixed in 1 ppm
fluoridated water. Fluoride supplementation for breast-
fed infants should be considered.

The administration of fluoride supplements to
expectant mothers in an effort to benefit the teeth of
the offspring has been evaluated in several studies.[10,11]

The evidence, however, is not sufficiently conclusive to
warrant recommendation.

Vitamins

Vitamin preparations containing sodium fluoride are
also available as drops, tablets, and chewable tablets.
These forms of supplementation are useful in areas
where the water supply contains less than 0.6 ppm,
and they offer a way to provide fluoride to the child,
if the parents are conscientious in dispensing the
required amount daily and if the child does not
object to taking oral medications. In recommending
vitamins with fluoride, it is mandatory that one know

the fluoride content of the child’s water supply, as
well as the fluoride content of the vitamin being
recommended.

Topicals

Fluoride can be applied topically in various forms,
offering the practitioner a number of options to choose
for his or her patients.

Topical agents are of lesser value in a caries reduction
program when they are used in fluoridated communities.
However, when used in non-fluoridated areas, they are
more effective.[12,13] In such areas, they often are the only
form of fluoride therapy available.

The dosage forms of topical fluoride currently avail-
able include varnishes, dentifrices, solutions, gels,
mouthwashes, and prophylaxis pastes. These various
forms are outlined in Table 3.

Dentifrices

The earliest fluoride dentifrices contained sodium fluo-
ride. However, the fluoride was biologically unavailable
because the calcium in the dentifrice abrasive bound the
fluoride and thus inactivated it.

Although a number of dentifrices containing
fluoride are on the market, not all provide available
fluoride because the abrasive systems that some denti-
frices contain inactivate the fluoride. Therefore, the
product may contain as much fluoride as any other
dentifrice but it is not available. Also, if the product
has a short shelf life, it will be ineffective if poor
marketing gets it to the consumer too late.

For these reasons, only dentifrices approved by the
Council on Scientific Affairs of the American Dental

Table 3 Various topical fluoride preparations

Preparation Form Formulation

Acidulated phosphate fluoride Topical solution 1.23% in 1% phosphoric acid
Topical gel, foam 1.23% in 1% phosphoric acid
Mouthrinse 0.02–0.04%
Prophylaxis paste 1.2%

Amine fluoride Dentifrice 1.6%
Mouthrinse 2.5%

Sodium fluoride Topical solution 2%
Mouthrinse 2.5%
Foam 0.2%
Varnish 5% (every 3–6 months)

Sodium monofluorophosphate Dentifrice 0.76–0.8%

Stannous fluoride Topical solution 8%
Mouthrinse 0.1%
Prophylaxis paste 8%
Dentifrice 0.4%
Gel 0.4%
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Association (ADA) should be recommended. These
products are listed in that association’s publications
and carry the ADA seal on their packaging.

Currently accepted dentifrices contain sodium mono-
fluorophosphate, sodium fluoride, or, less frequently,
stannous fluoride, all of which reduce caries by approxi-
mately 25% when used daily. In some clinical studies,
stannous fluoride dentifrices stained teeth, particularly
in pits and fissures.[14] This stain is related to the tin in
this compound, which adheres to plaque. The signifi-
cance of this staining and its esthetic problems have
resulted in a decreased usage in dentifrices. Stannous
fluoride dentifrices are marketed in a plastic container
because a reaction of stannous ions at an acid pH occurs
when conventional soft metal tubes are used.

The composition of some popular toothpastes is
important for a proper understanding of this topic.
With the exception of extra strength products, the vari-
ous dentifrices are formulated to provide 1000 ppm
of fluoride. Comparative compositions of some fluoride
dentifrices are shown in Table 4.

Since children ingest most of the fluoride toothpaste
when they brush their teeth, only a pea-sized amount
should be placed on the brush.

Stannous fluoride

Dentifrices containing stannous fluoride as an active
ingredient are no longer widely marketed; however,
these formulations were the first to be evaluated for
caries-reducing properties. Effectiveness in caries
reduction varied from 23 to 34%.[15,16] One stannous
fluoride dentifrice containing a patented stabilized
form of stannous fluoride is marketed with a claim of
both caries and gingivitis reduction. However, this pro-
duct is not ADA accepted.

Currently, there are no ADA-approved, over-
the-counter dentifrices containing stannous fluoride.
However, there are a number of ADA accepted stan-
nous fluoride prescription products approved for
application by the dentist or by the patient.

Amine fluoride

Clinical data from several long-term studies in Europe
have demonstrated the effectiveness of the use of a
dentifrice containing organic amine fluorides.[17,18] The
amine fluorides also have strong plaque-reducing prop-
erties. However, although the amine fluorides may be
more effective for caries reduction than other forms of
fluoride, the FDA has not allowed these products to be
extensively tested in this country.

Sodium fluoride

Sodium fluoride as an ingredient in dentifrices has been
the subject of a number of clinical investigations.
Recent studies of sodium fluoride dentifrices formu-
lated to ensure ready availability of fluoride ions have
shown anticaries benefits similar to those obtained in
clinical caries trials with dentifrices containing stan-
nous fluoride and sodium monofluorophosphate.

Clinical caries trials conducted under well-
controlled, daily supervised brushing conditions have
reported reductions in dental caries of approximately
25–48%.[19,20]

Sodium monofluorophosphate

A number of clinical studies have been conducted with
dentifrices containing 0.76% monofluorophosphate
(MFP). The data from these controlled clinical
studies of sodium MFP dentifrices have indicated
reductions in dental caries ranging from approximately
17–42%.[21–23] Two studies indicating effectiveness
were conducted in fluoridated communities. In clinical
studies comparing this form of fluoride with sodium
fluoride, the findings for caries reduction have been
similar. Unlike dentifrices containing sodium fluoride,
dentifrices containing MFP are compatible with a
number of abrasive systems; this is one of the reasons
why there are more ADA-accepted products in this
category.

Table 4 Representative dentifrice ingredients

Brand name Fluoride Abrasive Sweetener

Aim 0.8% Sodium MFP 10% hydrated silica xerogel 67% Sorbitol
19% hydrated silica

Aim extra strength 1.2% Sodium MFP

Aquafresh 0.76% Sodium MFP 12.6% Calcium carbonate 52.8%
12% Silica

Colgate� 0.76% Sodium MFP 48.76 Dicalcium phosphate 22% Glycerin

Crest� 0.24% Sodium fluoride 20% Hydrated silica 50% Sorbitol
18% Glycerin

Macleans 0.76% Sodium MFP 38% Calcium carbonate 29.55% Glycerin
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Solutions and Gels

In children, a reduction of 30–40% in dental caries is
seen with the following: 2% sodium fluoride, 8% stan-
nous fluoride, and acidulated phosphate-fluoride pro-
ducts. No one agent appears to be superior to any
other when used as directed.

Solutions of 8% stannous fluoride have been used to
reduce caries.[24] As with the other agents, the teeth are
polished, dried, and isolated, and a 4-min application
follows. The disadvantages of this solution are that it
must be freshly prepared, some tooth discoloration
(as discussed under dentifrices) has occurred, and it
has an unpleasant taste that is difficult to mask.

Topical concentrated fluoride solutions are useful in
children with high caries activity because they may
have both a caries-arresting property and one of caries
prevention. The frequency of application varies with
the caries activity of the child. For children with an
average incidence of caries, it can be applied annually
between the ages of 3 and 13.

When gels are used, they are placed into a tray that
is placed against the teeth so that the gel flows around
all surfaces. Best results have been reported with custom-
fitted trays. It has been estimated that about one-third of
the total fluoride placed in a tray is actually available for
uptake by teeth. The remainder is simply a filler for the
tray, some of which is swallowed.[25]

The value of topical fluorides on adults has not been
established. However, some studies have suggested that
the acidulated phosphate fluoride types may offer some
caries protection. Recent reports have suggested that
polishing of teeth is not necessary prior to the topical
application of fluorides.[26,27] These studies have stated
that deplaquing of teeth with a toothbrush is adequate
and offers the advantage of not removing surface fluo-
ride from tooth structure. This concept may be valid, and
future investigations in this area should be encouraged.

Fluoride mouthwashes

Substantial research has been performed on the caries-
inhibiting effect of fluoride mouthrinse products. The
effectiveness of these topically applied fluorides varies
with patient compliance.

The daily use of fluoride rinses by young children
should be carefully monitored, and it should be noted
that the ADA does not recommend the use of fluoride
mouthrinse for children under 6 years of age.

Moreover, because these products, when brought
into the home, present a potential danger, the ADA
Council on Scientific Affairs has recommended that
these rinses should not exceed 300 mg of sodium fluo-
ride. Fluoride mouthrinse solutions for use in school or
community programs, however, are available in larger
volumes, based on the assumption that storing and

dispensing of the products in public settings will be clo-
sely monitored. The potential dangers involved with
unsupervised ingestion of these products should be
made known to both parents and children.

Studies evaluating the effectiveness of mouthrinses
containing sodium fluoride have shown the usefulness
of these agents for children living in non-fluoridated
areas. Most studies have been conducted using a
mouthrinse containing approximately 0.05% sodium
fluoride used daily or a 0.2% sodium fluoride used
weekly.[28,29]

The Council on Scientific Affairs has accepted
a number of fluoride mouthrinses. All products dis-
cussed below have ADA Council on Scientific Affairs
acceptance.

Some mouthrinses are marketed as a concentrate
for dilution to recommended levels. If concentrates
are used, special care should be exercised to keep them
out of the reach of children. The products are not
packaged in glass containers, because the pH becomes
more alkaline in glass. Plastic is the container of
choice. Examples of prescription and non-prescription
products follow.

ACT

This product is an aqueous solution of 0.05% sodium
fluoride. It also contains 8% glycerin, 7% alcohol, a
detergent, a preservative, saccharin, coloring, and fla-
voring agents. It is intended to be used on a daily basis
and is available without prescription.

Fluorigard

This product is available as a rinse containing an aque-
ous solution of a 0.05% sodium fluoride, 15% glycerin,
5% alcohol, a detergent, a preservative, saccharin, col-
oring, and flavoring agents. It is intended to be used on
a daily basis and is available without a prescription.

Fluorinse

This product contains 0.2% sodium fluoride as the
active ingredient. It also contains a detergent, a pre-
servative, flavoring, and color agents. It is intended
to be used on a daily basis and is available without a
prescription.

Phos-Flur� oral rinse supplement

This product is an aqueous solution containing 0.044%
sodium fluoride, 0.055%, phosphoric acid, 1.35% sod-
ium biphosphate, and flavoring and coloring agents.
It is intended to be used once daily and is available
by prescription.
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Desensitizing Agents

A number of studies have reported that topical fluoride
application may reduce dental hypersensitivity.[30–32]

These results have been found when concentrated dos-
age forms have been applied ranging from 8% stan-
nous fluoride gels to 33.3% sodium fluoride paste. It
has been shown that commercial dentifrices containing
stannous fluoride may also decrease dental hypersensi-
tivity. Also, a combination of stannous fluoride and
potassium nitrate is marketed by one manufacturer
to reduce sensitivity. Varnishes containing sodium
fluoride have also been shown to reduce dental
hypersensitivity.

CHEMICAL AGENTS FOR
PLAQUE CONTROL

A number of chemical agents have been evaluated over
the years in terms of their antimicrobial effects in the
oral cavity and the importance of these effects on oral
health.

In 1986, the establishment by the ADA of guide-
lines for acceptance of these products has served
to stimulate properly designed clinical studies for
evaluating potential therapeutic agents. Products that
have earned the ADA’s seal of acceptance are Peridex,
Listerine�, some generic copies of Listerine, and
Colgate Total�.

In this section, data on various available agents are
presented according to chemical agent category. When
the term substantivity is used, it refers to the ability of
an agent to be retained in the area cavity and to be
released over an extended time period with a continued
antimicrobial effect.

Chlorhexidine

Of the products included in this report, chlorhexidine
appears to be the most effective agent. Long-term stud-
ies in over 700 subjects showed reductions in plaque
averaging 55% and in gingivitis 45%.[33–35]

The mechanism of action of chlorhexidine is related
to a reduction in pellicle formation, alteration of bac-
terial absorption and/or attachment to teeth, and an
alteration of the bacterial cell wall so that lysis occurs.
Chemically, it is classified as chlorhexidine digluconate
and the U.S. Adopted Name (USAN) designation is
chlorhexidine gluconate. It has high substantivity.
Adverse effects reported included staining of teeth,
reversible desquamation in young children, alteration
of taste, and an increase in supragingival calcified
deposits. Long-term and microbiologic studies do not
demonstrate the development of resistant strains. It is

sold in the United States in a 0.12% concentration
as a prescription mouthrinse (Peridex, PerioGard,
and generically), which contain 11.6% alcohol with
a pH of 5.5 and is approved by the ADA for control
of plaque and gingivitis. Recommended usage is twice
daily.

Fluorides

Fluorides are purported to have some antiplaque
properties. The most widely used topical fluorides are
stannous fluoride, acidulated phosphate fluoride, and
sodium fluoride. Of the fluorides, short-term studies
of stannous fluoride have been promising. However,
long-term published studies showed lower plaque
scores, but the differences were not significant.[36,37]

No effect on gingival health was noted with the excep-
tion of one study.

With stannous fluoride, the mechanism of action
appears to be related to an alteration of bacterial
aggregation and metabolism. In summarizing the
properties of this agent, it can be stated that it has
moderate substantivity, that the antibacterial activity
may be related to the tin ion, and that a 0.4% concen-
tration may be the most effective. Stannous fluoride is
the most toxic of the products considered and has the
shortest shelf life. Adverse effects have been taste and
black stain lines on teeth. Usage of once or twice daily
favors compliance. Stannous fluoride is most often
available as an aqueous gel.

Stannous fluoride products are accepted by the
ADA for their ability to deliver fluoride but have not
been approved for their plaque-reducing properties.
Examples of accepted products are Activux Basic Con-
trol, Gel-Kam, Gel-Tin, Perfect Choice, Pro-Dentx,
Schein Home Care, and Super-Dent.

Oxygenating Agents

In evaluating the efficacy of oxygenating agents, one
must evaluate the endpoints selected for efficacy and
their measurement. Oxygenating agents have anti-
inflammatory properties. Therefore, less bleeding on
probing, a major sign of inflammation, would be
expected following their use, but the bacteria pro-
ducing the disease process would not necessarily have
been reduced. Peroxides are found in dentifrices in
combinations with sodium bicarbonate in concentra-
tions of 1.5% or less. Also, they are found in bleaching
agents discussed later in this chapter. As long-term stud-
ies of the effect of oxygenating agents are unavailable
and short-term studies offer contradictory findings,
questions of safety have been raised with regard to
chronic use.[38,39]
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Phenolic Compounds

Listerine

Short-term studies of phenolic compounds have shown
plaque and gingivitis reductions averaging 35%, and
long-term studies have shown plaque reduction aver-
aging 35% and gingivitis reduction averaging 30%.[40–42]

The only product in this category that has been
adequately studied is Listerine. Listerine is a mixture
of essential oils—thymol, menthol, a eucalyptol, and
methylsalicylate. The mechanism of action appears to
be related to alteration of the bacterial cell wall. This
product is uncharged and has a low substantivity.
Adverse effects reported have been a burning sensation
and bitter taste. It is available in a 21.6–26.9% alcohol
vehicle with a pH of 4.2. Recommended usage is twice
daily, and the ADA accepts the product and some of its
generic copies for the control of plaque and gingivitis.

Plax

Only short-term, clinical studies with small numbers of
patients have been published. These pilot studies sug-
gested some reduction in plaque when this product
was used as a prebrushing rinse.[43] Effects on gingivitis
have not been reported. Additional long-term studies
have questioned the efficacy of this product to reduce
plaque and gingivitis.

The active ingredient is stated to be sodium benzo-
ate. However, the product also has about 30% of some
of the ingredients (oils) found in Listerine. It contains
7.5% alcohol. Usage is as a prebrushing rinse. It is
not ADA accepted.

Quaternary Ammonium Compounds

Quaternary ammonium compounds have been evalu-
ated in a number of short-term studies relative to their
effect on plaque and gingivitis. In these studies, an
average plaque reduction of 35% has been reported,
with mixed effects on gingival health.[44,45] A 6-month
study has been reported showing a 14% reduction in
plaque and a 24% reduction in gingivitis.[46] Cepacol�,
Scope�, and Advanced Care ViadentTM are well-
known representatives of this group, each with con-
centrations of approximately 0.05% cetylpyridium
chloride. In addition, Scope contains 0.005% domi-
phen bromide. The mechanism of action is related to
increased bacterial cell wall permeability, which favors
lysis, decreased cell metabolism, and a decreased abil-
ity for bacteria to attach to tooth surfaces. These
agents are categorized as being cationic, which favors
their attraction to anionic surfaces of teeth and plaque.

They are surface-active agents that alter surface ten-
sion and have some substantivity.

Adverse effects have been some tooth staining and a
burning sensation in the oral cavity. These agents are
available in a 14–18% alcoholic vehicle with a pH
range of 5.5–6.5. Recommended usage is twice daily,
and they are not ADA accepted.

Sanguinarine

Short-term studies of sanguinarine have shown some
plaque and gingivitis reduction.[47,48] In the long-term
studies of the product in a dentifrice form, no signifi-
cant reduction in plaque or gingivitis occurred, with
the exception of one study in which the product was
used as a dentifrice and as a mouthrinse.[49,50]

The proposed mechanism of action is by alteration
of bacterial cell surfaces so that aggregation and
attachment is reduced.

Sanguinarine (benzophenathradine) is derived from
the bloodroot plant (Sanguinaria canadensis). The
extract concentration in the product is 0.03%, which
equals 0.10% sanguinarine. It also contains 0.2% zinc
chloride. The product may be cationic, and the degree
of substantivity is unclear. Adverse effects have been
a burning sensation and a question of epithelial cell
dysplasia. It is available as Viadent toothpaste and
Viadent mouthrinse. The mouthrinse pH is 4.5, the
dentifrice pH is 4.8, and the alcohol content of the
rinse is 11.5%. It is not ADA accepted.

Triclosan

Triclosan (2,4,40-Trichloro-20-hydroxdiphenyl ether)
is a new antiplaque/antigingivitis agent available in
dentifrices. The addition of a copolymer, vinylmethyl-
ether maleic acid (Gantrez), has been shown to
improve the effectiveness of triclosan by enhancing
its retention (substantivity) by hard and soft surfaces.
This formula (Colgate Total) has been approved
by the FDA for sale in the United States, and is
ADA accepted. Claims allowed are for the reduction
of plaque, gingivitis, calculus, and caries. Studies as
early as 1973 showed that this chemical agent had a
broad spectrum, antimicrobial effect against a wide
range of gram-positive and gram-negative bacteria
found in the mouth. The minimal concentration of
triclosan for oral pathogens is 0.3 mg/ml. Triclosan’s
antibacterial activity is not affected by anionic agents,
such as lauryl sulfate, which are essential to dentifrice
and mouthwash formulations—a fact that broadens
its range of use. In doses lower than 0.5%, taste
perception is minimally affected; however, at concen-
trations of greater than 0.5%, undesirable effects on
taste occur.
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Zinc citrate

This agent is found in some tartar control dentifrices
and also has some plaque- and gingivitis-reducing
properties as found in Mentadent� and Advanced
Care Viadent�. ADA does not accept dentifrices with
this ingredient for reducing plaque and gingivitis.

MECHANICAL PRODUCTS FOR
PLAQUE CONTROL

Good control of plaque is accomplished by mechani-
cal procedures, which include brushing, flossing,
and professional prophylaxis. A professional cleaning
is recommended at least twice a year to remove plaque
and tartar (calculus), both supragingivally and sub-
gingivally.

Brushing

A recent survey of brushing habits in the United States
showed that only 60% of the public follow a strict
brushing regimen. Clearly, motivation and education
are needed in this area.

For the average adult, a soft brush with rounded
bristles is most efficient in removing plaque from
supragingival tooth surfaces (with the exception of
the surfaces between the teeth). Most bristles are made
of nylon, and the bristle ends are rounded. Subgingival
plaque can be removed only to a depth of a few milli-
meters. For patients with a highly developed gagging
reflex, a child’s toothbrush is recommended. In addi-
tion, these patients sometimes find that placing a small
amount of salt on the tongue is helpful in checking the
desire to gag.

Studies of toothbrushing methods indicate that
thoroughness is more important than technique. In
the United States, the most widely used technique is
one in which the bristles are directed into the gingival
crevice at a 45� angle, and a gentle, jab-jiggle action is
used. The motion is elliptical, rather than a back-and-
forth scrubbing. Power toothbrushes are of special
value for people who have motor coordination pro-
blems or difficulty in properly removing plaque by
manual brushing. For children, the novelty effect of
the powered brush is sometimes of motivational value.
Also, a number of studies have shown advantages of
10–15% better plaque removal than manual brushing.

Flossing

Surveys find that only 25% of the population ques-
tioned use dental floss regularly. Flossing is essential

for removal of plaque from the surfaces between teeth
and under the gumline, where the toothbrush does not
reach. Because plaque has a propensity to build up in
these areas, some dentists feel that flossing is actually
more important than brushing.

Patients who do not have the manual dexterity to
use dental floss can use the various types of dental
floss holders or powered interdental cleaners (e.g.,
Braun Interclean and WaterPik Interdental Cleaner).
Dental floss is available in waxed, lightly waxed,
and unwaxed varieties. Most dentists feel that lightly
waxed and unwaxed types are the most efficient in
plaque removal. If the floss shreds or splits during
use, this may be a sign of decay between the teeth
or a defective filling margin. However, new flosses
have been introduced that do not shred and are
easier to use. The first of these new flosses was Glide
Floss, followed by similar products from Colgate
and Oral B�.

Disclosing Agents

Disclosing agents are dyes similar to those in food col-
orings that, when introduced into the oral cavity, color
the supragingival plaque and make it easily visible.
Various dyes are available in both liquid and tablet
form. They are used in the dental office and at home
both to increase the patient’s awareness of plaque
and to demonstrate where self-care has been ineffective
in removing plaque.

Toothpastes

The majority of toothpastes advertised as specially
formulated to control plaque contain (in addition to
fluoride) a foaming agent and a mild abrasive, both
of which facilitate plaque removal. However, the only
toothpaste accepted by the ADA as possessing an
active ingredient with proven ability to prevent or con-
trol plaque formation and reduce gingivitis is Colgate
Total, with Triclosan as the active ingredient. Tooth-
pastes claiming to be effective against plaque are
simply more effective than brushing without any
toothpaste because the use of toothpaste motivates
people to brush longer and more thoroughly. In fact,
it is mainly the mechanical action of brushing that
removes plaque.

Toothpastes are effective as vehicles to deliver fluor-
ide and Triclosan to the tooth surface, and although
fluoride may have some effect against plaque bacteria
and their enzymes, its major effect is to make the tooth
surface more resistant to destruction by plaque bac-
teria. With the exception of Colgate Total, other tooth-
pastes are accepted by the ADA for their fluoride
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content and effectiveness against tooth decay but not
for their plaque–and gingivitis-reducing properties.

Other Oral Hygiene Aids

A number of devices aid in the removal of plaque from
surfaces between teeth, around bridgework, and in
other areas that are difficult to reach. The limitation
of many of these devices is that they are effective for
control of supragingival plaque but, at best, can
remove subgingival plaque only to a depth of few milli-
meters. Therefore, they are of minimal value against
subgingival plaque located deeper within the gingival
crevice, as is the case in periodontal disease.

Various oral irrigators on the market remove some
loosely attached plaque and particles of debris present
around teeth and dental appliances, including braces.[51]

Because they are not effective in removing all attached
plaque, they are not substitutes for brushing and floss-
ing; rather, they should be used as adjuncts to these
procedures.[52] In addition, oral irrigators are limited in
their ability to reach subgingival plaque. However, the
introduction of subgingival applicator tips allows solu-
tions to be delivered 6–7 mm apically.

Some studies have suggested that irrigators may alter
plaque composition by eluting bacterial endotoxins.[53]

Patients with severely inflamed gum tissues should
be cautioned to use irrigators at low pressures to guard
against tissue laceration (if the tissue is severly
inflammed), which may aggravate the existing problem.

Tartar (Calculus)-Reducing Products

A number of products, both dentifrices and mouth-
rinses, are available for reduction of supragingival
calculus (tartar) in dental patients.[54,55] Calculus
reduction has been shown with dentifrices containing
pyrophosphates, zinc salts, triclosan, and papain.

The incidence of calculus formation ranges from
45 to 66%, with some variation between males and
females and different age groups. Although supragingi-
val calculus is not a major etiologic agent for gingivitis
or periodontitis, its surface porosity provides an
environment for plaque formation. In addition, it
serves as a plaque-delivery system by holding plaque
against gingival tissues. Although plaque formation
has been well correlated with gingivitis and periodon-
titis, a similar correlation for calculus has not been
reported. For this reason, the ADA does not offer an
acceptance program for products that reduce calculus
formation because this is considered to be a cosmetic
issue, rather than an issue of disease.

The mechanism of action of the calculus-reducing
chemicals is related to the latter’s ability to inhibit
crystal growth and interrupt the transformation of

calcium phosphate (found in foods and saliva) into
dental calculus. This effect may occur as follows:

1. The agents complex on the tooth surface to
block receptor sites for calcium phosphate that
precipitates from saliva and chemically absorbs
to initiate calculus formation.

2. This same receptor site blockage also occurs in
the calculus matrix as it begins to form.

3. The pyrophosphate complexes combine with
free calcium in saliva to inhibit the attachment
at the tooth surface (probably a secondary
mechanism).

Because these products offset mineralization, there
has been concern over demineralization of teeth. All
manufacturers have addressed this issue and have
reported that this has not been a problem, probably
because of the positive effect of fluoride on reminerali-
zation of dentin and enamel.

Some patients cannot use tartar control toothpastes
containing pyrophosphates because they develop
tooth sensitivity and sloughing of tissue.[56] These
adverse effects have not been reported with non-
pyrophosphate-containing tartar control products such
as those made by Den-Mat Corporation (Rembrandt�

Toothpaste).

Crest tartar control dentifrice

This dentifrice contains 3.4% tetrasodium pyropho-
sphate and 1.37% disodium dihydrogen pyrophosphate
to reduce calculus. Also, 0.243% sodium fluoride is
included for caries reduction and prevention. It was
the first calculus-reducing dentifrice introduced into
the United States. On the basis of various clinical stud-
ies, a reduction of 30–40% can be expected. It has also
been shown to significantly reduce the tooth staining
seen in some patients who use chlorhexidine.

Crest tartar control mouthrinse

This mouthrinse provides 1.6% ionic pyrophosphate
from disodium and tetrasodium pyrophosphate to act
against calculus formation and 0.05% sodium fluoride
as a caries-reducing agent. Data on the extent of
calculus and caries reduction were not available when
this article was written because the product was in test
market.

Colgate tartar control dentifrice

This product contains 5% tetrasodium pyrophosphate
and a polymeric fatty acid with the company-patented
name of Gantrez as the calculus-reducing agents. Also,
0.243% sodium fluoride is included for caries reduction
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and prevention. On the basis of various clinical studies,
a calculus reduction of 35–50% can be expected. It is
equal to Crest in terms of calculus reduction, with some
clinical studies even suggesting a superiority to Crest.

Colgate tartar control mouthrinse

This mouthrinse contains tetrasodium pyrophosphate
and tetrapotassium pyrophosphate, which provide 1%
ionic pyrophosphate. It also contains 0.02% fluoride.
Calculus reduction has been reported to be 35–40%
with twice-a-day rinsing, with no claim made for caries
reduction.

Listerine tartar control mouthrinse

This mouthrinse contains 0.09% zinc chloride to reduce
calculus and also contains the same ingredients as
Listerine mouthrinse.

Rembrandt mouth-refreshing rinse

This product has been shown to reduce tartar due to a
formulation of surface-active agents and citroxain, a
form of papain.

Targon�

This mouthrinse reduces staining due to a formulation
of surface-active agents. With the introduction of these
products, the practitioner is offered a variety of dosage
forms and flavors. If one decides to recommend a
calculus-reducing agent, the product selection should be
based on the product the patient likes to use best and
one that will not diminish his awareness of the impor-
tance of plaque control. For example, if he is not
already using a mouthrinse, would its introduction
de-emphasize the mechanical methods of brushing
and flossing as a means of plaque and/or calculus
reduction?

HALITOSIS

Local factors, systemic factors, or a combination of
both can cause halitosis. It is estimated that 80% of
all mouth odors are caused by local factors within
the oral cavity, and these odors are most often associa-
ted with caries, gingivitis, and periodontitis. Oral
malodors occur because of the action of various
microorganisms on proteinaceous substances, such
as, exfoliated oral epithelium, salivary proteins, food
debris, and blood.[57,58]

Studies have shown that saliva from individuals
who are free of dental disease produces malodor less

rapidly than saliva from patients with dental disease.
It has also been observed that after prolonged periods
of decreased salivary flow and abstinence from food
and liquid malodors tend to be most severe.

Various oral bacteria produce products that are
degraded to a number of compounds, foremost of
which are sulfides and mucoproteins.[59] These com-
pounds have been most often associated with oral mal-
odor. Specifically, it appears that oral malodor usually
results from the bacterial-mediated degradative pro-
cesses of methyl mercaptan and hydrogen sulfide in
oral air. Ammonia is also produced but does not
appear to contribute significantly to halitosis. It has
even been suggested that ammonia production may
improve the odor of mouth air.

Control of halitosis is directed at its etiology. If sys-
temic factors are the problem, a medical consultation
is indicated. If local factors are responsible, efforts
should be directed toward their elimination. However,
for many patients, systemic or local factors cannot be
identified. Tongue scraping has been shown to reduce
malodor in some patients.

Mouthwashes and dentifrices can serve an esthetic
function by reducing halitosis. They can accomplish
this by masking malodors, acting as antimicrobial
agents, or both. There are no ADA-accepted products
to reduce halitosis at this time.

TOPICAL ANESTHETICS

Topical anesthetic agents are selected for their ability
to diffuse into the oral mucosa. Because many anes-
thetics used effectively for nerve block or infiltration
do not adequately cross the mucosa, they cannot be
used for topical anesthesia.

The concentration of anesthetic used for surface
application is 2–5%. The rate of onset of topical
anesthesia ranges from 2 to 5 min, is of relatively short
duration, and has minimal effects deep to the area of
application. One exception is a mucosal patch contain-
ing 10.4 mg of Lidocaine that gives anesthesia deep
into the gingiva after a 5-min application period. Sys-
temic absorption of topical anesthetics applied to the
oral mucosa is rapid, and blood levels may approach
those seen following injection.[60]

Several drugs used as topical anesthetics are not
readily soluble in water but are soluble in organic sol-
vents. They are, thus, prepared in alcohol, propylene
glycol, polyethylene glycol, volatile oils, and other
vehicles suitable for surface application. Their slower
absorption rates make them safer for topical use on
abraded or lacerated tissue. They produce anesthesia
for short periods.

Topical anesthetics are useful to temporarily relieve
the pain of ulcers, wounds, and other injured areas.
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The topical use of anesthetic agents before injection
may produce superficial anesthesia. They are also of
value in taking impressions or intraoral radiographs
in patients with an excessive gag reflex.

Patients who are allergic to parenterally adminis-
tered local anesthetics will also be allergic to topical
application of these agents. In addition, as the agents
may be absorbed into the systemic circulation, careless
application of excessive amounts can result in signs
of systemic toxicity. Symptoms of toxicity should be
treated, as they would be for injectable agents. One
can minimize the absorption of these agents by limiting
the concentration of the drug, the area of application,
and the total amount applied. In general, for topical
anesthesia, one should use no more than one-fourth
to one-half the maximum recommended dosage for
injection of the agent.

Some topical anesthetic preparations are marketed
in spray containers. These containers make it difficult
to control the amount of material expelled and to
confirm the agent was applied to the desired site. If
these agents are applied to the posterior part of the
mouth, a patient may inhale enough of the aerosol
spray to provoke a toxic reaction.[61] Use of topical
anesthetics on the posterior pharynx may alter the
swallowing reflex.

Benzodent

This ester-type anesthetic is poorly absorbed. Because
it contains benzocaine, which has a low water solubil-
ity, it is prepared in a base containing petrolatum and
sodium carboxymethylcellulose. Eugenol is included
for its antiseptic and anodyne properties. Hydroxy-
quinoline sulfate is a preservative. This ointment can
be directly applied to abraded or ulcerated lesions with
minimal systemic effects. It is sometimes used to tem-
porarily relieve denture sores and painful lesions.

Hurricaine

This ester-type anesthetic also contains benzocaine and
is prepared in a polyethylene glycol base with flavoring
agents added. It is available as a liquid, gel, or spray.
The propellant for the spray is A 70.

Butyn

This ester-type anesthetic contains butacaine, with
benzyl alcohol as a preservative. It is available as an
ointment. The maximum dose is 5 ml of a 4% solution
or 200 mg.

Cetacaine

This ester-type anesthetic is a combination of tetra-
caine HCl (2%), butyl aminobenzoate (2%), and benzo-
caine (14%). Benzalkonium chloride and cetyl
dimethylammonium bromide are included as surface-
active agents to facilitate the passage of benzocaine
into the mucosal tissues.

Tetracaine is rapidly absorbed through biologic
membranes and requires no facilitating agents. Because
of its high toxicity and absorption, agents containing
tetracaine should be used with caution and should not
be placed under dentures. Spraying this agent is danger-
ous because the patient may inhale the aerosol. The
maximum amount to be applied is 20 mg or 1 ml of
a 2% solution. Cetacaine is available as a liquid,
ointment, spray, or gel.

Xylocaine

This amide-type anesthetic contains a lidocaine base in
a monoaqueous vehicle. It is available as a 2% viscous
product containing lidocaine 2%, sodium carboxy-
methylcellulose, sodium saccharin, methylparaben,
propylparaben, flavors, and purified water. It is also
available as a liquid containing 4% methylparaben,
sodium hydroxide, and flavoring agents. Another dos-
age form is a 5% ointment containing lidocaine 5%,
polyethylene glycol, propylene glycol, and flavoring.
The maximum dose is 300 ml of a 5% liquid form or
15 ml of the 2% viscous preparation.

DENTIFRICES AND SENSITIVE TEETH

Sometimes a patient will complain of teeth that are
hypersensitive to heat and cold. These teeth usually
have exposed root surfaces, sometimes with a loss of
cementum. Most teeth, when in an ideal position in the
mouth, have only the enamel surface exposed to the
oral cavity. On occasion, such teeth may even respond
with pain to extreme heat or cold.

However, in true dentinal hypersensitivity, the
response to thermal and tactile changes is more
pronounced, sometimes eliciting severe pain. Root
surface exposure that allows contact with stimuli may
occur because of gingival recession or following peri-
odontal therapy.

Several theories have been advanced to explain the
mechanism of dentinal hypersensitivity:[62] innervation
of the dentinal tubules, permitting transmission of
impulses to the pulp, or the presence of lymph fluid
in the dentinal tubules. In the latter case, exposure of
dentin results in increased colloidal pressure on the
tubules (thereby increasing pressure on the odonto-
blastic cells). Also proposed is a hydrodynamic
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mechanism involving the movements of tubular fluid in
either direction, which elicits pain in the nerves of the
pulp. Although no one theory has been proved,
occlusion of the dentinal tubules by various methods
brings relief. Various dentifrices are recommended
for the treatment of sensitivity, with some success.

The greatest success occurs with dentifrices con-
taining 5% potassium nitrate (e.g., Sensodyne�,
Rembrandt, Crest, AquaFresh�, and Protect�), and
some fluoride-containing dentifrices. Recently, a denti-
frice containing potassium nitrate and stannous fluoride
has been introduced to treat this problem (Colgate).

The primary mechanisms postulated for these
dentifrices are that they occlude dentinal tubules, pre-
venting stimuli from the oral cavity from irritating
the dental nerve via these tubules. Also, those contain-
ing potassium may depolarize nerve fibers resulting
in decreased impulse conduction and an associated
decrease in pain.

For maximum effect, a patient must use only one of
these dentifrices for at least a month. If no benefit
occurs after a month, a different dentifrice should be
recommended or other methods employed.

Topical varnishes containing sodium fluoride have
also been shown to reduce dentinal hypersensitivity
(e.g., Duraphat and Fluor-Protect) as well as reduce
root surface caries.

BLEACHING AGENTS

Tooth-bleaching agents can be classified as to whether
they are used for external or internal bleaching and
whether the procedure is performed in the office by a
dentist or at home by a patient. For tooth bleaching,
hydrogen peroxide (H2O2) is used alone at levels of
30% or at 10–22% levels in a stable gel of carbamide
peroxide (urea peroxide) that breaks down to form
hydrogen peroxide (3.35% HxO2 from 10% carbamide
peroxide), urea, ammonia, and carbon dioxide. The
FDA has not approved peroxide solutions for use as
a home bleach, however.

Internal Bleaching

Internal bleaching produces reliable results when used
to eliminate intrinsic stains in dentin caused by blood
breakdown products or endodontics or for stains in
receded pulp chambers. Internal bleaching is always
an in-office procedure.

External Bleaching

External bleaching is indicated for teeth that are
disclosed from aging, fluorosis, or staining due to the

effects of tetracycline.[63] External bleaching can be
applied by the dentist or staff or can be applied by
the patient in home-use bleaching. When dentist-
administered and home-use bleaching are both used,
it is called ‘‘dual bleaching.’’

Dentist-applied external bleaching can be done with
periodic repetitions of an office-bleaching agent using
Superoxol or 30% H2O2. An etching gel containing
phosphoric acid applied to selected dark areas
increases the penetration of the bleach. Light is used
to produce heat, which accelerates the bleaching pro-
cess. External bleaching may need additional treatment
every 1–2 years to touch up relapses. Severely stained
teeth may require more frequent retreatment.

Home bleaching, supervised by the dentist, is done
by the patient at home using a custom-made carrier
that holdsthe bleach against the patient’s teeth.[64]

After the desired result is achieved, overnight use on
a periodic basis (1–4� month) can maintain the light-
ening that has been achieved.

External bleaching is seldom permanent, lasting
approximately 1–4 years, after which teeth gradually
return to their original color. Usually the younger the
patient, the longer the bleaching will last. The more
difficult it is to bleach a tooth, the more likely it is
to discolor again. Bluish–gray stains seem to reappear
more quickly than yellow stains. Because reoccurrence
of staining is unpredictable, promises about longevity
should not be made. Internal bleaching usually lasts
longer than external bleaching.

Whitening Formulas

Whitening of teeth can occur by two mechanisms.
One method is mechanical, in which an abrasive is used
to remove debris from the tooth. The other method
involves either the use of peroxides, which react with
water to form free oxygen radicals that help to whiten
the teeth or a combination of mechanical and chemical
actions. This latter mechanism is found with bleaching
agents and is longer lasting than whitening procedures.

XEROSTOMIA

The widely held belief that saliva production signifi-
cantly decreases with age is not well supported in the
literature dealing with this subject. Aging does not
appear to play a major role as a single contributing
factor in causing xerostomia.[65] However, senior citi-
zens may receive medication that produces the side
effect of xerostomia. The aged also develop medical
problems that can diminish salivary production.

For these reasons, most of the studies of xerostomia
have focused on older patients. One study reported a

902 Dental Products



D
en

d–
D

N
A

direct correlation between the intake of anticholinger-
gic drugs, sedatives, and hypnotics and xerostomia.[66]

Over 400 drugs have been identified as potential
reducers of salivary flow by acting on the cholinergic
(parasympathetic) system either directly or indirectly.[67]

Another study found that the use of drugs producing
xerostomia increases with age and, as expected, is highest
in institutionalized patients. There are over 30 classifica-
tions of prescription and non-prescription medications
that can reduce salivary flow.

Other factors that can cause xerostomia are sys-
temic disorders and radiation.[67] These factors must be
considered in the differential diagnosis of xerostomia.

Clinical Problems with Xerostomia

Clinical problems associated with reduced salivary
flow include difficulty chewing foods, reduced denture
retention, recurrent caries, root surface caries, and oral
candidiasis (low grade). When any of these conditions
are found in a patient, regardless of age, reduced
salivary flow should be considered in a differential
diagnosis of the problem.

Treatment

Treatment of patients with reduced salivary flow
should include the following: (1) drug and dosage
changes by the patient’s physician in consultation with
the patient’s dentist; (2) use of artificial saliva in a
spray form; (3) use of mouth moisturizers and lip
balms; (4) use of sugarless hard candy; (5) frequent sip-
ping of water; (6) use of decaffeinated products; (7) use
of pilocarpine (Salagen) 3–5� daily; and (8) inclusion
of citrus and pineapple flavors in the diet.

LOCAL DELIVERY OF ANTIMICROBIAL
AGENTS

In the past decade, significant research and product
innovations have focused the attention of dental
practitioners on the concept of the local application
of antimicrobials to treat periodontal diseases. Three
local delivery agents are now available in the United
States, and two additional products are available in
other parts of the world.

Though the rationale of antimicrobial approaches
to treatment is evident, their limitations have also been
evident. With systemic therapy, it may be difficult to
achieve bacteriostatic or bactericidal antibiotic concen-
trations in pockets without using doses that evoke
systemic side effects. The development of bacterial
resistance is also an issue. The rise of antibiotic resist-
ant, disease-producing bacterial strains is currently a

major public health concern. Prolonged, repetitive
courses of antibiotics for recurring dental infections
is discouraged, because such practice can more readily
lead to the development of resistance.[68] Preferably,
the cause of the infection should be eliminated rather
than merely ‘‘managed’’ with antibiotics. Once anti-
biotic therapy is initiated, however, the importance of
compliance with dosage and duration of treatment
must be stressed with the patient. With poor patient
compliance, under-dosing may occur, which, in turn,
can favor the emergence of resistant bacteria.

Controlled Medication Delivery

The limitations of systemic therapy have prompted
extensive research for the development of alternative
delivery systems. Local, controlled delivery systems
are available to release pilocarpine to the eye for a
week after single placement for treatment of glaucoma.
The oral cavity offers another relatively accessible dis-
ease site for localized therapy. In localized therapy for
periodontal disease, the concern is the difficulty in
reaching deep pockets and sustaining bacteriostatic or
bactericidal levels long enough to be effective but not
causing the development of resistance. The following
is summary information about the various products
available in the United States.

Tetracycline-containing fibers (Actisite�)

The first local delivery product available in the United
States, one which has been extensively studied, is
an ethylenevinyl acetate copolymer fiber, diameter
0.5 mm, containing tetracycline, 12.7 mg/9 in. (Actisite
tetracycline fiber; manufactured by Alza Corporation,
Piscataway, NJ; distributed by Procter & Gamble Co.,
Cincinnati, OH; Fig. 1). When packed into a periodontal
pocket, it is well tolerated by oral tissues, and for
10 days, it sustains tetracycline concentrations exceeding
1300mg/ml, well beyond the 32–64mg/ml required
to inhibit the growth of pathogens isolated from period-
ontal pockets.[69,70] In contrast, crevicular fluid concen-
trations of only 4–8mg/ml are reported following
systemic tetracycline administration, 250 mg, 4� daily
for 10 days (total oral dose, 10 g).[68] Thus, controlled
site-specific tetracycline delivery can achieve a bacteri-
cidal effect at approximately 1/1000th of the dose
administered systemically.

Studies demonstrate that the tetracycline fibers,
applied with or without scaling and root planing,
reduce probing depth, bleeding on probing, and peri-
odontal pathogens and provide gains in clinical attach-
ment level. Such effects are significantly better than
those attained with scaling and root planing alone
or with placebo fibers. The fibers used in conjunction
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with scaling and root planing have also provided a
statistically significant improvement in probing depth
reduction and clinical attachment level gains of over
60% and in bleeding on probing reductions over scaling
and root planing alone at 6 months after therapy.[71]

Actisite was the first local delivery system cleared by
the FDA for the adjunctive treatment of recurrent
periodontal disease. Although 6-month studies have
demonstrated their value, longer-term studies are needed.

Chlorhexidine delivery system (PerioChip�)

A newer development in controlled local delivery, one
that utilizes the antiseptic chlorhexidine as the anti-
microbial agent, has been introduced in a number of
countries and was recently cleared by the FDA for
use in the United States. This delivery system, Perio-
Chip (manufactured by Perio Products Ltd., Jerusalem,
Israel; distributed by Dexell Pharmaceuticals, Edison,
NJ), was developed in Israel and has been tested in
the United States as well as in Europe.

The PerioChip is a small chip (4.0 � 5.0 �
0.35 mm) composed of a biodegradable hydrolyzed
gelatin matrix into which has been incorporated
2.5 mg chlorhexidine gluconate per chip. It is rounded
on one end and inserts easily and in less than a minute
into periodontal pockets that are 5 mm or greater in
depth. The PerioChip releases chlorhexidine and main-
tains drug concentrations in the gingival crevicular
fluid greater than 100 mg/ml for at least 7 days, concen-
trations well above the tolerance of most oral bac-
teria.[72] Because the PerioChip biodegrades in 7–10
days, a second appointment for removal is not needed.
Studies with the PerioChip were as long as 9
months.[73] At 9 months, significant decreases were
observed in probing depth from baseline favoring the
active chip plus scaling and root planing compared
with controls (scaling and root planing only): chlorhex-
idin chip plus scaling and root planing, �0.95 �
0.05 mm; placebo chip plus scaling and root planing,
�0.69 � 0.05 mm (p ¼ 0.00056); scaling and root
planing alone �0.65 � 0.05 mm (p ¼ 0.00001). The
proportion of pocket sites with a probing depth
reduction of 2 mm or more was increased in the chlor-
hexidine chip group compared with scaling and root
planing alone, a difference which was statistically sig-
nificant on a per patient basis (p < 0.0001). Improve-
ments favoring the chlorhexidine chip compared with
controls were also observed for clinical attachment
levels at 9 months, improvements that were significant
when the data were pooled (p < 0.05). Bleeding on
probing was reduced in the active chip group com-
pared with both controls, differences which were sig-
nificant in one of the two studies (p < 0.05) and
when the data were pooled (p ¼ 0.012).

The results of these studies suggest that the Perio
Chip may be a valuable adjunct to scaling and root
planing in the treatment of periodontal disease. This
product is easily placed, requires no appointment for
removal, and provides reductions in probing depths
similar to subgingivally placed antibiotics now avail-
able in various countries across the world. In addition,
a major advantage of this system is that its active agent
is an antiseptic instead of an antibiotic.

Subgingival Delivery of Doxycycline (Atridox�)

Atridox (manufactured by Atrix Laboratories, Fort
Collins, CO) is a recently developed gel system that
incorporates the antibiotic doxycycline (10%) in a
syringeable gel system. An animal study in beagle
dogs initially suggested some benefit to locally deliv-
ered doxycycline,[74] and it is used in the veterinary
population.

A recent 9-month, multicenter study was designed
to study the effects of subgingivally placed doxycycline
compared to subgingival placement of the vehicle and
an herbal agent (Sanguinaria).[75] No scaling or root
planing was performed in any of the groups, and there
was no untreated group. The patients were instructed
in oral hygiene and randomly assigned to one of three
groups: vehicle control, 5% sanguinarine in the vehicle
control, and 10% doxycycline in the vehicle control.

Treatment with doxycycline was more effective than
the other treatments at all time periods, with the excep-
tion of the 3-month clinical attachment level value.
Also, when the authors evaluated the effect based on
initial probing depth, the differential effect in the dox-
ycycline group in comparison with the other two
groups was greater as pretreatment probing depth
increased. For the doxycycline group, the reduction
in clinical attachment level at 9 months showed a gain
of 0.4 mm compared to vehicle control, the reduction
in probing depth was 0.6 mm greater than vehicle con-
trol, and the reduction of bleeding on probing was
0.2 units greater than vehicle control. Although the
differences were small, they were statistically signifi-
cant. The patient’s oral hygiene scores (plaque index)
averaged between 0.7 and 1.1 in all three groups
throughout the study. Although resistance was not
evaluated in this study, the local application of doxycy-
cline has previously been reported to show transient
increases in resistance in oral microbes and no over-
growth of foreign pathogens.[76]

Data have recently been presented from two multi-
center clinical trials.[77] All treatment groups showed
clinical improvements from baseline over the 9-month
period. The results for all parameters measured were
significantly better in the doxycycline group compared
with vehicle control and oral hygiene only. Compared
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with scaling and root planing, the effects of doxy-
cycline on clinical attachment level gain and probing
depth reduction were equivalent.

Clinical study results suggest a potential periodontal
benefit from the subgingival application of doxycy-
cline. However, the value of this agent as an adjunct
to scaling and root planing is untested. This product
is cleared by the FDA for use in animals and humans.

HOST MODULATION

In 1998, the first non-antimicrobial drug to treat peri-
odontal disease, Periostat, was approved by the FDA.
Nonetheless, in the antibiotic family, the dose of the
drug used is too low to kill bacteria. Periostat acts
through its effects on inhibition of metalloproteinases,
such as, collagenase and gelatinase. The therapeutic
objective is to modulate the inflammatory host
response. Periostat, available as a 20 mg capsule of
doxycycline hyclate, is prescribed for use by patients
twice daily. The mechanism of action is by suppression
of the activity of collagenase, particularly that pro-
duced by polymorphonuclear leukocytes. Although
this drug is in the antibiotic family, it does not produce
any antimicrobial effects because the dose of 20 mg
twice daily is too low to affect bacteria. As a result,
resistance to this medication cannot develop.

Four double-blind, clinical, multicenter studies in
over 650 patients have demonstrated that Periostat
improves the effectiveness of professional periodontal
care and slows the progression of the disease process.[78]
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Dissolution and Dissolution Testing

A. Mark Dyas
Utpal U. Shah
School of Pharmacy and Chemistry, Liverpool John Moores University,
Liverpool, U.K.

INTRODUCTION

Dissolution tests are one of the most commonly used
tests in the characterization of drugs and in the quality
control of certain dosage forms. During the late 1960s,
it was accepted that dissolution data should be determ-
ined by studying the rate at which dosage forms allow
their formulated drug to dissolve. Subsequently, dis-
solution tests for six products were introduced into
the US Pharmacopoeia (USP) 18.[1] The importance
of dissolution testing increased steadily and of the 674
monographs for oral tablets and capsules listed in USP
28,582 include dissolution testing.[2] USP 28 also includes
dissolution tests for suppositories, granules, and suspen-
sions and drug-release tests for 47 modified-release tablets
and capsules and two transdermal delivery systems.

Dissolution tests become especially important if dis-
solution is the rate-limiting step in drug absorption,
e.g., in rapidly disintegrating tablets or capsules. From a
Quality Control perspective, dissolution testing is mainly
used to confirm product quality and batch-to-batch
consistency and to identify good and bad formulations.
Dissolution tests are used to confirm compliance with
compendial specifications and are therefore needed as part
of a marketing authorization. Additionally they are used
during product development and stability testing as part
of the development specification for the product. Criti-
cally, from an R&D perspective, there is the potential to
correlate in vitro dissolution data with in vivo bioavailabil-
ity, which would greatly facilitate product development.
However, no universal dissolution test has been designed
that gives the same rank order for in vitro dissolution
and in vivo bioavailability from different formulations
and batches.

MATHEMATICAL CONCEPTS
OF DISSOLUTION

Dissolution of Particles

Eq. (1) is one of the oldest expressions used to describe
the dissolution process of a particle:

dW

dt
¼ D

h
SðCs � CtÞ ð1Þ

where dW/dt is the rate at which a material dissolves
across a surface S at a time t; Cs � Ct is the concen-
tration gradient between the concentration of solute
in the stagnant layer (thickness h and immediately
adjacent to the dissolving surface) surrounding the
dissolving particles, and is assumed to be equal to
the difference between the saturated solubility of the
drug (Cs) and the concentration of the solute in the
surrounding medium at time t (Ct). The parameter D is
a function of the diffusion coefficient of the solute mole-
cules. Maximum dissolution rates are predicted when
Ct ¼ 0. Consequently, as Ct increases, the dissolution
rate decreases. The parameter D is also dependent on
Cs � Ct. Such conditions, where dissolution is followed
by absorption of the drug, as in the in vivo situation, are
described as sink conditions (i.e., Ct < 0.1 Cs). In vitro
systems should ideally maintain a sink condition and
the dissolving solid should be tested in fresh solvent,
where there is no build-up of dissolved drug in the
dissolution medium. Such a situation is only actually
achieved in flow-through type apparatus e.g., USP
Apparatus 4, whilst in USP Apparatus 1 and 2 there is
a gradual increase in Ct during the test.

In Eq. (1) the parameter D is temperature depen-
dent. Consequently, both the temperature of the dissol-
ution fluid and its viscosity (which is also temperature
dependent) should be carefully controlled. In addition,
the presence of electrolytes and changes in pH may
influence the diffusing species by altering their ioniza-
tion. Such factors imply that dissolution fluids should
be as simple as possible. However, this is in contrast
with the need for complex, biorelevant media to be
used if any attempt is to be made to use a product’s
in vitro dissolution to make useful estimates of its
likely in vivo activity.

The constraints imposed by sink conditions may
be overcome using various approaches. It may be
accepted that non-sink conditions apply and that
incomplete dissolution will occur. Alternatively, cor-
rections may be made by increasing the volume of
the dissolution fluids, removal of the dissolved drug
by partition from the aqueous phase of the dissolution
fluid to an organic phase either above or below the dis-
solution fluid, addition of selective adsorbents to remove
the dissolved drug, addition of a water-miscible solvent
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to the dissolution media to increase drug solubility, or
removal of dissolved drug using a flow-through system.
These various approaches frequently increase the prac-
tical complexity of the dissolution test and the only one
to find widespread use is the last one, using a flow-
through system to continuously remove the drug from
the proximity of the dosage form. This approach is
embodied as the official USP Apparatus 4.

Dissolution of a Monodispersed Powder

Dissolution processes of multiparticulate systems
where the specific surface area decreases during the dis-
solution, may be described by the Hixson and Crowell
cube root law in Eq. (2):

W1=3
o � W1=3 ¼ Kt ð2Þ

where Wo represents the original mass of drug, W is the
amount of remaining drug at time t, and K is the dis-
solution rate constant. Fig. 1 represents a typical plot
where a straight-line release exists throughout the sub-
stantial period of the dissolution. The cube-root law
assumes several factors including a constant diffusion
layer thickness, isotropicity of the sample, an indepen-
dence of solubility from particle size, smooth surfaces,
and sink conditions. Modifications of the equation are
required for non-sink conditions and polydisperse
systems; for example, Lai and Carstense[3] derived
shape factors to modify cube root behavior. In reality,
dissolution from multiparticulate systems requires
more complex mathematical approaches to dissol-
ution. Associated problems include correctly assigning
the particle size distribution to the powders, the fact
that small particles have higher solubilities than larger
ones, and account for changes in both the size and the
number of particles during dissolution.

Dissolution of Disintegrating Tablets
and Capsules

The development of theories of dissolution from disin-
tegrating tablets and capsules becomes very difficult
because disintegration produces vast changes in sur-
face area. Attempts have been made to develop models
to describe dissolution rates from tablets using com-
plex mathematical approaches.[4]

Dissolution of Non-Disintegrating Tablets

For systems where drug release involves the dissolution
of a soluble drug at high concentrations from an inso-
luble matrix, the Higuchi equation[5] adequately
describes release rates [Eq. (3)].

Wr

t1=2
¼ 2Wo

S

V
ðD=ptÞ1=2 ð3Þ

where Wr is the amount of drug dissolved in time t; Wo

is the dose of the drug; S is the effective diffusional
area; V is the volume of the hydrated matrix; D is the
diffusion coefficient of the drug in the hydrated matrix;
and t is the tortuosity of the matrix. An analogous
equation was developed for drugs of limited water
solubility.[6]

It is not the aim of this article to evaluate formu-
lation aspects that may influence dissolution of drugs
from dosage forms. However, it suffices to mention that
dissolution rates of drug substances or drug release
from formulated products may be influenced (increased
or decreased) by factors such as assay selection, the
presence of surfactants, polymorphic modification, and
by the use of water-soluble carriers in solid dispersions.

Intrinsic Dissolution Rate

The intrinsic dissolution rate (IDR) of a pure sub-
stance is the rate at which it dissolves from a constant
surface area whilst the temperature, agitation, pH, and
ionic strength of the dissolution medium are kept con-
stant. Thus, for a drug substance, the IDR is inde-
pendent of formulation factors and measures the
inherent solubility of the drug in the dissolution
medium. Thus, IDR determinations can be used to
characterize bulk drug substances and excipients and
to test the chemical equivalence of active pharmaceuti-
cal ingredients synthesized by different processes. They
can also provide an important insight into the dis-
solution behavior of a drug in physiological conditions
or distinguish whether changes in the dissolution
profile of a drug product in various biorelevant media
are due to interactions between the medium and

Fig. 1 Dissolution data of a hypothetical solid plotted as
cumulative amount released (right axis, &) and after cube-
root-law data treatment (left axis, &).
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formulation excipients or medium and drug substance
or both. Subsequently, this test has a place in the
screening process of drug candidates for further develop-
ment. Yu et al. have discussed the feasibility of using
IDR as opposed to saturation solubility data to place
drugs in a Biopharmaceutics Classification System
(BCS) class as in vivo drug dissolution is a dynamic rate
controlled process rather than an equilibrium process.[7]

The IDR is a key indicator of the potential bioavail-
ability of a candidate drug where an IDR � 1.0 mg/
min/cm2 suggests that drug dissolution will not be the
rate-limiting step to absorption whilst an IDR � 0.1 mg/
min/cm2 suggests that drug dissolution will be the rate-
limiting step to absorption. An intermediate value suggests
that drug dissolution may be the rate-limiting step to
absorption.

DESIGN OF APPARATUS

Having identified some of the important criteria and
models for dissolution, let us examine some of the
apparatus used to measure dissolution rates. The ideal
features of a dissolution apparatus are:[8]

1. The fabrication, dimensions and, positioning of
all components must be precisely specified and
reproducible, run to run.

2. The apparatus must be simply designed, easy to
operate, and useable under a variety of
conditions.

3. The apparatus must be sensitive enough to
reveal process changes and formulation differ-
ences but still yield repeatable results under
identical conditions.

4. The apparatus, in most cases, should permit a
controlled, but variable intensity of mild, uniform,
non-turbulent liquid agitation. Uniform flow is
essential because changes in hydrodynamic flow
will modify dissolution.

5. Nearly perfect sink conditions should be main-
tained.

6. The apparatus should provide an easy means of
introducing the dosage form into the dissolution
medium and holding it, once immersed, in a reg-
ular and reliable fashion.

7. The apparatus should provide minimum mech-
anical abrasion to the dosage form (with excep-
tions) during the test period to avoid disruption
of the microenvironment surrounding the dis-
solving form.

8. Evaporation of the solvent medium must be
eliminated and the medium must be maintained
at a fixed temperature within a specified narrow
range. Most apparati are thermostatically con-
trolled at around 37�C.

9. Samples should be easily withdrawn for auto-
matic or manual analysis without interrupting
the flow characteristics of the liquid. In the lat-
ter case, efficient filtering should be achieved.

10. The apparatus should be capable of allowing
the evaluation of disintegrating, non-disinte-
grating, dense or floating tablets, or capsules
and finely powdered drugs.

11. The apparatus should allow good interlabora-
tory agreement.

There are two principal types of apparatus design.
One is based on limited volume that is constrained to
the size of the container used. The second type uses a
continuous-flow cell to house the dosage form and per-
mits constant replenishment of the dissolution fluids.

COMPENDIAL PROCEDURES

The general principle of dissolution tests is that the
powder or solid dosage form is tested under uniform
agitation, which is accomplished by either passing the
medium over the sample or by rotating the sample in
the medium. Two general methods are currently
included in the USP 28 and the British Pharmacopoeia
(BP) 2004[9] to measure dissolution from immediate-
release oral tablets and capsules whilst there are several
variants used in the testing or modified-release oral
dosage forms and other, non-oral types of dosage
form.

Basket Apparatus (USP Apparatus 1)

The basket method was first described in 1968 by
Pernarowski, Woo, and Searl.[10] A container, the bas-
ket, constrained the enclosed tablet or capsule, allowed
for fluid change and could be used either in continuous
flow or in restricted volume modes. This gradually
evolved to the USP 28 and BP 2004 Apparatus
1—the Rotating Basket Apparatus (Fig. 2). The
dimensions are taken from the USP 28, although those
given in the BP 2004 are similar. The apparatus con-
sists of a motor, a metallic drive shaft, a cylindrical
basket, and a covered vessel made of glass or other
inert transparent material. The latter should be made
of materials that do not sorb or react with the sample
tested. The contents are held at 37�C � 0.5�C. There
should be no significant motion, agitation, or vibration
caused by anything other than the smoothly rotating
stirring element. Ideally, the apparatus should provide
observation of the stirring element and sample. The
vessel is cylindrical with a hemispherical bottom and
sides that are flanged at the top. It is 160–175 mm
high and has an inside diameter of 98–106 mm, and a
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nominal capacity of 1000 ml. A fitted cover may be
used to retard evaporation but should provide
sufficient openings to allow ready insertion of a ther-
mometer and allow withdrawal of samples for analysis.
The shaft is so positioned that its axis is no more than
2 mm at any point from the vertical axis of the vessel
and should rotate smoothly, without significant wob-
ble. The shaft rotation speed should be maintained
within �4% of the rate specified in the individual
monograph. The shaft has a vent and three spring clips
or other suitable means to fit the basket into position.
Each should be fabricated of stainless steel, type 316 or
equivalent. Welded seam, stainless steel cloth (40 mesh
or 425 mm) is used, unless an alternative is specified. A
2.5 mm thick gold coating on the basket may be used
for acidic media. For testing, a dosage unit is placed
in a dry basket at the beginning of each test. The
distance between the inside bottom of the vessel and
the basket is 25 � 2 mm.

Although the basket apparatus in the USP 28 and
BP 2004 are similar and have a common design,
considerable changes have taken place since basket
apparati were first included in official monographs.

The USP 18 described a cylindrical vessel with a
slightly concave bottom. The vessel was 16 cm high
and 10 cm internal diameter with a nominal capacity
of 1000 ml. No precise specifications were given for
the concave bottom and differences in tolerances
supplied by different manufacturers were common.
Consequently, statistically different dissolution rates
were obtained for hydrochlorothiazide tablets when
determined using containers obtained from two differ-
ent manufacturers.[11] Flask shape had affected the
hydrodynamics of systems and consequently it was
considered better to have flasks of uniform hemispheri-
cal shape. The flat-bottomed flask described in the BP
1980[12] alleviated the problems of manufacturing
tolerances in vessel shape. Irrespective of apparatus
design, there are still several potential problems. The
wire basket corrodes following exposure to acidic
media; the basket method gives poor reproducibility
due to inhomogeneity of the agitation conditions
produced by the rotating basket; and clogging of
the basket can occur due to adhering substances.
Additionally, particles can fall from the rotating basket
and sink to the bottom of the flask where they will not
be subjected to the same agitation as that inside the
basket. Finally, there is the possibility of dissolution
being accelerated due to abrasion of the surface of
the dosage form as it rubs against the basket mesh,
the so-called ‘‘cheesegrater effect.’’

Paddle Apparatus (USP Apparatus 2)

An apparatus described by Levy and Hayes[13] may be
considered the forerunner of the beaker method. It
consisted of a 400 ml beaker and a three-blade, cen-
trally placed polyethylene stirrer (5 cm diameter)
rotated at 59 rpm in 250 ml of dissolution fluid (0.1 N
HCl). The tablet was placed down the side of the
beaker and samples were removed periodically.

In the Apparatus 2,—the paddle apparatus
method—a paddle replaces the basket as the source
of agitation. As with the basket apparatus, the shaft
should position no more than 2 mm at any point from
the vertical axis of the vessel and rotate without signifi-
cant wobble. The specifications of the shaft are given in
Fig. 3. A distance of 25 � 2 mm between the blade
and the inside bottom of the vessel is maintained dur-
ing the test. The metallic blade and shaft comprise a
single entity that may be coated with a suitable inert
coating to prevent corrosion. The dosage form is
allowed to sink to the bottom of the flask before
rotation of the blade commences.

In the case of hard-gelatin capsules and other float-
ing dosage forms, a ‘‘sinker’’ is required to weight the
sample down until it disintegrates and releases its con-
tents at the bottom of the vessel. The sinker has to hold

Fig. 2 The basket-stirring element of USP 28 (Apparatus 1).
(From Ref.[2].)
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the capsule in a reproducible and stable position
directly below the paddle, but it needs to be con-
structed in such a fashion that it doesn’t significantly
affect hydrodynamic flow within the vessel nor should
it appreciably reduce the surface area of the capsule
available to the dissolution medium. Two designs have
predominated, the three-fingered clip and the helical
spring. The former comprises a small circular disc
with three short, parallel rods sticking out from it,
into which the capsule is wedged. The device is
typically plastic but the disc contains metal, which
gives it the necessary weight to fall to the bottom of
the vessel. The latter is a stainless steel or plastic-
coated stainless steel helix (coil, spring) down the mid-
dle of which is inserted the capsule. However, with this
design, as the thickness of the wire used and the num-
ber of turns in the spring increase, the available surface
area of the capsule decreases, leading to a concomitant
decrease in the observed rate of dissolution.[14,15] The
USP allows for ‘‘a small, loose piece of non-reactive
material such as not more than a few turns of wire
helix . . . ’’ whilst the Japanese Pharmacopoeia (JP)
actually prescribes a specific sinker (Fig. 4).

Reciprocating Cylinder Apparatus
(USP Apparatus 3)

An apparatus comprising vertically reciprocating tubes
sealed with mesh discs at each end to restrain the
dosage form is official in USP 28 as the Reciprocating
Cylinder Apparatus. This has been commercially devel-
oped as the Bio-Dis apparatus�, which allows tubes
containing the sample to be plunged up and down in
a small vessel containing the dissolution medium
(Fig. 5). It has been designed to allow the tubes to be
dipped sequentially in up to six different media vessels,
using programs that vary the speed and duration of
immersion. It allows automated testing for up to six
days and the manufacturers advocate its use in the test-
ing of extended-release dosage forms. It became official
in USP 22[16] as Apparatus 3 and is prescribed for the
testing of extended-release articles. However, there is
some evidence that samples tested using this apparatus
tend to yield higher values of amount released than
might be found using alternative procedures.

Flow-Through Cell Apparatus
(USP Apparatus 4)

Limited-volume apparatus with a finite volume of
dissolution fluid suffer from the problem that they
operate under non-sink conditions, which results in
limitations when poorly soluble drugs are considered.
A flow-through system and reservoir may be used to
provide sink conditions by continually removing sol-
vent and replacing it with fresh solvent. Alternatively,
continuous recirculation may be used when sink
conditions are not required. The drawbacks of non-
flow-through apparatus[17] include: (i) lack of flexi-
bility; (ii) lack of homogeneity; (iii) the establishment
of concentration gradients; (iv) their semi-quantitative
agitation; (v) the obscuring of details of the dissolution
processes; and (vi) their variable shear.

Consequently, the flow-through apparatus has been
developed, which features a dissolution cell of low volume
(often <30 ml) and a reservoir to provide fresh solvent.
This is official in USP 28 as USP Apparatus 4 (Fig. 6)
where it is prescribed for testing extended-release articles.

Fig. 3 The paddle-stirring element of USP 28 (Apparatus 2).
(From Ref.[2].)

Fig. 4 Typical sinker designs. (A) 3-prong sinker; (B) JP
basket sinker; and (C) helical-spring sinker.
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The basic components are reservoir, pump, heat
exchanger, column (cell), tablet support, filter system,
and analytical method. The systems enable solvent to
be taken from a suitable reservoir and passed straight
through the apparatus containing the dosage form to
be either assayed and removed (effluent system) or
recirculated (recycling system). The design of the pump
to remove the solvent from the reservoir is crucial to the
results obtained from such systems. The pump used
may be either a displacement (oscillating or peristaltic)
or a momentum (centrifugal) type. However, peristaltic
pumps may create oscillations that might result in faster
dissolution rates than might otherwise have occurred.
Dissolution is affected by factors such as the volumetric
flow rate, the cross-sectional area of the cell, the initial
drug quantity, liquid velocity, and drug concentration.

The maintenance of a controlled flow is crucial to
column methods and can be influenced by the inlet sys-
tem. Laminar flow of solvent through the cell is
achieved by placing glass beads at the bottom of the
cell to facilitate similar disintegration of all surfaces
of the sample. It is common to place the tablets on such
supports, but attrition (by glass beads) may encourage
breakdown of the dosage form thereby increasing dis-
solution rates. Tablet support and consistent position-
ing in the liquid flow are prerequisites for consistent
results. Consequently, attempts have been made to
embed the tablet in glass wool or glass beads.

Laminar flow conditions are typically used for
tablets, hard gelatin capsules, powders, and granules.
Suppositories and soft gelatin capsules are placed in
the cell without beads for turbulent flow. Nicolaides,
Hempenstall, and Reppas[18] have reported differences
in the dissolution rate of a poorly soluble drug,
tiaglitazone, from an immediate-release (IR) tablet
formulation based on the presence or absence of a
tablet holder and/or beads in the flow-through cell.

Fig. 5 The reciprocating cylinder apparatus of USP 28

(Apparatus 3). (From Ref.[2].)

Fig. 6 Schematic diagram of a flow-through dissolution cell.
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Flow-through facilities can be constructed from cyl-
indrical chromatographic columns with flow-rates as
low as 1 ml/min. Ascending flow minimizes the pro-
blems associated with air bubbles and allows laminar
flow of the solvent and ascending columns are the most
common types of flow-through apparatus. The col-
umns may be short with tapered inlet and outlet sec-
tions but generally are long sections of straight-sided
tubing to provide hydrodynamic stability to the liquid
flow. The material under test is placed in the vertically
mounted dissolution cell, which permits solvent at
37�C � 0.5�C to be pumped in from the bottom.
The cell type selected is dependent on the dosage form
being tested. Standard cells used for tablets and cap-
sules have an internal diameter of 12 mm but may
show a higher dissolution rate when compared to
26 mm cells due to higher flow velocity. For testing
powders and granules, a modified cell containing two
screen plates is used where the sample is placed
between the screen plates. The suppository cell is
designed for use with suppositories and soft gelatin
capsules. Fats and gels used in these dosage forms
are separated in this type of cell so as not to block
the filters. The cell for implants has a 1 ml volume
due to the low flow rates (e.g., 5 ml/hr) required for
testing this dosage form in a test that may continue
over several weeks.

The flow rate of the dissolution medium through the
cell must be specified for each product. The USP
recommends a flow rate between 4 and 16 ml/min with
an allowance of �5%. Manual operation and sam-
pling for this type of test can be tedious and the system
can be automated to control the pump, heat exchanger
and test procedure, and deliver samples to a fraction
collector. The system can be programmed to switch
between different media at predetermined time points
to allow pH changes during the test.

Further advantages of the flow through method[19]

include: (i) selection of laminar or turbulent solvent
flow conditions; (ii) simple manipulation of medium
pH to match physiological conditions; and (iii) appli-
cation to a wide range of dosage forms e.g., tablets,
hard and soft gelatin capsules, powders, granules,
implants, and suppositories.

Whilst the applicability of the flow through apparatus
to biorelevant dissolution tests still requires further
investigation and optimization, an in vitro–in vivo cor-
relation (IVIVC) has been reported with this apparatus
using physiologically relevant flow rates and media.[20]

Paddle-over-Disk Apparatus
(USP Apparatus 5)

This uses the paddle apparatus (USP 2) with the
sample, usually a transdermal delivery system, being

attached to a stainless steel disk, which is then placed
on the bottom of the vessel, directly under the paddle.

Cylinder Apparatus (USP Apparatus 6)

This is a modification of the basket apparatus (USP
Apparatus 1) with the basket being replaced by a stain-
less steel cylinder. The sample is again usually a trans-
dermal delivery system attached to the outside of the
cylinder.

Reciprocating Holder Apparatus
(USP Apparatus 7)

There are several variants to this apparatus, which is
based on a sample holder that oscillates up and down
in the medium vessel. The sample holder may take the
form of a disk, cylinder, or a spring on the end of a
stainless steel or acrylic rod, or it may simply be the
rod alone. The sample is attached to the outside of
the sample holder either by virtue of being self-
adhesive (e.g., transdermal delivery system) or is glued
in place using a suitable adhesive. This apparatus may
be used for transdermal products, coated drug delivery
systems, or other suitable products (e.g., osmotic pump
devices). It is prescribed for the drug-release testing of
Psuedoephedrine hydrochloride extended-release
tablets USP where the tablets are enclosed in a
5 � 5 cm2 of nylon, which is then attached to the rod.

Intrinsic Dissolution Method (USP <1087>)

Two variations of the IDR apparatus exist—the rotat-
ing disk apparatus (Wood Apparatus, Fig. 7) and the
stationary disk apparatus (Fig. 8). Both types of appar-
atus employ a compacted pellet of pure drug produced
by compressing an aliquot of powder in a stainless steel

Fig. 7 Schematic of rotating disk intrinsic dissolution rate
apparatus (Woods apparatus).
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punch and die. The die is mounted onto a smooth
polished base plate and the punch is driven into the
die using a hydraulic press. The USP states a compres-
sion dwell time of one minute at the minimum com-
pression force required to form a non-disintegrating
compacted pellet. The base plate is then detached to
expose a smooth and constant pellet surface at
the face of the die and it is this pellet surface that is
subjected to the dissolution test.

In the rotating disk apparatus, the die is then
inverted and screwed onto a customized shaft on a dis-
solution tester, which is then lowered into the dissolu-
tion medium until the face pellet is 3.8 cm from the
bottom of the vessel. The shaft is then rotated in the
same way as USP Apparatus 1 and 2. In the stationary
disk apparatus, the die containing compressed pellet is
placed face up into a flat-bottomed dissolution vessel
prefilled with the appropriate volume of dissolution
medium. The medium is stirred by means of a rotating
paddle (e.g., USP Apparatus 2) positioned 6 mm above
the pellet surface.

Disadvantages of the rotating disk apparatus
include the risk of air bubbles forming on the surface
of pellet, which could affect the dissolution rate and
heat loss of approximately 2�C through the shafts
when the dies are first lowered into the dissolution
medium. Using the stationary disk apparatus signifi-
cantly reduces the formation of air bubbles, whilst heat
losses are eliminated since the dies are totally sub-
merged in the dissolution medium.[21]

The IDR is calculated by plotting the cumulative
amount of substance dissolved per unit area of the
exposed pellet surface against time until 10% of the
drug pellet has dissolved. Linear regression should be
applied to data points up to this point and the slope
of the regression line gives the IDR of the substance
under test in mg/min/cm2. However, this compendial
calculation may prove difficult to apply to poorly sol-
uble compounds where 10% dissolution may not be
achieved. In these instances, it may be practical to
use an analytical method with sufficiently high sensi-
tivity to be able to plot 6–8 data points before 10% dis-
solution and apply linear region.

SAMPLE COLLECTION AND ANALYSIS

Sampling

The USP 28 and the BP 2004 state that samples should
be drawn from a zone midway between the surface of
the dissolution medium and the top of the rotating bas-
ket or blade, not less than 1 cm from the vessel wall.
Except when continuous flow or single sampling is
involved, the BP 2004 stipulates that a volume of
media equal to the volume of sample withdrawn
should be replaced or compensated for by calculation.
Samples removed should be filtered and there should
be no significant adsorption of the active ingredient
by the filter. No extractable materials interfering with
the analytical procedures should be released and the fil-
ter pore size should not be greater than 1mm. When
capsule shells interfere with the analysis, the contents
of a minimum of six capsules should be removed as
completely as possible and the shells dissolved in the
dissolution medium. This allows calculation of correc-
tion factors, which should be no greater than 25% of
the labeled content.

The advent of sophisticated, programmable auto-
samplers allows samples to be removed automati-
cally into tubes or vials for off-line spectroscopic
of chromatographic analysis. However, care has to
be taken to ensure that in-line filters do not become
blocked after repeated use. Autosamplers that can
pump liquid samples from the dissolution vessel
through a spectrophotometer and back into the ves-
sel, offer combined on-line sampling and analysis.
Again, care has to be taken to ensure that particles
do not enter the tubing system and cause blockage.
Also, excessive lengths of tubing can lead to a sig-
nificant lag-time before the sample reaches the spec-
trophotometer or pools of cool, stagnant fluid
causing precipitation of dissolved solute. A typical
flow-through ultraviolet (UV) dissolution system is
depicted in Fig. 9.

Fig. 8 Schematic of a stationary disk intrinsic dissolution
rate apparatus.
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Assay Methods

Whatever assay technique is chosen, it must be specific
to the drug being studied. For single-drug entities, UV
spectroscopy is often the method of choice as it is
quick, simple, and easily lends itself to flow-through
automation. The use of UV photodiode array spectro-
photometry has become popular in the testing of multi-
drug dosage forms. Where analytical sensitivity or
selectivity is an issue, High performance liquid chro-
matography (HPLC) assays are commonly resorted
to as these allow low-level quantitation of high-
potency (low-strength) drugs. In the case of multidrug
dosage forms, more complicated assay techniques may
be required, which makes HPLC useful since more than
one drug can be analyzed in the same chromatogram.
Whilst HPLC can be automated, it is essentially off-
line, and flow-through strategies are often preferred.
Ion-specific electrodes can be used to monitor drug
release in the presence of a suitable anion or cation.
Urea C-14 Capsules USP are subject to dissolution
testing (Q ¼ 80%, 10 min) where the content of
dissolved drug is determined by C-14 scintillation
counting.

The recent emergence of biotechnology-derived drugs
has required the use of analytical techniques previously
developed for the analysis of therapeutic peptides,
proteins, or nucleotides. Total-protein assays and
enzyme immunoassays have been used in the analysis
of dissolution test samples of encapsulated therapeutic
proteins.

Fiber Optic Technology

Fiber optic technology for in situ UV assay has
received particular interest as it offers significant labor,
time, and cost savings by eliminating the sampling and
filtering stages of the dissolution test. A fiber optic

probe is positioned in each vessel in the same fashion
as a sampling probe. Light is then transmitted from a
linked spectrophotometer into an open-sided reflec-
tance cell in the vessel, reflecting back to the detector
where absorbance is measured.[22] The dissolution
profiles are calculated in real time allowing the direct
scrutiny of product performance. This technology is
also capable of rapid measurements of a series of ves-
sels allowing intervals of less than one minute between
sampling time points during a dissolution run. A
multiplexing arrangement is required to selectively
transmit the signal from each vessel, in turn, to the
spectrophotometer.

Proposals for a new general chapter on dissolution
in the USP[23] have highlighted the use of this tech-
nology and a regulatory perspective has also been pub-
lished.[24] These developments suggest that fiber optic
technology is likely to emerge as a common analytical
tool as long as the following considerations are
addressed:

1. The spectrum of each component of the formu-
lation needs to be evaluated to ensure that there
is no excipient interference for this method.
These should be determined in the dissolution
media to be used and at concentrations expected
in the dissolution vessel. (Minor interference can
be corrected for using software algorithms.)

2. The absorbance of the active ingredient at 100%
release from the dosage form being tested must
be below the photometric range maxima since
sample dilutions are not possible. If the absor-
bance is too high, using a shorter path-length
cell will be required.

3. The limit-of-detection for fiber optics is higher
than for conventional spectrophotometry be-
cause the loss of signal down the fiber decreases
the S : N ratio. This loss of sensitivity may be
overcome with a longer path length cell.

4. Turbidity and light scattering caused by undis-
solved drug or excipients interferes with spectral
measurement and increases noise. The inter-
ference should be limited to 2%–3% and if this
is not achievable, conventional discrete sam-
pling and off-line measurement may be
required.

5. Formation of air bubbles on the fiber optic
probe can affect the accuracy of the analysis.
The dissolution medium should always be prop-
erly degassed prior to the test.

Furthermore, prolonged transmission of far-UV
radiation leads to degradation of the fiber and increas-
ing opacity whilst fouling of the external surface of the
fiber by some media components e.g., enzymes, surfac-
tants etc. can be a problem in some cases.

Fig. 9 Typical apparatus set-up for on-line ultraviolet
measurement of dissolution.
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DATA PRESENTATION AND INTERPRETATION

The data collected during dissolution tests will,
especially at the developmental stage, be presented as
dissolution profiles whereby the amount released is
plotted as a function of time. It is common practice
to monitor drug release at several points or where
possible continuously until 100% of the dose is dis-
solved and dissolution profiles showing drug release
against time can be produced. Values equivalent to
the times for 10%, 50%, 70%, or 90% drug release are
often cited as t10%, t50%, t70%, or t90% (Fig. 10). The dis-
solution profiles from tablets and capsules are often
sigmoid in shape.

Pharmacopoeias generally do not require a dissol-
ution profile to be determined but do specify that a cer-
tain amount of drug must dissolve (or not dissolve in
the case of enteric-coated products) within a specified
time. Should a single-time specification be stated, the
test may be concluded in a shorter time if the require-
ment for a minimum amount dissolved is met. If two or
more times are specified, then the samples should be
withdrawn with a tolerance of �2% of the stated time.
For Digoxin Tablets BP, when there is more than one
tablet per test, all six replicate runs should release at
least 75% of the stated amount within 60 minutes.

The USP 28 assesses dissolution in a three-stage
series of tests with the amount of drug dissolved after
a specified time being expressed as a percentage of
the nominal content of the dosage form. The time at
which the sample is to be tested is specified in the
monograph, as is the so-called Q-value, the minimum
percenatage dissolved at that time. In the first stage
(S1), six units are tested and the pass criteria are that
the amount of drug dissolved from each unit at the
specified time should be no less than Q þ 5%. Failure
at S1 requires a second stage test (S2) to be performed
on an additional six units. To pass the test at this stage,
the average content dissolved from the combined two

stages (i.e., 12 units) should be equal to or greater than
Q with no unit being less than Q � 15%. Failure leads
to stage 3 where a further 12 units are tested. These
results are combined with the results from the previous
stages. The average of the total of the 24 units thus
tested should be equal to or greater than Q. No more
than two units should be less than Q � 15% and no
unit should be less than Q � 25%.

In the testing of delayed-release products there is a
similar three-tiered approach for both the acid-dissol-
ution (A1, A2, and A3) and buffer-dissolution (B1,
B2, and B3) stages. For extended-release the levels
are denoted as L1, L2, and L3.

Specifications for extended-release products reflect
the intended release profile of the product, which in
some cases, may be relatively complex. The drug-
release specification for Bupropion Hydrochloride
Extended-Release Tablets USP requires 25–45% of
the nominal content of drug to have dissolved after
one hour, 60–85% after four hours and not less than
80% after eight hours. The specifications for Diltiazem
Hydrochloride Extended-Release Capsules USP are
even more complex, with 13 different tests being pre-
scribed to cover the various products (Table 1). Other
products with multiple profiles include Pentoxifylline
Extended-release Capsules USP (10 tests), Lithium
Carbonate Tablets USP (4 tests) and Indomethacin
Extended-release capsules USP (3 tests).

OPERATIONAL FACTORS THAT MAY
AFFECT THE DISSOLUTION TEST

Both the BP 2004 and the USP 28 give considerable
guidance about external factors that may influence dis-
solution. This section highlights some of the more
important factors.

Vibration

No part of the assembly, including the environment in
which the assembly is placed, should contribute sig-
nificant motion, agitation, or vibration beyond that
caused by a smoothly rotating element. There is little
doubt that excessive vibration of the dissolution ap-
paratus considerably increases dissolution rates. There-
fore, to minimize the effects of vibration, the distance
from the dissolution motor to the stand supporting it
and the distance from the rotating basket to the point
connecting the shaft to the dissolution motor should
be specified. Vibrations may arise from various sour-
ces including equipment (water bath and pump). There
is anecdotal evidence that vibration transmitted
through building fabric (floors, walls) and furnishings
(benches) from more distant sources such as lifting

Fig. 10 Hypothetical dissolution profile showing the deter-
mination of t50, t70, and t90.
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Table 1 Operational factors that may affect the dissolution test

Test Apparatus Mediuma
Volume

(ml)

Speed

(rpm)

Time point

(hours) Specification

1 2 Water 900 100 3 10–25%
9 45–85%

12 �70%

2 2 Water 900 100 1 5–20%
4 30–50%

10 70–90%
15 �80%

3 2 0.1 N HCl 900 100 6 20–45%
12 25–50%
18 35–70%
24 �70%
30 �85%

4 2 Water 900 100 4 10–25%
8 35–60%

12 55–80%
24 �80%

5 2 0.05 M phosphate buffer pH 7.2 900 50 1 �15%
3 45–70%
8 �80%

6 2 Water 900 100 2 �25%
4 25–50%
8 60–80%

12 �70%
16 �80%

7 2 Acetate buffer pH 4.2 900 100 1 �10%
4 15–35%

10 65–85%
15 �80%

8 2 Water 900 100 1 5–20%
4 30–50%

10 60–90%
15 �80%

9 2 0.1 N HCl 900 75 2 —

SIFb 900 75 2 20–45%
12 35–55%
18 �60%
24 �80%

10 1 0.05 M phosphate buffer pH 6.5 900 100 1 �10%
6 10–30%
9 34–60%

24 �80%

11 2 0.1 N HCl 900 100 1 �10%
6 30–40%

12 36–58%
18 �85%

12 2 Water 900 100 2 �20%
8 30–55%

14 �65%
24 �80%

13 2 Water 900 100 2 �20%
8 30–55%

14 60–80%
24 �80%

aMedium volume 900 ml in all cases.
bSimulated intestinal fluid without enzymes.
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gear, air-conditioning and heating systems may also
have an effect. The net result is that equipment should
be heavily insulated and clamped into position to effec-
tively increase the mass of the vessels and thereby
decrease vibration.

Stirrer Shaft

Many problems associated with variations in the dis-
solution rate are caused by misalignment. Limits
should be set on shaft eccentricity, although bending
of the stirring rod has been reduced by increasing the
acceptable diameter from 6.0–6.5 mm to approximately
10 mm. Minor changes in physical alignment of the
paddle may produce large variations in results.

Vessel Design and Construction

The use of a hemispherical flask allows some variation
in construction. Minor changes in vessel shape may
considerably alter the dissolution rates determined by
the paddle method.[25] Glass vessels with an inside bot-
tom flatter than specified gave a high bias in dissol-
ution rates and those with an inside bottom of
steeper curvature gave a low bias. Such bias is associa-
ted with the different hydrodynamics created by the
different shapes. Plastic vessels provide more perfect
hemispheres than glass vessels and their shape is more
reliable[26] and should be preferred to glass containers
provided the drug does not sorb to them and that the
dissolution fluid does not interact with the plastic.[25]

However, plastic containers are not without their pro-
blems. During dissolution, some tablets may become
more centered in glass vessels than in plastic vessels,
which is probably attributable to friction between the
tablet and the wetted vessel surface being greater for
plastic than for glass. Even the method of cleaning
the vessel may result in different dissolution properties.
Differences have been obtained from glass containers
when cleaned with soap and water or 95% ethanol,
the former method leaving a residual film.[26]

Sampling Procedures

Flow-through facilities usually allow UV analysis of
drug dissolved or collection of samples for subsequent
analysis. Filtering must be accomplished before analy-
sis to prevent insoluble excipients or undissolved drug
particles from passing through the beam. Filters
remove solid particles prior to assay at the stage of
sample removal, reduce turbidity problems caused by
undissolved drug and excipients, and help eliminate
spurious results caused by particles dissolving follow-
ing removal.

A sampling probe used for continuous sampling
must not disturb the hydrodynamics of the system.
When continuous monitoring is accomplished by
flow-through systems, the flow rate should not be too
high or some of the suspended drug will adhere to the
filter, resulting in a percolation effect and artificially
high estimates of the amount of drug released. The
displacement volume of the sampling probe may mod-
ify dissolution rates. Consequently, the displacement
volume and hence the probe should be as small as pos-
sible because any body introduced into the dissolution
fluids will alter the hydrodynamics. Savage and
Wells[27] described an apparatus that allows removal
of the probes giving a maximum of 40 seconds immer-
sion in the dissolution fluids. Capillary sampling probes
of 50ml diameter were used, their size being reduced to
minimize their influence on fluid hydrodynamics. As
previously mentioned, care should be taken with auto-
matic flow methods so that the tube length is kept to a
minimum to reduce the amount of fluid in the tubing.
Excessive tubing lengths will produce a long lag period
during which dissolved material is transported from the
dissolution vessel to the spectrophotometer. Estimates
should be made of this lag period.

Where manual sampling is used, the removed sam-
ple must be passed through a filter of nominal pore size
no greater than 1 mm. Adsorption of the drug onto the
filter should be avoided and the release of isooctylphe-
noxypolyethoxyethanol, which is often included in the
membrane filters as a wetting agent, may be a potential
problem as this surfactant has significant absorption in
the range 220–240 nm. Selection of a suitable pore size
is important, as it should be small enough to retain
undissolved particles of a significant size but without
offering so great a resistance to flow that it becomes
difficult to take samples. Selection of appropriate filter
materials is also important to avoid selective loss of
drug through adsorption. For example, adsorption
of frusemide onto filters was increased by using filters
of decreasing pore size but of the same diameter.
Replacement of sampled fluid must be by fluid of the
same temperature as that inside the dissolution vessels.

Temperature Control

The USP directs that the thermometer should be
removed before the test and that the temperature
should be checked periodically. The dissolution fluids
should be maintained at 37 � 0.5�C as even slight
temperature variations may have a significant effect
on tablet dissolution. It is essential, therefore, to pre-
vent evaporation of the medium both to reduce heat
loss and maintain the volume of the liquid for dissolu-
tion. This is achieved with tight-fitting plastic lids or
film across the opening of the vessels.
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Deaeration of the Dissolution Medium

By testing the dissolution of prednisone tablets in water
that had been presaturated with air, Cox, Furman, and
Page[28] showed that the media must remain unsaturated
during the test. Higher initial air content resulted in
increased percentages of drug dissolved during the
paddle method. Air bubbles in the media that contained
higher levels of air attached to particles of the dis-
integrating tablets owing to sorption of air. The particles
did not sink to a mound at the bottom of the vessel but
were suspended by the air bubbles and were, therefore,
subject to greater conditions of agitation.

Failure to deaerate media used with the basket
apparatus results in the clogging of the pores of the
basket by air, causing different flow characteristics[29]

and often a decrease in dissolution rates. This has even
greater influence when gel forming extended release
dosage forms are being tested. Bubbles attached
to tablets or capsules may cause the dosage form to
relocate near to the top of the basket, thereby reducing
dissolution rates or amounts dissolved.[29] The basket
is intended to hold the tablet in a fixed position. Disin-
tegration of the dosage form will occur in the basket
and fluid must flow through the basket sufficiently to
disperse the tablets and sweep dissolved drug into the
bulk of the dissolution fluid.

The BP 2004 and the USP 28 each state that media
should be deaerated before use. The USP-recommended
method of heating the medium and filtering under
vacuum is labor-intensive and time-consuming and
other validated methods may be used. Inert gas purging
is a popular alternative. Modern media preparation sta-
tions available on the market can dispense heated and
deaerated medium based on the vacuum principle. They
also reduce foaming problems encountered during
deaeration when surfactants are used in the media.
Degenhardt et al.[30] compared these methods of deaera-
tion and found helium sparging to be the most effective
and efficient. They recommended that media be sparged
for 30 seconds per liter of container volume at a helium
flow rate of 40 ml/sec., using an inlet filter pore size
between 2 and 10mm.

However, there is a risk of reaeration when the
medium is transferred to the dissolution vessels. A
275% increase in the level of oxygen has been reported
after deaeration and dispensing of media into dissolu-
tion vessels.[31] An alternative approach to deaeration
would be to sparge the medium in situ with helium.
Dissolution testers with an on-line deaeration facility
are available commercially.

Variation in Speed of Agitation

Agitation speed must be uniform throughout the test.
Some motor drives result in a satisfactory mean speed

but during the test will periodically slow down or speed
up. Consequently, speed should be checked at the start
and end of each run using a suitable, calibrated tach-
ometer or other means.

Standardization and Calibration

All apparatus must be calibrated and the variables
standardized and known. Experimental design in dis-
solution testing to examine residual variation between
experimental runs and individual dissolution vessels is
feasible. The objective is to minimize errors in experi-
mental set-up, achieved by using mean dissolution
times and partial balancing. Lower coefficients of vari-
ation occur at higher hydrodynamic intensities.

Dissolution tests are critical but difficult to carry
out properly. Standardization should remove all vari-
able factors. Many years ago, Withey and Bowker[32]

described some problems associated with the USP 28
apparatus, including a lack of fluid flow near the sur-
face, which is slower compared with other regions of
the apparatus. Flow is primarily radial from the basket
with little vertical mixing. As a result of this limited
mixing, small particles with similar specific gravity to
the dissolution fluid would remain suspended, creating
fewer problems in sampling than large particles or
those with a large difference in specific gravity to the
dissolution fluid where significant assay differences
could occur, depending on the sampling positions.
Similar problems of fluid flow exist with the current
USP 28 apparatus, although the hemispherical shape
will create different fluid hydrodynamics. Significant
wobble may alter flow characteristics and modify
dissolution rates.

The USP 24[33] specified apparatus suitability tests
based on the operating conditions, involving the USP
Dissolution Calibrator, Disintegrating Type or the USP
Dissolution Calibrator, non-disintegrating type. The
apparatus is deemed suitable if the obtained results are
within the accepted range stated for that type of calibrator.

Calibrators are used to show deficiencies in the
equipment, for example, chain looseness, tilting of stir-
rer motor, excessive vibration, or misalignment of the
flasks with the stirrers. Non-disintegrating calibrators
are composed of 300 mg salicylic acid, whereas disinte-
grating calibrators contain 10 mg prednisone. The dis-
solution rates obtained from the calibrants should fall
within established ranges at both 50 and 100 rpm.

There has been a growing realization of late that
modern dissolution testers are high-performance instru-
ments, which if subjected to a regular program of main-
tenance and mechanical calibration, can perform very
accurately and precisely. This has led to a growing body
of opinion that appropriate calibration regimes may
offer far more confidence than chemical calibrators.[34]
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Other Variables in Compendial Methods

The BP 2004 specifies 900 ml of dissolution fluid,
although for digoxin tablets, the volume is 600 ml. Dis-
solution fluid volume is varied more in the USP 28.
Examples include 500 ml (alprazolam tablets), 750 ml
(metyrosine capsules), 900 ml (ampicillin capsules)
and 1000 ml (dicumarol tablets). The volume may
additionally vary according to the strength of the prep-
aration. Thus, for phentermine hydrochloride capsules,
500 ml of medium is used if the strength is 15 mg or
less, but 900 ml is used for preparations containing
excess of 15 mg. Similar volumes are used for predni-
sone tablets where the cut-off point is 10 mg and for
cinoxacin capsules where 500 ml is used for capsules
containing 250 mg or less but 1000 ml is used for
capsules containing excess of 250 mg.

DISSOLUTION MEDIA

The selection of an appropriate dissolution medium is a
fundamental stage of the dissolution test. As previously
described, the dissolution test has numerous roles that
must be taken into account during media selection. For
the quality control of a drug product, the chosen medium
must be able to distinguish between batch-to-batch varia-
bility, Scale-up & post-approval change (SUPAC) and
stability issues. This discriminating ability is built in
during dissolution test method development. In general,
physiological media are preferred to water-organic sol-
vent mixtures or solutions incorporating surfactants.
For a New Drug Application it is recommended that,
during dissolution method development, dissolution
profiles in at least three media should be generated i.e.,
pH 1.2, 4.5, and 6.8 buffers. Water can be used as an
additional medium. If the drug is poorly soluble, appro-
priate concentrations of surfactants are recommended.[35]

All the in vitro and in vivo data generated can then be
used to select a dissolution medium (and agitation speed)
with adequate discriminating ability.

Ideally, a dissolution medium should be formulated
as close as possible to the pH anticipated in in vivo
fluids; for example, dissolution media based on 0.1 N
HCl are used to mimic gastric pH. Simulated gastric
fluid is similarly used. Food can increase the gastric
pH to as high as 3 to 5. Many compendial dissolution
fluids are at a pH near neutral despite the fact that
tablets, when swallowed, will meet a lower gastric
pH. Both the USP 28 and the BP 2004 indicate that
the pH of dissolution fluid should be within 0.05 of
that specified in the relevant monograph. The use of
surfactants and enzymes may also be a coarse approxi-
mation of the intestinal fluids, although surfactants
may be included to increase drug solubility by solubi-
lization into micelles.

Complex biorelevant media are being used more fre-
quently during the drug development stages to mimic
the physicochemical characteristics of the gastrointes-
tinal tract in the fasting and fed states. The aims are
to highlight potential bioavailibility issues and attempt
to achieve IVIVC that would aid candidate selection
and predict product performance without resorting to
in vivo studies. Thus far, it has not proved viable to
extend their utility to quality control applications.
Klein et al.[36] characterized the physicochemical
properties of homogenized standard breakfasts admi-
nistered during pharmacokinetic studies and compared
them to several commercially available liquid meals in
an attempt to propose a biorelevant medium. Exam-
ples of biorelevant media include fasting state and
fed state simulated intestinal fluids consisting of bile
salt–phospholipid mixed micelle systems (Tables 2
and 3). Bovine milk has also been investigated.[38,39]

Diluted intralipid emulsions have been suggested as
an alternative to milk because they are not subjected
to biological variation. Aiache et al.[40], suggested that
drug release from controlled-release formulations
should be studied following a two hour contact with
peanut oil by a dissolution test involving increases in
pH (peanut oil resembles a heavy fatty food).

The inclusion of alcoholic solvents, for example, iso-
propanol, has been advocated for insoluble drugs such
a norethindrone and was used to provide a rank order
of dissolution.[41] The dissolution rates increased in
hydroalcoholic medium. Each component of a nor-
ethindrone-mestranol combination tablet gave its own

Table 2 Typical fasting state simulated intestinal fluids

medium

Sodium taurocholate 3 mM

Lecithin 0.75 mM

NaOH (pellets) 0.174 g

NaH2PO4 � H2O 1.977 g

NaCl 3.093 g

Purified water q.s. 500 ml

Medium has a pH of 6.50 and an osmolality of about 270 mOsm/kg.

(From Ref.[37].)

Table 3 Typical fed state simulated intestinal fluids
medium

Sodium taurocholate 15 mM

Lecithin 3.75 mM

NaOH (pellets) 4.04 g

Glacial acetic acid 8.65 g

NaCl 11.874 g

Purified water q.s. 1000 mL

Medium has a pH of 5.00 and an osmolality of about 635 mOsm/kg.

(From Ref.[37].)
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dissolution rate in deaerated water but was not dis-
criminated in the hydroalcoholic medium. Therefore,
for quality control purposes, all components of a
multiple drug formulation should have their dissolution
assessed. Problems are induced by the inclusion of
cosolvents. Alcoholic solvents may retard dissolution
rates by retarding disintegration as, for example, during
the dissolution of chlorthalidone into 40% aqueous
methanol.[42]

DISSOLUTION TESTING OF SELECTED
DOSAGE FORMS

Dissolution Testing vs. Drug Release Testing

The USP distinguishes dissolution from drug release.
Dissolution testing is applied to dosage forms where
the drug content is considered to be readily available
for dissolution, i.e., have not been formulated to retard
the passage of the drug into solution in any substantial
way. In contrast to this, products that have been
formulated to retard the dissolution in specific media
or for a predetermined period of time are considered
to be modified release (MR) products and are
subjected to drug release testing. Modified release-
products include extended-release (sustained- or slow-
release) products and delayed-release (enteric-coated)
products. The former are described as allowing at least
a twofold reduction in the dosing frequency as
compared with that drug presented in a conventional
dosage form. A delayed-release product is one that
releases the drug at a time other than promptly after
administration. USP 28 includes drug-release testing
in monographs for tablets and capsules as well as other
products such as Clonidine Transdermal System,
Flunixin Meglumine Granules, Indomethacin Suppo-
sitories, Pilocarpine Ocular System and Progesterone
Intrauterine Contraceptive System.

The USP testing of both extended-release articles
and delayed-release articles proceeds via three stages.
For extended-release products, three time points are
generally specified, expressed in terms of the labeled
dosing interval (D in hours). The amounts dissolved
(Q) at each time interval are expressed in terms of
the labeled content; the limits embrace each value of
Q, the amount dissolved at each specified dosage inter-
val. Initially [L1 or S1]six units are tested. No unit
should lie outside the stated range or be less than the
stated amount at the final test time. Failure at this
stage leads to examination of further six units whose
results are combined with the initial results. The aver-
age of the 12 units should not lie outside the stated
range and should not be less than the stated amount
at the final test time. Additionally, none should be
more than 10% outside each of the stated ranges and

none more than 10% of the labeled content below the
stated amount at the final test time. Failure to meet
these standards requires the testing of a further 12 units,
the data being combined with those from the previous
12 units. The average of the 24 units is within each of
the stated ranges and not less than the stated amount
at the final test time. No more than two of the 24 units
should release more than 10% outside each of the stated
ranges; no more than two of the 24 units should release
more than 10% below the stated amount at the final test
time; and none of the units should be more than 20% of
the labeled content outside each of the stated ranges or
more than 20% of the labeled content below the stated
amount at the final test time.

Immediate-Release Tablets and Capsules

For immediate-release tablets and capsules, the only
barrier to drug release is a simple disintegration or ero-
sion stage, which is generally accomplished in less than
one hour. For such dosage forms, the dissolution test is
based on the straightforward basket or paddle appar-
atus with a single sample being taken for quantitation.
The USP test specification is typically Q ¼ 75% in
45 minutes, although this may vary. For example, for
Calcium Carbonate Tablets USP, the time specified is
30 minutes but for Calcium Gluconate USP it is
45 minutes.

For immediate-release formulations of highly water-
soluble drugs (e.g., BCS Class I), the USP monograph
may omit the dissolution test and rely solely on disin-
tegration testing. This is the case for a number of well-
established drugs such as Apomorphine Hydrochloride
Tablets USP. Otherwise, the only practical modifi-
cation that may be required for immediate-release
drugs is for floating dosage forms where a sinker is
required, e.g., Nitrofurantoin Capsules USP.

Delayed-Release (Enteric-Coated) Tablets
and Capsules

For enteric-coated (gastroresistant) dosage forms
designed not to release their drug content in an acidic
environment, a two-stage test is prescribed in both the
USP and BP, which can take one of two forms. In
Method A, the dosage form is tested using the basket
or paddle apparatus initially containing 750 ml of
0.1 N HCl. After two hours of exposure, a sample is
removed for analysis, 250 ml of phosphate buffer is
immediately added and the mixed contents of the
dissolution vessel adjusted to a pH of 6.8 � 0.05.
The test is continued for 45 minutes or whatever time
is prescribed in the relevant monograph before a
further sample is taken for analysis.
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In Method B, the dosage form is tested using the
basket or paddle apparatus containing 1000 ml of
0.01 N HCl. After two hours of exposure, a sample is
removed for analysis and the remaining contents of
the vessel are discarded and 1000 ml of a phosphate
buffer having a pH of 6.8 � 0.05 added. The test is
continued for 45 minutes or whatever time is pre-
scribed in the relevant monograph before a further
sample is taken for analysis.

In both instances, six units are initially tested and no
more than 10% of the labeled content of drug should
be released after two hours. If these conditions are
not met, a further six units are examined; the average
released for the 12 units tested should not exceed 10%
with no individual unit being greater than 25%. Failure
leads to testing of a further 12 units; the average of the
24 units tested should not exceed 10% released and no
unit should exceed 25%. For the studies at pH 6.8,
none of the initial six units tested should release less
than Q þ 5% after the prescribed time; failure leads
to testing a further six units where the average of the
12 tested is equal to or greater than Q and no unit is
less than Q � 15%. Failure leads to the evaluation
of another 12 units; of the 24 units examined, the
average must be equal to or greater than Q; no more
than 2 units can be less than Q � 15%, and no unit
can be less than Q � 25%. Here Q is defined as the
total amount of active ingredient dissolved in both
the acid and buffer stages expressed as a percentage
of labeled content.

The official tolerances for delayed-release products
have already been given and commercial manufac-
turers will have their own in-house specifications. Stan-
dards for enteric coated forms ensure the integrity of
the coat, but consideration should be given to a pH
change method for evaluating extended-release medi-
cations. This evaluation should ensure that dose dump-
ing does not occur at a specific pH, as might be a
problem with certain delayed-release dosage forms,
for example, those using hydroxypropylmethylcellu-
lose phthalate as a coat.

The BP 2004 is not as specific regarding its dissolu-
tion rate for MR tablets. However, the dissolution pro-
file for these tablets should be comparable to the
recommended dosage schedule.

Drug Release from Modified-Release
Dosage Forms

There have been various testing schedules that have
been developed to study the influence of pH changes,
e.g., from 0.1 N HCl to pH of 7.5 or a progressive
rise from pH 1.5, 4.5, 6.9, 7.2–7.5 over 22 hours.
Such changes are designed to follow the pH changes
during the passage of a dosage form through the

gastrointestinal tract, but the residence time in the tract
can be as little as four to six hours up to excess of
24 hours, depending on the food that the patient has
ingested. An alternative approach is to develop topo-
graphic profiles of the matrix tablets to determine the
dissolution profiles at a variety of pHs where an appar-
ent three-dimensional profile of amount released vs.
time vs. pH is produced. Such profiles may be used
to determine the pH range over which dosage forms
release their drug at a faster rate than required, thus
avoiding the problem of dose dumping at a particular
narrow pH range. Additionally, they lead to the
suitable single pH for testing; for example, pH 5.4
phosphate buffer was most meaningful for quinidine
gluconate controlled released products.

In the development stage of new, MR dosage forms,
it is vitally important to not only consider dissolution
testing as a quality control tool but also as a prognostic
tool to discriminate the in vivo effect of good and bad
formulations. Therefore, one needs to understand the
mechanism of drug release from the dosage form in
order to utilize the dissolution testing effectively. For
extended-release reservoir formulations where the drug
is dissolved and released by diffusion through a barrier
coat, factors such as the influence of medium on solu-
bility of the drug needs to be established.

In the case of hydrophilic matrix sustained-release
formulations, drug release is via diffusion through and
erosion of the hydrated viscous surface polymer. There-
fore, factors that may provide additional strength or
support to this surface polymer must be minimized.
For example, during the dissolution testing of a large
swelling matrix, it may be supported by the basket wall,
which combined with a slow speed of rotation, leads to
unrealistically slow drug release. This is in contrast to in
vivo where due to agitation of the gastrointestinal tract
(GIT) and also presence of food, the level of erosion is
greater and thus faster drug release may occur. A
discriminating dissolution testing would assist the
formulator to achieve the desired in-vivo drug release
profiles through the formulation variables (Fig. 11).

Matrix-sustained release tablets may present
additional problems since they tend to stick to the side
walls of the vessel, giving a reduction in the surface
area exposed and the use of the paddle may destroy
the discreteness of the dosage form. In such instances,
the choice of apparatus is critical. Osmotic pump
devices where a microscopic orifice is laser-drilled into
the surface of the tablet coating are not amenable to
testing by Apparatus 1–4 as the tablet may lie in such
an orientation as to obscure the hole. In this case, drug
release is determined by USP Apparatus 7 with the
tablet glued onto the end of a reciprocating rod.

Pellets, beads, and other particulate systems
intended to provide prolonged release are probably
best tested by column methods that facilitate changes
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in pH or dissolution fluids. With compendial appara-
tuses, problems arise; for instance, it is difficult to cap-
ture dispersed particles when the paddle method is
used, and small particles may pass through the mesh
of the basket in the basket method.

Recently a simple model was proposed using math-
ematical indices to define similarity factor f2, to com-
pare dissolution profiles as in Eq. (4):[43]

f2 ¼ 50 log 1 þ 1=n
X

n¼1

t

ðRt � TtÞ2
" #�0:5

� 100

8

<

:

9

=

;

ð4Þ

where Rt and Tt are percent dissolved at each time
point for the reference product and the test product,
respectively. Using the f2 values, dissolution profiles
are considered dissimilar if these values were less than
50 with average difference between any dissolution
samples not being greater than 50%. The similarity fac-
tor and a similarity testing have been recommended for
dissolution profile comparison in the Food and Drug
Administration (FDA)’s Guidance for Industry.[44–46]

Granules and Suspensions

Release of drug from particles in granules and suspen-
sions is usually intended to occur rapidly in vivo and
testing of such dosage forms is not common. However,
USP 28 includes dissolution testing of Flunixin Meglu-
mine Granules (Apparatus 2, Q ¼ 75% in 60 minutes),
Cefuroxime Axetil for Oral suspension (Apparatus 2,
Q ¼ 60% in 30 minutes) and Indomethacin Oral
Suspension (Apparatus 2, Q ¼ 80% in 20 minutes).
The flunixin granules are tipped into the filled vessel,
the indomethacin suspension is simply poured onto the
surface of the dissolution medium whilst the cefuroxime

powder is reconstituted before being poured onto the
medium.

Suppositories and Other Semisolids

Semisolids are intended for percutaneous (ointments,
creams, gels, patches), vaginal (pessaries), ophthalmic
(ointments, creams, gels), or rectal (ointments, creams,
suppositories, gels) release. Some estimate of drug
release is desirable to ensure that the drug is not
entrapped by preferential partitioning into the oleagi-
nous phase. Unlike tablets and capsules, there must
be some constraint on the surface area of such prepara-
tions exposed to dissolution fluids to produce a quan-
titative estimate of release during dissolution studies.

Suppositories create problems because they soften,
deform, disintegrate, and change from a solid to an
oily state during the test. Glass beads control the inter-
facial area during a dissolution test; consequently,
the use of a continuous flow bead-bed column-type
apparatus was advocated for the dissolution of suppo-
sitories. Suppositories based on soluble carriers such as
polyethylene glycol create fewer problems in the assess-
ment of drug release since the carrier rapidly dissolves.
However, oleaginous-based suppositories (e.g., con-
taining cocoa butter) will melt slowly and spread, giv-
ing a constantly changing surface area. Consequently,
membranes are frequently employed to entrap the sup-
pository although they may themselves be the factor
that limits drug transport. In addition, basket methods
are unsuitable since the basket mesh will readily clog
although polyurethane baskets of dimension similar
to the USP basket have been used with slits replacing
the metal mesh. To design a realistic apparatus for
both types of suppository probably requires two
phases. USP 28 includes a dissolution test in the mono-
graph for Indomethacin Suppositories, with Apparatus
2 being prescribed and a specification of Q ¼ 75%
after 60 minutes.

Transdermal Delivery Systems

USP 28 includes reference to transdermal drug therapy
and several approaches have been taken in the drug-
release testing of transdermal drug delivery systems.
The USP prescribes Apparatuses 5, 6, and 7 for
drug-release testing of transdermal patches. They have
also been examined using a modified paddle apparatus
with the patch being sandwiched between a watch glass
and an aluminium wire screen placed underneath the
revolving paddle. In contrast to test procedures for
oral dosage forms, the dissolution medium is main-
tained at 32�C rather than 37�C and samples are
taken at three timepoints, which are typically expressed

Fig. 11 Dissolution profiles of diltiazem hydrochloride from
a swelling matrix system in phosphate buffer pH 6.8 at 37 �C
using the basket and paddle methods rotating at 50, 75, and
100 rpm.
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in hours. USP 28 includes drug release testing in
monographs for Clonidine Transdermal System and
Nicotine Transdermal system. Clonidine patches are
tested at 8 hours, 24 hours and 96 hours with release
rate specifications of 7.5–16, 1.5–4.6 and 1.5–3.3 mg/
hr/cm2, respectively. Five different tests are prescribed
for Nicotine patches with samples being taken over 4
or 24 hours, depending on the nature of the product.

ROBOTICS AND AUTOMATION

Dissolution testing by manual methods is very labor-
intensive and time-consuming, particularly during
critical stages of product development, such as stability
studies or plant trials and also when modified or sus-
tained-release dosage forms are involved. It is also
costly to implement on a 24 hour-a-day, 7 day-a-week
bases. Therefore, computerized systems have been
developed, which control many features of the test
procedure, from sample introduction, through instru-
ment operation to data capture and reporting. The
additional cost of such systems is easily justified where
the test may take up to 24 hours. The use of robotic
systems is particularly valuable in busy development
laboratories where the robot can also remove samples
for off-line testing. Complicated samples may require
off-line clean-up by liquid-liquid extraction or solid-
phase extraction followed by chromatographic analy-
sis. Rapid insertion and withdrawal of a small sample
probe controlled robotically, produces minimum dis-
turbance of the hydrodynamic conditions, with sam-
pling time as low as 40 seconds. The use of robotics
increases the speed of assay, the throughput, and the
productivity of dissolution testing although the speed
of assay may then be the rate-limiting step to pro-
ductivity. Consequently, short (2–5 cm) HPLC col-
umns may be used to increase assay speed, increasing
productivity by as much as 75%.

IN VITRO–IN VIVO CORRELATION

Ideally, dissolution tests should distinguish good and
bad formulations, identify changes in production pro-
cesses that might influence bioavailability, evaluate
batch to batch reproducibility, site and manufacturer
variation, and yield information on the stability of the
product. The test is used in the development of new
dosage formulations, for routine quality control testing,
and to give indications for bioequivalence (BE). In
addition, one may consider the in vitro dissolution test
as a prognostic tool for in vivo performance, i.e.,
in vitro–in vivo correlation (IVIVC).

Great care must be taken to produce good IVIVCs.
This may be accomplished by creating a reproducible

dissolution method that provides proper selection of
medium, degree of agitation, etc. Ideally, this could
be achieved if the gastrointestinal tract conditions were
successfully reconstructed in the dissolution apparatus.
However, the sorts of problems that may be encoun-
tered were demonstrated by Ringhand et al.[47] who,
although finding both in vitro and in vivo differences
in dissolution rate, found no IVIVCs for propyl-
thiouracil. Stead et al.[48], studying ibuprofen tablets,
had problems finding a dissolution procedure that
correlated with in vivo data. A simple rotating-basket
method with sink conditions appeared to give useful
correlations but failed to adequately separate the most
readily available ibuprofen tablet from the other formu-
lations. An acidic biphasic dissolution medium was used
to give the required discrimination and 500 ml 0.1 M
HCl overlaid with 400 ml hexane to give a separate
organic layer to effect sink conditions was suitable.

Using dissolution parameters, dissolution rate can
be related to bioavailability for some drugs. For
example, Kingsford et al.[49] showed a linear relation-
ship between the percentage dissolved in 30 minutes
and the bioavailability of frusemide relative to an oral
solution when frusemide was examined using the rotat-
ing basket apparatus and buffer at pH 5.0. Therefore,
in certain cases, it may be appropriate to apply dissolu-
tion testing data to evaluate biopharmaceutical impli-
cations of a product change rather than automatic
BE study.[50]

BCS

The dissolution test has evolved from a simple quality
control tool to now fulfil a more developmental and
predictive role, as dissolution mechanisms have
become better understood. Complex, physiologically
relevant dissolution media are being investigated in
an attempt to IVIVC and have been discussed under
‘‘Media’’ above. This section describes the introduc-
tion of BCS with emphasis on its impact on solubility
and dissolution rate studies.

As part of the safety and efficacy assessment of
a generic drug product, regulatory agencies require a
bioavailability (BA) study and a BE study vs. the inno-
vator product whose safety and efficacy will have been
established through expensive clinical trials. Such stud-
ies require in vivo comparisons of the plasma drug
concentration in healthy human subjects between the
test and reference products. As a result, the BCS was
introduced with guidance from the FDA. The regulat-
ory aim of the BCS is to make the drug development
and review process more efficient by recommending a
strategy for replacing certain BE studies with surrogate
in vitro dissolution tests. In addition, biowavers may
be granted for lower strengths of IR and MR drug
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products based on formulation proportionality and
dissolution profile comparison.[51]

The three major factors that determine the rate and
extent of drug absorption from solid oral dosage forms
are solubility, dissolution rate, and permeability. This
is recognized in the BCS, which categorizes drugs into
four classes based on their aqueous solubility and
intestinal permeability (Table 4).

Class Boundaries

The following ranges are required when estimating
solubility and permeability.[52]

A drug substance is considered ‘‘highly soluble’’
when the highest dose strength is soluble in �250 ml
water over a pH range 1 to 7.5.

A drug substance is considered ‘‘highly permeable’’
when the extent of absorption in humans is determined
to be �90% of an administered dose, based on mass-
balance or in comparison to an intravenous reference dose.

A drug product is considered to be ‘‘rapidly dis-
solving’’ when �85% of the labeled amount of drug
substance dissolves within 30 minutes using USP Appar-
atus 1 (100 rpm) or Apparatus 2 (50 rpm) in a volume
�900 ml of 0.1 N HCl or simulated gastric fluid, pH
4.5 buffer and pH 6.8 buffer or simulated intestinal fluid.

At present, biowavers for in vivo BA and BE studies
can be requested if the drug falls into BCS Class 1, is
formulated as an IR solid oral dosage form, and shows
rapid and comparable dissolution (f2 similarity factor
>50) in pH 1.2, 4.5, 6.8 with the innovator product.[53]

However, certain restrictions are applied: (i) the drug
must have a wide therapeutic index; (ii) the drug must
be stable in the gastrointestinal tract; (iii) the excipients
used must have previously been used in FDA-
approved IR dosage forms (must not have a significant
effect on the rate and extent of oral drug absorption);
and (iv) the product must not be designed for absorp-
tion by the buccal cavity.

The Impact of the BCS Solubility and
Dissolution Rate Criteria on Drug
Discovery and Development

The BCS provides criteria for determining the rate-
limiting factor for drug absorption from oral dosage

forms. Therefore, it may influence the choice of drug
candidate for further development, prediction and eluci-
dation of food interactions, choice of formulation, and
IVIVC in the dissolution testing of oral dosage forms.

Furthermore, pharmacokinetic administration, dis-
tribution, metabolism and excretion (ADME) factors
affect drug bioavailability, efficacy and safety, and,
thus, are a vital consideration in the selection process
of oral drug candidates in development pipelines. Since
solubility, permeability, and the fraction of dose
absorbed are fundamental BCS parameters that affect
ADME, these BCS parameters should prove useful in
drug discovery and development. In particular, the
classification can used to make the development pro-
cess more efficient.[54] For example, in the case of a
drug placed in BCS Class II where dissolution is the
rate-limiting step to absorption, formulation principles
such as polymorph selection, salt selection, complex
formation, and particle size reduction (i.e., nanoparti-
cles) could be applied earlier in development to
improve bioavailability.

However, it must be acknowledged that the current
BCS class boundaries are too conservative in certain
aspects, which could lead to the loss of promising
compounds in early development stages or prevent bio-
wavers from being granted for drugs that exhibit Class
I behavior in physiologically relevant conditions.[55]

Suggestions have been made to further improve the
applicability of BCS in the industry and are sum-
marized in a BCS workshop report by Polli.[55] Of
particular importance to the topic of this chapter are
the suggestions that are likely to affect the future solu-
bility and dissolution classifications of the BCS. They
are as follows:

1. The pH range for solubility studies should be
limited to only include pH 1.2, 4.5, and 6.8.

2. The solubility of amphoteric compounds should
be determined at the isoelectric point if it occurs
between pH 1.2 and 6.8.

3. An intermediate solubility class should be intro-
duced given the tendency of many acids and
bases to be highly soluble at pH 6.8 and 1.2,
respectively.

4. The dose : solubility ratio should be increased
from 250 to 500 ml, particularly at pH values
of 4.5 and 6.8, which are representative of the
small intestine where the fluid volume is greater
than the stomach.

5. The dissolution classification should be broa-
dened from at least 85% dissolved in 30 minutes
to at least 85% dissolved in 60 minutes.

The implementation of BCS guidance to utilize in
vitro dissolution tests as a surrogate for in vivo BE
studies and the incorporation of the BCS into drug

Table 4 Class boundaries

Class Solubility Permeability

I High High

II Low High

III High Low

IV Low Low
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development strategies exemplifies the rapidly evolving
function of the dissolution test.

REGULATORY DEVELOPMENTS

The contrasting views of dissolution testing taken by
pharmaceutical scientists and regulators lead to con-
stant development and review of the technology. The
industrial drive is to improve the IVIVC, so speeding
up the identification and development of new thera-
peutic products, whilst the regulatory focus is on the
use of dissolution testing as a quality control tool to
confirm product safety and efficacy. Several aspects
of dissolution testing are receiving particular attention
in various industry-government ‘‘fora.’’

Dissolution vs. Disintegration—International
Conference on Harmonization Q6

The International Conference on Harmonization
(ICH) Topic Q6 proposes that a BCS Class I drug in
a suitable formulation (e.g., rapidly disintegrating)
can be considered rapidly dissolving. The guideline
offers the possibility that for such products where a
relationship has been demonstrated between dissolu-
tion and disintegration, a disintegration test may
suffice in the release specification. The guideline also
discusses how to set test conditions, acceptance cri-
teria, and acceptance ranges.

Harmonization

Discussions within the Pharmacopoeial Discussion
Group under the auspices of the ICH process have
led to some harmonization of compendial approaches.
There is an agreement by all to adopt the USP three-
tiered system of testing and specification where appro-
priate. However, some differences are further from res-
olution. For example, the JP does not recognize USP
Apparatus 3 and maintains a different approach to
delayed-release products. The 2001 Ph.Eur. prescribes
three apparati for oral solid dosage forms, the basket,
the paddle, and the flow-through along with a flow-
through device for suppositories and three systems
for testing transdermals, which equate to the USP pad-
dle-over-disk, diffusion cell, and rotating cylinder.[56]

CONCLUSIONS

The increasing importance of dissolution testing in the
development and routine commercial production of
pharmaceuticals has become acknowledged within
the industrial, academic, and regulatory communities.
Improvements in dissolution testing instrumentation

and an awareness of the importance of correlating in
vitro data with in vivo performance have offered the
possibility of more rapidly developing safer and more
efficacious drugs. This has, in turn, led to an increase
in interest amongst equipment manufacturers to pro-
duce more sophisticated instrumentation capable of
routine, automated operation. Industrial and academic
laboratories have focused on developing suitable test
procedures for more sophisticated dosage forms and
governmental regulatory agencies have entered into
debate as to the most appropriate specifications for
products at various stages of their development life-
cycle. In particular, developments in the field of bio-
pharmaceutics and regulatory changes in the wake of
the ICH process have stimulated recent changes.
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DNA Probes for the Identification of Microbes

Wayne P. Olson
Beecher, Illinois, U.S.A.

INTRODUCTION

In 1997 and the first quarter of 1998, what we hereafter
refer to as DNA probes were used primarily by those
performing genetic-related research.[1] Today (mid-
2000), oligonucleotide (DNA, RNA, and related)
probes in several guises are a growth industry in bio-
technology, and their applications are widespread. In
1995, Theta Reports (Gene Therapy/DNA Probes/
PCR Markets) predicted a phenomenal growth in poly-
merase chain reaction (PCR), DNA probes, and the
successful use of gene therapy—they were correct
about the first two. In 1996, the Frost & Sullivan
Market Intelligence indicated that the 1995 market
for DNA probes had been over $145 million, and pre-
dicted that it would reach $1.4 billion by 2003 (U.S.
DNA Probe Markets). Also in 1996, Business Commu-
nications Co., Inc., made similar predictions (Advances
and Opportunities in DNA Testing and Gene Probes).
DNA probes are the fastest growing area of in vitro
diagnostics,[2] expanding at the rate of 25% per year.

The most important differences between the earlier
and the current version of DNA probes[1] relate to
the following:

� Literature and applications have boomed; cumula-
tive citations listed by Medline for ‘‘DNA probes’’
are currently 79,270.

� Applications—especially of PCR—now embrace
most aspects of life sciences, including agriculture,
food science, and non-microbial disease states, as
well as areas relating to human diseases.

� Use of oligo-on-a-chip (DNA- or RNA-based
array, also referred to in some instances as micro-
chip) has burgeoned in pharmaceutical/biotech
R&D. This approach, if not yet predominant, is
becoming so in many applications.

� Antisense therapeutics, which had lost favor due to
a well-publicized Phase-I human death in mid-2000,
are already rebounding. Some forms of antisense
show very high potential as antimicrobials.

To focus the current version of ‘‘DNA probes’’ on
microbiological and related issues, some background
material has been abbreviated. The reader unfamiliar
with the fundamentals of DNA probes is urged to

consult Ref.[1] for introductory particulars. This author
also recommends that the genomics tyro read one or
more of the basic references,[3–5] of which the article
by Keller and Marak is the most germane. Additional
basic texts are listed in Table 1. Editors of those
texts, who are significant contributors to the scientific
literature, include (to my knowledge) Clapp, Higgins,
Kricka, Marak, and Persing. Presumably, the others
also do fundamental research but I have not read
their papers.

Rapid growth areas of science, such as oligo probes,
are referenced most rapidly on the Internet. Formal
print publication may appear 1–3 years after com-
pletion of the work. Many, but not all, Internet publi-
cations are refereed in a manner similar to that for
print publications. Therefore, many of the references
herein are from the Internet.

Although I have cited a very small proportion of the
patent, regulatory, and market literature herein, the
reader should note that

1. Many productive scientists choose to file for let-
ters patent in lieu of, rather than in addition to,
conventional publication.

2. Negative findings may not find their way into
scientific literature for a long time, if ever.

3. For a new commercial venture, first-rate tech-
nology is often insufficient; good business
practice and adequate financing are equally
important. Therefore, many small operations
disappear.

Follow-up on vanished companies and products
is difficult, unless they are acquired (Table 2). For
example, Biotech Research Laboratories and their
peptide nucleic acid oligos (PNAs) were acquired by
Boston Biomedica, Inc. Tracking BRL and its specifi-
cally targeted PNAs to BBI is simplified by web-page
links, which are easy to follow for the reader with a
modest knowledge of computer use.

DEFINITIONS

Amplification of an oligonucleotide or an entire
gene: See polymerase chain reaction.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001704
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cDNA: Copy DNA, as by PCR or RT-PCR.

DNA probe: An oligonucleotide sequence that
complements a sequence (usually of a gene) in
or from an organism. Here, DNA is used
generically in the description of probes.

dsDNA: Double-stranded DNA, as in the double
helix.

Endonuclease: An enzyme that hydrolyzes
(breaks) an oligonucleotide chain between
particular bases only; consequently, the pattern
of pieces of DNA (oligos) generated by the
action of endonuclease on DNA of a particular
organism is reproducible.

Genome: The entire DNA complement [gene(s)]
of an organism; this includes the genetic infor-
mation in viruses.

Morpholino oligo: An oligo containing the mor-
pholino analog of the conventional backbone
(Fig. 1A).

Nucleoside: Molecule containing a purine or a
pyrimidine base linked to a pentose sugar.

Nucleotide: A phosphorylated nucleoside.

Oligonucleotide (also termed oligos): Usually a
sequence of DNA or RNA with a phosphate
backbone (Fig. 1B), but may have a sulfate,
peptide, or morpholino backbone in place of a
phosphate one, to reduce or eliminate oligo
degradation by nucleases.

PCR: See polymerase chain reaction.

Phosphorothioate oligo: An oligo (usually a
probe) containing S in place of P (Fig. 1C).

PNA oligomer: Peptide nucleic acid oligo
(Fig. 1D); manufacturers include Boston Probes
(www.bostonprobes.com); the Danish company;
Pantheco (www.pantheco.com), and Research
Genetics (www.resgen.com). These, like morpho-
lino analogs, resist nuclease digestion.

Polymerase chain reaction: The method for pro-
ducing, in vitro and fairly rapidly, millions of
copies of a specific segment of DNA or RNA
(amplification). The sequence of the ends of the
portion to be copied must be known so that the
primer can be annealed to the denatured oligo to
be copied. An excellent source for PCR applica-
tions is www.eppendorfsi.com/application.html.

Primer: The segment of synthetic oligo that is
added to one end of the DNA or RNA to be
copied. The denatured oligo target is annealed
with the primer, and DNA polymerase then
adds complementary nucleic acids until the full
copy is produced. See Ref.[1] for figures and
further explanations

Reverse transcriptase (RT): The enzyme from
RNA viruses that codes (cDNA) from RNA.

Table 1 Texts entirely, or in part, about oligonucleotide probes

Year Editor(s) Title Publisher

1996 Persing, D.H. PCR Protocols for Emerging Infectious Diseases ASM Press

Clapp, J.P. Species Diagnostic Protocols: PCR and Other
Nucleic Acid Methods, Vol. 60

Humana

1995 Hames, B.D.; Higgins, S.J. Gene Probes: A Practical Approach, Vols. 1 & 2 Oxford University Press

1994 Svendsen, P.; Hau, J. Handbook of Lab Animal Science, Vols. 1 & 2 CRC Press

1993 Keller, G.H.; Manack. M.M. DNA Probes Stockton Press

1993 Persing, D.H.; White, T.J.;
Tenover, F.C.; Smith, T.F.

Diagnostic Molecular Microbiology:
Principles and Applications

ASM Press

1991 Stanley, P.E.; Kricka, L.E. Bioluminescence and Chemiluminescence:
Current Status

Wiley

1990 Boulton, A.A.; Baker, G.B.;
Campagnoni, A.T.

Molecular Neurobiological Techniques Humana

Table 2 Commercial firms producing and/or selling
oligonucleotide probes and arrays (partial listing, in

alphabetical order)

Probes Affymetrix

Bayer Aventis

Chiron Biomerieux

Digene Nanogen

Gen-Probe Oncogene Science Diagnsotics

Roche Roche Molecular Systems

Oliogos-on-a-chip
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Sense strand: In dsDNA, the strand that codes
for the protein that is generated from it. The
other strand is complementary, and protects
the sense strand.

ssDNA: Single-stranded DNA, as contrasted with
dsDNA

Target of an oligonucleotide probe: Usually
ribosomal RNA (rRNA), which (with uridine
in place of thymine) is the complement to the
sense strand of the dsDNA in the double helix.

Triplet code: Although the coding for the amino
acid sequence of proteins is by sets of three
nucleotides in the DNA, the actual blueprint
for protein sythesis is in RNA transcribed from
the DNA. For example, in the RNA copied
from a gene, UAU (uracil–adenine–uracil) or
UAC (C is cytidine in the second uracil) are
triplet codes for tyrosine.

ABBREVIATED BACKGROUND

Every characteristic of an organism (single-celled
ormulticelled) is dictated by its genome. For example,
all metabolic processes are determined by enzymes that
are encoded in the genome (some enzymes are
imported and/or exported from a microbial cell in
plasmids, which are small closed DNA loops of genes
separate from the microbial chromosome). In some
viruses, the genome is ssDNAor RNA, but in the
majority of organisms, including microbes, it is
dsDNA. The double helix of dsDNA contains a sense
strand, which carries the sequence of the nucleotide
triplet codes that characterize the amino acid sequence
of the protein they code for. The other nucleotide
strand in dsDNA is complementary to the sense strand
and stabilizes it (Fig. 2).

Although some segments of the DNA in a microbial
cell provide information that can identify the cell to
species, there is only a single copy of DNA per cell.
There may be 104 or more copies of the 16S
rRNA per cell involved in the production of various
proteins (usually enzymes) for use by the cell. The
rRNA of molecular weight 16S (designated as
Svedberg units in the ultracentrifuge) provides regions
that are suitable for identification of the microbe to
species (Fig. 3).

Therefore, if the 16S rRNA of an organism can be
made available to oligo probes, usually by opening
the organism in some way, it is possible to see whether
the rRNA of the microbe anneals (forms a duplex)
with the labeled synthetic oligo probe of known
sequence and identity. There are several ways of doing
this. However, in my view, unless the genus of the
organism is known with reasonably good probability,
this method is inordinately expensive in the use of
labeled probes.
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Fig. 1 Dinucleotide structures (as found in respective dino-
cleotides). (A) morpholino analog; (B) normal DNA or RNA;
(C) phosphorothioate analog of DNA; (D) peptide nucleic acid.
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Fig. 2 Schematic of base pair in dsDNA (A) and acridine
orange (AO) (B). The AO intercalates between sequential
base pairs, extending the phosphate backbone.
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APPROPRIATE USE OF OLIGO PROBES

In my view, before labeled probes are put to use for the
identification of an unknown, the organism should be
tentatively identified. Conventional (but effective)
hand methods derived from Bergey’s Manual can be
painfully slow. The fatty acid methyl ester (FAME),
technique reference,[6] or one of the methods outlined
in Ref.[7] are usually quite accurate and sufficiently rapid
if the patient is not in extremis. Also, it is wise to remem-
ber that conventional bench methods (e.g., Bergey’s) are
dendritic, and for microbiologists lacking considerable
experience, an error in any of the sequential steps may
result in error in the identification. The earlier a mistake
is made in a dendritic pattern, the greater the error in
identification (i.e., if a bird’s nest is near the end of a
limb on the north side of the tree and one chooses to
climb on a limb on the south side of the tree in search
of the nest, one will be right about the nest being above
ground, but remote from the objective).

If preliminary information is available (e.g., indica-
tors of pathogenicity), the most cost-effective and

reliable approach may be to go directly to probes.
Also, probes make best sense in widespread screening
for specific diseases such as tuberculosis. In disease
states, whether in humans, animals, or plants, symp-
toms may indicate the presence of one or a few patho-
gens. In such instances, the use of probes directly is
sensible and economical. Machine identifications,
based not on genomic but on chemical analyses,
become confirming and often unnecessary.

Probes, depending on the oligo target in the organ-
ism, are for practical and definitive purposes. Errors
with non-genomic machines (e.g., FAME profile by
GC, or mass spectrometry/fuzzy logic profile, etc.)
are because the organism sought is not in the machine
library, or the concentration of key chemicals (almost
always oligonucleotides, oligosaccharides, and/or
FAME from the organism) is too low (insufficient cells
or incomplete extraction).

For some very slow-growing organisms such as
Mycobacterium tuberculosis and M. leprae, sufficient
organisms may be present for analysis by probe in
the sample fluid or tissue, in which case the use of pene-
trant aids such as DMSO facilitates the exposure of
chemiluminescent-labeled oligo probes to the genome
of the organism. The DNA of the organism then fluor-
esces under ultraviolet epi-illumination. A marvelous
tutorial on probe labeling is available at www.jic.-
bbsrc.ac.uk/staff/pat-heslop-harrison/methods/probe.
html. The method with fluorescent-labeled probes when
applied for the detection of cancers or genetic effects, to
human or animal genes in tissue, is called fluorescent in
situ hybridization (FISH).

DEFINED OLIGOS ON MAGNETIC BEADS

Blotting and related methods have been discussed in a
previous review.[1] A very rapid technique employs spe-
cific oligos immobilized on Dynal# magnetic beads.
The special advantage is that the beads, covalently
coupled to particular oligo sequences (or antigens,
antibodies, or other binding entities), can be mixed in
a nonmetallic container (e.g., test tube) with a solution
or suspension so as to react even with very dilute tar-
gets (organisms, especially viruses). The beads are then
concentrated simply by placing a magnet against the
side of the container. The original solution, less the
bead-reacted targets, is then removed and the beads
rinsed in situ. An oligo-magnetic bead method is out-
lined in Ref.[7] The recovery of mRNA (terminal polyA
sequence) is with poly dT beads.[8]

The basic magnetic-bead patent appears to be the
property of Dynal, but Clemente Associates (formerly
Quantum Magnetics, Madison, CT) produces Ni-
bearing magnetic particles of 3- to 5-mm diameter for

Eubacteria 
signature 
sequence 
(primer)

16S Ribosomal RNA

RibosomeChromosome

Fig. 3 Extrachromosomal ribosomes in a bacterium or fun-

gus that contain 16S rRNA.
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performing what they refer to as ‘‘magnetic chromato-
graphy,’’ of cells, proteins, or both. Qiagen (Valencia,
CA, and other locations) markets histidine-labeled
Ni-containing agarose magnetic beads. Bangs Labora-
tories (Fishers, IN) also produces 2 mm diameter beads
with surface caboxyl groups for the coupling of bind-
ing ligands. Seradyn (Indianapolis, IN) uses beads for
DNA isolation. All of these can bear oligo probes.
CPG, Inc. (Lincoln Park, NJ) offers streptavidin mag-
netic porous glass for the binding of biotinylated mole-
cules for a variety of oligo-probe-related purifications
of cells, noncellular particles, and macromolecules,
including DNAs and RNAs.

Non-magnetic beads of a variety of matrices, ready
for coupling by various chemistries to oligos, anti-
bodies, antigens, or what-have-you, are available for
column or suspension applications from Polymer
Laboratories (www.polymerlabs.com).

THE POLYMERASE CHAIN REACTION (PCR)
AND THE DETECTION OF MICROBES

If a dozen copies of a pathogenic DNA virus are
present per milliliter or gram in body fluid or beef
tissue intended for sale, inoculation of the suspect
source material into cell culture or in a test animal
for analytical testing is a very lengthy, expensive pro-
cess. It is unrealistic for use in the food industry or
in a hospital, as are many other tests. If we seek
particular viruses (e.g., rabies), the most rapid, practi-
cal, and effective means of detecting the virions is
the PCR.

The general sequence of events in performing
PCR is shown in Fig. 4. The primer used is an oligo
specific to the organism to be detected. Commencing
with the DNA recovered from one or several organ-
isms, the multiplication of genomic material can be
107- to 108- fold in 35–90 min. By comparison, growing
the virions in cell culture to equivalent numbers (to
allow monoclonal antibody type analyses) usually
requires 48 h or more. In cases where life hangs in
the balance of an accurate analysis, those hours may
be critical.

Even with bacterial or fungal pathogens, the time
required to generate sufficient genomic material for
analysis by PCR is 35–45 min but 24–48 h in conven-
tional culture on an appropriate nutfrient medium.
Some useful background information on PCR is pro-
vided in the Eppendorf web page (www.eppendorphsi.
com/applications.html).The reader is also referred to
the previous version,[1] which provides details in a
somewhat different manner. Primers (DNA probes
needed for PCR) have been described particularly well
by Steve Rozen (Whitehall Institute, MIT Center for
Genomic Research, Cambridge, MA). The material he

has developed is available, gratis, at http://www.geno-
me.wi.mit, which appears to be difficult to recover.
HIV primers are shown at www.appliedbiosystems.
com/pc/catalog/pg25.html.

Reverse transcriptase PCR, (RT-PCR), runs the
normal RNA to DNA sequence backward. Reverse
transcriptase is an enzyme found in RNA viruses
and, when added to a solution of RNA, deoxynucleo-
tides, reverse transcriptase, etc., allows one to produce
the DNA equivalent to the RNA recovered from an
organism. The cDNA (DNA produced from RNA)
recovered in sufficient amounts can then can be
‘‘clipped’’ using a well-characterized endonuclease
and a cDNA ‘‘fingerprint’’ generated for comparison
with the fingerprints of known RNA sources. Auto-
mated systems for doing this can be purchased from
Qualicon, a DuPont spinoff (info@qualicon.com) or
from Applied Biosystems (www.appliedbiosystems.com/
ab/about/mm/microseq/microseq500/).

IMMOBILIZED OLIGOS OR GENES
IN ANALYTICAL ARRAYS

Immobilized oligos in arrays (e.g., in the wells of
microtiter plates or on glass slides) are used in the
detection of cancer and precursor stages (e.g., muta-
tions), in addition to drug screening of the interactions
of candidate drugs (free) with human or animal gene
sequences (immobilized).[1] A tutorial on microarray
technology is presented by Virginia Tech and the
Forest Biotechnology Group at the North Carolina
State University.[9]

To provide the reader with an appreciation of the
flexibility possible with arrays, I consider the possibili-
ties inherent in combinatorial chemistry.[10] One poss-
ible approach involves the extraction of the gene of
each of hundreds of bacterial species, grown as axenic
(pure) cultures. In each of the wells of microtiter
plates molded from polyethylene-co-acrylic acid,
segments of the gene of a single bacterial species
(prepared when the DNA from the cells of a particular
colony are ‘‘clipped’’ with a known endonuclease)
are added and immobilized to the bottom of the
plate via the 30-OH. A good immobilization system
is the triazine method for coupling linear microbial
DNA strands (Fig. 5). To each of these plates, bearing
(for example) ca. 100 wells and the genomes of
100 human microbial pathogens, is added one of the
many varieties of possible synthetic oligos intended
for test as potential drugs (limited mixtures, each
unpurified but reproducible), each with a low toxicity
label, preferably chemiluminescent rather than
radioactive.

The drugs (e.g., PNAs) and immobilized microbial
genomes are allowed a reaction time, rinsed, and then
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examined (automatically or by eye,) for retention of
the synthetic candidate drugs by segments of the
genomes of the various pathogens. In this way, it is
possible to screen candidate oligos for specific binding

to immobilized genomes of known organisms, even if
gene sequences of the pathogens are unknown, and
the precise sequence that binds to a given pathogen’s
genome is known only with modest accuracy.

Fig. 4 Sequence of events in the PCR.
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In cases where this combinatorial-type approach to
new product development appears promising, it can
be automated, all or in part. Such systems are in
widespread use in a variety of applications in the phar-
maceutical industry. The example given is a variation
of the method known as combinatorial chemistry.

A variation on this method has been proposed by
the U.S. National Institute of Environmental Health
Sciences to evaluate chemicals as potential human
toxins. Human genes, immobilized on microtiter-type
plates, are exposed to known and unknown toxicants,
with a view to seeking similarities in gene-binding pat-
terns.[11] Origene (Rockville, MD), Qiagen (Valencia,
CA, and other sites), CCS Packard (Meriden, CT),
and many others may be added to the list of array-type
manufacturers/distributors listed in Table 3 in Ref.[1].

SPECIFIC OLIGO PROBES
AS ANTIMICROBIALS

The DNA of a cell must be copied if the cell is to repro-
duce. Also, certain enzymes are required for a cell to
metabolize and function (as contrasted with the dor-
mant state), and these are usually made in the cell as
needed. Therefore, an antisense probe that reacts with,
for example, a critical RNA in the cell, may effectively
render the cell dormant. One can envision this in vitro
and in vivo. But oligonucleotides are subject to degra-
dation by nucleases which, depending on their speci-
ficity, clip a nucleotide at certain base sequences,

usually rendering the oligo less functional or non-
functional. (This is also how DNA is clipped in the
process of generating ‘‘fingerprints.’’)

If a species-specific antisense oligo probe can be
made resistant to enzymic degradation, and if it can
readily enter a microbe, the probe not only identifies
the organism, but also may shut down the metabolic
potential of the cell.[11] Antisense PNA oligos appear
to meet these requirements and bind to sense with
a lower dissociation constant (Kd) than does the
phosphate-backbone antisense. PNA antisenses have
the potential for use as very specific, low-toxicity
microbicides for in vivo applications.[12] The peptide
analogs of DNA probes are protected by appropriate
patents.[13] The text of choice is from the same authors
and others.[14]

Boston Bioprobes is producing PNAs for oligo
research, development of diagnostics, testing of foods,
and the environment. Perkin-Elmer (now largely renamed
Analytical Biosystems, Foster City, CA) has invested with
BBI and will participate in PNA technology.

ANTISENSE PROBES AS THERAPEUTICS

The primary target of antisense probe studies is the
ongoing cell proliferation in all cancers.

Cancerous cells are not functional in, for example,
gas transport in the lung. Like viruses, their anthropo-
morphized raison d’etre is only to reproduce, not to
perform a service for the organism of which they are
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a part. On the other hand, normal cells have a finite
lifetime and must occasionally be replaced.

The toxicants used in conventional chemotherapy
and radiation not only kill a substantial proportion
of the cells that are reproducing rapidly but also tend
to destroy stem cells in the bone marrow and circulat-
ing plasma, which gives rise to the panoply of red cells,
white cells, and platelets that are essential to a survival
free of dialysis machines and other elaborate supports.
For this reason, patient-sourced (autologous) stem
cells (CD34þ), hopefully cancer-free, are recovered
from the patient prior to radiation treatment or
chemotherapy (or both) as ‘‘heroic’’ cancer therapy.
The recipient of massive ‘‘chemotherapy,’’ or radiation
(or both), dies unless those healthy stem cells (removed
from the patient prior to treatment) are injected intra-
venously (they find their way to the marrow) and
replace the essential cells that chemotherapy or radi-
ation has destroyed.

In addition, although chemotherapy and radiation
may ‘‘cure’’ a patient, the once-healthy cells that are
not killed may be mutated in critical portions of the
genome. It is fairly common that patients receiving
‘‘heroic’’ therapy develop new tumor sets 20 years

downstream of the initial therapy. Ultimately, the
exposure to these unselective toxicants that saved the
patient may eventually kill the patient. (‘‘The therapy
was successful, but the patient died.’’)

In theory, the beauty of antisense is that an anti-
sense oligo probe does not damage all types of cells
at random, and does not induce mutations. Antisense
shuts down the propagation of some cells, and not
others. Antisense therapy is distinct from gene therapy,
in which a missing or malfunctioning gene (e.g., human
clotting factor VIII gene in most hemophiliacs) is
placed in autologous cells and returned to the patient.

Professor Eric Wickstrom (Kimmel Cancer Center,
Thomas Jefferson University, Philadelphia, PA) has
done some excellent work in mouse models on anti-
sense and Burkitt’s lymphoma, rabies virus, and the
human cMYC oncogene, to name a few systems. His
group employs phosphorothioates, PNAs, and other
variations on antisense. His web page is at www.
kcc.tju.edu/staff/wickstrom and several of his recent
papers[15,16] and his book[17] should be of interest to
the reader interested in antisense. His patents on the
synthesis[18] and introduction of antisense into cells[19]

are germane.
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936 DNA Probes for the Identification of Microbes



D
en

d–
D

N
A

Some of Wickstrom’s work points to the issue
of antisense entry into a cell. At least one company,
Gene Therapy Systems, is devoted to this (www.
genetherapysystems.com).

SMALL, NON-SPECIFIC ORGANIC PROBES
THAT LOCATE INTACT DNA

Some organic molecules have a high affinity (low Kd)
for DNA and are stoichiometric but not specific in
the manner of a complementary oligonucleotide. For
example, acridine orange (AO; Fig. 6A), is planar
and intercalates between the paired sets of H-bonded
base pairs (A–T, G–C) in dsDNA (Fig. 2). Where AO
penetrates into a cell and ‘‘reacts ’’with the dsDNA,
the cell emits green light when excited with blue. AO
also reacts with ssDNA or RNA by stacking on the
charged phosphate of the backbone; ssDNA fluoresces
in the red.

Benzamides such as Hoechst 33342 (Fig. 6B) bind to
A–T-rich regions in the small groove of dsDNA. When
sufficient dye is excited with blue light, light emission is
red. The antibiotics mithramycin and chromamycin A3
(Fig. 6C and Fig. 6D) bind to G–C regions of DNA.

These small molecule probes of DNA (ds and ss)
and RNA do not identify organisms, but indicate
probable viability because the genome is intact. When
cells in suspension or on a slide are stained and exam-
ined under a UV-epi-illuminated microscope or in a
flow cytometer, with or without cell sorting, then
viability can be estimated with fairly high precision
and accuracy. This and related topics are developed
in Ref.[7] and in portions of the molecular probes pages
(www.probes.com), which the reader may find parti-
cularly useful.
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Dosage Form Design: A Physicochemical Approach
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QS Pharma, Boothwyn, Pennsylvania, U.S.A.
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INTRODUCTION

Over the past several years, the fraction of new drug
products that are new chemical entities has steadily
decreased, reflecting the tremendous cost required to
bring new chemical entities to the marketplace.
Increased understanding of drug metabolic and toxico-
logic factors, such as the effect of the patient age on
drug distribution, the genetic factors that may result
in dramatic intersubject variability in metabolism,
short-term versus long-term exposure toxicities, and
the potential for teratogenic, mutagenic, and embryo-
toxic effects, has increased the scrutiny under which
governmental agencies view the new chemical entity.
This careful inspection is intended to minimize the
possibility of toxic reaction(s) and to demonstrate the
safety and efficacy of new drug products. The regula-
tory process has also resulted in significantly more
costly and time-consuming testing prior to commercia-
lization.

This increased emphasis on safety has placed an
additional burden on those who are involved in the
development of new drugs, while increasing financial
pressures have led to the need for decreased develop-
ment time. The investigation of approved drugs has
resulted in enhanced patient safety and therapeutic effi-
cacy by directing research efforts toward the more effi-
cacious delivery of known pharmacologically active
agents to the appropriate physiologic site. This trend
has caused pharmaceutical researchers to seek the most
suitable methods to deliver both new and existing
compounds in the most pharmacologically appropriate
manner. The methods may be designed to optimize
bioavailability, minimize toxicity and side effects, and
improve stability. The objective of this article is to
present approaches that have been employed to
improve bioavailability and/or minimize the toxicity
and side effects of various drugs.

A rational approach to dosage form design requires
a complete understanding of the physicochemical and
biopharmaceutical properties of the drug substance.
For example, the successful design of an efficacious
oral dosage form requires an understanding of the

pathways of physiologic disposition of the drug. Some
of the physiologic factors associated with drug dispo-
sition are illustrated in Fig. 1.[1] On oral administration
of an immediate release dosage form (the most com-
mon delivery system), the dosage form must disinte-
grate, the drug must dissolve in the gastrointestinal
(GI) fluids, cross the GI mucosa, enter the mesenteric
blood system, and pass through the liver prior to
reaching the systemic circulation and the site of action.
The drug may be metabolized by GI fluids, by enzymes
in the gut wall, or by hepatic metabolism prior to
reaching the systemic circulation (Fig. 2).[2] The net
result is incomplete bioavailability due to first-pass
metabolism (inactivation), and/or metabolic forma-
tion of a pharmacologically active species.

The physicochemical and biopharmaceutical proper-
ties of the drug can have a tremendous impact on its
bioavailability and, hence, on its efficacy and toxicity
profile. Thus, understanding these parameters is often
tantamount to the selection and development of the
optimum dosage form.

These properties of the drug are its:

� pH solubility profile and dissolution rate
� Partition coefficient between lipoidal barriers and

aqueous physiologic media
� Stability and/or degradation rate in the physiologic

fluids
� Susceptibility to metabolic inactivation
� Mechanism of transport through biologic mem-

branes.

The aqueous solubility of a drug in the 2–8 pH
range has a direct influence on its oral and parenteral
formulations. A drug with poor solubility (i.e., less
than 0.1 mg/ml) in acidic media may show poor and
erratic oral bioavailability due to the dependency of
absorption processes in GI fluids. Intravenous dosing
requires that the drug be administered in a soluble
form. The adjustment of pH, the addition of a cosol-
vent or a ligand for complexation, or the formation
of an emulsion may permit solubilization, but each of
these techniques has limitations. Rapid intravenous
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dilution in an environment in which the drug is insolu-
ble, resulting in incomplete availability and a delayed
response due to the formation of particulate matter
within the vascular system.

Poor aqueous solubility is not always a limitation;
in fact, it may be a desirable feature for a sustained

effect after oral or parenteral administration. Oral sus-
tained release may be achieved if the drug combines
poor aqueous solubility with the ability to be adsorbed
throughout the GI tract. Parenteral sustained release
can be achieved after intramuscular administration of
a suspension of a drug with low solubility under phy-
siologic conditions or from a drug that precipitates
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Fig. 1 Physiological factors associated with bioavailability. (From Ref.[1].)
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Fig. 2 A drug, given as a solid, encounters several barriers and sites of loss in its sequential movement during gastrointestinal
absorption. Dissolution, a prerequisite to movement across the gut wall, is the first step. Incomplete dissolution or metabolism in
the gut lumen or by enzymes in the gut wall is a cause of poor absorption. Removal of a drug as it passes through the liver further
reduces absorption. (From Ref.[2].)
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from an aqueous vehicle or that forms a reservoir or
depot from an oil-containing dosage form.

The lipid-aqueous partition coefficient of a drug
molecule affects its absorption by passive diffusion.
In general, octanol/pH 7.4 buffer partition coefficients
in the 1–2 pH range are sufficient for absorption across
lipoidal membranes. However, the absence of a strict
relationship between the partition coefficient of a mol-
ecule and its ability to be absorbed is due to the com-
plex nature of the absorption process. Absorption
across membranes can be affected by several diverse
factors that may include the ionic and/or polar charac-
teristics of the drug and/or membrane as well as the
site and capacity of carrier-mediated absorption or
efflux systems.

Compounds that are intended for oral administra-
tion and can undergo rapid degradation at low pH
may require protection from the acidic environment
of the stomach. Protection can often be afforded by
administering the drug in the form of an acid-insoluble
chemical species or in a dosage form with an acid-
resistant coating. The insoluble chemical species must
remain insoluble and unavailable for solution degra-
dation as it passes through the stomach and must
dissolve upon reaching the chemically more stable
environment of the intestine at a higher pH. To be
effective, an acid-resistant coating must remain intact
and protect its contents until it reaches the required
pH to dissolve the coating and release the contents in
the intestine where the drug may be more stable.

Metabolic inactivation of a compound following
oral administration can occur in the GI lumen, the
GI mucosa, or the liver. The site of metabolism and
the susceptibility of the metabolic processes to satu-
ration are factors that may influence oral bioavailabil-
ity. Occasionally, some of these factors may be altered
to optimize oral bioavailability. For example, segment
specific metabolic sites within the GI tract may be
avoided through the use of pH-dependent coating
materials that rely on the local pH environment of
the GI tract to release the drug. Absorption from the
lower colon and rectum can reduce exposure to the
portal circulation and the first-pass inactivation that
can occur in the liver and, thus, provide the opport-
unity to improve systemic availability following oral
administration. Enzyme systems may be saturated by
the rapid release of the contents of the dosage form
at a local site or by coadministration within the dosage
form of a competitive inhibitor.

Once the physicochemical and biopharmaceutical
properties of the drug are determined and the desired
plasma concentration profile is defined, the pharma-
ceutical scientist can select and develop an efficacious
dosage form by utilizing a formulation approach, a
prodrug approach, a device approach, or an alternative
administration route approach.

FORMULATION APPROACH

Use of formulation techniques can improve the bio-
availability and/or minimize the toxicity and side effects
of drugs. Factors to consider include those that impact
on solubility and dissolution rates, chemical and enzy-
matic stability, and absorption capability.

Several parameters, including particle size, crystal-
line habit, and salt form, can affect the solubility and
dissolution rates of the drug. The effect of particle size
on the dissolution rate of relatively insoluble com-
pounds becomes significant when the drug is adminis-
tered as a suspension or solid dosage form and the
material is well dispersed within the GI tract. However,
caution must be exercised when compressing the
material into a final dosage form because excessive
force can result in particle agglomeration and an actual
increase in the effective particle size.

Polymorphism is the ability of a chemical species to
crystallize in more than one distinct crystal habit. The
pharmaceutical applications of polymorphism have
been reviewed by several authors.[3–5] The differences
in dissolution rate and solubility that polymorphs
can produce may have a dramatic impact on bioavail-
ability when dissolution is the rate-limiting step in the
absorption process.

Tawashii[6] investigated the GI absorption of two
polymorphs of aspirin, the stable and metastable
forms, forms I and II, respectively. He found that the
metastable form produced a 70% higher total serum
salicylate levels than the stable form I.

The selection of a salt form directly influences the
physicochemical and biopharmaceutical properties of
a compound. The impact of salt selection has been
reviewed.[7–9] Nelson[10] examined the dissolution of
theophylline salts and commented on their impact on
oral administration. The dissolution rates of the the-
ophylline salts proceeded independently of the pH of
the medium but was governed by the diffusion layer
pH. The choline and isopropanolamine salts dissolved
three to four times faster than the ethylenediamine salt
and produced higher and prolonged blood levels.

For highly insoluble amine bases, such as ergota-
mine and certain antimalarials, the drug may precipi-
tate in thesmall intestine as soon as the pH rises
following stomach emptying. The authors’ experience
has been that committing the effort and expense
required to develop a new, more soluble salt form of
this type of drug may be futile, especially if the new salt
is only two to three times more soluble than existing
salts. Thus, the selection of the most appropriate salt
form should be made early in the development process
to optimize bioavailability.

The stability of a drug in the gut is influenced by
both chemical and enzymatic factors. Protection from
chemical degradation may be accomplished via coating

Dosage Form Design: A Physicochemical Approach 941
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techniques, and enzymatic protection ma be achieved
with enzymatic inhibitors.

An enteric coating protects the drug during transit
through the acidic medium of the stomach. Upon
entering the higher pH environment of the duodenum,
the coating is dissolved, and the drug becomes avail-
able for absorption. Such a coating also provides
protection for the gut mucosa when the drug is capable
of producing GI irritation. This method has been
employed for a number of drugs, including potassium
chloride, ammonium chloride, aspirin, diethylstilbes-
trol, erythromycin, and divalproex. Nishimura et al.[11]

employed enteric coating of levodopa to improve its
bioavailability. Levodopa is absorbed from the upper
portion of the small intestine but undergoes rapid
degradation in the intestinal mucosa by levodopa dec-
arboxylase. The authors developed an enteric-coated
dosage form with an effervescent core. The dosage
form remains intact through the stomach, dissolves
upon reaching the small intestine, and bursts open
due to the effervescence of the incorporated sodium
bicarbonate (Fig. 3). The rapid release in the duo-
denum results in concentrations of levodopa sufficient
to saturate the enzyme at the absorption site.

The limitations of enteric-coated dosage forms
include the possibility of duodenal irritation from
caustic drugs and an increase in intersubject variability

due to the presentation to the small intestine of a dos-
age form that needs to undergo disintegration and dis-
solution versus a disintegrated and partially dissolved
drug substance.

Enzyme inhibitors compete with the active drug for
the enzyme and, thereby, reduce the degradation of the
drug and deliver it more efficiently to the systemic
circulation. An example is the carbidopa–levodopa
combination. Carbidopa competes for levodopa decar-
boxylase, thereby reducing the levodopa degradation
and improving the low bioavailability of levodopa.

Alternatively, the enzyme in the gut can be utilized
to control the release of the active drug in the gut.
For example, sulfasalazine, which is employed in the
treatment of ulcerative colitis, is a combination of sul-
fapyridine and 5-aminosalicylate chemically linked via
an azo bond. It remains absorbed and intact through-
out the GI tract until it reaches the large intestine,
where bacterial azoreductase enzymes degrade the azo
bond and release sulfapyridine and 5-aminosalicylate
to act locally on the lesions.

Altering the availability for absorption permits tail-
oring of the concentration-time profile for a drug. In
the case of synthetic contraceptive steroids and theo-
phylline dosage forms, the approach should be to slow
the release rate so that undesirable spikes in the plasma
levels are minimized. This effect can be accomplished
with a sustained-release formulation. Informulating a
drug in a sustained-release dosage form, the following
must be taken into consideration: the effective drug
plasma level, the rate of absorption of the compound,
the rate of elimination of the compound, and the site(s)
of absorption. Having established these parameters,
calculating the required release rate from the dosage
form is a relatively simple matter and formulation
techniques are readily available to produce the desired
release rate. Predicted plasma levels for a steroid drug
administered in sustained and conventional dosage
forms are shown in Fig. 4.

The mechanism of absorption must always be eval-
uated when a sustained-release dosage form is con-
sidered. A drug that is passively absorbed throughout
the GI tracts is an ideal candidate for sustained release.
Drugs such as riboflavin, folic acid, aminopenicillins,
amino-b-lactams and nucleoside analogs, which have
windows of absorption due to site-specific and/or
active transport processes, may have incomplete bio-
availability when formulated in oral, sustained-release
dosage forms.

PRODRUG APPROACH

An alternative to the formulation approach is the pro-
drug approach. A prodrug is defined as a drug that is
prepared by chemically modifying a pharmacologically
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Fig. 3 Relationship between the dissolution parameter t90-10

of effervescent enteric tablets of levodopa and the amount of
sodium bicarbonate formulated in the tablet. The number of
strokes was fixed at 5/min and the pH was 7.5. Key:
(�) ¼ uncoated tablet; (�) ¼ enteric tablet. (From Ref.[11].)

942 Dosage Form Design: A Physicochemical Approach



D
os

ag
e–

D
ru

g
D

el
iv

er
y

S
ys

te
m

s

active species to form a new chemical entity that
undergoes transformation to the active species within
the body. The modification alters the physicochemical
and biopharmaceutical properties of the drug in some
beneficial manner.

The ideal prodrug should have the following charac-
teristics:

� Possess no pharmacologic activity
� Be eliminated more slowly than its rate of cleavage

to the parent
� Be non-toxic
� Be inexpensive to prepare.

Prodrugs can be used to increase or decrease the
aqueous solubility, mask bitterness, increase lipophili-
city, improve absorption, decrease local side effects,
and alter membrane permeability of the parent mol-
ecule. For example, chloramphenicol has an aqueous
solubility of 2.5 mg/ml, but chloramphenicol sodium
succinate, a prodrug, has an aqueous solubility of
100 mg/ml. Hydantoins also possess low aqueous solu-
bilites that result in low and variable availability and
precipitation following injection. In an effort to
increase the aqueous solubility of phenytoin, Stella
et al.[12,13] prepared the ethyl and triethylamine esters
of diphenylhydantoic acid. The esters improved aque-
ous solubility by adding an amine function to the
molecule, and under physiologic conditions, the cycli-
zation to phenytoin is irreversible, rapid, and complete.

The perception of taste requires that some minimum
aqueous concentration be exceeded so that the taste
can be detected (perceived). As a result, bitterness
can be masked by reducing solubility. The technique
has been applied to acetaminophen by blocking the

phenolic substituent with ethyl vinyl ether.[14] Chemical
hydrolysis to acetaminophen is rapid in the acidic
conditions of the stomach. Plasma acetaminophen
concentrations in dogs following oral administration
of acetaminophen and the prodrug were found to be
similar (Fig. 5).

Membrane permeability is governed in part by the
lipophilicity of a compound. Highly polar compounds
have low lipophilicities and, therefore, low membrane
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Fig. 4 Computer simulation of a plasma level-time profile of norethindrone from fast-releasing tablet (- - -) and sustained release
tablet (—), from a dose of 0.5 mg/tablet and an elimination half-life of 3 h.
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Fig. 5 Plasma acetaminophen concentration following the
oral administration of acetaminophen and its ethyl vinyl
ether prodrug. Dog 1 received 10 mg/kg doses of acetamino-

phen (�) and the prodrug (&). Dog 2 received 25 mg/kg
doses of acetaminophen (�) and the prodrug (&). The 0.5-
h prodrug and 8-h acetaminophen samples for dog 2 could
not be obtained. (From Ref.[14].)
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permeability. Epinephrine is a compound of this type.
It is very effective in the treatment of glaucoma, but it
produces a myriad of side effects. Ocular side effects
include hyperemia, mydriasis, corneal edema, and
allergic sensitivity. Systemic side effects, such as car-
diac arrhythmias, elevated blood pressure, cerebral
vascular accidents, dizziness, fear, and restlessness,
are observed frequently. In an attempt to enhance
the absorption and minimize the side effects of
epinephrine, a prodrug, the dipivaloyl ester, was
synthesized.[15] It was found to be devoid of cardiac
symptoms, with no effect on heart rate or blood press-
ure (Fig. 6) and was effective in lowering intraocular
pressure (IOP) (Fig. 7).

On the other hand, highly lipophilic compounds,
such as hormones, can be solubilized via the prodrug
approach. For example, the rate of transdermal
absorption of the highly lipophilic drug, testosterone,
was enhanced over 50-fold by forming water-soluble,
yet lipophilic, prodrug ester.[16] The prodrug testoster-
onyl-4-dimethylaminobutyrate was found to penetrate
human skin tissue, in vitro, 54 times faster than

testosterone itself (Fig. 8). Furthermore, the prodrug
was found to generate testosterone rapidly in biologi-
cal fluids by enzymatic hydrolysis (Fig. 9).

Oral administration of aspirin can result in gastro-
intestinal bleeding. The bleeding has been attributed to
local irritation due to the acidic nature of the carboxylic
acid substituent. In an attempt to reduce the gastric irri-
tation of aspirin, acylal prodrugs were synthesized.[17–18]

In vitro, the prodrugs generated rapidly aspirin and in a
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Fig. 6 (A) The effect of intravenous epinephrine (EPI) and
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Fig. 7 The mean effect of one drop of 0.025% solution of the

DPE of epinephrine on the intraocular pressure of nine glau-
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Fig. 8 Cumulative amounts of TS (&) and TSBH (&) cross-

ing isolated human skin tissue in Franz cells (n ¼ 6). TS was
applied as a 10% suspension. TSBH was applied as a 10%
solution. In each case, the vehicle was pH 7.4 phosphate
buffer (0.2 M). (From Ref.[16].)
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pH-independent fashion. The conversion to aspirin was
very sensitive to changes in dielectric constant: decreases
caused a corresponding decrease in the reaction rate.
This sensitivity is strongly indicative of an SN1 mech-
anism. The authors postulated that GI irritation would
be reduced due to blockage of both the charge and the
acidic nature of the aspirin.

DEVICE APPROACH

Controlling the release of medication at the site of
action is often desirable, especially for compounds that
are absorbed rapidly through mucous membranes or
are removed rapidly from the site of action. The
approach normally reduces the systemic side effects
of the agent. The application of this approach can be
illustrated with the Progestasert and Pilocarpine
Ocusert dosage forms.

Diffusion-controlled devices may be designed for
continuous release and usually use either a matrix or
reservoir construction. In matrix systems, the drug is
dispersed randomly throughout a polymer, whereas
reservoir devices surround the drug with an intact
rate-controlling membrane. Regardless of the method
of construction, the system must be safe and biocom-
patible for biological application.

The Progestasert intrauterine device (IUD) is a con-
traceptive IUD marketed in the United States. It is a
white, T-shaped unit constructed of ethylene-vinyl
acetate copolymer containing titanium dioxide. It
releases progesterone at a rate of 65 mg/day for 1 year,
controlled by an outer coat of ethylene-vinyl acetate

copolymer. Zaffaroni pointed out several advantages
to the uterine progesterone system.[19] It permits tar-
get-specific delivery of a fertility-control agent for up
to 1 year by utilizing a single natural hormone at the
lowest effective level of release of hormonal activity.
The 1-year duration gives improved patient com-
pliance while eliminating the pulsing seen with repeti-
tive oral or injectable regimens. The efficacy of the
Progestasert was investigated by Aznar and Giner.[20]

Their results indicated that the systems are highly
efficacious in avoiding accidental pregnancy and result
in decreased menstrual blood loss.

The Pilocarpine Ocusert is a contact lens-shaped
device that is inserted into the lower cul-de-sac of the
eye. It provides continuous release of pilocarpine at a
rate of 10 or 20mg/h, over a 1-week period, for the
treatment of open-angle glaucoma. The system is cap-
able of producing significant lowering of ocular press-
ure and constriction of the pupillary diameter.[21] Its
use greatly enhances patient compliance and the
convenience of the therapeutic regimen while reducing
local and systemic side effects.

Armaly and Rao examined the clinical effects of the
Pilocarpine Ocusert systems with different release
rates.[22] The systems exhibited a dose-response
relationship such that increases in the release rate
above 50 mg/h resulted in increased ocular hypotensive
effects with no appreciable change in ocular pressure.
The reduction in pressure observed at the 50 mg/h rate
was comparable with the changes seen after the admin-
istration of 4–8% of pilocarpine solutions.

ALTERNATIVE ADMINISTRATION ROUTES

The administration of drugs by alternative routes
avoids absorption and metabolic barriers that may be
present in the GI tract. The routes can also provide
systematic availability when oral administration is
contraindicated due to a physiologic condition, or the
route may provide for a concentration-time profile that
approaches intravenous dosing profiles. The ophthal-
mic, nasal, pulmonary, buccal, transdermal, and rectal
routes provide one or more of these advantages.

The ophthalmic route has been used traditionally
for topical application for local effects. However, with
the increasing number of peptide drugs being
developed, the ophthalmic route has been considered
for systemic drug delivery.[23] After topical administra-
tion in the eye, peptides can be absorbed from the
mucosa during tear turnover as well as via the blood
vessels of the conjunctiva. The route suffers from the
hesitancy of practitioners to place a drug into the eye
for any reason other than to produce ophthalmic
effects. Another drawback is the sensitivity of the eye
to irritation by foreign substances.
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Fig. 9 Total plasma levels of TS (radioimmunoassay) after
topical application of 1.25 mmol of TS (&) or TSBH (&) to

the backs of HRS/J hairless mice n ¼ 6. (From Ref.[16].)
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Nasal administration produces rapid blood levels
and rapid responses that approach those obtained
from intravenous dosing. In addition, the absorbed
drug does not pass through the liver before reaching
the systemic circulation, and, thus, first-pass metab-
olism is avoided. In recent years, the nasal route has
received a great deal of attention as a convenient and
reliable route for the systemic administration of drugs,
especially those that are ineffective orally and must be
given by injection. Recently, butorphanol tartrate was
introduced commercially in a nasal spray dosage form
(Stadol NS�) for the relief of pain, such as migraine
headache.[24] It would appear that the nasal route
could be considered for drugs that meet the following
criteria: are ineffective orally; are used chronically;
are used in small doses; and are desirable to have rapid
entry to the general circulation.

Published work carried out in many laboratories
has shown that, with the notable exception of the pep-
tides, drugs with a wide variety of chemical structures
are well absorbed through the nasal membranes of ani-
mals and man. It is believed by many authors that in
vivo nasal absorption of compounds with molecular
weights less than 300 daltons is not significantly influ-
enced by the physicochemical properties of the drug
molecule.[25] Factors, such as the size of the molecules
and, in the case of peptides, their ability to hydrogen
bond with the component(s) of the membrane, are more
important than their lipopohilicity and their ionization
state. For example, the in vivo rate of absorption of
the very lipophilic drug progesterone is similar to that
observed for sodium benzoate, and the in vivo rate of
absorption of benzoic acid is independent of the pH of
the medium.[26]

Although many drugs are absorbed rapidly and
quantitatively following nasal administration, peptides
have generally shown low bioavailabilities. Hussain
et al. examined the nasal bioavailability of leucine
enkephalin.[27] The low bioavailability of this penta-
peptide was attributed to hydrolysis in the nasal cavity,
with dipeptides causing significant inhibition of the
hydrolysis. They concluded that polar compounds,
such as peptides, can cross the nasal mucosa, and that
administration of low concentrations results in exten-
sive hydrolysis in the nasal mucosa and that hydrolysis
of leucine enkephalin can be reduced by concomitant
administration of peptidase labile peptides.

If the presence of a pharmacologic activity for a
peptide is the only criterion for its use in therapy, then
nasal administration may be employed, even though
bioavailability is not 100%. However, when bioavail-
ability, as determined by plasma level profiles, is con-
sidered, the nasal route for peptide administration is
not optimal unless enhancers are employed. Enhancers
may cause irritation and reduced membrane integrity.
Other drawbacks of nasal delivery include the small

volume permitted (i.e., 0.2 ml or less), the need for
highly potent drugs with low doses, the potential for
irritation, and the unknown consequences of long-term
nasal administration of drugs, adjuvants, and other
formulation components.

The buccal and sublingual routes of administration
permit rapid delivery to the systematic circulation.
Absorption from the buccal and sublingual vasculature
and lymphatics bypasses hepatic circulation and,
thereby, reduces first-pass metabolism. The driving force
of absorption is the high thermodynamic activity of the
compounds. Organic nitrates and testosterone have been
administered by these routes to produce rapid plasma
concentrations and to minimize hepatic metabolism.

The sublingual administration of methyltestosterone
was examined by Alkalay et al.[28] The sublingual tablet
produced a 50% higher relative bioavailability when
compared with the oral tablet or oral solution. The
increased bioavailability was attributed to the avoid-
ance of first-pass hepatic metabolism due to absorption
from the sublingual vasculature and lymphatics.

The limitations of the buccal and sublingual routes
include the requirement for successful candidates to
possess high thermodynamic activities, the restrictive
size of the buccal pouch and sublingual area, and the
concern over the palatability and local irritation by
the compound.

Transdermal administration can avoid first-pass
metabolism as well as provide a large surface area
for continuous–controlled administration of drugs
with short biological half-lives and narrow therapeuti-
cal indices. The route has been used for nitroglycerin
ointments, and transdermal therapeutical systems
(patches) have been developed for scopolamine, nitro-
glycerin, clonidine, estradiol, and nicotine.

Scopolamine can cause side effects of dry mouth,
drowsiness, tachycardia, central nervous system (CNS)
disturbances, and amnesia if plasma concentrations
exceed the levels required to alleviate motion sickness
(Fig. 10). The application of scopolamine to the pos-
terior auricular areas (the most permeable anatomical
site) via a microporous patch permits constant delivery
of 0.5 mg over 3 days to prevent motion sickness and
avoid side effects.

The transdermal route suffers from the inability of
the skin to deliver large doses, the relatively slow plasma
increase when compared with other routes, and the
potential for irritation. However, several products uti-
lizing this route of administration are currently on the
market. Absorption can be enhanced with molecules
that maintain an appropriate hydrophilic–lipophilic
balance for efficient passage through the barrier of
the stratum corneum.[16]

Rectal administration of systemic effect has tra-
ditionally been limited to clinical situations where oral
intake is restricted due to a physiologic condition (e.g.,
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vomiting) or to compounds that are irritating to the
gastric mucosa. The route has been utilized for aspirin,
acetaminophen, aminophylline, promethazine, per-
chlorpromazine, chlorpromazine, and indomethacin.
The rectal administration of drugs is limited by increased
interpatient variability and patient acceptability.

This section has reviewed some of the dosage form
design methods available to the pharmaceutical scien-
tist that have been shown to improve the therapeutic
efficacy of certain drugs. The key to optimal dosage
form design lies in the prerequisite understanding of
the physicochemical and biopharmaceutical properties
of the drug and the available routes of administration.
Once the compound has been characterized and the
problem has been defined, the technology is available
to optimize bioavailability.
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Fig. 10 Relationship between urinary excretion rate of scop-
olamine and its pharmacological effects; 10% of a parental
dose of scopolamine is excreted in the urine unchanged.
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INTRODUCTION

The creation and manufacture of dosage forms has
been at the center of pharmacy practice for the past
thousand years. For American pharmacists of the nine-
teenth century, secundem artem, or the acronym
‘‘S.A.’’ in physicians’ prescriptions, instructed them
to use their special skills ‘‘according to the art’’ of their
profession to compound a medicine; it was out of this
art, rather than science, that almost all of today’s
major dosage forms arose. Tablets, capsules, inject-
ables, and oral solutions were all known to pharma-
cists and physicians a century ago. In addition, there
were scores of specialized dosage forms that attempted
to meet the medical needs of patients, even if the drugs
administered in these doses were ineffective or
designed to treat symptoms rather than the underlying
disease. The origins of most of these dosage forms are
lost in history. For this reason, the authors have
elected to forego a contrived narrative tying together
the few facts at hand with an equally large amount
of speculation about the history of dosage forms.
Rather, we have assembled a glossary of terms used
in orthodox Western medicine to describe both com-
mon and unusual modes of drug administration.

For most of its history, the field of pharmacy was
much more concerned with drug preparations than
with the resulting dosage forms. Up to the sixteenth
century, almost all drugs were derived from plants
and were made into preparations that served as
the ingredients for medicines; these preparations
were called galenicals, after the great central figure
of Western therapeutics, Claudius Galen of Pergamon
(131–201). Strictly speaking, galenicals are pharmaceu-
tical preparations obtained by macerating or percolat-
ing crude drugs with alcohol or some other menstruum
to remove only the desired principles and leave the
inert constituents undissolved. Examples of galenicals
include decoctions, extracts, fluidextracts, fluidglyce-
rates, infused oils, infusions, oleoresins, resins, tinc-
tures, and vinegars. The term is used very loosely
today to designate any type of simple pharmaceutical
preparation, whether it is an extract of a crude drug

or a solution of chemicals. Because galenicals were
often administered without alteration, the pursuit of
new extraction and other preparative techniques some-
times led to developments in dosage forms as well. The
goal of medicine preparers since Galen’s time has been
to create dosage forms that are stable, free from inert
material, therapeutically efficacious, and concentrated
to facilitate handling and administration.

Tables 1 and 2 provide a comprehensive classi-
fication of ancient and modern pharmaceutical pre-
parations recognized in pharmacopeias and other
official and unofficial compendia, but do not make
the distinction between dosage forms prepared by
maceration or percolation (galenicals) and other che-
mically or physically similar dosage forms. Prepara-
tions are divided into liquids and solids. The liquids
are further subdivided as: 1) general aqueous solutions
and preparations; 2) sweet or viscid aqueous solutions
and preparations; 3) general nonaqueous solutions and
preparations; 4) alcoholic or ethereal solutions and
preparations; 5) oleaginous solutions and prepara-
tions; and 6) parenteral solutions and preparations.
The solids are subdivided as: 1) medicated solids;
2) medicated particulate solids; 3) medicated solid
applications; 4) oral individual dosage forms; and 5)
nonoral individual dosage forms. The dosage forms
are arranged alphabetically and include Latin titles
and synonyms. The historical development of individ-
ual dosage forms is traced to about 1950; it was about
then that modern pharmaceutical science was applied
in depth to the problems of dosage forms, and the
term itself gained general currency in the literature of
pharmacy.

DOSAGE FORMS AND BASIC
PREPARATIONS

Abstracts: Abstracts are powdered extracts of crude
drugs prepared by percolating the drug with an appro-
priate menstruum, reserving a certain portion, evaporat-
ing the weak percolate to a thin extract, blending
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this extract with the reserve portion and lactose, and
evaporating the mixture until dry. The mass is weighed
and enough lactose added to make the finished product
exactly half the weight of the drug from which it is
derived. The resulting product represent twice the
strength of the original drug. Although they were con-
venient for compounding prescriptions, abstracts
gained little popularity. Made official in the United
States Pharmacopoeia VI published in 1880, abstracts
were dropped in the next revision.[1]

Acetum: See Vinegars.
Acids, diluted: Diluted acids are acid preparations,

usually 5–10% strength, used for both internal and
external medicines. Acids became official with the first
United States Pharmacopoeia (1820). The term comes
from the Latin acidus meaning ‘‘sharp’’ or ‘‘sour.’’[2,3]

Acidum dilutum: See Acids, diluted.
Aerosols: Aerosols are a system of finely divided

liquid or solid particles dispersed in and surrounded
by a gas. The roots of the modern aerosol go back to
1862 and J.D. Lynde, who received a patent for a
valve, complete with dip tube, designed to dispense
an aerated liquid from a bottle. In 1899, Helbing and
Pertsch added liquefied gases. Patents in the early
twentieth century usually were related to spraying per-
fumes. Aerosol fire extinguishers came into use in the
1930s, and insecticide sprays (bug bombs) appeared
during World War II. Introduced in 1947, medical

aerosol use increased greatly during the 1950s.
In 1952, fewer than half a million such aerosols were
produced; by 1963, this figure had risen to almost 40
million.[4]

Ampulla: See Ampuls.
Ampuls: Ampuls are small, flask-shaped, hermeti-

cally sealed glass containers containing a sterile
medicinal liquid intended for hypodermic injection,
either subcutaneously, intramuscularly, or intravenously.
Also, ampul is the class name adopted by the National
Formulary V (N.F.) (1926) for the solutions in these
containers. The ampul was invented in 1886 by the
French pharmacist Stanislas Limousin (1831–1887) in
response to a need by physicians to conserve their
stocks of injectable solutions, which were difficult to
transport and deteriorated rapidly due to the develop-
ment of mold. In his classical essay, ‘‘Ampoules hypoder-
miques; nouveau mode de préparation des solutions
hyperdermiques,’’ published in Archives of Pharmacy
(1886), Limousin outlined the essential directions for
their manufacture:

These ampoules have the form of a small ovoid
balloon. They are terminated by a tapered glass tube,

and their capacity is a little greater than one cc.

I sterilize the inside of these small containers, using the
method of M. Pasteur, by submitting them in an oven
to a temperature of about 200 degrees [Celsius]. I then

Table 1 Liquid pharmaceutical preparations

General aqueous solutions and preparations
Acids, diluted Enemas Milks Vapors
Aerosols Fomentations Solutions Vinegars

Baths Gargles Solutions, irrigating Washes
Decoctions Infusions Solutions, nasal Washes, mouth
Douches Inhalations Solutions, ophthalmic Washes, aromatic

Draughts Insessia Sprays
Drops Juices Suspensions

Sweet or viscid aqueous solutions and preparations
Condita Linctus Mixtures Shampoos
Confections Lohochs Mucilages Syrups

Conserves Lotions Oxymels
Honeys Magmas Quiddonies

General nonaqueous solutions and preparations
Fluidglycerates Glycerites Paints, medicinal

Alcoholic or ethereal solutions and preparations
Collodions Elixirs Juleps Tinctures
Cordials Essences Solutio Wines
Drops, toothache Fluidextracts Spirits

Oleaginous solutions and preparations
Balsams Liniments, dental Oleates Petroxolins
Emulsions Oils Oleoresins
Liniments Oils, infused Oleovitamins

Parenteral solutions and preparations
Ampuls Injections Serums
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fill them with the medicated solution, be it by introduc-
ing the point of the hot ampoule into the cold liquid, or

be it by injecting the hot liquid by means of a small
injector at the highest point of the ampoule.

The ampoule being filled, I close it over the oxidation

flame by holding the open end of the tube into the
uppermost part of the flame.

Although great advances have been made in the
techniques and mechanics of ampul production,
Limousin’s simple rules capture the basic underlying
principles. In the United States, ampuls, or ‘‘hermeti-
cally sealed containers which are filled with a medicinal
liquid in a sterile condition, intended for parenteral
use,’’ became official in the National Formulary V
(1926); that same year, the United States Pharmaco-
peia X included a chapter on sterilization but no
monograph for individual ampuls. Iodine Ampuls,
N.F., containing Iodine Tincture, United States Phar-
macopeia, in sealed containers, intended to be broken
and the liquid applied topically for the emergency dis-
infection of cuts or wounds, remained official through
the National Formulary XIII (1970). The French term

ampoule came from the Latin ampulla, which orig-
inally designated an earthen jar container for per-
fume.[2,4–6]

Antiseptic cottons: See Dressings, medicated.
Antiseptic gauzes: See Dressings, medicated.
Antiseptic pencils: See Pencils, medicated.
Apozemes: See Decoctions.
Applicatio: See Applications.
Applications: Any preparation for external use.[5]

Aqua: See Waters.
Artificial salts: See Salts, artificial.
Astringent pencils: See Pencils, medicated.
Auristilla: Auristilla is a preparation used for

medication of the ear canal. The National Formulary
V (1926) Compound Oil of Hyoscyamus is an illus-
tration of the type, closely resembling the Baumé
Tranquille of the French Codex (1908).[5]

Bacillula: See Bacillules.
Bacillules: Bacillules are rod-shaped lozenges, pre-

pared by massing the lozenge material, rolling it into
cylinders or pill pipes, and cutting the cylinders into
sections approximately twice the length of the diam-
eter. Licorice lozenges are frequently prepared in this

Table 2 Solid pharmaceutical preparations

Medicated solids
Bandages Electuaries Lamels Resins
Cones, medicated Extracts Moxa Silk, oiled

Dressings, medicated Gums Papers, medicated Soaps
Dressings, protective Inhalants Papers, waxed

Medicated particulate solids
Abstracts Oil sugars Salts Teas

Cucufa Powders Salts, artificial Triturations
Insufflations Precipitates Salts, effervescent
Magisteries Saccharures Salts, smelling

Medicated solid applications
Applications Epithema Ointments, ophthalmic Rubifacients

Auristilla Frontalia Pastes Sacculi
Cataplasms Gelatins Pencils, medicated Scutum
Caustics Gels Plasma Spasmadraps

Cements Glycerogelatins Plasters Stypes
Cerates Inunctions Plasters, adhesive Swabs
Cerecloths Litus Plasters, blister Vesicatories

Creams Mulls Plasters, porous
Dentifrices Ointments Pomatum

Oral individual dosage forms
Bacillules Granules Pills Triturates, tablet

Cachets Masses Powders, divided Troches
Capsules Parvules Tablets Wafer envelopes
Capsules, soft Pastilles Tablets, hypodermic Wafers
Dragées Pearls Tablets, poison

Globules Pellets Tablets, solution

Nonoral individual dosage forms
Bougies Pessaries Politzer plugs Suppositories
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form, a popular example of which was formerly known
as Wister’s lozenge (see Troches).[5]

Bacillum: See Bougies.
Balneum: Balneum is a bath for general appli-

cation (see Baths).[5]

Balsams: Balsams are natural solutions of resin in
an essential oil, which may also contain benzoic or cin-
namic acids. The term has ancient roots in words refer-
ring both to spices and to embalming. In premodern
times, balsams (baumé in French) were any resinous
vegetable juices or gums, acquiring their modern mean-
ing in the 1800s. Several official preparations, such as
Balsam of Copaiba, do not meet this definition but still
carry the name because of their outward similarities
with true balsams.[1,7]

Balsamum: See Balsams.
Bandages: Bandages are strips or ribbons of mus-

lin gauze or other material employed in surgery for the
retention of dressings and for the compression, protec-
tion, or support of diseased or injured parts. Bandages
may be classified as inelastic, semielastic, elastic, or
splint bandages. Inelastic bandages include muslin rib-
bon or roller bandages, gauze bandages, and water
dressing bandages; semielastic bandages include flannel
bandages; elastic bandages include rubber, rubberized,
or crepe bandages; splint bandages include plaster-of-
Paris bandages and crinoline bandages (gauze stiffened
with dextrin) or starch bandages (gauze stiffened with
starch paste), used to form the base upon which plaster-
of-Paris is applied.[5]

Baths: The word baths refers to the external appli-
cation of water to the body, one of the oldest thera-
peutic techniques. Although some drugs were added,
the simple water bath, or balneum, was most common.
In the nineteenth century, when the therapeutic appli-
cation of water was at its peak, baths were divided into
hot or vapor (above 36.1�C), warm (29.4–36.1�C),
tepid (18.3–29.4�C), and cold (0–18.3�C). The hot bath
was a stimulant; the warm bath was soothing; the tepid
bath was for treating skin problems; and the cold bath
could be used as a stimulant, tonic, or sedative,
depending on the administration technique.[8]

Blister plasters: See Plasters, blister.
Boluses: Boluses are large pills, over 325 mg (5

grains) in weight. The term comes from the Greek
bolos meaning ‘‘lump’’ (see Pills).[2,5]

Bougia: See Bougies.
Bougies: Bougies are instruments or shaped, solid

medications for insertion into the urethra or other
body cavities. The term comes from the French bougie,
signifying a thin wax candle named for the Algerian
city, Bougie.[2,5]

Buginarium: A nasal bougie (see Bougies).[5]

Cachets: Cachets are lenticular or spoon-shaped
rimmed disks pressed from rice-flour wafer sheets, used
to administer bitter or nauseating drug powders.

The powder is deposited in dry concave cachets, and
the rims are moistened with water; empty convex
cachets are placed on top, sealing the cachets and
enveloping the powder. The term ‘‘cachet’’ is from
the French cacher, ‘‘to hide.’’ The cachet de pain
was invented by the French pharmacist Stanislas
Limousin (1831–1887) in 1873 as an improvement over
wafers and wafer envelopes. Limousin also developed a
perforated board, accommodating three sizes of cachets,
a powder measurer, powder funnels, and wooden
‘‘wetter and pressers’’ to speed extemporaneous
cachet production by the pharmacist. A popular brand
of cachets and cachet apparatus was manufactured
around 1885 under the trade name Konseals by the
J.M. Grosvenor Company of Boston around 1885.
The Konseal apparatus consists of three perforated,
nickel-plated metal plates, hinged together to form
a cover plate, a base plate, and a shield plate. Saucer-
shaped rice-flour Konseals are pressed into the per-
forations on the cover and base plates, while the shield
plate is folded back over to protect the sealing edges of
the Konseals in the base plate. The Konseals in the
base plate are filled with powdered drug with the help
of special funnels and are tamped down with thimble
compressors. The shield plate is lifted, and a moistened
roller is passed over the edges of the empty Konseals in
the cover plate, which is closed over the base plate,
sealing the Konseals. The Konseals are made of thin-
ner material than ordinary cachets, and the finished
product is less bulky and neater in appearance. Johann
Schmidt later introduced rimless Dry Seal Cachets
resembling flattened capsules, which were sealed by
pressure without moistening (see Wafers).[2,4,5]

Cachets, dry seal: See Cachets.
Caementum: See Cements.
Cambric, oiled: See Silk, oiled.
Capsula: See Capsules.
Capsula amylacea: Starch capsule (see Cachets).
Capsula dura: Hard capsule (see Capsules).
Capsula gelatina: Gelatin capsule (see Capsules).
Capsula mollis: Soft capsule (see Capsules, soft).
Capsules: Capsules are telescoping, interconnect-

ing shells of hard gelatin and sugar used for the admin-
istration of solids, masses, and liquids. The term comes
from the Latin capsula, which is the diminutive of
capsa, meaning ‘‘box.’’ Successor to the soft capsules
invented by the French pharmacist François Mothes
in 1833, the telescoping hard gelatin capsule was
invented and patented in 1847 by James Murdoch of
London. In the United States, the New York firm of
H. Planten manufactured two-part capsules sometime
after 1836, but their usefulness was impaired by their
poor fit. In 1863, the firm developed jujube paste cap-
sules intended for dispensing powders alone, offering
them to the trade before 1870. Another manufacturer,
Dundas Dick, experimented in the same direction and
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secured a patent on cone-shaped capsules in 1865.
Twelve years later, inspired by reports from Italy, the
Detroit pharmacist F.A. Hubel made molds of iron
wire mounted in blocks of wood, which could be
dipped in a gelatin solution. Using pins of different
diameters for the body and cap allowed Hubel to pro-
duce capsule sections which would telescope into each
other, producing a small cylinder closed at both ends—
the prototype of the modern hard gelatin capsule.
Hubel sold his entire output to Parke, Davis & Co.
in 1875, securing the first in a series of patents in
1877. Despite this protection, several small competing
firms soon emerged that made capsules for other com-
panies to sell or for their own sales organizations, most
of which were consolidated by James Wilkie into the
U.S. Capsule Company. Around 1901, this firm and
its subsidiary, the M.L. Capsule Company, were pur-
chased by Parke, Davis & Co., which expanded and
improved its manufacturing processes under Wilkie’s
supervision. Wilkie is also credited with introducing
phosphorbronze wire for capsule molds, a material
superior to iron and one which remained in use until
replaced by stainless steel in the 1930s. Capsule manu-
facturing received its greatest impetus in the 1920s
when automatic filling devices were perfected. Pharma-
cists extemporaneously fill capsules at the prescription
counter by ‘‘punching’’ capsule bodies into a smooth
layer of medicated powder and filler at a uniform level
of compression, replacing the caps, and checking the
weight of the filled capsule (see Capsules, soft).[2,9–11]

Capsules, elastic: See Capsules, soft.
Capsules, enteric-coated: See Enteric-coated

doses.
Capsules, gelatin: See Capsules.
Capsules, glutoid: See Enteric-coated doses.
Capsules, hard: See Capsules.
Capsules, soft: Soft capsules are elastic globular

shells of gelatin, containing sufficient glycerin to retain
permanent flexibility, and intended primarily for the
administration of irritating or nauseating oily liquids.
They were invented in 1833 by French pharmacist
François Mothes; an improved capsule was patented
by Mothes and Joseph Dublanc the following year
and perfected in 1840 by the court apothecary Adolph
Steeger of Bucharest. Soft capsules are easier to swal-
low than hard capsules and are desirable for adminis-
tering large volumes of liquids. The original Mothes
capsules were hollow globes of soft gelatin with an
opening at the top for filling. Once filled, the capsules
are sealed with a drop of hot gelatin. In 1846, Giraud
introduced olive-shaped elastic capsules with an
elongated neck, made by dipping molds into a warm
glycerogelatin solution. After drying, the molds were
stripped and the capsule necks sealed for future use.
Pharmacists cut off the necks of the capsules as needed,
filled them with a dropper or syringe, and sealed them

with a drop of warm glycerogelatin or the blade of a
hot spatula. The first official formula for the manufac-
ture of soft gelatin capsules appeared in the French
Codex Medicamentarius of 1866 (see Capsules).[4,5,10,12]

Capsules, starch: See Cachets.
Carbasus: Gauze see Dressings, medicated.
Cataplasma: See Cataplasms.
Cataplasms: Cataplasms are moist substances

intended for external application and are of a consist-
ency as to accommodate themselves accurately to the
surface towhich they are applied, without being so
liquid as to spread over the neighboring parts, or so
tenacious as toadhere firmly to the skin. Cornelius
Celsus (50–25 B.C.) described early Roman softening
ointments or malagma (from the Latin malasso, mean-
ing ‘‘soften’’) made by boiling flour in water to make
a stiff paste that was admixed with melted gums or
wax. The word ‘‘cataplasm’’ derives from two Greek
words, kata, meaning ‘‘down,’’ and plasso, meaning
‘‘to mold.’’ Modern cataplasms are made by rubbing
together glycerin and a dry powder, such as kaolin,
to make a very firm mixture. Since cataplasms (or
poultices) were commonly used in the United States
in domestic practice and made in the home, they were
rarely prepared by pharmacists. A kaolin cataplasm
became official in the United States Pharmacopeia VIII
(1905) but was transferred to the National Formulary
IV in 1916.[2,4,5,13]

Caustic pencils See Pencils, medicated.
Caustics: Caustics are local remedies that destroy

life on the part of the body to which they are applied.
The term comes from the Greek kaustikos, meaning
‘‘to burn.’’ The strongest common caustic (causticum
commune acerrimum) was potassium hydroxide, or
caustic potash, used to form issues on the body or to
open abscesses. The United States Dispensatory
(1836) advised that the most convenient mode of
employing a caustic to form an issue was:

To apply to the skin a piece of linen spread with
adhesive plaster, having a circular opening in its centre
corresponding to the intended size of the issue, and then
to rub upon the skin within the opening a piece of the

caustic previously moistened at one end. The application
is to be continued until the life of the part is destroyed,
when the caustic should be carefully washed off by a wet

sponge or wet tow, or neutralized by vinegar.

Caustic potash was sometimes used to remove stric-
tures in the urethra or, in solution, as an application
to the spine in treating tetanus. A contemporary caus-
tic, silver nitrate, was described in the seventh century
A.D. by Geber; it remains official in the United States
Pharmacopeia as Fused Silver Nitrate. Christopher
Glaser, apothecary to Louis XIV, first prepared it in
sticks for use as a caustic.[2,5,13]
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Cements: The 7th edition of the National For-
mulary (1942) listed a formula for a Cement of Zinc
Compounds and Eugenol, which was widely used by
dentists as a temporary filling. The cement was supposed
to exert a sterilizing effect and protect the dentine from
further destruction. The formula passed out of the
National Formulary with its 9th edition (1950).[14]

Cerates: Cerates are unctuous substances for
external application as dressings for inflamed surfaces.
Derived from the ancient Greek keroma (from keros,
‘‘wax’’), cerates are generally made with oil, lard, or
petrolatum as a basis, with sufficient wax, paraffin,
spermaceti, or resin added to raise the melting point
of the oils and fats employed. Cerates should be of
such consistency that they may be easily spread at ordi-
nary temperatures upon muslin or a similar material
with a spatula and, yet, not so soft as to liquefy and
run when applied to the skin. The most widely used
cerate was Ceratum Cantharidis, a blistering plaster
made of Spanish flies that was official in the United
States Pharmacopeia and later in the National Formu-
lary until 1950 (see Plasters, blister).[5]

Ceratum: (See Cerates).
Cerecloths: Cerecloths are an early form of dipped

plasters, described by William Salmon in his Pharma-
copoeia Londonensis (1691), used chiefly to lay upon
issues—small ulcers produced by caustics or cutting,
the discharge from which was encouraged to fulfill
certain therapeutic indications. Also known as spasma-
draps or sparadraps (see Plasters).[15]

Cereolus: A cereolus is an urethral bougie (see
Bougies).[5]

Charta: The term comes from the Greek chartes
or papyrus (see Papers, powder).[2]

Charta amylacea: Starch papers (see Cachets).
Charta cerata: (see Papers, waxed).
Chrisma: A salve (see Ointments).[5]

Clysters: See Enemas.
Coatings, pill: Rhazes (850–923) used a mucilage

of psyllium seed to coat offending pills; a century later,
Avicenna (980-1037) introduced silver and gold coat-
ings for pills not merely to mask bad taste but to
enhance the supposed medicinal effect. Later, the influ-
ential seventeenth-century Parisian physician and
pharmacist Jean de Renou recommended that pills
with a bitter taste should be gilded and mixed among
some powdered spices. Coating pills with gold and sil-
ver leaf was commonly practiced in France, other parts
of Europe, and the United States until well into the
nineteenth century but then fell into disuse. Mohr,
Redwood, and Procter’s classic Practical Pharmacy
(1849) reported that foil-coated pills were ‘‘still
occasionally administered, but much less frequently
than formerly.’’ Sugar-coated and gelatin-coated pills
had their first acceptance as an indirect consequence
of the invention of the gelatin capsule. In 1838,

M. Garot, a Parisian pharmacist, coated offending pills
with gelatin. A year earlier, the French pharmacist
Labelonie had recommended that pills of cubeb and
copaiba be covered with sugar, a process that was
patented by Adolphe Fortin of Paris in 1837. Over
the next several years, other French pharmacists
(Deschamps, Bousquet, Mayer, and Roman) secured
patents for coating pills with various combinations of
sugar, honey, and acacia. By 1862, England’s Bernard
Proctor could list 45 distinct processes for coating pills
with a variety of substances. In the United States, the
first manufacture of sugar-coated pills was associated
with the patent-medicine industry, probably as early
as 1845. New Yorkers Cornelius V. Clickener and
Zadoc Porter and a Philadelphia physician named
Swayne all claimed to be the ‘‘inventor’’ of the
sugar-coated pill but doubtlessly adapted French tech-
nology. By 1857, five different sugar-coated patent-
medicine pills were available to American pharmacists,
but no process was available for pharmacists who
wished to sugar-coat pills extemporaneously. About
that same time, Henry A. Tilden and William R.
Warner independently developed processes for manu-
facturing sugar-coated pills and began selling them in
bulk; in 1866, Warner began manufacture under his
own firm name, William R. Warner & Company. That
same year, Henry Wathew of Philadelphia developed
and patented a prototype of the angled coating pans
still employed today. By the mid-1870s, a variety
of small mechanical coating pans were available to
American pharmacists, although the quality of the
extemporaneous coatings that could be achieved
was generally inferior to that of the manufactured
variety, which caused pharmacists to relinquish the
practice.[16–18]

Coatings, tablet: After the introduction and
acceptance of the compressed tablet as a dosage form
superior to pills, the same techniques that had been
employed for sugar-coating pills were adapted to
tablets (see Coatings, pill). Moreover, compression
coating techniques were also introduced by Charles
Carter of Philadelphia as early as 1858. In 1896, P.J.
Noyes invented an apparatus incorporating a movable
die cavity into which the coating material was fed; the
powder was compressed to form a coating around the
pill or tablet by striking the upper punch with an auto-
matic hammer. The following year, Noyes patented an
improved machine that not only applied the coating
but also performed the preliminary compression of
the tablet. F.J. Stokes received a patent for a similar
machine in 1917, although the compression coating
of tablets did not become widely adopted until the
1950s.[18]

Collodions: Collodions are liquid, external pre-
parations with a base of pyroxylin dissolved in a
mixture of alcohol and ethyl oxide or similar solvent.
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They were used medicinally soon after the discovery of
gun cotton by Schoebein in 1846, first as a surgical
dressing by Maynard in 1847.[19]

Collodium: See Collodions.
Collunarium: See Solutions, nasal.
Collutorium: See Washes, mouth.
Collyrium: See Solutions, ophthalmic.
Compressed pills: See Tablets.
Compressed tablets: See Tablets.
Condita: Condita are comprised of candied or pre-

served roots or fruits. They are made by boiling the
plant parts until tender, soaking them in hot syrup,
and then pouring off the syrup; the procedure was
repeated several times, reusing the syrup after boiling
it down to a thick consistency. Condita can also be a
compound of wine, honey, and spices (often pepper).
Condita are also known as confitures or sweet-
meats.[18,20]

Cones, medicated: Cones are light, porous hemi-
spherical masses of sucrose and egg albumin, used as
a vehicle for homeopathic medications. The cones, also
called disks, are designated (in millimeters) according
to size by the diameter of the base. The common size
(No. 6) should absorb about 2 drops of dispensing
alcohol. Cones are medicated by adding a sufficient
quantity of the dilution to saturate them and pouring
off the excess liquid.[5]

Confectio: See Confections.
Confections: Confections are saccharine, soft

solids, in which one or more medicinal substances are
incorporated to provide an agreeable form of adminis-
tration and a convenient method for preservation. In
the thirteenth century, some apothecaries were called
confectionarii from confectio meaning ‘‘a compo-
sition.’’ Confections are made by adding medicinal
ingredients in either the form of a smooth paste, a fine
powder, or a liquid to a basis of finely powdered sugar.
Confection of Rose and Confection of Senna were
official in the National Formulary through the 5th edi-
tion (1926).[2,5]

Confitures: See Condita.
Conserva: See Conserves.
Conserves: Conserves are confections prepared

from fresh medicinal agents and refined sugar, beaten
into a uniform mass. The United States Dispensatory
(1836) noted that ‘‘as active substances even thus
treated undergo some change, and those which lose
their virtues by desiccation cannot be long preserved,
the few conserves now retained are intended rather as
convenient vehicles of other substances, than for separ-
ate exhibition.’’ Conserves are also known as preserves
(also see Confections).[5,13,20]

Cordiale: See Cordials.
Cordials: Cordials are sweetened alcoholic pre-

parations of high alcoholic content. They are also a
tonic medicine formulated to stimulate the heart.[5,20]

Cottons, antiseptic or medicated: See Dressings,
Medicated.

Creams: Creams are semisolid emulsions,
usually medicated, intended for external application.
The term ‘‘cream’’ has been used to refer to a wide
variety of opaque, soft semisolids or thick liquids
intended for external use. The British Pharmacopoeia
classifies creams as medicated liquid emulsions consist-
ing of a mixture of anhydrous lanolin, olive oil
(or other fixed oil), and lime water; milk of magnesia
is often referred to as a cream, and many cos-
metic preparations are called creams. Claudius Galen
(131–201) prepared the first unguentum refrigerans
or ‘‘cold cream,’’ an ointment containing olive oil, rose
oil, white wax, and a small quantity of water. This was
a prototype for other cosmetic ointments introduced
by Johann Mesue, Jr., in the thirteenth century. A
modern version, consisting of almond oil, spermaceti,
white wax, and rose water, passed into the United
States Pharmacopeia as ‘‘Rose Water Ointment’’
or ‘‘Galen’s Cerate.’’ Pharmaceutical creams became
official with the introduction of the formula for a
‘‘Sun Cream’’ in the National Formulary VIII (1946),
a product designed to prevent sunburn but permit
tanning. Cosmetic creams, which are usually not medi-
cated, include preparations classified as all-purpose
creams, baby creams, barrier creams, bleaching creams,
cleansing (or rolling) creams, cold (or fatty) creams,
foundation (or vanishing) creams, hair creams, and hand
creams.[4,5,21]

Cremor: See Creams.
Cucufa: Cucufa is a cap, dusted on the inside with

medicinal powder, which is applied to the head to
strengthen the brain.[22]

Curatio: See Dressings, medicated.
Decoctions: Decoctions are a solution of vegetable

drugs, obtained by boiling the substances in water;
they are also known as apozemes.[8]

Decoctum: See Decoctions.
Dental liniments: See Liniments, dental.
Dental wax: See Drops, toothache.
Dentifrices: Dentifrices are powders, pastes,

washes, or medicated soaps used for cleaning the
teeth. Dentifrices are usually flavored with aromatic
oils, frequently contain soap, almost always some
form of chalk, and are applied with a toothbrush.
The National Formulary carried official formulas
for a liquid dentifrice through its 5th edition (1926)
and a powder dentifrice through its 11th edition
(1960).[5]

Dentifricium: See Dentifrices.
Dentilimentum: See Liniments, dental.
Dermatologic pastes: See Pastes.
Diluted acids: See Acids, diluted.
Disks: See Cones, medicated.
Dispensing tablets: See Tablets, solution.
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Douches: Douches are a column of fluid, of a cer-
tain nature and temperature, allowed to fall on a part
of the body. Air can also be a used as a douche.[20]

Dragées: Dragées are candied or preserved roots
and fruits described by the Arab Najm ad-dyn
Mahmoud in the eighth century and reintroduced in
the eighteenth century by the famous French pharma-
cist Moyse Charas (see Confitures). By the middle of
the nineteenth century, the term was extended to
include a type of sugar-coated pill formed by repeat-
edly shaking slightly moistened, tiny 6-mg (1/10 grain)
sugar granules (or nonpareils) in a basin of finely
powdered drug mixed with sugar. After a sufficient
number of layers had been built up, the dragées
would receive a final coating of sugar or copal and tolu
balsam, a painstaking process described by Ernest
Agnew in the American Journal of Pharmacy (1870)
(see granules).[18,23]

Draughts: Draughts are liquid medicines usually
prepared to be taken in a single dose or ‘‘draught.’’
Draughts are also known as potions.[5]

Dressings, medicated: Medicated dressings are
external applications resembling ointments in consist-
ency but remaining semisolid at body temperature.
Paraffin Dressing, formerly official in the National
Formulary VI (1936), was employed as an air-excluding,
soft, pliable, analgesic, splint-like covering for surfaces
denuded by burns. A wide range of materials have
been used as coverings or protectives to apply heat
or medicaments to a diseased or injured part, to pre-
vent wound infection, and to absorb and prevent
decomposition of wound discharges. Antiseptic or
Medicated Cottons include borated cotton, iodoform
cotton, iodized cotton, and styptic cotton; Antiseptic
or Medicated Gauzes include borated gauze, corrosive
sublimate gauze, carbolated gauze, iodoform gauze,
and picric acid gauze; Antiseptic or Medicated Lints
include borated lint; Cellulose Waddings or wood
wools include moss, peat, sawdust, jute, and oakum
or marine lint. See the British Pharmaceutical Codex
(1924) for representative formulas (also see Bandages
and Dressings, protective).[5,24]

Dressings, protective: Protective dressings are
comprised of a wide range of materials employed as
wound coverings, either to shield the parts from exter-
nal infection or to prevent the escape of fluids con-
tained in the dressing. Protective dressings are also
used as a covering for poultices and for the retention
of heat. Common protective dressings include oiled
silk, oiled muslin or cambric, waxed paper, gutta
percha tissue, rubber dams, mackintosh or jaconet,
and rubber sheeting.[5]

Drops: Drops are pharmaceutical mixtures meant
to be given in small amounts. Before the twentieth
century, the term applied to solutions used in small
quantities expressed in ‘‘drops.’’ These were commonly

strong medicines ‘‘dropped’’ into water, such as
Vinegar of Opium or ‘‘black drop.’’ In modern phar-
macy, the term became more associated with the need
to get a medicine into an appropriately small amount
of vehicle for application to the eye (ophthalmic), ear
(otic), or passages of the nose (nasal). As a dosage unit,
the drop is troublesome because it can vary greatly in
size, depending on the size of the dropper orifice and
the surface tension of the liquid. The United States
Pharmacopeia IX (1910) set the official dropper at 20
drops per gram of water at 15�C � 10%.[3,20]

Drops, ear: See Drops.
Drops, eye: See Drops.
Drops, nose: See Drops.
Drops, toothache: Drops for toothache are com-

prised of a solution of phenol in oil of cinnamon and
methyl salicylate. The solution entered the National
Formulary V (1926). A mixture of phenol, creosote,
or volatile oils dissolved in paraffin, with a few fila-
ments of cotton added, and molded into sticks consti-
tutes Dental Wax.[5]

Ductum: See Douches.
Dry seal cachets: See Cachets.
Ear drops: See Drops.
Eclectus: See Linctus.
Eclegma: See Lohoch.
Effervescent salts: See Salts, effervescent.
Elaeosacchara: See Oil sugars.
Elastic capsules: See Capsules, soft.
Electuaries: Electuaries are confections prepared

from dried medicinal agents, especially powders, com-
bined with syrup or honey in order to render them
pleasant to the taste and convenient for internal use.
The United States Dispensatory (1836) noted that elec-
tuaries ‘‘should not be so soft . . . as to allow the ingre-
dients to separate, nor so firm . . . as to prevent them
from being swallowed without mastication.’’ French
writers recommend using brown sugar syrup to pre-
pare electuaries, because it is less apt to crystallize than
that made from refined sugar. The term comes from
the Greek words ek, meaning ‘‘out,’’ and leichein,
‘‘to lick’’[2,13] (see Confections).

Electuarium: See Confections.
Elixirs: Sweetened, hydroalcoholic, flavored liquid

medicines, which became popular in mid-nineteenth-
century America. The word is derived apparently from
the Arabic al-iksir, which is an Arabic form of the
Greek, xirion. Originally the term meant ‘‘dry powder.’’
Elixirs came into medicine through their connection with
alchemy. Elixir Rubrum, one of the most renowned
alchemical compounds, could supposedly turn mercury
to gold or prolong life. The term was picked up by fol-
lowers of Paracelsus (1493–1541) and became applied
to liquid preparations. European elixirs were generally
bitter. One of the first American elixirs was Cordial
Elixir of Quinine (ca. 1838), made by John T. Heinitsh
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of Lancaster, Pennsylvania. After the Civil War an
‘‘elixir craze’’ began, which led to scores of companies
competing for business. As much as any other develop-
ment, the ‘‘craze’’ led to the publication of the first
National Formulary in 1888.[25,26]

Embrocatio: See Liniments.
Emplastrum: See Plasters.
Emulsions: Emulsions are a preparation consisting

of two immiscible liquids, usually water and oil, one of
which is dispersed as small globules in the other.
Before the late seventeenth century, the term only
applied to natural emulsions, such as ground almonds
and water, which resembled milk. In 1674, a physician
named Grew reported the preparation of oils and egg
yolk to the Royal Society of Great Britain. In the
1700s, other emulsions were made with acacia, honey,
tragacanth, and other natural emulsifying agents. In
the 1800s, the wet-gum (ca. 1850) and dry-gum (ca.
1870) methods were established as standard prep-
aration techniques. Interest in medicinal emulsions
peaked in the early to mid-twentieth century with the
development of several new emulsifying agents. Orig-
inally listed under ‘‘Mixtures’’ in the United States
Pharmacopeia, they are a separate entry in the 7th
revision (1890).[4]

Emulsum: See Emulsions.
Enemas: Enemas are injections of liquid, either

plain or containing drugs, into the rectum and colon
to empty the lower intestine or to introduce food or
medicine for therapeutic purposes. Enemas are one of
the most ancient and widely used methods of introduc-
ing therapeutic substances into the body. The origins
of use are lost in prehistory, but written records in
Egypt before 1000 B.C. describe enemas being used to
both cleanse the bowel and administer medicines.
These early enemas consisted of three parts: a vehicle
(usually water, beer, or milk), an emollient (usually
oil or honey), and a medicinal substance. The Greek
historian Herodotus (fifth century B.C.) attributed the
general good health of the Egyptians to their use of
enemas and claimed they had achieved their expertise
through their experiences with injecting embalming
fluids via the anus. Pliny (first century A.D.), however,
argued that the Egyptians had learned to administer
enemas by watching the ibis use its curved bill to inject
itself with Nile River water as a purge. Hippocrates
recommended enemas to treat fevers and constipation.
Other authors of antiquity, such as Galen and Oribasius,
wrote at length about what substances could be
introduced via enemas. Enema apparatus was first
described in detail by Arabian physicians of the ele-
venth and twelfth centuries. Albulcasis described a
device made of an anal tube or funnel attached to a
bag made from an animal bladder or sheep skin. The
metal piston syringe came into use in the 1400s and
supplanted these clumsy bags. The enema syringe soon

became the object of much medical ingenuity, parti-
cularly in France. In 1480, Louis XI suffered a severe
stroke and recovered, giving credit to the enemas he
had received, beginning a 400-year period of fasci-
nation with the enema among the French, who refined
the syringe apparatus. Molière referred to enemas
repeatedly in his works, and Ambrose Paré devised a
syringe instrument about 1580 that allowed enema
self-administration. During the seventeenth century,
other special apparatus were designed to allow admin-
istrations of tobacco smoke via enemas. The Dutch
anatomist Regner de Graaf completed the first book-
length study of enemas in 1668. In the mid-eighteenth
century, gum rubber began to be used in enema appar-
atus, replacing skin bags. In 1820, John Read
developed a two-way syringe with ball valves (the first
modern stomach pump), which was also used for ene-
mas. Spring-loaded syringes and other advances fol-
lowed, but by the late nineteenth century the dangers
of improper enema use became apparent, especially
the consequences of high-pressure administration. By
the mid-twentieth century, enemas were again adminis-
tered with simple funnels and gravity, a reflection of
their prehistoric origin. Enemas are also known as
clysters or glysters.[27,28]

Enteric-coated capsules: See Enteric-coated doses.
Enteric-coated doses: Enteric-coated doses are

dosage forms that have been coated or chemically
treated to prevent disintegration in the stomach but
which disintegrate in the intestinal tract. Enteric coat-
ing is employed when the medicinal substances would
be decomposed or rendered inactive by gastric enzymes
or when they would irritate the gastric mucosa. The
Pacific Medical and Surgical Journal (1867) noted that
collodion protects pills from dissolving in the stomach,
but gastric insolubility as a basis for medication is gen-
erally credited to the German dermatologist Paul
Unna, who introduced keratin-coated pills in 1884;
Ceppi introduced salol as an enteric coating in 1891.
Glutoid capsules are a special form of enteric coating
prepared by subjecting soft or hard gelatin capsules
to the action of formaldehyde until they become
insoluble in the stomach but not in the intestine. The
hardening process was developed in Switzerland by
Weyland in 1895 and patented by Hausmann in
Germany that same year. Pharmacists have extempor-
aneously coated capsules, pills, and tablets with salol,
keratin, casein, and shellac, or with a mixture of
n-butyl stearate, carnauba wax, and stearic acid to
create enteric coatings. Early patented enteric coatings
included keratin (Pohl, Germany, 1885), fat-covered
capsules enclosed in membranous sacs (Webb and
Webb, Great Britain, 1906), and benzoin-coated cap-
sules (Horigan, 1928). Later patented coatings utilized
cellulose nitrate and acetate (Volwiler, 1928), cellulose
esters and ethers with saponifiable organic compounds
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(Glaessner, Austria, 1931), ammoniacal bleached
shellac (Wruble, 1933), stearic acid, carnauba wax,
petrolatum, elm bark, and agar (Miller, 1935, and
Worton, 1938), and abietic, oleic, and benzoic acids
with methyl abietate (Eldred, 1937). Since 1940,
research on enteric coatings has focused on the syn-
thesis of resinous polymers, which are insoluble in
acids, such as cellulose acetate phthalate (Hiatt, 1940)
and a glycerol-stearic acid-phthalic anhydride ester
(Volweiler and Moore, 1940).[4,5,12,17]

Enteric-coated pills: See Enteric-coated doses.
Enteric-coated tablets: See Enteric-coated doses.
Epispastics: Epispastics are local remedies, the

application of which produce a serous discharge
beneath the cuticle, forming a blister. Epispastics are
also known as vesicatories.[13]

Epithema: Epithema consists or topical applica-
tions other than ointments or plasters. Liquid
epithema include fomentations, soft epithema include
cataplasms, and dry epithema include bags filled with
dried drugs.[20]

Escharotica: See Caustics.
Escharotics: Caustic applications (see Caustics).[5]

Essences: The term essences sometimes refers to a
volatile oil or to a simple tincture; most often, the term
is used interchangeably with spirits.[20]

Essencia: See Essences.
Extracta: See Extracts.
Extracts: Extracts are either pasty or semisolid

masses or dry, solid, or powdered products prepared
by exhausting drugs with appropriate solvents, care-
fully evaporating the products to fixed standards. An
extract is intended to preserve the useful constituents
of a drug in a concentrated, relatively uniform, perma-
nent condition, and in a form suitable for medication.
The Edinburgh Pharmacopoeia (1817) and Dublin
Pharmacopoeia (1826) distinguish between extracts
prepared from infusions, decoctions, or tinctures, and
those prepared from the expressed juices of plants, call-
ing the latter succi spissati or inspissated juices. Three
forms of extracts are recognized: semiliquid or those of
syrupy consistency; plastic masses known as pilular or
solid extracts; and dry powders known as powdered
extracts.[4,5,13]

Extractum: See Extracts.
Eye Drops: See Drops.
Eye Washes: See Solutions, ophthalmic.
Fluidextracts: Fluidextracts are concentrated

liquid preparations representing the therapeutically
active principles of vegetable drugs. They are formu-
lated in such a way that the activity of one gram of
the drug is contained in one milliliter of the fluid-
extract. They are generally prepared by some form of
percolation, using alcohol in the menstruum. Fluid-
extracts first became official in 1850 when five were
entered in the United States Pharmacopeia by their

heyday in the late nineteenth century, almost 100
were official. Joseph Remington called fluidextracts
‘‘American preparations,’’ because they were developed
by such native pharmaceutical scientists as William
Procter, Jr., and Edward Squibb. Fluidextracts were
perhaps the ultimate galenical class because of their per-
manence, concentrated form, and uniform relationship
between the strength of the extract and the drug it
contained. With the dominance of synthetic chemical
drugs in the twentieth century, fluidextracts all but
disappeared, except for those used for flavoring
purposes.[1,19,29]

Fluidextractum: See Fluidextracts.
Fluidglycerates: Fluidglycerates are a class of flui-

dextracts in which a mixture of glycerin and water is
used as the primary menstruum during percolation
instead of alcohol and water. The preparation of these
extracts was suggested by Beringer in 1908. They were
briefly official from the 5th–7th editions of the
National Formulary (1926–1942).[3]

Fluidglyceratum: See Fluidglycerates.
Fomentations: Fomentations consists of an exter-

nal application of cloths dampened with hot water or
a medicinal decoction. Narcotic drugs were sometimes
used. Dry fomentations were heated bricks wrapped in
cloth and applied externally.[5,20]

Fomentum: See Fomentations.
Fotus: See Fomentations.
Frontalia: Medicines applied to the forehead.[20]

Gargarisma: See Gargles.
Gargles: A gargle is a liquid medicine intended to

be retained in the mouth and placed in contact with the
back of the throat by throwing back the head and
agitated by air released from the larynx.[20]

Gauzes, antiseptic or medicated: See Dressings,
medicated.

Gelatin capsules: See Capsules.
Gelatina: See Gelatins.
Gelatins: Gelatins are semisolid gelatinous pre-

parations for internal or external use.[5]

Gelatum: See Gels.
Gels: Gels are semisolid organic or inorganic col-

loids rich in liquid, consisting of hydrated threads or
granules of the dispersed phase intimately associated
with the dispersion medium. Although Francesco
Selmi studied inorganic colloids in the 1840s, modern
colloid science began in 1861 with the work of Thomas
Graham, who investigated diffusion and dialysis and
introduced such terms as colloid, glue, sol, gel, peptiza-
tion, and syneresis. In the early 1900s, Freundlick
introduced the terms lyophilic and lyophobic to
describe colloids in which the dispersed phase has a
high or a low affinity, respectively, for the dispersion
medium. In 1950, Weiser divided gels into inorganic
gels, which include gelatinous precipitates (such as
Milk of Magnesia) and inorganic jellies (such as
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Bentonite Magma), organic gels or jellies (such as
Pectin Paste), and crystalline or amorphous jellylike
networks in which both solid and liquid phases are
continuous (see Magmas).[4]

Globules: Globules are spheres of sugar (see Pills).
They can also be round or oval glycerogelatin capsules
(see Pearls).[5]

Glutoid capsules: See Capsules, glutoid.
Glycerinum: See Glycerites.
Glycerites: Glycerites are solutions of medicinal

substances in glycerin introduced in the 5th revision
of the United States Pharmacopoeia (1873). Glycerites
afford a rapid and simple method of making aqueous
solutions of phenol, tannic acid, tar, and other sub-
stances that are not otherwise easily soluble. This class
of preparations is called glycerins in Great Britain.[4,5]

Glyceritum: See Glycerites.
Glycerogelatins: Glycerogelatins are soft, medi-

cated masses, usually molded into the form of blocks,
which melt at body temperature and have as a base a
mixture of gelatin, glycerin, and water; Glycerated
Gelatin United States Pharmacopoeia is generally used
as a base. At the time of application, the blocks are
melted, and the liquid applied to the skin with a soft
brush. Four glycerogelatins were introduced into the
3rd edition of the National Formulary (1906), and a
general formula remained official through the 8th edi-
tion (1946). Under the title Gelatinum, the British
Pharmaceutical Codex (1922) included preparations
that were either similar to glycerogelatins, that more
closely resembled dermatologic pastes, or that were
intended for internal administration and called jel-
lies.[4,5]

Glycerogelatinum: See Glycerogelatins.
Glysters: See Enemas.
Gossypium: Cotton (see Dressings, medicated).
Granula: Granular effervescent salts (see Salts,

effervescent).
Granules: Granules are small spheres of sugar pel-

lets that are saturated with liquid medication before
being swallowed. They can also be very small pills of
0.06 g or less, sometimes called parvules, made by
slightly moistening sugar granules (or nonpareils) with
a syrup in which an active ingredient has been dis-
solved. Granules containing 1 mg of powerful medica-
tions, such as arsenious acid or aconite, found favor
among physicians in Europe, particularly in Italy,
because they provided powerful drugs in small, precise
doses (see Dragées; also see Pills).[4,23]

Gums: Gums are mucilaginous, amorphous, trans-
parent, or translucent glucosidal principles of plants
used internally (as demulcents or expectorants), exter-
nally (as emollients or protectives), or for their emulsi-
fying action. Three distinctive types of gums are
recognized: arabin, which is completely soluble in
water; bassorin and cerasin, which are partially soluble

or swell in contact with water; and mucilages and
pectins, which swell to form jellies. Many gums are
complex mixtures of several of these types.[5]

Guttae: See Drops.
Hard capsules: See Capsules.
Haustus: See Draughts.
Homeopathic: tinctures: See Tinctures.
Homeopathic: triturations: See Triturations.
Honeys: Preparations with honey as the vehicle.[8]

Infused oils: See Oils, infused.
Infusions: Infusions are aqueous solutions

obtained bysoaking vegetable drugs in cold or hot
(not boiling) water.[8]

Infusum: See Infusions.
Inhalants: Inhalants are products consisting of

finely powdered or liquid drugs that are carried into
the respiratory passages by the use of powder blowers
or low-pressure aerosol containers holding a suspen-
sion of the drug in a liquefied propellent. A dry inha-
lation is a product consisting of finely powdered
drugs that are carried into the respiratory passages
with the help of special devices. Inhalants can also refer
to drugs or a combination of drugs which, by virtue of
their high vapor pressure, can be carried by an air
current into the nasal passages where they exert their
effect. In the latter form of inhalant, the drug is
absorbed on fibrous material and enclosed in an
inhaler—a plastic or metal tube fitted with a cap to
prevent loss of medicament when not in use. The
patient removes the cap, inserts the nasal tip into a
nostril, and breathes the air drawn through the inhaler
to obtain the drug.[4]

Inhalatio: See Inhalations.
Inhalations: Inhalations are medicinal agents

administered by breathing in gases and vapors. A wide
variety of techniques and purposes fall under this cate-
gory. The isolation of pure gases by Priestley, Scheele,
and others in the late eighteenth century motivated
Thomas Beddoes to found the Pneumatic Institute
(1798) in England to treat lung diseases. The gases used
for inhalation therapy included oxygen, nitrous oxide,
and ether. Gases were applied as surgical anesthesia in
the 1840s largely through the efforts of the Americans
Crawford Long, Horace Wells, and W.T.G. Morton;
their innovations were the first great contributions to
medical science by citizens of the United States. The
therapeutic use of gases continued throughout the
nineteenth century, especially for the treatment of
tuberculosis. During this period, devices were designed
to vaporize liquid drugs with steam for the treatment
of lung disorders. The first apparatus developed to
atomize medicinals, made by Berson in 1860, was a
combination inhaler and atomizer operated by steam
that was generated by heating water in a closed vessel.
These devices were quite popular for home use, and
their modern counterparts remain a part of home
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health care. The term inhalation has also been applied
to preparations more properly called inhalants, such as
Compound Eucalyptus Inhalation, or sprays, such as
Epinephrine Inhalation (see Inhalants and
sprays).[24,30,31]

Inhalations, dry: See Inhalants.
Injectio: See Injections.
Injections: Injections are sterile solutions or

suspensions used for administering pharmaceutical
preparations by intravenous, subcutaneous, intramus-
cular, and intraspinal injection. The term injections is
also the class name adopted by the 5th edition of the
National Formulary (1926) for solutions in ampuls
intended for hypodermic injection. Although ancient
humans may have invented the concept of introducing
drugs through punctures in the skin by attempting to
recreate the effects of venomous snake and insect bites
through the use of poisoned arrows, perhaps the first
introduction of medication through the skin for med-
icinal purposes was inoculation for smallpox. Human
inoculation with the smallpox virus by pricking the
body with needles dipped in pus from an active case
of the disease was practiced for centuries among people
of the Orient but was only introduced into Western
medicine about 1717. In 1796, Edward Jenner (1749–
1823) performed his first vaccination with material
from a cowpox sore. In 1657, Sir Christopher Wren
was the first to inject a drug intravenously, a practice
successfully adopted by the English practitioner Johan
D. Major in 1662 under the title ‘‘chirurgica infu-
soria.’’ Physicians experimented with the injection of
water, opium, arsenic, cinnamon, oil of sulfur, and
other substances with limited and often fatal results.
Injections of purging medicines, such as jalap resins,
were particularly popular in the treatment of syphilis.
Nevertheless, the successful utilization of intravenous
injection awaited the proof of the germ theory of dis-
ease and the discovery of sterile methods by Pasteur,
Koch, Lister, and others in the latter half of the nine-
teenth century; the introduction of the hypodermic
syringe, which was suggested by Charles G. Pravez of
Lyons in 1853, popularized by Alexander Wood of
Edinburgh and Charles Hunter of London in 1855–
1858, and improved by Luer in 1894; and the invention
of the ampul by Stanislas Limousin in 1886. A commit-
tee of the Royal Medical and Chirurgical Society of
London gave approval to hypodermic injections in
1867, the same year the British Pharmacopoeia pub-
lished a monograph for the first official injection,
Injectio Morphinae Hypodermica. No attempt was
made to sterilize these solutions, but E.R. Squibb
(1873) and others recommended that parenteral
solutions could be preserved by the addition of
small amounts of carbolic acid, salicylic acid, chloro-
form, or camphor. At about the same time (1875),
John Tindall developed the process of sterilization by

discontinuous heating, which bears his name. Never-
theless, hypodermic routes of administration were slow
to gain widespread recognition, for physicians became
increasingly aware of fevers and other toxic symptoms
following the use of crudely prepared injections.
Ehrlich’s introduction of hypodermic injections of
salvarsan for syphilis (1910) provided the strongest
impetus for the development of parenteral administra-
tion, stimulating a series of rapid advancements in
technique. In 1911, Martindale and Wynn discussed
the pharmaceutical manipulation of salvarsan, empha-
sizing sterilization and aseptic techniques. That same
year, Hort and Penfold applied the term pyrogens to
describe substances that cause a febrile reaction upon
injection. They found that distilled water sealed in ster-
ile containers gave rise to toxic symptoms, whereas
freshly distilled water caused no reaction; later that
same year, Wechselmann showed that febrile reactions
could be eliminated if solutions were made from sterile
distilled water. Seibert confirmed these findings in
1923, noting that poorly constructed stills could pro-
duce pyrogenic distilled water. In 1930, Rademaker
formulated a rigid set of aseptic precautions and rules,
governing the preparation of parenteral fluids, which
are still valid today, and setting the stage for modern
intravenous medicines. Injections are also known as
parenterals.[4,5,24,32,33]

Insessia: Insessia refers to a vapor bath, usually
administered by having the patient sit on a perforated
chair, beneath which is placed a large container filled
with hot water or a hot decoction of a plant drug.[20]

Insufflatio: See Insufflations.
Insufflations: Insufflations are powders used for

blowing into the nose, preferably by means of one of
the various kinds of powder blowers or insufflators
made for the purpose. They may also be applied
directly in the way in which snuff is usually taken.
Also, a snuff. The term comes from the Latin insuf-
flare meaning ‘‘to breath into’’ or ‘‘to blow into.’’[2,5]

Inunctions: Inunctions are ointments applied with
friction, intended for local application and quick
absorption. The term was formerly applied to prepara-
tions consisting of wool fat in which mercury or other
medicinal agents were incorporated. A Compound
Menthol Inunction (retitled Compound Menthol Oint-
ment in 1936) remained official in the National Formu-
lary until 1960.[5,24]

Inunctum: See Inunctions.
Irrigating solutions: See Solutions, irrigating.
Irrigatio: See Solutions, irrigating.
Jellies: See Gels.
Juices: Juices are liquids obtained by expression

from the fresh parts of plants. The British Pharmaceu-
tical Codex (1949) contained monographs for the
juices of garlic, lemon, and taraxacum. In the United
States, Cherry Juice remained official through the

Dosage Forms and Basic Preparations: History 959



D
osage–D

rug
D

elivery
S

ystem
s

16th edition of the National Formulary (1985) as a
flavoring agent.[4]

Juices, inspissated: Extracts prepared from the
expressed juices of plants (see Extracts).

Juleps: A julep is a sweet drink, usually a demul-
cent, acidulous, or mucilaginous mixture. Much more
popular in Europe than in the United States, a typical
julep of the late nineteenth century (mistura gummosa)
contained 10 parts acacia triturated with 30 parts syrup
of acacia, 100 parts water, and 10 parts orange flower
water.[3,20]

Konseals: Konseals is a trade name for the brand
of cachets and cachet apparatus manufactured by the
J.M. Grosvenor Company of Boston about 1885, orig-
inally introduced as ‘‘Morstadt’s cachets’’ by Karl
Morstadt of Prague (see Cachets).[5]

Lamella: See Lamels.
Lamels: Lamels are small disks, about 3 mm in

diameter, cut or stamped from thin films of glyceri-
nated gelatin, containing definite quantities of various
medicaments used in ophthalmology. Lamels, or eye
disks, are applied with a camel’s-hair brush to the
inner surface of the lower eyelid, where they are
immediately dissolved in the lachrymal fluid. Four
lamels were official in the British Pharmacopoeia until
1953.[24]

Lavatio: See Washes, mouth.
Ligamentum: See Bandages.
Linctus: A linctus is a thick viscid liquid that must

be licked from a spoon or licorice stick, from the Latin
lingere, ‘‘to lick’’ (see Lohochs).[5]

Liniments: Liniments are external preparations of
a consistency thicker than water, but thinner than oint-
ments, usually applied to the skin with a gentle rubbing
of the hands. Liniments are among the oldest of dosage
forms, along with related forms, such as plasters and
ointments. The term came to its present use about
1600. Drying liniments are preparations which dry
when smeared on the skin, forming a medicated film
removable by water.[5,8,19]

Liniments, dental: Dental liniments were intro-
duced in the National Formulary V (1926) through
cooperation between dental and pharmaceutical
authorities; these concentrated, often poisonous lini-
ments, were designed to be rubbed into the gums.[5,19]

Liniments, drying: See Liniments.
Linimentum: See Liniments.
Linimentum: exsiccantum: Drying liniment (see

Liniments).
Lints, antiseptic or medicated: See Dressings,

medicated.
Linteum: Lint (See Dressings, medicated).
Liquor: See Solutions.
Litus: A litus is fluid preparation applied with a

brush (see Paints, medicinal).[5]

Lohochs: Lohochs are thick syrupy medicines,
usually used to fight a cough, to be sipped slowly or
licked, sometimes called a looch. If in the latter dosage
form, it is usually called a linctus.[5]

Looch: See Lohochs.
Lotio: See Lotions.
Lotions: Lotions are fluid preparations, usually

containing suspended insoluble material and applied
externally. They are different from liniments by being
aqueous, rather than oleaginous or alcoholic in nature.
Lotions were official in the first National Formulary
(1888). In the mid-nineteenth century, lotions were
often applied by wetting linen and placing on the affec-
ted area.[1,20]

Lozenges: See Troches.
Magisteries: Certain precipitates from saline solu-

tions bore this title, but it was usually applied to secret
remedies.[20]

Magmas: In modern pharmacy, the term magma
means an aqueous preparation containing precipitated
inorganic material in a fine state of subdivision.
Magma Bismuthi and Magma Magnesiae (milk of
magnesia) were the first official magmas in the United
States Pharmacopeia IX (1916). In the nineteenth cen-
tury and previous eras, this term referred to the residue
obtained after expressing organic substances to extract
their fluid parts, usually referred to as a marc.[19,20]

Massa: See Masses.
Masses: Masses are plastic, semisolid pharmaceuti-

cal preparations composed of active medicinal sub-
stances combined with a diluent or filler and an
excipient, capable of being shaped into pills with little
or no further treatment. The three essential require-
ments of a pill mass are: adhesiveness (the mass must
be sufficiently adhesive to retain its shape and yet be
soft enough to be worked by the fingers or suitable
apparatus into the desired form); firmness (the mass
must possess sufficient firmness to permit the pills to
retain their shape); and plasticity (a natural result of
the proper degree of adhesiveness and firmness). Two
masses appear to have survived the changes in modern
medicine: Mass of Mercury (or Blue Mass), a cholago-
gic preparation last official in the National Formulary
IX (1950), and Ferrous Carbonate Mass (or Vallet’s
Mass), a hematinic last official in the National Formu-
lary X (1955).[4,5,24]

Medicated cottons: See Dressings, medicated.
Medicated dressings: See Dressings, medicated.
Medicated gauzes: See Dressings, medicated.
Medicated oils: See Oils.
Medicated paints: See Paints, medicated.
Medicated papers: See Papers, medicated.
Medicated pencils: See Pencils, medicated.
Mel: See Honeys.
Mellita: See Honeys.
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Milks: Historically, the term milk has been applied
generally to any liquid that possesses the outward
appearance of milk, such as milk of magnesia. Legend
holds that the class of beauty preparations called toilet
milks may have arisen from Cleopatra and her milk
baths. The modern milks are oil-in-water emulsions,
named for their appearance and use as additives to
baths. Moreover, actual milk was used and modified,
especially with the addition of malt, as a medicinal
beverage. Fermented Milk, or kumyss, is fresh cow’s
milk, to which sugar and yeast are added for fermen-
tation. Fermented milk was official in the 3rd through
the 5th edition of the National Formulary (1906–1926).
Humanized Milk was a combination of cow’s milk and
fresh cream, plus Humanizing Milk Powder, which
contained a small amount of Compound Pancreatic
Powder and lactose, made official in National Formu-
lary III (1906).[7,34]

Mistura: See Mixtures.
Mixtures: Mixtures are aqueous preparations for

internal use containing insoluble, nonfatty substances.
They differ from emulsions in containing no fat and
from liniments in being used internally. Both mixtures
and emulsions were originally grouped under Mistura
in the United States Pharmacopoeia; in the 7th
revision (1890), emulsions were given separate recog-
nition. Examples include Compound Mixture of
Opium and Glycyrrhiza (Brown Mixture), Carminative
Mixture (Dalby’s Carminitive), Mixture of Copaiba
(Lafayette Mixture), Mixture of Copaiba and Opium
(Chapman’s Mixture), Mixture of Magnesia, Asafetida,
and Opium (Dewees’ Carminative), Oleobalsamic Mix-
ture (Hoffman’s Balsam), Compound Mixture of Opium
and Chloroform (Squibb’s Diarrhoea Mixture), and
Expectorant Mixture (Stokes’ Expectorant).[3,5]

Mouth washes: See Washes, mouth.
Moxa: Moxa are cones of combustible matter used

for cauterization by burning (see Cones). Moxibustion,
the burning of moxa, was an ancient method of coun-
terirritation or cautery arising out of China. Small
cones of combustible organic material (originally
Artimesia moxa or common mugwort) were placed
on certain areas of the skin, ignited, and allowed to
burn down, leaving a blister. Moxa entered Western
medicine in the seventeenth century as a treatment
for gout but fell into disuse a century later along with
other forms of cautery.[5,28]

Mucilages: Mucilages are viscid preparations
made by dissolving or suspending gummy substances
in water. The term comes from the Latin mucus. The
gummy substances, if natural, are carbohydrates
obtained from the exudates of trees or shrubs. Gums
have been used since ancient Egypt. Hippocratic works
(ca. 400 B.C.) mention acacia. Mucilage of Acacia was
official in the first United States Pharmacopoeia
(1820), with Mucilage of Tragacanth becoming official

in the 1st revision (1830). Both have been used as thick-
ening agents or to prevent the creaming of emul-
sions.[2,19]

Mucilago: See Mucilages.
Mulla: See Mulls.
Mulls: Mulls are ointments of high fusion points,

containing the desired medicinal agent, and spread
on soft muslin or mull in a manner similar to that of
ordinary spread plasters. The most suitable base for
preparing mulls is a mixture of suet and lard, with
the occasional addition of wax or lead oleate plaster.
Mulls are prepared extemporaneously by tacking
unsized mull over a sheet of moistened parchment
paper and spreading a melted, partially cooled oint-
ment over the mull with a broad, flat bristle brush
and smoothing the surface with two warmed elastic
spatulas. When cooled, the mull is covered with waxed
paper and rolled into a cylinder for dispensing. Sali-
cylic Acid Mull, Salicylated Creosote Mull, Corrosive
Mercuric Chloride Mull, and Zinc Mull were last
official in the National Formulary V (1926).[5]

Muslin, oiled: See Silk, oiled.
Nasal solutions: See Solutions, nasal.
Nebula: See Sprays.
Nodulus: Nodulus is an abbreviation for nodulus

uterinus, a form of uterine bougie.
Nose drops: See Drops.
Oculentum: See Ointments, ophthalmic.
Odontalgicum: See Toothache drops.
Oil sugars: Mixtures of sugar with fixed and

volatile oils, rendering the oils miscible to water to
an certain extent, offered as a convenient mode of
administering medicines to children. The National For-
mulary offered a general formula for 2% oil sugars
through its 7th edition (1946).[5,13]

Oiled silk: See Silk, oiled.
Oils: Any liquid that greases; i.e., leaves, when

dropped on a cloth, a stain which water does not wash
out; this stain makes paper translucent. If a solid sub-
stance exhibits similar properties, it is called a fat. Oils
are called volatile or fixed, according to whether this
stain disappears on warming or is permanent because
of the nonvolatility of the oil. A few medicated oils,
such as Phenolated Oil N.F. and Phosphorated Oil
N.F., were briefly official.[3,31]

Oils, infused: Oleaginous preparations for exter-
nal use made by macerating a drug with alcohol and
ammonia water, and digesting the mixture with sesame
oil at 60–70�C until the alcohol and ammonia water
have evaporated. The most common, Infused Oil of
Hyoscyamus, was used to make Compound Oil of
Hyoscyamus. This preparation was popular in France
for the treatment of earache under the name baumé
tranquille.[3]

Ointments: Semisolid preparations intended for
application to the skin with or without inunction.
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In addition to serving as vehicles for the topical appli-
cation of medicinal substances, ointments may also
serve as emollients for the skin and as protectives to
prevent contact of the skin surface with aqueous solu-
tions and skin irritants. Ointments are made by fusion,
incorporation, or chemical reaction. Ancient humans
attributed special powers to the fats of animals and
humans, and their mixtures with resins, waxes, pow-
dered herbs, and minerals represent one of the earliest
dosage forms employed. A greaseless ointment, con-
sisting of hartshorn beaten up with incense and flour
and mixed with sweet ale appears in the Ebers papyrus
(1500 B.C.). The Greeks did not distinguish between
liquid or semisolid preparations used for an ointment,
but rather according to use or ingredients. For
example, malagma were softening ointments, whereas
keroma were wax ointments, the predecessor of the
later cerates. Plant mucilages, balsams, and oils mixed
with wax were also classified as ointments. Galen’s
rose water ointment (or cold cream) was an early
departure (second century A.D.) from the entirely fatty
type of preparation (see Creams). By the thirteenth
century, pharmacists distinguished between olea or oils
(liquid oily ointments), emplastra or plasters (masses
sticking firmly to the skin), and unguenta or ointments
(semisolid smears), a concept that remained unchanged
for nearly 500 years. The first United States Pharmaco-
poeia (1820) recognized lard as the chief ingredient of
the first official ointments, which were rendered to the
consistency of butter by the addition of suet, wax, or
spermaceti. By the middle of the nineteenth century,
however, natural ointment bases began to be replaced
by artificial bases, introduced with special regard to the
purposes they were to serve. Schacht introduced Gly-
cerite of Starch in 1858, a translucent jelly prepared
by heating glycerin and starch in certain proportions
to a certain temperature, and W.A. Miller introduced
Petrolatum in 1873 as ‘‘Cosmolin and Paraffin Oint-
ment,’’ both of which preparations were adopted
by the United States Pharmacopeia in 1880. In 1885,
the pharmacologist Oscar Liebreich rediscovered
the therapeutic value of wool fat, the oesypus of the
ancient Greeks, which he called lanolin; it was recog-
nized by the Pharmacopeia in 1893. Later, the Russian
chemist Lifschuetz discovered that the emulsification
power of lanolin depended upon the free alcohols he
had isolated as a group (1895–1898). In 1907, the der-
matologist Paul G. Unna introduced eucerin, a new
ointment base consisting of 1 part of Lifschuetz’s alco-
hols, 20 parts of paraffin ointment, and 20 parts of
water, the forerunner of the American ‘‘Aquaphor.’’
Between 1920 and 1944, hydrogenated oils, sulfated
and sulfonated hydrogenated oils, as well as stearic
acid, sodium stearate, self-emulsifying glyceryl stearate
mixtures, polymers of glycols (such as polyethylene
glycol 4000), and esters of these glycols (such as

polyethylene glycol monostearate) became important,
followed by such modern bases as Plastibase, attapul-
gite, Veegum, guar gum, Carbopol, and the silicones,
which were introduced between 1945 and 1959.[4,5,24]

Ointments, ophthalmic: Sterile ointments designed
for application to the eyelids. Petrolatum, petrolatum-
mineral oil, and petrolatum-anhydrous lanolin bases
are often used in ophthalmic ointments because of
their low irritating potential. Finely powdered, sterile
active ingredients are aseptically incorporated into a
sterile base, using sterile utensils, and dispensed in ster-
ile ophthalmic-tipped tubes to reduce the possibility of
contamination.[4]

Ointments, softening: See Cataplasms.
Oleates: Usually liquid preparations made by

dissolving alkaloids in oleic acid. Oleate of Mercury,
however, is an ointment-like product of mercuric oxide
in oleic acid. Oleic acid was named by the pharmacist
Chevreul after olives.[2,5]

Oleinata: See Oleates.
Oleatum: See Oleates.
Oleoresina: See Oleoresins.
Oleoresins: Extracts of plant drugs prepared by

percolation using a selective solvent (usually ether or
acetone), followed by complete removal of the solvent
by evaporation. The term first arose in the 1820s
(Buchner and Peschier), and the oleoresins first
appeared in the United States Pharmacopeia of 1860
through the efforts of William Procter, Jr.[19].

Oleosacchara: See Oil sugars.
Oleovitamins: Preparations using fish liver oil, fish

liver oil diluted with an edible vegetable oil, or a solu-
tion of vitamin concentrate in fish liver oil or in an
edible vegetable oil. Oleovitamins were created during
World War II to fill a therapeutic gap created by the
interruption in cod liver oil supplies. The class became
official in the second supplement to the United States
Pharmacopeia XI (1942) as a source of vitamins A
and D.[31]

Oleum: See Oils.
Oleum infusum: See Oils, infused.
Ophthalmic ointments: See Ointments, ophthalmic.
Ophthalmic solutions: See Solutions, ophthalmic.
Orbicules: Spherical globules of sugar (see Pills).[5]

Oxymels: Acid-honey preparations containing
acetic acid or vinegar (see Honeys).[4]

Paints, medicinal: Liquid medicinal preparations
possessing antiseptic, caustic, soothing, or stimulating
properties, usually applied by means of a brush. Paints
intended to remain in contact with a specified surface
are usually prepared with collodion, glycerin, glycerin
and water, egg albumin in alcohol, or gutta percha.
Paints intended to be absorbed are prepared with oleic
acid or fatty oils. Caustic substances are usually
applied dissolved in distilled water, alcohol, or ethereal
vehicles, whereas resinous substances, such as benzoin,
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storax, tolu balsam, or sandarac dissolved in ether, are
employed as bases for medicated varnishes, and used
for application to the skin and raw mucous surfaces.[5]

Papers, medicated: Preparations intended pri-
marily for external application, either by saturating
paper with medicinal substances or by applying the
latter to the surface of the paper by the addition
of some adhesive liquid. Potassium Nitrate Paper
remained official in the National Formulary through
its 5th edition (1926), but the most widely used paper
is Mustard Paper, commonly called mustard plaster,
a mixture of powdered black mustard and a solution
of rubber spread on paper, cotton cloth, or other fab-
ric, which remained official in the National Formulary
through its eleventh edition (1960). Mustard poultices
or cataplasms were formerly called sinapisms, after
the botanical name for black mustard, Sinapis nigra,
and were described in the United States Dispensatory
(1836) as

Powerfully rubefacient . . . usually becoming insuppor-

tably painful in less than an hour . . . . As a general
rule, the poultice should be removed when the patient
complains much of the pain; and in cases of insensi-

bility should not, unless greatly diluted, be allowed to
remain longer than one, or at most two hours, as viol-
ent inflammation, followed by obstinate ulceration, is
apt to occur.

Home-made mustard plasters (equal parts of mus-
tard and flour, moistened with tepid water to form a
paste and applied to the skin in a muslin bag) still play
a role in folk medicine.[5,13,24]

Papers, powder: See Powders, divided.
Papers, waxed: Parchment-like paper treated with

melted wax or paraffin used largely as an economical
substitute for more expensive protective dressings
(see Dressings, protective).[5]

Parenterals: See Injections.
Parogenum: See Petroxolins.
Parvula: See Parvules.
Parvules: Small sugar-coated pills, of 0.06 g or

less, sometimes incorrectly called granules. (also see
Granules).[4,5]

Pasta: See Pastes.
Pasta dermatologica: Dermatologic pastes (see

Pastes).
Pastes: Ointment-like mixtures of starch, dextrin,

zinc oxide, sulfur, calcium carbonate, or other medici-
nal substances made into a smooth paste with
glycerin, soft soap, petrolatum, lard, or other fats,
and medicated with antiseptic or astringent agents,
designed for external use. Early pastes, such as Pasta
Glycyrrhizae and Pasta Althaeae, were internal pre-
parations, most of which were of gum-like consistency.
The modern pastes were introduced by the noted

dermatologists Paul G. Unna and Oskar Lassar around
1900. Dermatologic Pastes normally contain a higher
proportion of powdered material than that included
in ointments and are less greasy but more absorptive
than other preparations for external application. The
British Pharmaceutical Codex groups Witch Hazel
Cream, Vanishing Cream, Tannic Acid Jelly, Catheter
Lubricant, and a wide assortment of ‘‘medicated pre-
parations for external application, employed princi-
pally as antiseptic, caustic, cooling, protective or
soothing dressings’’ under the title ‘‘Pastes.’’ Pastes
entered the National Formulary III in 1906.[4,5,24]

Pastes, dermatologic: See Pastes.
Pastilles: A form of lozenge, particularly those

which are chocolate flavored (see Lozenges); also, com-
bustible cones of aromatic drugs used for fumigation
(see Cones). The term came into English usage around
1650 from the French pastille, which was derived from
the Latin pastillus, meaning ‘‘little loaf.’’[2,5]

Pastillus: See Pastilles and Cones.
Pearls: Round or oval capsules made by enclosing

liquids, solids, or tablets in a shell of glycerogelatin
material. Pearls are less elastic than soft capsules and
contain no air space, the glycerogelatin shell being
completely filled with the medicinal substance. Phar-
macists made pearls extemporaneously by laying a
softened sheet of glycerogelatin over a warmed mold-
ing plate containing a specified number of semicircular
(or other shaped) depressions. The sheet was covered
with a measured quantity of medicinal liquid, and the
liquid with a second sheet of glycerogelatin to exclude
air. The whole assembly was covered with a matching
molding plate, and compressed with a mechanical press
to form the pearls, an exacting and time-consuming
process requiring special apparatus. This process has
been superseded in industry by a continuous auto-
mated process in which a liquid is injected between
two ribbons of gelatin while passing between revolving
dies (also see Capsules, soft).[4,5]

Pelleta: See Pellets.
Pellets: Small spheres of sucrose saturated with an

alcoholic tincture, primarily used in homeopathic
medicine. Pellets are made in different sizes, designated
according to the diameter of ten pellets measured in
millimeters. Remington’s Practice of Pharmacy
(1926) states that pellets ‘‘should be made of the purest
materials, should be perfectly white and odorless and
able to withstand all the tests prescribed for sucrose
or cane sugar’’ (also see Globules).[5,24]

Pencils, antiseptic: See Pencils, medicated.
Pencils, astringent: (See Pencils, medicated).
Pencils, caustic: (See Pencils, medicated).
Pencils, medicated: Cylinders used in dermatolo-

gic practice to apply medicinal agents directly to the
skin. The medicinal agent is incorporated into a paste
consisting of starch, dextrin, tragacanth, and sucrose
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with sufficient water to form a plastic mass, which is
rolled into cylinders about 5 mm in diameter, cut into
sections about 5 cm long, dried on parchment paper at
room temperature, and wrapped in tinfoil. Medicated
pencils intended as a caustic application, such as sticks
of silver nitrate, are sometimes referred to as escharo-
tica. Salicylic Acid Pencils, the last official medicated
pencils, appeared in the National Formulary V
(1926); also known as Antiseptic, Astringent, Caustic,
Salve, or Styptic Pencils.[5]

Pencils, salve: See Pencils, medicated.
Pencils, styptic: See Pencils, medicated.
Perles: See Pearls.
Pessaries: Medicated vaginal suppositories, globu-

lar or oviform in shape, weighing between 4 g (if made
from oil of theobroma or cocoa butter) and 10 g (if
made from glycerated gelatin). The term derives from
a Greek word describing the small stones used for
playing the game of draughts.[5,35]

Pessarium: See Pessaries.
Pessum: See Pessaries.
Petroxolins: Fluid preparations for external use

with a base of liquid petrolatum and ammonium ole-
ate. The preparations became official in the 6th edition
of the National Formulary (1936).[3]

Pigmentum: See Paints, medicinal.
Pill coatings: See Coatings, pill.
Pills: Small, solid masses of a globular, ovoid, or

lenticular shape intended for oral administration. Pills
are prepared by incorporating medicinal agents with
other materials to form a cohesive, plastic mass, which
is divided into the requisite number of portions, each
of which is formed into the desired shape. Pills usually
range in weight from 0.10 to 0.30 g. Exceptionally large
pills of 0.60 g or more are referred to as boluses; very
small sugar-coated pills of 0.06 g or less are known as
parvules or granules; pellets, globules, or orbicules are
small spheres of sugar saturated with an alcoholic tinc-
ture, largely used in homeopathic medicine. When the
pill came into use in ancient Mesopotamia and Egypt,
it offered for the first time a definite dose correspond-
ing with a desired therapeutic action. The Greeks
named the little balls of medicine katapotia (‘‘some-
thing to be swallowed’’), later Latinized to catapotium;
by the first century A.D., the term pilula came into use
In Rome. Pills persisted as a major dosage form for a
remarkably long period of time. For example, over half
of the prescriptions dispensed at a Charlestown,
Massachusetts, pharmacy during the years 1872–1875
were for pills. Moreover, certain combinations of drugs
persisted for thousands of years in pill form. The Pills of
Rufus, for example, were originally a hiera (bitter pow-
der) made into pill form by the Arabs and popularized
by Avicenna (980–1033); a modern version, Pills of
Aloe and Mastic, were last official in the 8th revision
of the United States Pharmacopeia (1905).[4,5,36,37]

Pills, compressed: See Tablets.
Pills, enteric-coated: See Enteric-coated doses.
Pilula: See Pills.
Pilula comprimata: Compressed pills (see Pills).
Pilula enterica: Enteric-coated pills (see Pills).
Pilules: See Pellets.
Plasma: Nonfatty unctuous preparations.[5]

Plasters: Substances intended for external appli-
cation, made of such materials and of such consistency
as to adhere to the skin. Adhesive plasters afford
protection and mechanical support, whereas medicated
plasters furnish an occlusive and macerating action,
bringing the medication into close contact with the
skin; when spread on perforated cloth, the product is
called a porous plaster. Plasters are among the most
ancient of all pharmaceuticals. Primitive humans may
have used plasters of mud and leaves to help heal
wounds or relieve pain. The Ebers papyrus (1500 B.C.)
describes several plasters and poultices for treating
burns, and the Greeks assigned a special place within
their temples where plasters were prepared. Indeed,
the word plaster is derived from the Greek emplastron
meaning ‘‘to smear on’’ or ‘‘to mold on.’’ The famous
diachylon plaster, made from oil, litharge, and certain
plant juices was compiled by Menecrates, physician
of the Emperor Tiberius about 39 A.D. and passed
on in verse form to Claudius Galen (131–201), who
developed a number of practical formulas for plasters
and procedures for their preparation which endured
for centuries. A modern version of diachylon plaster
survived as Lead Oleate Plaster (or Lead Plaster) in
the United States Pharmacopeia and later in the
National Formulary through its 8th edition (1946).
Originally, plasters were spread directly on the affected
part of the body; by the sixteenth century, plaster
material was being spread on linen or leather or
dipped. In 1514, Giovanni da Vigo popularized spread
plasters called sparadraps or spasmadraps; in 1691,
William Salmon described dipped cerecloths in his
Pharmacopoeia Londonensis. Plasters were spread
with the aid of an offset spatula or plaster iron heated
by means of a spirit lamp, an arduous and time-
consuming process which exhausted the patience of
pharmacists who struggled trying to keep the refrac-
tory plaster masses warm and malleable. Although
Elisha Perkins of Baltimore is credited with obtaining
the first American patent for a manufactured plaster
(1830), John C. De La Cour of Camden, New Jersey,
is generally credited as among the earliest producers
of machine-spread adhesive plasters (1836), one of
the first commercially prepared dosage forms manu-
factured in the United States. In 1852, an English
apothecary named Mather patented a method of
spreading plasters on leather by the use of heated roll-
ers, producing a thinner and more uniform product,
leading Edward Parrish to observe in his classic text,

964 Dosage Forms and Basic Preparations: History



D
os

ag
e–

D
ru

g
D

el
iv

er
y

S
ys

te
m

s

American Pharmacy (1856), that ‘‘the spreading of
plasters which was formerly an important part of the
business of the apothecary has now . . . been monopo-
lized by manufacturers who bring machinery to their
aid.’’ The only plaster which still finds significant
use today is Salicylic Acid Plaster, United States
Pharmacopeia—the common corn plaster (also see
Plasters, adhesive, and Plasters, porous).[4,5,15,24,38]

Plasters, adhesive: A mixture of rubber, resins,
and waxes, with a filler of absorbent powder, such as
zinc oxide, orris root, or starch, mechanically mixed
and spread on cotton cloth. Early adhesive plasters
were composed of resin and litharge or diachylon
spread on calico, muslin, or linen. In 1843, B.C.

Rowland of Liverpool, England, reported on an ‘‘India
Rubber Court Plaster’’ made by dissolving India rub-
ber in naphtha or turpentine and spreading the lique-
fied rubber on silk or satin. Two years later, Horace
Day and William Shecut of New York City patented
a combination of India rubber and gums as a plaster
mass. In 1852, Benjamin Nickels of Surrey, England,
patented an ‘‘elastic plaster’’ combining adhesive
material on an elastic fiber. In 1863, Joshua Melvin
of Lowell, Massachusetts, patented the manufacture
of adhesive plaster in roll or cylindrical form. By the
early twentieth century, two types of rubber-based
adhesive plasters emerged: surgeons’ adhesive plaster,
a plain yellow-colored mass, and zinc oxide adhesive
plaster, a white mass containing zinc oxide. Modern
adhesive plasters, consisting of vinyl resin, plasticizers,
and other chemical additives have an excellent ability
to remain adhered under severe conditions of moisture
and heat, and rarely cause skin irritation. Adhesive
plaster remained official through the 19th revision of
the United States Pharmacopeia (1975) (also see
Plasters and Plasters, porous).[5,15,24]

Plasters, Blister: Plasters designed to produce
inflammation, blisters, or issues (running sores). Many
blistering agents were used to prepare blister plasters,
but the potent and powerful cantharides (or Spanish
flies), was the most widely applied. It was used inter-
nally by the ancients, who were well aware that it
produced hematuria even when applied externally.
Aretaeus introduced an external preparation of can-
tharides as a blistering agent in the second century to
the shaved head to relieve headache. This treatment
was also used for epilepsy and vertigo, and persisted
through the centuries, but only after the patient had
been given milk to drink for 3 days to protect the blad-
der from injury. ‘‘In many constitutions the strangury
will ensue, especially where the discharge of serous
juice is too great,’’ an English textbook on materia
medica advised in 1730. ‘‘But, however it be, such
applications are necessary when a patient proves deliri-
ous, as frequently happens in high fevers.’’ A century
later, the United States Dispensatory (1836), in discussing

the use of Cerate of Cantharides, ‘‘the common blistering
plaster of the shops,’’ remarked that

When the full operation of the flies is desirable, and the
object is to produce a permanent effect, the application

should be continued for twelve hours . . . . It should
then be removed, and followed by a bread and milk
poultice, or some other emollient dressing, under

which the cuticle rises, and a full blister is usually pro-
duced. By this management the patient will escape
strangury, and the blister will very quickly heal after
the discharge of the serum.

Elisha Perkins of Baltimore obtained a patent in
1830 for an apparatus to prepare blister plasters.
George W. Carpenter of Philadelphia sold and recom-
mended Perkin’s blister cloth in 1831 as ‘‘a very con-
venient article for the country physician, being ready
spread for immediate use.’’ Ceratum Cantharides
was official in the United States Pharmacopeia and,
later, in the National Formulary until 1950.[13,15,28]

Plasters, porous: Adhesive plasters spread on per-
forated cloth. Sir William Butts, royal physician to
Henry VIII, devised a ‘‘spasmadrap or dypped plas-
ter’’ which was to be poked ‘‘full of smalle hoolys.’’
In 1845, Horace Day and William Shecut of New York
City patented a rubber-based ‘‘porous plaster’’ ren-
dered full of minute holes to ‘‘allow the free escape
of the perspiration.’’ In 1854, Somerville Scott Alison
of London patented a porous or ‘‘perforated
Lambskin . . . prepared according to the process called
chamois curing.’’ The porosity is considered a mech-
anical advantage in that it prevents the plaster from
slipping from the point of application, each opening
serving as a stop. Porous plasters are also far more
comfortable than the nonporous variety, which they
have superseded (also see Plasters and Plasters,
adhesive).[5,15]

Politzer plugs: Greased pellets of cotton about the
size of a coriander seed with a thread attached, for
insertion into the ear as a protective. The pellets were
named after Adam Politzer (1835-1920), an Austrian
otologist.[1,2]

Pomatum: Fats saturated with odorous princi-
ples.[5]

Potio: See Draughts.
Potions: See Draughts.
Potus: See Draughts.
Poultices: Originally spelled ‘‘pultes’’ in sixteenth-

century England, the term came from the Latin puls or
pultes meaning ‘‘a pottage of meal’’ (also see Cata-
plasms).[2]

Powder papers: See Papers, divided.
Powders: Intimate mixtures of dry, powdered

medicinal substances reduced to a fine powder by the
processes of comminution and trituration. Bulk powders
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are divided into two categories: simple, consisting of
one substance, and compound, consisting of two or
more powders mixed together. One of the most ancient
compound powders was hiera picra (‘‘sacred bitters’’),
a mixture of aloe and canella introduced about 500 B.C.

as a laxative, the prototype of a large number of bitter
powders containing aloe as the principal ingredient
and bearing the general title Hiera. This powder was
listed in various pharmacopoeias and was last recog-
nized in the 4th edition of the National Formulary
(official until 1926). Powders were designed originally
as a convenient mode of administrating hard vegetable
drugs such as roots, barks, and woods; powders were
also found to be convenient for the dispensing of inso-
luble chemical compounds such as calomel, bismuth
salts, mercury, and chalk. Famous compound powders
of the past include: Compound Powder of Glycyrrhiza,
a variant of Compound Senna Powder recognized by
the first London Pharmacopoeia (1618); Powder of
Ipecac and Opium, or Dover’s Powders, introduced
by the English physician Thomas Dover as Pulvis Dia-
phoreticus in the early eighteenth century; Aromatic
Powder of Chalk, a simplified version of a complex
confection devised by Sir Walter Raleigh during
his imprisonment and introduced into the London
Pharmacopoeia of 1721 as Confectio Raleighana;
and Antimonial Powder, patented in 1747 as Dr.
James’s Fever Powder. The United States Dispensa-
tory (1836) noted that ‘‘the form of powder is con-
venient for the exhibition of substances which are not
given in very large doses, are not very disagreeable
to the taste, have no corrosive property, and do not
deliquesce rapidly on exposure.’’ Today, drugs not
available in capsule or tablet form can still be con-
veniently administered in powdered form by placing
them on the back of the tongue and swallowing them
with water. Flavored powders are particularly useful
for children who might have difficulty swallowing a tablet
or capsule (also see Powders, divided).[4,5,13,24]

Powders, divided: Intimate mixtures of dry, pow-
dered medicinal substances intended for oral admi-
nistration, divided into single doses, each of which is
folded into a small sheet of glassine paper. One of
the oldest of dosage forms, divided powders have lar-
gely been replaced by capsules or tablets. Nevertheless,
the preparation of powders permits the drugs to be
reduced to a very fine state of subdivision, a physical
condition which frequently intensifies their therapeutic
activity, a factor in increasing the efficacy of homeo-
pathic triturations, calomel and sodium bicarbonate
mixtures, and Dover’s Powder (Powder of Ipecac
and Opium). Divided powders also furnish a con-
venient means for administering drugs that are not
excessively bitter, nauseous, or otherwise offensive to
the taste. One of the most durable divided powders is
Seidlitz Powders, a saline cathartic originated and

patented by Thomas Savory in 1815. Savory claimed
that the powders owed their value to the mineral
properties of the Seidlitz spring in Germany, which
contains magnesium sulfate. The powders consist of
sodium bicarbonate (wrapped in blue paper) and tar-
taric acid and potassium and sodium tartrate (wrapped
in white paper), each of which are dissolved separately
in water and then mixed. The formula was exposed
in a book of recipes for patent medicines published by
the Philadelphia College of Pharmacy in 1824, and
remained official as Compound Effervescent Powders
in the United States Pharmacopeia, and later in the
National Formulary through its 12th edition (1965);
also known as Powder papers.[5]

Precipitates: Drugs prepared by separating parti-
cles from a previously clear liquid by physical or
chemical means. Precipitation usually occurs when a
hot saturated solution of an amorphous substance is
allowed to cool or when a liquid in which the dissolved
substance is insoluble is added to its solution. Pharma-
cists formerly used the process of precipitation as a
convenient method of obtaining solid substances in
fine particles (precipitated calcium carbonate), to
purify solids (precipitated calcium phosphate), or to
prepare mercury salts. White precipitate (ammoniated
mercury) was first described by Beguin in 1632, a
soluble double chloride of mercury and ammonium
known to the alchemists as sal alembroth and sal
sapientiae, respectively. Red precipitate (red mercuric
oxide) was known to alchemists as hydragyrum preci-
pitatum per se or ‘‘precipitate per se;’’ yellow precipi-
tate is a synonym for yellow mercuric oxide.[5,24]

Preserves: See Conserves.
Protective dressings: See Dressings, protective.
Pulvis: See Powders.
Quiddonies: Preparations with a vehicle of thick,

quince-flavored syrup (also see Syrups).[39]

Resina: See Resins.
Resins: Solid preparations consisting chiefly of

the resinous principles from vegetable bodies. The
officially prepared resins differ from alcoholic extracts
in that the latter contain all of the alcohol-soluble
principles in the drugs, whereas the resins contain only
the alcohol-soluble principles that are insoluble in
water. The term probably arose from the Greek rheos,
‘‘to flow,’’ referring perhaps to the flow of pine resin
commonly observed.[2,5]

Rotula: Globules or orbicules (see Pills).[5]

Rubificients: Local remedies which produce red-
ness and inflammation of the skin. The word comes
from two Latin words: ruber, meaning ‘‘red,’’ and
facio, meaning ‘‘to make.’’[2,13]

Saccharures: Preparations made by saturating
sucrose with a tincture, drying it, and grinding the
mixture to a powder.[5]

Saccelli amylacea: See Wafer envelopes.
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Sacculi: Abbreviation for sacculi medicinales, or
‘‘bags of drugs.’’[20]

Sal: See Salts.
Sal effervescens: See Salts, effervescent.
Sal factitium: See Salts, artificial.
Salts: Compounds formed by the union of acids

and bases, by the action of alkalies upon metals, or
by the direct union of elements. The term is often
incorporated in the common name of salts used as
pharmaceuticals: bitter salts, epsom salt, or Seidlitz salt
(magnesium sulfate), preparing salt (sodium stannate),
Preston’s salts (ammonium chloride), Rochelle salt or
Seignette’s salt (potassium and ammonium tartrate),
salt of Mars (ferrous sulfate), salt of Saturn (lead
acetate), salt of tartar (potassium carbonate), salt of
tin (stannous chloride), salt of wisdom (mercury
bichloride and ammonium chloride), sore-throat salt
(fused potassium nitrate), vinegar salts (calcium
acetate), and vomiting salt (zinc sulfate). The term is
also applied to some acids, such as salt of lemon or
sour salt (citric acid), salt of sorrel (oxalic acid), and
spirit of salt (muriatic acid).[5,13]

Salts, artificial: A mixture of the more important
chemical salts naturally present in several of the well-
known mineral springs of Europe. ‘‘These are properly
labeled artificial,’’ notes Remington’s Practice of
Pharmacy (1926), ‘‘and if used to prepare effervescent
salts or mineral waters they should be sold only as an
imitation of the genuine.’’[5]

Salts, effervescent: Granular effervescent salts
were formerly made by mixing dry powders with dry
tartaric acid and sodium bicarbonate and moistening
the mixture with strong alcohol. The pasty mass
was passed through a sieve, and the granules
dried quickly in a hot room, sifted, and filled into
bottles, which were hermetically sealed to prevent the
access of moisture. This method was greatly improved
upon by mixing the powders in a flat enameled
dish and heating in an oven to about 100�C or by heat-
ing the mixture in a deep jacketed kettle or in a pill-
coating pan, heated, as it revolves, by a gas flame.
When the mixture becomes moist, it is manipulated
with a wooden spatula to make it uniform in consist-
ency, and rubbed through a coarse tinned iron sieve;
the granules obtained are dried slowly at a low heat
in an oven.[5]

Salts, smelling: Ammonia-based preparations
used as a restorative in ‘‘hysterical syncope’’ (fainting).
Dry smelling salts (or vinaigrettes) are composed of
ammonium chloride and potassium carbonate, per-
fumed with lavender; liquid smelling salts are com-
posed of ammonium carbonate dissolved in stronger
ammonia water and alcohol, and perfumed with oils;
solidified smelling salts are similar preparations solidi-
fied with stearic acid.[5]

Salve pencils: See Pencils, medicated.

Salves: This term probably arose from the Anglo-
Saxon sealf or the German salbe, both meaning
‘‘ointment’’ (see Ointments).[2]

Scutum: Abbreviation for scutum stomachicum, a
large plaster, applied to the breast or stomach.[20]

Semicupia: A half-bath, used interchangeably with
Insessia.[20]

Sericum oleatum: See Silk, oiled.
Serums: Serum therapy came into prominence in

the 1890s when Emil von Behring (1854–1917)
extended Pasteur’s theory of attenuated viruses.
Behring demonstrated that the serum of animals
immunized against attenuated diphtheria toxins can
be used as a preventive or therapeutic inoculation
against diphtheria in other animals through a specific
neutralization of the toxin of the disease. In 1894,
Behring began to produce his new antitoxic serum on
a grand scale; it soon became recognized as the specific
treatment for diphtheria. Antisera act by combining
with the toxin in the blood of the patient, rendering
it inert. Scarlet fever, tetanus, erysipelas, botulism,
and gas gangrene have been successfully treated by
antitoxic serums prepared in this manner. Antibacter-
ial serum is produced by injection of an animal with
successive doses of bacteria. The immune substances
thus formed act by enhancing phagocytosis, destroying
the bacteria. Pneumonia, streptococcic infection, and
spinal meningitis have been aided by the use of this
type of serum. Mixed serum contains both antitoxic
and antibacterial immune bodies; the serum used to
treat scarlet fever is of this type.[3,40]

Shampoos: A wash for the hair or soap for hair
washing. The term comes from the Hindustani word
tshampa, meaning ‘‘to squeeze’’ or ‘‘to press,’’ prob-
ably associated with hot oriental baths.[2]

Silk, oiled: A thin, very soft, and pliable protective
dressing made of fine silk, coated with a flexible lin-
seed-oil varnish. Oiled Silk is available in semitranspar-
ent or opaque form, made by the addition of talc or
starch in the final coating. Oiled Muslin or Oiled
Cambric is similar to oiled silk, except that the basic
fabric is of glazed cotton; it is thicker and heavier
and consequently less pliable than oiled silk (see Dres-
sings, protective).[5]

Sinapismus: See Plasters, blister.
Sindon oleata: Oiled muslin or Oiled cambric (see

Silk, oiled).
Snuffs: See lnsufflations.
Soaps: A class of chemical substances which are

metal salts of fatty acids. Pliny (first century A.D)
records that the ancient Romans learned the prepa-
ration of soap from Nordic tribes, who used a pomade
prepared from goat fat and the calcined ashes of beech-
wood. Sapo, the Latin word for soap, is derived from
the Nordic sepe. The chemistry of soaps was
elucidated in the early nineteenth century by French
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chemist M.E. Chevreul (1786–1889). Soaps may be
divided into two classes: soluble soaps (or detergent or
cleansing soaps), which are compounds of fatty acids
with alkali metals, particularly sodium and potassium;
and insoluble soaps, which are compounds of fatty
acids and metals of any other group, such as Lead
Oleate Plaster or Lime Liniment, a calcium soap of lin-
seed oil. Soluble soaps include Hard Soap (or Castile
Soap), prepared from olive oil and sodium hydroxide,
official through the 11th edition of the National
Formulary (1960), and Soft Soap (or Green Soap),
prepared from linseed oil, glycerin, and dekanormal
solutions of sodium and potassium hydroxide; the
latter continues to hold official status.[4,5]

Soft capsules: See Capsules, soft.
Solutio: Dental preparations official only in the

5th edition of the National Formulary (1926), consist-
ing of a solution of a resinous material dissolved in
chloroform.[3]

Solution tablets: See Tablets, solution.
Solutions: Liquid preparations that contain one or

more substances dissolved in a solvent and, by reason
of their ingredients or method of preparation, do not
fall into some other category of preparation. From
the seventeenth century on, the term liquor denoted
liquid solutions. By the early twentieth century, liquor
usually referred to aqueous solutions of nonvolatile
substances. For example, Solution of Magnesium Cit-
rate, United States Pharmacopeia, had the Latin title
Liquor Magnesii Citratis. Beginning with the United
States Pharmacopeia XVI and the National Formulary
XI (1960), the term liquor was dropped and solutions
were listed by their active ingredient or ingredients.[19]

Solutions, irrigating: A preparation to be applied
continuously by means of a special device for the
purpose, as in the treatment of wounds with Dakin’s
solution.[5]

Solutions, nasal: Solutions of drugs for instilling in
the nose rather than spraying are generally a modern
development. The first nasal solutions were formulated
with menthol and thymol dissolved in light mineral oil.
Later isotonic aqueous solutions were designed as
drops.[3]

Solutions, ophthalmic: Originally called collyria,
ophthalmic solutions arose from the eye washes of
the ancient world. Early preparations were not the
sterile, buffered solutions of today. The term collyrium
comes from the Greek kollurion, which Hippocrates
used to designate fatty suppositories for gynecological
purposes. They were formed into sticks, from which
a paste was made with a liquid. Eventually, more
liquid was added and the paste thinned to a lotion.
This lotion was used as an eye wash, and term came
to be used exclusively for this type of preparation.
Remington’s formula for a collyrium of 260 mg
(4 grains) of sodium borate in 30mL (1 oz) of camphor

water was a standard from 1886 into the mid-twentieth
century.[2,41]

Sovella: See Tablets, solution.
Spasmadraps: Pieces of linen or other cloth

dipped in or spread with a medicinal plaster, popular-
ized in 1514 by Giovanni da Vigo (1460–1525), phy-
sician to Pope Julius II. From the Latin spasma
meaning ‘‘healing powder’’ and the French drap
meaning ‘‘cloth.’’ Also known as sparadraps or cere-
cloths (see Plasters).[15]

Species: See Teas.
Spirits: Solutions of volatile substances (usually

volatile oils) in alcohol. Some editions of the National
Formulary stated that ‘‘spirits of volatile oils’’ con-
tained 6.5% of the volatile oil, but that figure was later
rejected as too low. Although used internally, several
spirits were used medicinally by inhalation or as flavor-
ings.[4,31]

Spiritus: See Spirits.
Sprays: Medicated liquids prepared for dispersal

by atomizers or nebulizers, usually on external surface
or mucous membranes of the respiratory tract. In the
United States Pharmacopoeia, sprays were called
inhalatio; the National Formulary referred to them
as nebulae. Sprays of the early twentieth century were
formulated with aromatics dissolved in light mineral
oil. As injuries from inhaled oils became apparent,
especially among children, these sprays were displaced
by buffered aqueous solutions.[1,31]

Starch capsules: See Cachets.
Steam: See Vapors.
Steatina: A salve mull (see Mulls).[5]

Stilus dissolubilis: Dissolving pencils (see Pencils,
medicated). Pencils containing a caustic or an astrin-
gent.[5]

Stilus medicatus: See Pencils, medicated.
Stilus unguentis: Salve pencils, cooling, antiseptic,

or astringent (see Pencils, medicated).[5]

Stupa: See Stypes.
Stypes: Cloths wrung out of hot water and

sprinkled with a counterirritant.[2]

Styptic pencils: See Pencils, medicated.
Succus: See Juices.
Succus spissatus: Condensed juice (see Extracts).
Sugar plums: See Condita.
Suppositories: Conical or ovoid medicated solids

intended for insertion into one of the several orifices
of the body, excluding the mouth. Suppository use
has been known as early as 2600 B.C., and was recom-
mended in the works of Hippocrates (ca. 400 B.C.).
The term derives from the Latin suppositus, meaning
‘‘to place under.’’ Premodern suppositories were made
by hand using soap or other semisolid fatty substances
as the main vehicles. They were not commonly used
until the seventeenth and eighteenth centuries and
did not become popular until the mid-nineteenth
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century and the advent of cocoa butter as vehicle. In
1766, Antoine Baumé described a suppository mold
which used liquefied cocoa butter. This technique was
popularized in America by Alfred B. Taylor about
1852 using paper cones as molds. Metal molds were
introduced about 1860, although many pharmacists
continued to form suppositories by hand without heat.
Cold compression of cocoa butter was made possible
through the introduction of metal suppository presses
about 1868, although the first popular compression
mold was not introduced until 1879. After 1870, mix-
tures of glycerin and gelatin came to be used as vehicles
for suppositories, beginning a quest for the perfect
vehicle that continues to the present.[2,19,42]

Suppositorium: See Suppositories.
Suspensio: See Suspensions.
Suspensions: Heterogeneous systems containing

coarsely dispersed material that settles. A wide variety
of pharmaceutical preparations have been used as
suspensions, for example, White Lotion, Magma of
Bismuth, and Compound Mixture of Opium and
Glycyrrhiza (Brown Mixture). In addition, several
official ointments are suspensions of solids in a semisolid
base. A large number of suspensions are categorized as
mixtures in the United States Pharmacopeia and the
National Formulary.[19]

Swabs: Ampuls containing Iodine Tincture, United
States Pharmacopeia, covered with gauze or other
absorbent material, and used for first-aid treatment.
Iodine Swabs, later called Iodine Ampuls, were official
in the National Formulary through its 13th edition
(1970). When iodine tincture is required for first aid,
the tip of the ampul is broken and the gauze absorbs
the iodine and provides a means of applying it directly
to the wound. Some Iodine Ampuls are in the form of
fine capillary tubes, which are broken when needed and
the tincture applied directly.[24]

Sweetmeats: See Condita.
Syrups: A nearly saturated aqueous solution of

sugar (usually sucrose) with or without medicinal or
flavoring ingredients. Syrups are usually divided into
flavored, containing a fruit or aromatic substance for
a pleasant taste, and medicated, containing a drug.
Simple Syrup, United States Pharmacopeia was com-
monly used in the preparation of pill masses and other
mixtures.[3,8,19]

Syrupus: See Syrups.
Tabella: See Tablets.
Tablet Triturates: See Triturates, tablet.
Tablets: Dosage forms prepared by molding or

compressing medicinal substances in dies. Tablets vary
widely in shape, the most common form being discoid,
and range from 0.06 to 0.60 g in weight. Jean de Renou
applied the Latin word tabella to a special type of
troche in 1608; Burroughs Wellcome & Company
coined the term ‘‘tablet’’ in 1878 to refer to its brand

of compressed pills; the term is derived from the
French tablette, meaning ‘‘shelf’’ and the Latin tabula,
meaning ‘‘board.’’ In 1843, the English apothecary
William Brockedon patented a device for compressing
medicinal agents commonly employed in pills and
lozenges without the use of liquid adhesive agents;
the resulting product was known as compressed pills.
The Philadelphia druggist Jacob Dunton invented a
similar device in 1864, marketing his own compressed
pills in 1869; Joseph Remington devised a similar
machine in 1875 to allow the retail druggist to ‘‘manu-
facture his own medication called for on prescription.’’
Each of these devices consisted of a compression cylin-
der and lower die (to hold the medicinal substance) as
well as an upper die which was struck with a mallet to
compress the material. More reliable compression was
achieved by using the screw devices invented by Ger-
many’s Professor Rosenthal (1874) and perfected by
Austria’s Carl Engler (1907). Another advancement
was the lever device introduced by Philadelphia’s Ben-
nett L. Smedley (1879). The first rotary tablet machine
was developed in 1872 by Henry Bower, an employee
of the Philadelphia drug manufacturer John Wyeth;
two years later, Joseph A. McFerran received a patent
for the first fully automatic tablet machine.[2,4,43]

Tabletta: See Tablets.
Tablets, compressed: See Tablets.
Tablets, dispensing: See Tablets, solution.
Tablets, enteric-coated: See Enteric-coated doses.
Tablets, hypodermic: Molded tablet triturates

intended to be dissolved in water to make a solution
to be injected parenterally. The usual weight of hypo-
dermic tablets is about 0.03 g, which distinguishes them
from ordinary tablet triturates that weigh about 0.06 g.
Formerly prepared extemporaneously by pharmacists,
modern compressed hypodermic tablets are not
intended to be sterile, although they are manufactured
under strict conditions as a precaution against con-
tamination (see Triturates, tablet).[4]

Tablets, molded: See Triturates, tablet.
Tablets, poison: Tablets of mercury bichloride in

an angular, not discoid shape, blue in color, each hav-
ing the word ‘‘POISON’’ and the skull-and-crossbones
design distinctly stamped upon it. A unique one-pro-
duct classification, poison tablets (or Toxitabellae) first
became official in the United States Pharmacopoeia IX
(1916), and two strengths remained official in the
National Formulary through its 10th edition (1950);
the larger tablets remained official through the 12th
edition (1965). Diluted in a solution of 1:1000 concen-
tration, mercury bichloride is an antiseptic used chiefly
for the disinfection of inanimate objects and the unab-
raded skin.[4,5,24]

Tablets, solution: Molded or compressed tablets
containing large amounts of potent substances
not intended for administration, but rather as a
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convenience in dispensing; also known as Dispensing
Tablets. To lessen the risk of their being dispensed by
mistake for other tablets, dispensing tablets are always
of angular rather than discoid shape. They are usually
scored to facilitate division into more or less accurate
fractions. Also tablets to be dissolved in water for
external use.[4]

Teas: Coarsely powdered mixtures of dried herbs
intended for medicinal teas or poultices; also known
as Species. The National Formulary recognized an
Emollient Species, used as a cataplasm; a Laxative Spe-
cies (St. Germain Tea); and a Pectoral Species (Breast
Tea) for a ‘‘catarrhal condition of the respiratory
tract’’ through its 5th edition (1926). Similar teas from
home-grown herbs persist as common household rem-
edies. True tea from China was introduced to England
by Christopher Borough in 1379. The English word
probably comes from the Dutch thee.[2,5,24]

Tinctura: See Tinctures.
Tinctures: Alcoholic or hydroalcoholic solutions

of drugs, usually of plant origins. The term comes from
the Latin tingere, ‘‘to dye or soak in color.’’ Tinctures,
as alcoholic solutions, entered medical practice in the
thirteenth century through the efforts of Raymond
Lull and Arnald of Villanova. Paracelsus (1493–1541)
was a strong advocate for tinctures; inasmuch as he
was controversial, his advocacy probably discouraged
their incorporation into compendia until the 1700s.
In the 1800s, wine remained the prime hydroalcoholic
vehicle in the United States. After the turn of the
century, however, tinctures (and elixirs) displaced
those wines because of their wide variation in strength.
Moreover, prohibition impeded their widespread use.
As galenicals declined throughout the twentieth cen-
tury, tinctures lingered on as an official class, mainly
as flavorings, for example, Tincture of Orange Peel.
Homeopathic Tinctures are generally prepared by long
maceration of freshly dried succulent plants or their
parts in alcohol, the completed tincture being made
to represent one part of the dry crude material in each
ten parts of the completed preparation.[2,5,19]

Tinctures, homeopathic: See Tinctures.
Tincture triturations, homeopathic: See Tritura-

tions.
Toothache drops: See Drops, toothache.
Toxitabella: See Tablets, poison.
Triturates, tablet: Small, disk-like masses of med-

icinal powders prepared by forcing a moistened tablet
mass into a die by manual pressure and allowing them
to dry and harden. The basis of tablet triturates is
usually a mixture of lactose and sucrose in a 5 : 1 ratio,
moistened with a volatile liquid such as alcohol. Tablet
triturates were introduced in New York in 1878 by Dr.
Robert W. Fuller as a palatable and convenient means
of administering potent drugs by mouth. Fuller’s
original triturates consisted of triturations of metallic,

mineral, and vegetable matter, mixed into a paste with
alcohol or water, and molded into the desired shape. In
1882, Fuller described a perforated, hard rubber tablet
triturate mold with a corresponding pegged plate,
which was practically identical to those available
today. Tablet triturates served the purposes of homeo-
pathic physicians well and undoubtedly helped to
further the use of homeopathic doses. Twentieth-
century pharmacists also prepared hypodermic tablets
(used for preparing hypodermic injections) utilizing the
technique. Today, tablet triturates and hypodermic
tablets are formed by compression and are termed
molded tablets.[4,5,43]

Trituratio: See Triturations.
Triturations: Dilutions of potent powdered drugs

prepared by intimately mixing them with a suitable
diluent, usually lactose, in a definite proportion by
weight, usually 10%, used as a dispensing aid. Such
poisonous substances as strychnine sulfate, arsenic,
mercury bichloride, and atropine are much more accu-
rately dispensed using this technique, the pharmacist
weighing a multiple of the prescribed drug in a tritu-
rated form. Homeopathic triturations were formerly
prepared by triturating one part of a drug into 99 parts
of lactose over a period of at least one hour; homeo-
pathic tincture triturations were prepared by mixing
10 mL of a homeopathic ‘‘strong tincture’’ with 10 g
of lactose and triturating the mixture gently until
dry. Although such powdered triturations were being
replaced by commercially prepared tablet triturates
by the mid-1920s, a general formula for triturations,
specifying geometric dilution, remained official in
the United States Pharmacopeia through its 14th
revision (1950).[5]

Triturations, homeopathic: See Triturations.
Trituraations, tincture: See Triturations.
Troches: Solid dosage forms in the form of small

disks, cylinders, or tablets, intended to be placed in
the mouth and allowed to dissolve or disintegrate
slowly. The term is derived from the Greek trochos,
meaning ‘‘round’’ or ‘‘circular.’’ They were sub-
sequently called pastils in French and lozenges in
English. One of the earliest troches (500 B.C.) was terra
sigillata, or sealed earth, a product composed of clay
from the island of Lemnos and goat’s blood, rolled
and cut into disks and impressed with a seal; by the
Middle Ages, a variety of troche presses were
employed. In 1856, Edward Parrish described an
apparatus for rolling and cutting troches consisting
of a rolling-board, wooden roller, and cutting punch.
During the next two decades, F.L. Slocum (1879),
F.E. Harrison (1880), Wallace Procter (1894), and
nearly a dozen others patented similar machines. The
4th edition of the National Formulary (1916) featured
nine formulas for troches; by the mid-1930s, troches
were being replaced by tablets: the 6th edition (1936)
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featured only Troches of Elm. Modern troches consist
of powdered drugs bound with sugar and tragacanth
or incorporated into a hard candy or glycerogelatin
base.[2–4]

Trochiscus: See Troches.
Unguenta extensa: See Mulls.
Unguentum: See Ointments.
Vapor siccus: See Inhalations, dry.
Vapors: Steam, plain or medicated, generated by

the use of steam or boiling water or by the use of a spe-
cially constructed apparatus.[5]

Vesicatories: Local remedies, the application of
which produces a serous discharge beneath the skin,
forming a blister. Also known as epispastics.[13]

Vials: See Ampuls.
Vinaigrettes: See Salts, smelling.
Vinegars: Infusions or solutions of drugs in vin-

egar or acetic acid; one of the oldest methods of drug
preparation. Ancients knew that vinegar was often a
better solvent than water and a preservative as well.
The first preparation listed in the first United States
Pharmacopeia (1820) was Acetum Opii, or Vinegar
of Opium. The English word derives from the French
vin, ‘‘wine,’’ and aigre, ‘‘sour.’’[2,8,19]

Vinum: See Wines.
Wafer capsules: See Cachets.
Wafer envelopes: Preformed envelopes of rice

flour used to administer bitter or nauseating drugs.
Developed by Johann Schmidt as saccelli amylacei,
wafer envelopes marked an improvement of con-
venience over wafer sheets. Pharmacists often furn-
ished empty wafer envelopes to their patients, who
transferred doses to them from prepared powder
papers (see Wafers).[5]

Wafers: Flat sheets of rice flour used to administer
nauseating drugs. When dry, wafer sheets are nonadhe-
sive, stiff, somewhat brittle, and slightly thicker than
ordinary cardboard. Powders are administered by
floating a piece of wafer sheet upon water until it
becomes thoroughly softened, passing a tablespoon
underneath and lifting it out, and depositing the pow-
der in the center and folding over the corners to thor-
oughly enclose the powder. If water is poured into the
spoon, the concealed powder can be swallowed with-
out any disagreeable taste being perceived. Wafer
sheets are made by pouring a mixture of rice flour
and water upon hot greased plates or rolling it between
two hot, polished, revolving cylinders.[5]

Washes: Aqueous preparations designed to cleanse
specific parts of the body. Examples include enemas,
eye drops, mouth washes, and nasal washes. General
washes made official include Alkaline Aromatic Solu-
tion N.F. and Antiseptic Solution N.F.[31]

Washes, eye: See Solutions, ophthalmic.
Washes, mouth: Hydroalcoholic solutions of soap

flavored with essential oils for cleansing the oral cavity;

they became first official in the National Formulary V
(1926).[31]

Waters, aromatic: Saturated solutions usually of
volatile oils or similar substances in distilled water.
Aromatic waters such as rose water were used in
antiquity. Distilled waters containing volatile oils
reached their therapeutic peak in the early sixteenth
century. Although their therapeutic use declined in
modern times, they continued to be used as flavorings.
Hamamelis water (witch hazel) has lingered on as an
aftershave and astringent.[19]

Wax, dental See Drops, toothache.
Waxed papers: See Papers, waxed.
Wines: Alcoholic liquids prepared from drugs by

the process of solution, maceration, or percolation,
differing from tinctures only in that wine is used as a
solvent or menstruum instead of various strengths of
alcohol; one of the oldest liquid preparations, since
the alcoholic content of the wine improved its solvent
characteristics in many cases. The National Formulary
IV (1916) recognized 15 wines, but the passage of
Prohibition convinced the revisors to drop red and
white wine, as well as all medicated wines, from that
compendium.[3]
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Dosage Forms: Lipid Excipients

Alan L. Weiner
Alcon Research, Ltd., Fort Worth, Texas, U.S.A.

THE ROLE OF LIPIDS

Biologically, lipids function as structural elements in
plants and animals, transport vehicles, mediators of
chemical reactions, energy sources, and as messenger
molecules. It is from an understanding of these functions
that lipids have been applied to pharmaceutical app-
lications. Lipids can be appropriately manipulated to
conform to various physical states such as solutions,
suspensions, emulsions, creams, gels, or solids. Because
a combined lipid–drug formulation will present a very
different conformation and/or molecular size than the
drug alone when introduced into a biological environ-
ment, changes in both the distribution and the recognition
of the drug by the host defense system will occur. These
changes may be either intended or undesired.

Overall, the uses of lipids in pharmaceutical dosage
forms can be grouped into four categories: 1) improve-
ment in the processing or stability of the formulation
in the preferred physical state; 2) enhancement or
reduction in cellular or systemic absorption of the drug
from the formulation; 3) more effective drug targeting;
and 4) sustained or more controlled delivery of the
drug. In this article, the problems and opportunities
in utilizing lipids for these applications will be explored
from various aspects of pharmaceutical formulation,
analysis methods, and other commercial issues.

CATEGORIES OF LIPIDS IN
PHARMACEUTICAL PREPARATIONS

The principal material categories discussed in this
article are illustrated in Fig. 1. Categories shown are:
fatty chain acids, salts, alcohols or amines, oils and
waxes, phospholipids, glycolipids, neutral lipids, and
non-linear chain compounds, such as sterols.

Fatty Acids and Derivatives

Fatty acids, salts, alcohols, and amines have been
utilized in pharmaceutical formulations. Fatty acids
are present in cosmetics, ointments, and suppositories
and are used in tablet coating applications and as
carriers in inhalant products. Fully saturated fatty

acids are solid materials at chain lengths above eight,
whereas longer chain polyunsaturated forms may exist
as liquids, unless the double bonds are conjugated.
Fatty acid salts are used widely in tableting applica-
tions and often include magnesium, calcium, and
aluminum stearates. The handling properties and
physical interaction with other solids make them ideal
as conditioning agents to effect even distribution of
particles, improve compressibility, and control the
eventual release of active agent. The fatty alcohols,
including cetyl and palmityl alcohol, are well known
and are used extensively in ointments or creams as
an emollient or emulsion modifier. Fatty amines are
generally utilized as precursor compounds in coupling
reactions to produce lipophilic drug derivatives. Fatty
amines, like the acids, are solid at higher chain lengths
and insoluble in aqueous solution. Finally, aldehydes
of fatty chain compounds have application in fra-
grances and flavorings. The unsaturated liquid forms
of fatty aldehydes are most often employed.

Oils, Waxes, and Neutral Lipids

Fatty acids, when esterified to glycerol, form mono-
di-and triglycerides. Depending on the number of
substituted fatty acids, the carbon chain lengths and
the unsaturation level, the resultant product may exist
in either liquid state (oil) or solid state (wax). Products
in this category may either be naturally derived or
synthetically produced and, thus, a wide diversity of
products is commercially available. Oils have drug-
carrying and solubilization functions in oral, topical,
or injectable products. Waxes are presently used in
topical and oral preparations to improve desired physi-
cal properties and control dissolution of the final pro-
duct. Common materials in this group that are present
in commercialized pharmaceutical preparations
include castor oil, hydrogenated vegetable oil wax, par-
affin, carnauba wax, white wax, olive oil and olive oil
ethyl ester, mineral oil, petrolatum, cetyl ester wax,
and beeswax. Neutral lipids, such as steroids, are also
of value in pharmaceutical practices. For example,
cholesterol and cholesterol esters can be exploited to
broaden liposome phase transitions and to allow easier
manipulation and or emulsification.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001070
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Phospholipid Compounds

The complexity of glycerides advances by modification
of the terminal hydroxyl with phosphate linked head
groups to form phospholipids. Common phospholipid
head groups include choline, ethanolamine, serine,
inositol and inositol phosphates, glycerol, and glycerol
esters. As with the triglycerides, numerous species are
possible by various combinations of different head-
groups and fatty acyl substitution at the 1st and 2nd
positions of the glycerol backbone. Fluidity differences
are evident as a function of the gel to liquid crystalline
transition temperatures (Table 1). Solubility of phos-
pholipids is intimately linked to the conformation of
the aggregate material rather than strictly a chemical
function of the molecule. Monoacyl phospholipids,
which tend to form micelles, are usually more readily
soluble in aqueous solution. Diacyl phospholipids gen-
erallyform liquid crystalline suspensions as long as the
temperature is held at or above the phase transition.
Overall, because phospholipids are amphipathic, they

function well as emulsifying or dispersing agents.
Although most often found in topical products, phos-
pholipids have been employed in oral capsule formula-
tions as well as in liposomal parenteral formulations.

Glycolipid Compounds

Glycolipids include compounds formed by the linkage
of a sugar moiety to a glyceride backbone. Classical
glycolipids such as glycosyl glycerides or ceramides
are not common in pharmaceutical preparations pri-
marily due to low abundance and high cost; however,
glycosyl modifications can be used to impart targeting
mechanisms to aggregate lipid formulations.

LIPID CONFORMATION

The colligative and solubilizing properties of lipids
have been known since the early part of the 20th
century. What had been perceived as clusters of amphi-
pathic molecules (soaps) in aqueous solution are now
better understood as micelles.[1–3] Micellar solubiliza-
tion of pharmaceuticals is now a familiar classical tech-
nique, which has been reviewed in detail.[4,5] Additional
understanding of drug dissolution and impact of lipid
conformations can be gained from studies that utilized
macro and microemulsions to solubilize drugs.[5–9]

Beyond the concept of micelles and emulsions, the
combination of lipid and aqueous components can
result in formulations that exhibit a variety of physical
states. These result from lipid orientations, which may
be either random, in thermotropic crystalline lattices,
or in aggregate structures with long-range order (lyo-
tropic liquid crystals).[10] Fig. 2 illustrates possible lipid
conformations with micellar and emulsion/surface
monolayer orientations being the earliest of recognized
microstructures. Lipid molecules are also capable of
packing tightly together to give more ordered states,
such as a bilayer. In fact, depending on the components
in the formulation, lipids may contribute to distinct
phase diagrams containing up to at least six different
regions.[11] The ‘‘neat’’ or lamellar (liposomal) phase[12]

physically can appear as a suspension to a highly viscous
cream,[13] depending on the final volume. Lamellar
organizations further include liquid crystalline, gel state,
and interdigitated phases. The middle phase (hexagonal)
is a cylindrical arrangement with a hydrocarbon core,
surrounded by an interfacial layer of hydrated polar
groups. This orientation can be reversed to yield the
hexagonal II structure, which appears stiff, and suspends
as hard particles in water and will not dilute in additional
aqueous solution. Lipids can also organize into cubic
structures that appear clear, brittle, and viscous in
character.[14] Mixed conformations of lipids have also
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been observed, as is the case for lipidic particles, with
inverse micelles distributed between a lamellar matrix.

These different aggregated states are sometimes
reached by transitions through other phases simply
by changes in temperature or by nature of the external
environment (such as solvent concentration). Phase
transitions of lipids can be regulated by changes in
pH, temperature, cation concentrations, and presence
of amphipathic additives. A comprehensive database
on lipid phase transitions has been recently compiled
by Caffrey.[15] Polymorphic transitions are common
in the preparation of lipid-containing formulations
and can account for the differences in physical han-
dling properties of the material during manufacture
in which varying amounts of solvents, or energy input,
are encountered at the different process steps. Geo-
metric preferences of lipids can be better understood
by considering the relative volume occupied by each
portion of the molecule. Cullis et al.[16] and Gruner
et al.[17] have described such molecular shape analysis
of lipids in detail (Fig. 3).

The various macromolecular aggregates of lipids
also make it possible to associate with drugs through
physical entrapment. In these cases, the concentration
of lipid associated drug is dictated by the size or con-
formation of the drug and the spaces created in the
lipid aggregate. Entrapment levels of drug can vary
from less than 1% to as high as complete encapsula-
tion. Excluding chemical interactions or solubilization
phenomena, drug encapsulation efficiency is linked to

both the lipid conformation and the manufacturing
method, which juxtaposes the two components. This
is particularly true of liposome formulations in which
factors of temperature, pressure, solute concentration,
solvent volumes, or energy application all contribute
to the final amount of drug incorporated within the
lipid matrix.[18]

MANUFACTURING OF LIPID-CONTAINING
PRODUCTS

Manufacturing issues should be evaluated as part of
overall lipid formulation development. Although lipid
addition may be desirable for pharmacological pur-
poses there are often commercial issues which present
hurdles to eventual marketing. Among those factors
are the availability and cost of raw materials, handling
of intermediate mixed-phase systems, particulate
control, stability of the lipid ingredients, sterilization,
packaging interactions, qualification of non-compendial
ingredients, and development of validated methods for
analysis of either raw material or product.

Availability and Cost of Lipid Raw Materials

For commercial formulations, raw material sources
should be of high purity and quality consistently meeting
defined specifications, preferably compendial when

Table 1 Transition temperatures of common phospholipids

Head group Fatty acid component Transition temperature (�C)

Hydrogen (phosphatidic acid) Dimyristoyl 51
Dipalmitoyl 67

Choline Dioleoyl �22
Natural (mixed unsaturated) �15
Dilauryloyl �1.8

Dimyristoyl 23
Dipalmitoyl 41
Distearoyl 55

Ethanolamine Dimyristoyl 50

Dipalmitoyl 66

Glycerol Dioleoyl �18
Dilauryloyl 4
Dimyristoyl 23

Dipalmitoyl 41
Distearoyl 55

Serine Natural (mixed unsaturated) 7
Dimyristoyl 38

Dipalmitoyl 51

Sphingomyelin Natural 32
Dipalmitoyl 41
Distearoyl 57
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available. Fortunately, high-purity lipids have become
increasingly available in large supply, and in partic-
ular, phospholipid supply has advanced in recent years
due to the approval and marketing of parenteral
liposome formulations.

Large supply of naturally derived lipids can be
obtained from plants in which many oils and fatty
acids can be readily extracted and purified. Animal
sources (e.g., eggs or milkfats) are used to derive
complex lipids such as phospholipids and cholesterol.
Yield from natural sources is dependent on the weight-
percent composition and the efficiency of the extrac-
tion procedure. The constitution of fatty acids in
vegetable oils varies widely from different sources.[19]

For example, oleic acid is present at 64.6% by weight
in olive oil but is present at only 0.7% in palm kernel
oil. Similarly, castor oil triglyceride is comprised of
almost entirely ricinoleic chains. There are numerous
raw material suppliers of oils and oil fractions
worldwide. As such, the relative cost of bulk purified

fractions and their derivatives such as salt forms and
alcohols is quite low (�$50–150/kg). Costs for high
purity synthetic phospholipids (>97%) continue to drop
when compared to prices 8 to 10 years earlier.[18,20,21]

This is primarily due to the advent of marketed lipo-
some products. Phospholipids are available worldwide
from companies such as Genzyme (U.S./U.K.), Avanti
Polar Lipids (U.S.), Matreya Inc. (U.S.), American
Lecithin Co. (U.S.), Lipoid GmBH (Germany)/Vernon
Walden (U.S.), Lucas Meyer (Germany), Nichiyu
Liposome/Nippon Oil and Fat (Japan) and Northern
Lipids (Canada). Also now available in larger supply
are PEGylated phospholipids, lysopholipids, and vari-
ous cationic lipids used in gene therapeutic applications.

Compounding of Lipids into Formulations

Lipids may be supplied either as lyophilized or dried
powders, as liquids, or dissolved or suspended in an
appropriate solvent. Dried powders are typically waxy
or sticky in character, making aliquoting of the product
troublesome. Lipid lyophilates can also be hygroscopic,
thus presenting some difficulty for fluidized bed opera-
tions. Fluid bed applications however, may be success-
ful if the concentration of lipid is held fairly low.[22]

Handling of lipid products in a liquid state allows
for more accurate compounding. Solubilization vehicles
may involve dissolution into either polar or non-polar

Fig. 2 Conformational states and spatial organizations of
lipids. Small circles indicate the polar head group region of

the molecules, whereas hydrophobic chains are represented
as single lines.

Fig. 3 Geometric models representing packing behavior of
micelles, inverse micelles, and lamellar structures. Lipid mole-

cules with domains that occupy a large lateral distance com-
pared to adjacent domains of the molecule will conform to
corresponding shapes and packing behavior. Micelles and

inverse micelles approximate cone shape, whereas lamellar
systems resemble cylinders. (Adapted from Refs.[16,17].)
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solvents or surfactant solutions. Aside from safe han-
dling, a primary concern when introducing lipids from
solvent environments is the compatibility of the solvent
with processing equipment, in particular the gaskets
and seals found in the pumps, transfer lines, mixers,
and extractors. Elevated temperatures, which are used
to dissolve or maintain the phase transition of the lipid
or to initiate solvent evaporation, can further induce
problems for gaskets and seals. In systems with non-
volatile solvents and detergents, removal of the dissol-
ution vehicle can be achieved with flow centrifugal
separation, chromatography or diafiltration.

Introducing a lipid-containing solvent to an aque-
ous solution of drug will require some means for
energy input to mix the components, whether by sim-
ple rotating blade stirring, more vigorous homogeni-
zation, or milling, by sonication and filtration, or
by high-pressure extrusion.[23] Unless cosolvation is
achieved a suspension of non-miscible aqueous and
non-polar phases will offer more resistance to flow
and may present problems for extrusion through fil-
ters, which tender a surface that is of opposite charac-
ter to one of the phases. Binding of active agent, such
as proteins, must also be considered.[24] The conforma-
tional state of the lipid and the concentration also will
govern the workability of the formulation. Lamellar
orientations will flow fairly readily at concentrations below
about 400 mg/ml whereas cubic or hexagonal phases
will present difficulty even at very low concentrations.

Particulate and Particle Size Control

For lipids dissolved in solution, particulate control
may be necessary, depending on administration route.
For parenterals the large- or small-volume parenteral
particulate tests of the USP are applicable, as would
be the Ph. Eur. clarity test and JP foreign matter insolu-
ble test. For suspended or opaque lipid formulations,
compendial particle size tests and specifications for
suspensions will apply (i.e., light obscuration or
microscopy). Size reduction of lipid formulations can
be achieved with a variety of processing equipment
including paddle stirrers, homogenization and high
shear mixers, Microfluidizer, colloid mills, ultrasonic
and piezoelectric emulsifiers, and pressurized filtration
or membrane extrusion.

Lipid Stability

A characteristic of lipid products, particularly those
with unsaturated lipids is peroxide formation with oxi-
dation.[25] Free radicals such as ROO�, RO�, and OH�

can damage the drug and induce toxicity. Lipid perox-
ides may also form due to autoxidation, which
increases with unsaturation level. Hydrolysis of the

lipid may be accelerated due to the pH of the solu-
tion[26] or from processing energy such as ultrasonic
radiation.[27] Antioxidants (i.e., a-tocopherol, propyl
gallate, ascorbate, or BHT) may be required.

Sterilization Methods

Because of possible oxidation, steam or heat steriliza-
tion of lipids may not be an attractive option. Valida-
tions at non-standard autoclave cycles or Fo values may
prove valuable. In some instances, as in ophthalmic
ointments made with white petrolatum or oleagenous
components, the base can be sterilized by dry heat
(160–180�C for 1–3 h) and combined aseptically with
the sterile drug and additives.[28] Ointments with lipids
such as lanolin, petrolatum, and mineral oil have been
terminally sterilized by cobalt-60 gamma irradiation
with success.[28–30] In less viscous solutions, end ter-
minal filtration with aseptic fill is often necessary,
requiring justification to regulatory authorities for
lower sterility assurance levels. High pressures may
be required to force lipid through membranes, thus
adequate filter integrity checks are critical. High-
pressure extrusion through straight channel membranes
(polycarbonates/ceramics) may reduce the pressures
and improve flow rates.[23]

Packaging and Processing
Surface Considerations

Lipids will be attracted to hydrophobic surfaces where
losses might be expected. Overall binding will be affec-
ted if the molecule also contains ionic regions. Gener-
ally, lipids are chemically compatible with mostplastics
or glass used in packaging. Residual solvents that
partition into the lipid phase may interact with plastic
resins such as polystyrene or polycarbonate or with
rubberized seals. Extractables from plastic packaging
may be accelerated by the presence of lipid. Extraction
of silicone polymer into lipid phases also occurs from
silanized surfaces or coated gaskets. Compendial tests
and regulations on extractables and impurities will
apply here. Presence of metals coming from process
or package surfaces are a potential source of catalysis
leading to degradation of lipid components. In
addition, reducing oxygen headspace should be
considered to minimize potential degradation. Inert
gas purging can improve lipid stabilities.

ANALYSIS OF LIPID PHARMACEUTICAL
PRODUCTS

Because lipids exhibit primary through quaternary
conformations, the analysis of lipid-containing
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pharmaceutical products must therefore involve both
chemical and physical determinations to define the
product on the molecular level as well as the aggregate
state of the product. Stability-indicating assays can be
developed from both approaches.

Chemical Determinations

Lipids can be measured by standard analytical
methods such as wet chemistry, HPLC, thin-layer
chromatography, and gas chromatography.[31] Because
lipid formulations may have several components and
because the formulation may have an overall aggregate
structure, it is usually necessary to develop further
strategies for isolation and detection of the lipid ingre-
dients.[32] Dissociation of the individual components
using temperature, solvents, detergents, reducing
or oxidizing agents, or mechanical disruption prior to
analysis may be necessary. Further separation or
extraction of the components before analysis is
required if interference is encountered. With lipid

solvent extraction, there is a greater likelihood for
losses of material. More often than not, a combination
of techniques will be required for validation of the pro-
duct. There are worldwide compendial procedures for
analysis of various lipids by wet chemistry procedures
to determine concentration, end group analysis, acid
value, hydroxyl value, iodine value, and saponification
value. A listing of the USP/NF methods for lipids is
shown in Table 2.

HPLC Methods

Analysis of non-polar lipids by HPLC is best carried
out using normal phase columns. However, for mixed
phases with polar drug or drug within an aqueous phase
some compromise may be necessary. Good separation
of polar and neutral lipids with a C8 column and a
four-solvent mobile phase has been reported.[33] Elution
of neutral lipids like triglycerides from C18 columns is
slow, however, good resolution can been achieved.
Mobile-phase development is usually necessary to effect

Table 2 USP 24/NF 19 methods for lipids

Lipid category Method

Steroids and steroid esters Cholesterol, betamethasone, calcifediol, cholcalciferol, clocortolone
pivate, cortisone acetate, dehydrocholic acid, desoximetasone, desoxycortisone
(acetate and pivalate), dexamethasone, difluorosone diacetate,

dihydrotachysterol, dydrogesterone, ergocalciferol, estradiol, estriol, conjugated
estrogens, estrone, estropipate, ethynodiol diacetate, fludrocortisone
acetate, flumethasone pivalate, flunisolide, fluocinolone
acetonide, fluocinonide, fluoromethalone, fluoxymesterone, flurandrenolide,

halcinonide, hydrocortisone, levonorgetstrel, medroxyprogesterone, meprednisone,
mestranol, methylprednisone, methyltestosterone, mibolerone, mometasone
furoate, nandrolone (decanoate and phenproprionate),

norethynodrel, norgestrel, oxymethalone, prednisone, progesterone,
rimexolone, spironolactone, stanozolol, testolactone, testosterone,
trenbolone acetate, and triamcinolone

Fatty-acids, salts and esters Aluminum monostearate, calcium stearate, ethyl oleate, isopropyl myristate,

isopropyl palmitate, magnesium stearate, oleic acid, polyoxyl 40 stearate,
proprionic acid, sodium stearate, stearic acid, purified stearic acid,
and zinc stearate

Fatty alcohols Benzyl alcohol, butyl alcohol, cetostearyl alcohol, cetyl alcohol, cetyl esters

wax, lanolin alcohols, octyldodecanol, oleyl alcohol, and stearyl alcohol

Oils and oil esters Almond oil, castor oil, cod liver oil, corn oil, cottonseed oil, diacetylated
monoglycerides, ethiodized oil injection, glyceryl behenate, glyceryl monostearate,
hydrogenated castor oil, hydrogenated vegetable oil, light mineral oil, mineral
oil, mono- and diglycerides, mono- and diacetylated monoglycerides, oil-soluble

vitamines, oliver oil, orange flower oil, peanut oil, peppermint oil, perflubron,
persic oil, polyoxyl 35 castor oil, polyoxyl 40 hydrogenated castor oil, rose oil,
safflower oil, sesame oil, soybean oil, squalane, tocopherols excipient, vitamin E,

and vitamin E PEG succinate

Phospholipids Lecithin

Waxes Caranuba wax, emulsifying wax, hard fat, hydrophilic ointment, hydrophilic
petrolatum, microcrystalline wax, paraffin, petrolatum, rose water ointment,
synthetic paraffin, white wax, yellow ointment, and yellow wax
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a high degree of separation and resolution of similarly
eluting components.[34] Heated columns are beneficial
for increasing temperature above the phase-transition
temperature of the lipid and thus minimize clogging.
Lipids with predominantly saturated chain lengths will
have poor ultraviolet (UV) absorption even at the lower
wavelengths (190 nm). Alternative detectors should then
be considered.

Thin Layer Chromatography

One- and two-dimensional thin-layer silica gel chroma-
tography remains a cornerstone of lipid analysis.[31,35]

Sensitivity by this method is typically as low as 2mg/
spot. Lipid visualization can be achieved by many meth-
ods, including iodine vapor or charring of plates follow-
ing exposure to sulfur-dichromic acid, cupric reagents,
Phospray, or a-naphthol. Other useful reagents include
stains and dyes such as fluorescamine, rhodamine 6G,
bromothymol blue, molybdenum blue, phosphomolyb-
dic acid, and silver nitrate, which may be impregnated
into the silica. Validation of lipid purity and quantitation
is performed using gel or plate scanners.

Gas Chromatography (GC)

Capillary and packed (GC) columns are of value in the
analysis of complex mixtures of lipids. The best capil-
lary column length will depend on the complexity of
the material injected, however, 30-m columns are often
employed. In packed columns, many types of station-
ary phases are available for lipid separation, and these
include silicone and alkylated or cyanogenated deriva-
tives, polyesters, polyglycol, and carboranes. It is also
common to derivatize the fatty-acid side chains to
the corresponding methyl esters by reaction in BF3/
methanol prior to chromatographic analysis to achieve
more distinct and uniform separations.

Physical Determinations

The aggregate states of lipids are discernable from
measurements provided by a host of analytical devices,
which yield information on physical properties. These
techniques may also be used to give clues as to the
interaction of the lipid carrier and the drug.

Particle sizing

Lipid particulate analysis can be achieved with most
commercial laser particle counters. Compendial
requirements for suspensions also allow for sizing via
electron microscopy determinations, which can provide

for qualitative assessments in addition to quantita-
tion. Lipid suspension particles can be detected by
negative-stain, freeze-fracture, critical-point drying and
scanning techniques.

Nuclear magnetic resonance (NMR)

NMR is a valuable technique in the analysis of lipid
phases.[36] More specifically, proton, deuterium,
carbon-13, fluorine-19, and phosphorus-31 NMR have
been utilized for analysis of the dynamic and motional
properties of lipids, lipid diffusion, ordering properties,
head-group hydration, lipid asymmetry, quantitation
of lipid composition, and head-group conformation
and dynamics. Cullis et al.[16] and Gruner et al.[17] have
shown the importance of P-31 NMR as a tool in the
determination of phase properties and lipid asymmetry
and the identification of bilayer, hexagonal, and iso-
tropic phases.

Electron spin resonance (ESR)

ESR is used to give information on the local envi-
ronment of a lipid molecule.[37] In normal state these
molecules inherently do not exhibit ESR spectrums.
However the necessary signal can be generated from
reporter labels such as nitroxide or doxyl probes,
which can either be linked directly to the lipid molecule
or prelinked to a lipid chain and then partitioned into
the lipid aggregate formulation. Data from ESR spec-
trums are valuable for determining molecular proper-
ties of the formulation, such as phase transitions and
separations, order parameters (anisotropy), polarity,
lateral diffusion, segregation and clustering, surface
and transbilayer potentials, permeability and internal
volumes, surface determinants (antigens), pH gradi-
ents, lipid asymmetry, flip flopping, and fusion.

Differential scanning calorimetry

Differential scanning calorimetry is a well known
technique in the study of the thermal behavior of lipids
and can be used to assess purity and stability of lipids,
perturbation of aggregate structures, phase transition
temperatures, lipid mixing behavior, and influence of
other molecules and ions on structure.[38]

X-ray and neutron diffraction

Diffraction patterns of lipid solutions can yield strong
evidence for the presence of specific repeating confor-
mational structures as well as the spacing between lipid
molecules in organized films or layers.[12,39–41]
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Spectroscopic analysis

Appraisals of the optical properties of lipid solutions
and dispersions will provide information on concentra-
tions, aggregation and stability, phase transitions,
densities, and repeating structures.[42–44] Measurements
of refractive index, scattered light intensity (polarized
and depolarized), and birefringence are relatively easy
laboratory methods on which certain product specifi-
cations may be based. Also, fluorescent techniques
can readily provide information on lipid movements
and transfer of lipid between particles.[45,46]

COMMERCIAL AND EXPERIMENTAL LIPID
DOSAGE FORMS

The key purposes of lipid materials in dose forms
include: 1) improving the solubility or physical work-
ability of the drug for ease of administration or to
enhance stability; 2) augmentation or reduction in
absorption of the drug from the formulation; 3) spe-
cific drug targeting to maximize response and minimize
side effects; and 4) controlled or slow delivery of the
drug from the formulation. Currently, the largest use
of lipids in pharmaceuticals is in products for oral or
topical dosage administration, although there is grow-
ing use in parenteral, pulmonary and nasal products.

The mechanics of drug delivery from lipid systems is
governed by five structural features: primary structure,
that is, chemical or molecular interactions, secondary
organization into aggregate structures such as inverse
micelles, tertiary organization of the aggregate pro-
jected into three dimensions such as three dimensional
inverse micelles or hexagonal phase tubules; quatern-
ary associations, agglomeration or interaction of the
three dimensional structures such as lateral stacking
of hexagonal tubules, and final packing of the mole-
cules in solution (concentration effects) to produce
liquids, creams, solids, etc. Mammalian systems have
natural degradative pathways for the rapid metabolism
of most lipid raw materials. However, the release of
drug to a biological system will be controlled at least
as much by these structural features as by simple-
natural degradative mechanisms.

Lipophilic Derivatives and Prodrugs

Lipophilic derivatives and prodrugs are a prudent tac-
tic to alter the normal interaction of drug compounds
with cells and cellular barriers. The type of modifi-
cation desired may be a permanent one if the drug
compound maintains its activity following conju-
gation, or a reversible type subject to biological cleav-
age. A variety of strategies for chemical coupling of

lipids to drugs can be developed to produce the desired
modified product.[20] Briefly, non-reversible reaction
approaches include conjugation to drugs with amine
residues either via glutaraldehyde, lipid anhydrides or
halides, or succinimidyl derivatives of the fatty acyl
chain via carbodiimide activation. Non-reversible
conjugations have also been accomplished via carbo-
diimide-activated carboxyl moieties of drugs reacted
with amine containing lipids. Permanent conjugation
to phenolic residues of drugs can be accomplished with
diazo derivative of lipids bearing available amines.
This approach has been successfully employed to pre-
pare lipophilic derivatives of peptides containing tyro-
sine residues. Lipid conjugation reactions have also
taken advantage of available sulfhydryl groups on
drugs, particularly for modification of antibodies. On
the other hand, bioreversible conjugates have been
made via use of the Schiff base reaction to couple an
aldehyde-bearing lipid to amines present on the drug.
It is possible to convert the hydroxyl groups of more
abundant glycolipids to the corresponding aldehydes
using periodate. An extension beyond the Schiff base
reaction is the Mannich base condensation, which
introduces a nucleophilic reactant such as an enolate
anion or amide to the reaction between the aldehyde
and amine. In these reactions the amine component
is generally a lipophilic primary or secondary amine.
Extensive literature is available on the production
and biological activities of lipophilic N-Mannich base
derivatives and stabilized a-acycloalkyl forms. The
effect of lipophilic derivatized drugs given by various
administration routes has been discussed in detail in
several reviews.[47–50]

Permeation Enhancers

There are a number of excellent reviews on the require-
ments for enhancing drug permeability across lipophi-
lic biological barriers, with particular reference to the
importance of the lipophilic properties of formula-
tions.[51–55] A listing of some penetration enhancing
lipids can be found in Table 3. Administration sites
include buccal, oral, nasal, ocular, transdermal, rectal,
and pulmonary.

Vehicles for Dispersion

There is fairly extensive use of lipid materials in oral
liquid dose forms strictly as vehicles. Primary applica-
tions have been as surfactants to promote drug suspen-
sion or dissolution (fatty glycols and fatty acids), as
flavoring agents (natural or synthetic oils), and as thick-
ening agents (hydrogenated oils). Aspects of pharmaceu-
tical oral suspensions have been discussed in greater
depth.[56] Solution based-lipid vehicles have been applied
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in softgel applications, the primary category being oils
that are compatible with gelatins and that that have
had applications as both lubricants for processing of
the gelatin sheets and as drug vehicles for liquid fill
operations into the softgel. High lipid concentrations
may allow for higher ethanol content in softgel fills.[57]

Lipids may also be used to create solutions for
injectable products, particularly intravenous prepara-
tions. Fatty acids, fatty glycols, and fatty alcohols
may be used to enhance the dissolution of certain
insoluble drugs, act as preservatives, or function as
active agents as demonstrated by Scleromate injection
(Glenwood, Tenafly, NJ), a mixture of fatty acid salts
derived from cod liver oil. As another example, benzyl
alcohol preservative has been useful in formulations
for water insoluble drugs such as etoposide (VePesid�,
Bristol-Meyers Squibb, Princeton, NJ) and is a pri-
mary active agent in Zilactin gel (Zila, Phoenix AZ).
Polyoxyethylated fatty-acid derivative has been used
in the dissolution of phytonadione, a lipid-soluble vit-
amin (AquaMEPHYTON, Merck, Sharp & Dohme,
Rahway, NJ) for subcutaneous or intramuscular injec-
tion. Injectable amphotericin B is solubilized with
sodium desoxycholate in Fungizone (Bristol-Meyers-
Squibb, Princeton, NJ). Polyoxyethylated or PEGylated
castor oils are also used in dissolution of injectable
drugs such as cyclosporine (Sandimmune, Novartis/
Sandoz, East Hanover, NJ), paclitaxel, and teniposide
(Taxol, and Vumon, Bristol-Myers Squibb) and micona-
zole (Monistat, Janssen Pharmaceutica, Piscataway,
NJ). Clear colloidal dispersions are also possible using
a wide varity of phospholipids, cholesterol esters, and
tocopherol esters.[13,18]

Solid- and Liquid-Crystalline Suspensions,
Creams, and Gels

Suspensions and creams are most often developed for
aqueous insoluble drugs, as typified by ophthalmic

and otic preparations of corticosteroids. In suspen-
sions such as Cortisporin or Pediotic (Glaxo Well-
come, Research Triangle, NC), components such as
cetyl alchol, glyceryl monostearate, mineral oil, and
propylene glycol are commonly used to effect a homo-
geneous suspension of drug particles.

The creation of fine suspensions may also be neces-
sary to administer a highly insoluble product by par-
enteral injection. In these instances lipids may be
used as either wetting agents or suspension vehicles.[58]

Lecithin (phosphatidylcholine) is a suitable agent for
wetting or suspending of drug particles in either aque-
ous or non-aqueous solutions. This common formu-
lation additive is used for injectable long-acting IM
suspensions of penicillin (e.g., Bicillin L-A�, Wyeth-
Ayerst, Philadelphia, PA) for the bronchodilator inha-
lation aerosol, Atrovent� (Boehringer Ingelheim,
Ridgefield, CT), and for the otic suspension Cipro
HC (Bayer, Germany). Naturally derived and synthetic
lecithins, in mixtures with neutral lipids, also serve as
the active ingredient in lung surfactants products such
as Exosurf (Glaxo Wellcome), Survanta (Ross, Colum-
bus OH), and Infasurf (Forest Labs, St. Louis, MO).

Lipid materials are used extensively as vehicles
in topical creams, ointments, gels, and lotions, and
usually serve as the base material for many such
preparations. These formulations are principally pre-
sented as emulsions and may contain fatty acids,
fatty-acid salts, fatty alcohols, petroleum based and
natural oils, waxes, fatty glycols, lanolin, and other
hydrophobic surfactants. Such emulsions are common
in dermal topicals, for which the list of products is too
numerous to elaborate. Some of these ingredients also
are present as vehicles in suppositories such as semi-
synthetic glycerides existing in Nembutal (Abbott
Laboratories, North Chicago, IL), hydrogenated veg-
etable oil as found in Dulcolax (Novartis Consumer
Health), and glycerides of fatty acids or oils that can
be found in vaginal suppositories such as Prostin E2

Table 3 Lipid permeation enhancers

Category Compounds

Ionic lipids Lauryl sulfate, dodecyl-2-pyrrolidone, N-dodecyl azacycloheptan-2-one (Azone),
N-dodecyl-N,N-dimethyl betaine, calcium dodecylbenzene sulfonate,
dioctyl sodium sulfosuccinate, dodecyl N,N-dimethylamino
(acetate or proprionate), and cetyltrimethylammonium bromide

Steroid and steroid esters Cholate, deoxycholate, taurocholate, glycocholate, taurodeoxycholate,

sodium taurodihydrofusidate, and cholesterol esters

Fatty-acids/fatty-acid esters/
fatty alcohols

Oleic acid, lauric acid, capric acid, heptanoic acid, stearic acid, palmitoleic acid,
palmitelaidic acid, octadecanoic acid, sucrose laurate, and isopropyl myristate

Phospholipids Phosphatidylcholines, lysophosphatidylcholine,
monooleoyl phosphatidylethanolamine

Oils Monoolein, cocoa butter, cardamom oil, tricaprylin, mineral oil, terpenes,

and terpenoids
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(Pharmacia and Upjohn, Kalamazoo, MI) and Cri-
none Gel (Wyeth-Ayerst). Mineral oil is frequently
present in transdermal products such as Catapres-
TTS (Boehringer Ingelheim) and Estraderm (Novartis
Pharmaceuticals Corp). In addition, numerous ocular
or topical ointments, such as TobraDex (Alcon Labs,
Fort Worth, TX) and Nitro-Bid (Hoechst Marion
Roussel, Kansas City, MO), use white petrolatum and
mineral oil as a base. Short-chain triglycerides such as
triacetin can be found in products such as Prepidil
Gel (Pharmacia-Upjohn, Kalamazoo MI), a cervically
administered prostaglandin.

Oil-in-water emulsions have also been applied for
intravenous use. Commercial parenteral emulsions
include Dizac (Schein, Florham Park, NJ) and Dipri-
van (Zeneca Pharmaceuticals, Wilmington, DE). Many
commercial or experimental parenteral products have
been based on vegetable oil (most often soybean,
safflower, or cottonseed) stabilized with phosphatides
and monoglycerides, which nicely match the hydrophile–
lipophile balance (HLB) requirements of those oils
(�6–7). Further prospects for expanded non-toxic
parenteral emulsions may come with use of other
phosphatide-based surfactants with high HLB
values.[23,59,60] A number of excellent reviews and
articles on the application of parenteral emulsions for
drug delivery have been written.[61–65] Drug delivery
from oil/phosphatide emulsions stems from earlier
development and marketing of intravenous nutrient
emulsion products such as Intralipid (KabiVitrum,
Clayton, NC) and Aminosyn II, (Abbott Labora-
tories), which are sterile and non-toxic. The develop-
ment of theseemulsions as well as distribution profiles
of these andsimilar emulsion compositions have been
studied.[63,64,66–68] A cursory scan of the literature on
parenteral oil emulsion formulations will obtain stud-
ies onamphotericin B, prostaglandin E1, halothane,
pregnanolone, paclitaxel, perilla ketone, penclomedine,
F-octylbromide, flurbiprofen axetil (Lipfen), lasalocid,
lignin, podophyllotoxin, tacrolimus, doxorubicin,
epirubicin, menatetrenone, chlorpheniramine maleate,
naproxin, cyclosporin A, propranolol, testotsterone,
benzocaine, phenylazoaniline, palmitoylrhizoxin, pilo-
carpine, diazepam, and various peptide and proteins
for vaccine delivery.

Liposomal Dosage Forms

Extensive studies on liposomes date back to the 1960s.
Many good comprehensive review references exist
on compositions and manufacturing of lipo-
somes[18,23,24,69–73] including the article ‘‘Liposomes as
Pharmaceutical Dosage Forms’’ in this volume. The
earliest commercial liposomal formulations were
developed for veterinary application (Novasome, IGI,

Vineland, NJ) or over-the-counter cosmetic creams
promoted for improved hydration (L’Oreal, Paris
and Dior, Paris). More recently, parenteral liposome
formulations of amphotericin B, doxorubicin, and dau-
norubicin have been approved and marketed
(ABELCET, Elan, the Liposome Co., Inc, Princeton,
NJ; AmBisome and DaunoXome, Nexstar/Fujisawa,
Deerfield Park, IL; Amphotec and Doxil, Sequus/
Alza, Menlo Park, CA), with others on the horizon
for applications in photodynamic therapy.[74]

Although the vast majority of liposome preparations
are constructed from phospholipids, other non-
phospholipid materials can be used either alone or in
mixtures to form bilayer arrays. One such example is
Amphotec, which utilizes sodium cholesteryl sulfate
as the primary lipid. Other liposome forming materials
may include but are not limited to fatty-acid composi-
tions, ionized fatty acids, or fatty acyl amino acids,
longchain fatty alcohols plus surfactants, ionized
lysophospholipids or combinations, non-ionic or ionic
surfactants and amphiphiles, alkyl maltosides,
a-tocopherol esters, cholesterol esters, polyoxyethylene
alkyl ethers, sorbitan alkyl esters, and polymerized
phospholipid compositions.[20]

Low Density Lipoprotein Carriers

Lipoproteins are naturally occurring particulate emul-
sion carriers for the transport of cholesterol and other
lipids such as triglycerides in the blood. Because low-
density lipoprotein (LDL) particle clearance is receptor
mediated, they have been proposed as drug carriers for
targeting applications, specifically for targeting of
cytotoxic agents to tumor cells, delivery of antiviral
agents to parenchymal liver cells, targeting of immuno-
modulators, antiviral and antiparasitic drugs to Kupf-
fer and endothelial cells, and as gene vectors.[75–78]

Solid Dosage Forms

The main use of lipids in solid form has been for oral
tableting applications. Fatty-acid salts such as magnes-
ium and calcium stearates, and various waxes and gly-
cerides are most often used as conditioners and binders
during compaction and provide more even, controlled,
or slower disintegration of the tablet once adminis-
tered. Extensive literature is available in which these
materials are discussed in context of the preparation
of oral tablets or capsules.[79–81] The use of lipids for
solid-implant formulations has also been investigated.
Materials such as cholesterol, and high-melting-point
fatty-acids, fatty anhydrides, and glycerides have been
utilized in compressed implants to prolong systemic
delivery of drugs.[82,83] Lipids are also well suited for
suppository and vaginal insert formulations.
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Safety of Lipid Products

The safety of a lipid product will in part be a reflection
of: 1) the purity of the compounds administered; 2)
biological toxicity of the basic chemical ingredients;
and 3) reactions to structural presentations of the lipid.
Noncompendial lipid materials will necessitate signifi-
cant toxicology testing.

Contaminants and impurities

Sensitive analytical procedures will be required to
distinguish contaminants from lipid peaks within the
preparation. By-products may be present from the
synthetic processes used to produce the lipids or if
copurified from the natural source. For example, com-
mon impurities in synthetic diacyl chain lipids are the
monoacyl forms, which are generally more toxic to
biological systems. Endotoxins and pyrogens either
may be detectable in a lipid preparation[23,84] or dif-
ficult to detect due to the lipids shielding against the
analytical reagents.[85]

Immune reactivity

Consideration should be given to immune reactivities
when administering lipids to mammalian systems. Oils
are well known for their adjuvancy; different oils will
produce varying levels of reactivity.[86] Biological
responses such as leukocyte attraction, encysisting of
the oil, and edema reactions vary in severity simply
as a function of the chemical nature or purity of the
oil itself. Importantly, most lipids, including normal
endogenous compounds possess antigenic potential to
varying degrees.[87] These possible reactivities should
be monitored as part of the overall clinical design.

Conformational considerations

There may be biological sensitivities to the conforma-
tional presentation and sizing of the lipid formulation.
For example the ability of antibodies to distinguish
between lamellar organizing lipids and hexagonal-
phase lipids are known and may form the basis for
certain types of autoimmune dysfunction.[88] Biological
factors such as reticuloendothelial cell recognition of
particles provide further impetus for control of the
particle size and stability.
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INTRODUCTION

Dosage form is a drug delivery system designed to
deliver the active ingredient to the body and, upon
administration should deliver the drug at a rate and
amount that assures the desired pharmacological
effect. Such dosage forms are manufactured under cur-
rent good manufacturing procedures (cGMP), using
equipment and packaging to ensure product stability.
The dosage form must produce the same therapeutic
response each time it is administered. To maintain this
reproducibility between and within batches, manufac-
turing procedures are validated under a specific quality
assurance program. Non-parenteral dosage forms can
be categorized based on the route of administration
or physical form. Based on physical form they can be
classified as solids, liquids (homogenous and hetero-
geneous systems), semisolids, and aerosols. Dosage
forms can also be categorized based on the route of
administration. Solid dosage forms include different
types of compressed tablets, granules, troches, lozenges,
coated dosage forms, and hard and soft gelatin
capsules. Liquid dosage forms include solutions, sus-
pensions, emulsions, and buccal and sublingual sprays.
Topical dosage forms are applied to the skin and
include ointments, pastes, creams, lotions, liniments,
and transdermal patches. Some dosage forms are
formulated for application to body cavities, viz. rectal
and urethral suppositories and vaginal pessaries. Inha-
lation aerosols, using metered dose inhalers (MDIs),
dry powder inhalers (DPIs) and nebulizers, are used
to deliver drugs to the respiratory tract. Nasal route
uses solution and suspension dosage forms. Occular
route is used to administer solutions and suspensions
to the eye for local and systemic effects.

SOLID DOSAGE FORMS

Powders and Granules

Powders are intimate mixtures of dry, finely divided
drugs and/or chemicals that are intended for oral

administration or external use. Powders may also be
formulated as larger particle sized, free-flowing granules
to aid in handling and administration. Bulk powders
usually are packed into a suitable wide-mouth container
and contain relatively non-toxic medicaments in large
doses, e.g., compounded magnesium trisilicate oral
powder. Insufflations are medicated powders blown into
ear, nose, or throat.

Tablets

Flowability and compressibility are two important
parameters essential for successful manufacture of
tablets. Flowability determines ease of material flow
from tablet hopper to the press. Inadequate flow gives
rise to arching, bridging, or rat-holing in hoppers.
Powder flow can be improved mechanically by use
of force feeders. Flowability can also be increased by
incorporation of glidants like fumed silica and talc.
Another method involves the conversion of powder
to spherical particles by spray drying or spheroniza-
tion. Tablets are manufactured by dry and wet
methods. Dry methods consist of direct compression,
slugging, and roller compaction of drug-excipient
blends. Directly compressible excipients may be disin-
tegrants with poor flow, e.g., microcrystalline cellulose
(Avicel PH102); free-flowing materials which do not
disintegrate, e.g., dibasic calcium phosphate (DiPac�);
or free-flowing powders which disintegrate by dissolu-
tion (e.g., spray-dried lactose, anhydrous lactose,
dextrose, sucrose, amylose, etc.). The drug is mixed
with excipients in a blender and then compressed
directly on a tablet press. Dry granulation by com-
pression or slugging is used for moisture or heat sensi-
tive actives. The powder blends are compressed into
compacts or slugs. An alternative method is to squeeze
the powder blends into solid cake between rollers
called roller compacts. These slugs or compacts are
milled and screened in order to produce granules
with improved flow. Granulation is the process of
particle size enlargement of homogeneously mixed
powder ingredients and simultaneously increasing bulk
density, flowability, and compressibility of the system.
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Wet granulation process involves the massing of the
powder mix, using a binder and solvent. The solvent
should be volatile, non-toxic, and removed by drying.
This process is not suitable for hydrolysable and ther-
molabile drugs. The binder is added in the form of a
solution, or added dry or its mucilage incorporated
with the powder blend. The choice of liquid depends
on the properties of the material being granulated.
Water is widely used alone or along with a binding
agent. Commonly used non-aqueous liquids are iso-
propanol and ethanol. Massing process is usually per-
formed in a low or high shear granulator where the
liquid is poured or sprayed onto a moving powder
bed until a moist mass of finely divided material
is formed. This is passed through an oscillating granu-
lator with the appropriate screen size to obtain the
required granule particle size. Sometimes both intra-
and extra-granular portions are divided to prevent
incompatibility between excipient material hiding or

better distribution, tableting or dissolution. Tablets
require different functional excipients for their manu-
facture. Diluents are inert bulking agents added to
actives to make a reasonably sized tablet. Generally,
a tablet should weigh about 50–60 mg and therefore
very low dose drugs will require these diluents to make
at least a 50 mg tablet. Table 1 lists some commonly
used excipients. Adsorbents such as fumed silica and
kaolin are sometimes used for holding large amounts
of fluids in an apparently dry state. Binders are used
as adhesives to bind powder in wet granulation and
give strength to compacts during compression. Binders
may be incorporated into the dry blend or added as a
solution to the mixed powder during wet granulation.
Table 2 lists some of the binders commonly used in
tableting. Disintegrants are usually added to promote
rapid breakup of tablets to increase surface area and
aid drug dissolution. Disintegrants can act by different
mechanisms such as like swelling and capillary action.

Table 1 List of commonly used tablet diluent/fillers

Diluent Properties

Dextrose Hygroscopic and soft granules; available as anhydrous and monohydrate;
anhydrous has poor compression

Dicalcium phosphate Inexpensive, insoluble in water; commercially Ditab� is unmilled while
Encompress� is of specific particle size (better flow)

Alpha lactose monohydrate Inexpensive, relatively inert; most widely used; often used with Avicel�

PH MCC to improve disintegration

Mannitol Freely soluble, used particularly for chewable tablet; powder form has poor flow
and compaction; granular form has good flow

Microcrystalline cellulose Excellent compressibility, some disintegration properties; available in
different grades with specific applications

Sodium chloride Freely soluble, used for solution tablets

Sucrose Sweet taste but hygroscopic, may be diluted with lactose

Table 2 List of commonly used binders in tableting

Binders

Concentration

(wt%) Properties

Natural gums (acacia, tragacanth) 1–5 Form very hard granules; variability in quality

Cellulose derivatives 2–5 HPMC is the most common; used as wet binders

Gelatin (replaced by synthetic polymers) 5–10 Strong adhesive, hence used in lozenges; gels when cold;
not very popular in tropical climates

Glucose Up to 50 Strong adhesive; but hygroscopic

Polyvinyl pyrrolidone (PVP) 2–20 Soluble in water and some organic solvents; (may vary

with molecular weight grades)

Starch mucilage 5–10 Commonly used adhesive; insoluble in dry state

Pre-gelatinized starch 10–25 A better alternative to starch paste

Sodium alginate 0.5–3 Forms hard granules; prolongs disintegration time

Sucrose NF Up to 70 Hygroscopic; tablet hardens on storage
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Table 3 lists some commonly used disintegrants.
Glidants are materials that are added to tablet formu-
lations to improve flow properties of the granulation.
They act by reducing inter-particulate friction (e.g.,
fumed silica). Lubricants are added to prevent the
adherence of granules to the punch and die faces of
the tablet press. Many lubricants also facilitate flow
of granules. Talc and magnesium stearate are more
effective as punch lubricants. Stearic acid works better
as a die lubricant. Table 4 lists some commonly used
lubricants and glidants.

Specific Types of Tablets

Lozenges: These are compressed tablets formulated,
without a disintegrant and must be allowed to dissolve
in the mouth. They are used for local activity (throat
lozenges) or for systemic effect (vitamins).
Effervescent tablets: These tablets undergo quick
dissolution of actives in water due to internal liberation
of carbon dioxide. By combining alkali metal carbo-
nates or bicarbonates with tartaric or citric acid,
carbon dioxide is liberated when placed in water.

Table 3 List of commonly used tablet disintegrants

Disintegrants

Concentration

(wt%) Commercial name; property

Alginic acid and alginates 2–10

Carbondioxide Created in situ in effervescent tablets

Ion exchange resins Amberlite�

Magnesium aluminium silicate Up to 10 Veegum�; often slightly colored

Microcrystalline cellulose Up to 20 Avicel; lubricant properties; directly compressible

Starch NF 5–20 Starch 1500� (pre-gelatinized starch)

Sodium dodecyl sulphate 0.5–5 Primarily a wetting agent but this aids disintegration

Sodium carboxymethyl cellulose 1–2 Nymcel�

Sodium starch glycolate 2–8 (dry) Primojel�; Explotab�

Starch 5–10 Corn, potato, maize are most frequently used

Croscarmellose sodium 2–4 Ac-Di-Sol�; It may be used both at inter- and
intra- granular portions (1–2%)

Cross linked PVP 2–5 Polyplasdone XL�, Crospovidone NF

Table 4 List of commonly used lubricants and glidants in tableting

Excipient Type

Concentration

(wt%) Property

Calcium and magnesium stearate Lubricant 0.25–2 Reduces tablet strength, prolongs disintegration,
insoluble in water, excellent lubricant

Stearic acid Lubricant 1–4 More preferred as a die wall lubricant

Polyethylene glycol Lubricant 2–5 M.W. 4000–6000, soluble in water, moderately effective

Liquid paraffin Lubricant Up to 5 Dispersion problems

Sodium lauryl sulphate (SLS) Lubricant 0.5–5 Moderate lubricant with wetting properties,
used with stearates

Sodium stearyl fumarate Lubricant 0.5–2 Less sensitive to overblending and compressibility

Magnesium lauryl sulphate Lubricant 1–2 Water soluble

Talc Lubricant 1–2 Insoluble but not hydrophobic

Glidant 0.2–0.3

Colloidal silica (Aerosil�,
Cabosil�)

Glidant 0.1–0.2 Excellent glidant

Starch Glidant 0.2–0.3 Primarily disintegrant

Microcrystalline cellulose Glidant 0.2–0.5 Primarily used as diluents/filler
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They are prepared by the heat fusion technique.
Usually a water-soluble lubricant is used to prevent
scum formation at the water surface. Sweetness is
achieved by the addition of saccharin, since sucrose is
hygroscopic and increases the bulk of the tablet, e.g.,
Rochelle Salt�.
Chewable tablets: These tablets are preferred for
pediatric and geriatric patients who have difficulty
swallowing whole tablets. Another advantage is that
they do not need water for administration. Mannitol
is normally used as the base diluent because of its
pleasant taste and texture, and because it can effec-
tively mask the taste of objectionable actives. They
are usually prepared by wet granulation and are not
compressed very hard. High amounts of flavor are
added to increase palatability. Antacids are typically
formulated as chewable tablets.
Sublingual and buccal tablets: These tablets are
placed under the tongue (sublingual) or the cheek (buc-
cal) and can produce immediate systemic effects by
enabling the drug to be directly absorbed through the
mucosa by preventing the first pass effect (e.g., isoprena-
line sulphate and glyceryl trinitrate). Tablets are small,
flat, without a disintegrant, and are compressed lightly
to produce soft tablets.
Molded tablets: These are prepared from mixtures of
medicinal substances and a diluent usually consisting
of lactose and powdered sucrose in varying quantities.
The powders are dampened with solutions containing
high proportions of alcohol depending on the solu-
bility of the active and filler. The dampened powders
are pressed under low pressure in die cavities. Solidifi-
cation depends upon crystal bridging during the sub-
sequent drying process, and not upon the compaction
forces.
Multi-layered tablets: A multilayered tablet consists
of several different granulations compressed on top
of each other to form a single tablet. They may also be
bi-layer when incompatible drug substances are used,
e.g., phenylephedrine HCl in one layer and ascorbic
acid and paracetamol in another.

Modified Release Dosage Forms

Modified release (MR) has been used to describe
dosage forms having drug release characteristics based
on time, course, and/or location and are designed to
accomplish therapeutic or convenience objectives not
offered by conventional or immediate release dosage
forms. Drugs for chronic conditions with short half-
lives, possessing a good therapeutic index and uniform
absorption pattern are ideal candidates for such dos-
age forms. These are either delayed release or extended
release (ER) preparations. ER dosage forms allow at
least a twofold reduction in dosing frequency as

compared to the conventional dosage form. Delayed
release dosage forms are designed to release all or a
portion of drug at times much later than the time
of administration. The delay may be time based or
environment specific, as in enteric-coated dosage
forms. Some other MR dosage forms include repeat
action and targeted release dosage forms. Most con-
trolled release products are good examples of ER
dosage forms. These dosage forms can be classified
by their mechanism of release and/or type of formu-
lation. Coated beads, granules microspheres, and other
particulate systems are pellet type controlled release
dosage forms, where the drug is usually coated onto
non-pareil beads (low dose) or made from granules
composed of the drug (high dose). These pellets are
further coated with functional coating agents
(Eudragits�, HPMCs, Surelease�, etc.) to provide vari-
ous release characteristics. These pellets can be used to
fill capsules (e.g., Ornade Spansules�) or compressed at
low pressure into tablets (e.g., Theo-Dur�). In some
cases small mini-tablets of about 3–4 mm diameter
can be compressed. These tablets function like pellets
and can be used to fill capsules. Microencapsulation
is a process of encapsulating microscopic drug particles
with a thin wall of coating material. Several coating
materials have been used including gelatin, ethylcellu-
lose, and polyvinyl alcohol, e.g., Micro-K-Extencaps�

(Wyeth–Ayerst Research). Matrix systems are dosage
forms where drug substance is combined with hydro-
philic cellulose polymers (excipient material), which
slowly erode in the presence of body fluids. On
hydration, the polymers behave like a gel and prevent
the fast disintegration of the tablet. Diffusion from the
gel controls the drug release (e.g., Oramorph SR�

tablets). A multi-layered tablet consists of several
different granulations compressed on top of each other
to form a single tablet composed of two or more layers.
Each layer is fed from a separate feed frame with indi-
vidual weight control. Precompression tamping helps
in good binding of layers. Also, reduced pressures pre-
vent intermixing of granules during compression. They
may be bilayer where IR/ER combination are used or
mainly when incompatible drug substances is used.
Sometimes the release from individual layers is con-
trolled to give a drug delivery system, such as,
Geomatrix� system.[1] In some cases if the bulk density
of the tablet is less than one, it floats in the gastric
fluids thus extending the residence time in the gastro-
intestinal tract (GIT). Such dosage forms are called
Hydrodynamically Balanced Systems (HBS), an
example being Valrelease� (Roche). In some cases the
drug is embedded inside inert polymeric matrices with
materials such as polyethylene, polyvinyl acetate, and
polymethacrylates. The granulations are then com-
pressed into tablets. These inert matrices are excreted in
the feces unchanged (e.g., Ferro-Gradumet� (Abbott).

Dosage Forms: Non-Parenterals 991



D
osage–D

rug
D

elivery
S

ystem
s

Some drugs form complexes resulting in slower dissol-
ution and behave as extended release dosage forms,
e.g., Rynatan� (Carter-Wallace). A slowly eroding
tablet may be granulated with hydrophobic excipients
(waxy lipophilic material) so that the drug leaches
out over an extended period with an outer shell con-
taining the IR dose (buffered aspirin). In some cases
a cationic or anionic drug solution can react with an
insoluble resin to form a complex. This complex can
be tableted, encapsulated or suspended in a vehicle,
e.g., Tussionex Pennkinetic� Extended Release
Suspension (Medeva). Osmotic pump drug delivery
systems consist of a core tablet coated with a semi-
permeable membrane with a fine orifice made by laser
beams. The core usually forms two layers containing
the active and osmotic agents. In the gastric fluids
water is imbibed by the osmotic agent (pull) and then
exerts pressure on the drug (push) in solution, out
through the orifice. Such dosage forms are independent
of pH of the gastric fluids and are termed as gastro-
intestinal therapeutic systems (GITS), e.g., Procardia
XL� (Pfizer). Repeat action tablets consist of slow
release inner core and a immediate release (IR) as in
Repetabs� (Schering) or as bilayer IR/ER tablets.
Delayed release dosage forms are used for drugs that
are destroyed in the gastric fluids, or cause gastric
irritation, or are absorbed preferentially in the intes-
tine. Such dosage forms are enterically coated using
materials such as cellulose acetate pthalate, shellac,
and waxes. The coating allows the drug to release at
higher pH (pH dependent) or by enzyme catalyzed
reactions, e.g., Erythromycin or Aspirin delayed
release dosage forms. Several forms of oral controlled
release systems are available in the market; however,
most of them are dependent on the rate at which the
system passes along the gastro-intestinal tract. This
can be overcome by regulating the release of the drug
by physical chemical means, or by a process related
to the environment in which the delivery system is
present at the specific time.[2]

Capsules

The word ‘‘capsule’’ is derived from the Latin word
capsula meaning a small box. Gelatin, a substance of
natural origin with unique properties, is the major
component of capsules. Gelatin is used because it is
non-toxic and readily soluble in biological fluids at
body temperature. It has good film forming properties
and, as a in water and water–gylcerol systems, under-
goes reversible phase change from a solution to gel at
only a few degrees above ambient temperature. There
are two forms of gelatin (A and B) based on the
method of manufacture from animal bone and skin.
The properties important for capsule shell manufacture

are viscosity and bloom strength. Hard gelatin capsules
are firm and rigid while soft gelatin capsules are soft
and flexible. This is because soft capsules contain a lar-
ger proportion of plasticizers like glycerol, sorbitol,
propylene glycol, acacia, and sucrose. Varying propor-
tions of plasticizers are added depending on the
intended use of soft gelatin capsules. The colorants
used consist of soluble and insoluble dyes. Titanium
dioxide and iron oxide pigments are common, although
recently aluminum lakes are being used. Preservatives
are added to capsules to prevent microbial contami-
nation. Moisture levels are also maintained at low levels
to prevent bacterial growth on storage.

Hard gelatin capsules (HGCs)

Hard gelatin capsules are available in sizes ranging
from size 000, (the largest) to size 5 (the smallest).
The fill weight of capsule and tapped bulk density of
the powder blend determines the selection of capsule
size. Recently, better techniques for capsule sealing,
like, self-locking and have made it possible for a range
of materials. The filler material should not react with
gelatin. Aldehydes lead to gelatin cross-linking affect-
ing the integrity of the shell and water in the formula
can act as a plasticizer. On the other hand, hygroscopic
agents can make the capsule shell brittle. Powders filled
into hard gelatin capsules should have good flow
properties to maintain uniform fill weights during fill-
ing operations. Granules and pellets of spherical shape
making them free-flowing and non-friable are good
candidates for capsule filling using gravitational
systems or specialized dosing chambers to maintain
uniform fill weight. In some instances, minitablets
(filmcoated, non-friable) can be filled into capsules to
produce specialized dosage forms or to separate
incompatible ingredients. A recent innovation in hard
gelatin capsule filling is a revival of the old practice
of filling liquids or semisolids. The main problem
encounted is product leakage. This difficulty was over-
come by using self-locking capsules and formulation
techniques. The use of mixtures of material which are
either thermosoftening or thixotropic in nature has
become prevalent. These materials are liquefied by heat
or shearing force, and revert to solid state within the
capsule shell after filling. Filling machines have been
developed to handle such formulations with existing
powder filling equipment. This system works with
solid, liquid, semisolids, and potent drugs. The appli-
cation of semisolids filling is also getting prevalent. A
more recent innovation in HGCs to fill liquid dosage
forms with the use of new machines which heat-seal
the caps permanently to prevent leakage as observed
with liquid filled HGCs in the past. A good example
is the introduction of Licaps� (Capsugel) for liquid
fills. Capsules made of non-gelatin ingredients for
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materials not compatible with gelatin are also avail-
able, e.g., cellulose (Vegecaps�).

Soft gelatin capsules (SGCs)

SGCs or softgels are continuous gelatin shells sur-
rounding a liquid or semi-solid fill. These capsules
are formed, filled, and sealed, all in one operation.
These capsules are available in different shapes and
sizes. SGCs are preferred for drugs with poor com-
pressibility, poor powder flow, mixing problem,
unstable or poor solubility in gastric pH, and bioavail-
ability problems. Such drugs can be solubilized or
dispersed in a liquid, where dosage uniformity is more
accurate. Some drugs that are liquid or that melt dur-
ing compression are good candidates, if other means of
tabletting are expensive. Gelatin used in SGCs has
lower bloom strength than HGCs. The plasticizer type
and concentration controls the mechanical strength of
the shell. In general, plasticizer amounts are larger,
making them more flexible than HGC shells. Preserva-
tives, colorants, and opacifiers are used in the same
manner as in HGCs. Sometimes softgel capsules are
enteric coated for drugs which are absorbed in the
small intestine. Once the capsule shells dissolve in vivo,
the drug is available in a liquid or semi-solid form
that dissolves or disperses into fine particles with
enhanced bioavailability. SGCs can be filled with sev-
eral materials such as aqueous solutions, non-aqueous
solutions, suspensions, pastes, oily solutions of drug,
self-emulsifying system, and water-miscible liquids.
Materials that cause migration of water or plasticizer
from the shell cannot be filled. Surfactants and systems
with extreme pH should be avoided.

LIQUID DOSAGE FORMS

Solution

A solution is a homogenous single-phase system
consisting of two or more components. Solutions are
easier to swallow and are acceptable dosage forms
for pediatric and geriatric use. The drug in solution is
readily available for absorption and therapeutic
response is faster. Solutions, however, are bulky and
inconvenient to transport. The stability of actives is
poorer than in solids and they provide suitable media
for microbial growth. Aqueous solutions are prepara-
tions made with water as solvent. Purified Water
USP is widely used for most preparations. Some drugs
are unstable in water or sensitive to the presence of
carbon dioxide or oxygen. Not all substances are com-
pletely soluble in water and may lead to precipitation.
Several other techniques are used to increase solubility
of drugs in solution. Cosolvency is a process of

increasing solubility of a drug by using a combination
of solvents. Some suitable cosolvents are ethanol,
isopropyl alcohol, sorbitol, glycerol, and propylene
glycol. If a drug is a weak acid or base, then its
solubility in water is influenced by pH. The pH for
optimum solubility may not give a stable product.
Thus, a compromise must be reached to ensure proper
formulation and bioavailability. Suitable buffer sys-
tems may be used if necessary. Solubility of insoluble
or poorly soluble drugs can also be increased by
addition of surface-active agents. Most surfactants
are miscible with solvent system and compatible with
other ingredients. Hydrophilic surfactants with HLB
values >15 are generally preferred. In some cases com-
plexation of a drug with a material may result in for-
mation of soluble molecular complex. However, such
complexation needs to be reversible for the active to
cross the biological barrier. Chemical modifications
of the drug can also result in more water-soluble deri-
vatives. However, these modified drugs are regarded as
new chemical entities. Non-aqueous solutions are used
when complete solution is not possible in water or if
the drug is unstable. Ethyl alcohol is the most widely
used water-miscible solvent for external preparations.
Ethyl ether is occasionally used as a co-solvent, in com-
bination with alcohol in the preparation of some colloi-
dons. Other solvents such as isopropyl myristate and
isopropyl palmitate are solvents with low viscosity and
are ideally used in cosmetics preparations. Xylene is
present in ear drops for human use to dissolve ear wax.

Liquid formulation additives used include buffers,
colorants, flavoring agents, and preservatives. Buffers
are dissolved in solvents to resist pH changes. The
choice of buffers depends on the pH and the buffering
capacity. Most pharmaceutically acceptable buffer
systems include carbonates, phosphates, citrates, glu-
conates, and lactates. Colors are added for attractive-
ness and product identification. Flavors are added to
solutions to increase their palatability, particularly
for drugs with unpleasant taste. This is especially
useful in pediatric formulations. Flavors also help in
product identification and are of natural or synthetic
sources. Fruit juices, peppermint oil, and menthol are
some examples of flavors. Some flavors are preferred
for specific products, e.g., mint is associated with
antacid formulas. Similarly, flavors are preferred by
specific patient groups, e.g., children prefer fruity tastes
and smell, while adults prefer flowery and acid flavors.
Preservatives help prevent microbial growth. The
choice of preservatives should be based on their per-
formance from a microbial challenge test. Care should
be taken to ensure there is no adsorption of preserva-
tives onto product containers or packaging material.
Antioxidants are added to prevent degradation of the
drug in solution; the amount and type can be deter-
mined after careful determination of the degradation
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pathway and stability testing with different agents.
Sucrose is widely used as sweetening agent, because it
is water soluble, and stable at a wide range of pH. It
has a pleasant texture and soothing effect on the
throat. There are several other sweeteners that are less
widely used. Artificial sweeteners like sugar alcohols
and aspartame are used by diabetic patients.

Types of Liquid Preparations

Draught and elixirs: Draught is a mixture by which
one or two large doses of about 50 ml are given.
Traditionally, elixirs are solutions of potent or nauseat-
ing drugs containing alcohol as a cosolvent (60–70%).
Linctuses: A linctus is a viscous preparation usually
prescribed for relief of cough. They usually consist of
a simple solution of active in a high concentration of
sucrose, often with other sweetening agents.
Mouthwashes and gargles: These are aqueous
solutions for prevention and treatment of mouth and
throat infections. They usually contain antiseptics,
analgesics, and/or astringents. These solutions are
used directly or diluted with warm water.
Nasal drops: These are small volume aqueous solu-
tions. They are usually buffered to pH of 6.8 and are
isotonic solutions. These drops are used locally as
antibiotics, anti-inflammators, and decongestants.
Ear drops: These are simple solutions of drugs in
water, glycerol, and propylene glycol for local use in
the ear and include antibiotics, antiseptics, cleaning
solutions, and wax softeners (xylene).
Enemas: These are available as solutions (aqueous or
oily) as well as suspensions for rectal administration of
drugs for cleaning, diagnostic, or therapeutic effect.
Lotions: These are available as solutions and suspen-
sions to be applied topically without friction. They may
either contain humectant, so that moisture is retained
on the skin after application, or alcohol, which
evaporates quickly imparting a cooling sensation to
the skin.
Liniments: These are intended for massaging the skin.
They may contain ingredients such as methyl salicylate
or camphor as counter-irritants.
Colloidons: These are prepared from volatile solvents
that evaporate quickly leaving a tough, flexible film on
the skin that seals small cuts and or holds the active in
intimate contact with the skin.
Intermediate solutions: Pharmaceutical solutions are
used as intermediates for manufacturing other pre-
parations. Aromatic water is used as a flavoring agent
and peppermint and anise waters have some carmina-
tive properties. These are manufactured as concen-
trated waters and are diluted before use. Infusions
are prepared by extracting the drug using 25% alcohol
without heat. Extracts are similar to infusions, but are

concentrated by evaporation. Tinctures are alcoholic
or hydro-alcoholic solutions prepared from vegetable
materials or from chemical substances. They are rela-
tively weak compared to extracts. Spirits are alcoholic
or hydro-alcoholic solutions of volatile substances pre-
pared by simple solution or by admixture of ingredi-
ents. These are used as flavoring agents and may have
medicinal value. Syrups are concentrated solutions
of sucrose or other sugars to which medicaments or
flavoring agents are added. These are bacteriostatic by
virtue of their osmotic effect, e.g., simple syrup, USP.

Suspensions

These are liquids consisting of insoluble solid particles
dispersed throughout a liquid phase. Most suspensions
are ready to use while some are prepared as solids to
be reconstituted just before use. Ideally, suspension
should be homogenous between the time of shaking
and dispensing the required dose. The suspended parti-
cles should be small, uniformly sized to give a smooth
elegant product free from grittiness. Some insoluble
solids are not easily wetted by water and thus need wet-
ting agents to be able to disperse readily throughout
the medium. Some wetting agents include surfactants,
hydrophilic colloids, and solvents. Surface active
agents or surfactants possessing HLB value between
7 and 9 are suitable as wetting agents. Most surfactants
are used at concentrations of 0.1%. For oral use
Tweens and Spans are commonly used, while sodium
lauryl sulphate (SLS) is used for external applications.
Some wetting agents may cause foaming and forma-
tion of deflocculated systems. Hydrophilic colloids like
acacia, bentonite, tragacanth, alginates, and cellulose
derivatives function as a protective colloid by coating
the surface of the particles and thus imparting hydro-
philic character to the solid particles. Solvents such
as alcohol, glycerol, and glycols are water-miscible
and reduce the liquid/air interfacial tension, increasing
wetting.

Flocculation and deflocculation

Flocculation comes from the Latin word flocculate
meaning loose and woolly. Flocculated systems result
in rapid rate of settling because each individual unit
is composed of many particles and is therefore larger.
However, due to the loose packing of flocs they are
easily dispersible on shaking. Deflocculated systems
on the other hand are made up of smaller particles
whose settling rate is slower, but the settled particles
tend to form an irreversible compact and are difficult
to redisperse. This phenomenon is called caking. For
coarse suspensions, a deflocculated suspension will
have better uniformity of dose but poorer stability
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due to formation of cake. Thus, a stable suspension is
obtained by preparing a partially flocculated suspen-
sion with controlled viscosity so that settling is
minimal. Controlled flocculation is achieved by a com-
bination of particle size control, electrolytes to control
zeta-potential and by the addition of polymers. Inor-
ganic electrolytes, added to an aqueous suspension
alter the zeta-potential of the dispersed particle.
Lowering the zeta-potential sufficiently will result in
flocculation. Some of the commonly used electrolytes
include sodium salts of acetates, phosphates, and
citrates. Use of ionic surfactants may also result in floc-
culation by neutralization of particle charges. Starch,
alginates, tragacanth, and cellulose derivatives are
sometimes added to control the degree of flocculation
so that the suspension is in a flocculated state and
the sedimentation volume is large. Suspensions should
exhibit high viscosity at low shear rate and vice versa.
Also, the viscosity should be low enough to be poured
from the container but should spread evenly, if it is
intended for external application. Suspensions for
injection should be able to pass through hypodermic
needles. Acacia gum is used as a thickening agent for
extemporaneously prepared suspensions. Tragacanth
forms viscous aqueous solutions, and its thixotropic
and pseudoplastic properties make it a better thicken-
ing agent than acacia. Sodium alginate is used as a
suspending agent but is incompatible with cationic
materials. Several cellulose derivatives, such as methyl-
cellulose (Celacol�), hydroxyethylcellulose (Natrasol�

250), sodiumcarboxymethylcellulose, and microcrystal-
line cellulose, disperse in water to produce viscous
colloidal solutions and are suitable, as suspending
agents. Montmorillonite clays or hydratyed silicates
like bentonite, veegum, and hectorite readily hydrate
and absorb upto 12 times their weight of water. The
gels formed are thixotropic and therefore have wonder-
ful suspending properties. Carbopols� are synthetic
polyacrylic acid copolymers that function as thicken-
ing agents at higher pH values.

Buffers are included in suspensions to maintain
chemical stability and control tonicity. Density modi-
fiers like sucrose and propylene glycol can be added
to prevent large differences in densities that could
result in sedimentation. Flavors, colors, and perfumes
may be added to improve palatability and appearance
of the product. Humectants like glycerol and propy-
lene glycol are added in concentrations of 5% for
external applications to prevent the product from
drying out after application to the skin. Addition of
preservatives is important, particularly when using
naturally occuring adjuvants. In some situations sweet-
eners may be added but their affect on final product
viscosity and degree of flocculation should be well
understood. Suspensions are normally manufactured
using colloidal mills with rotor–stator mechanism to

ensure free flowing and evenly dispersed particles. Oral
suspensions usually have flavoring agents intended
for oral administration. Good examples are milk of
magnesia, bentonite, magma, and jellies. All these
systems swell and form a gel like consistency with
non-Newtonian characteristics. Topical suspensions
like Calamine lotion are for external use only.

Emulsions

These are dispersions of one liquid (dispersed phase)
in the form of uniformly divided droplets in another
liquid (dispersion medium). Depending on which
liquid is the dispersed phase oil-in-water (o/w) or
water-in-oil (w/o) systems are obtained. To test the
identity, emulsion miscibility, staining and conduc-
tivity tests are performed. The choice of emulsion
depends on the route of administration and the end
use. For oral administration, o/w emulsions are used
while for external use, both o/w and w/o systems
can be employed. Semisolid o/w emulsions are termed
as ‘‘creams,’’ and are easily washable after application.
Water-in-oil emulsions have an occlusive effect and
are therefore preferred as moisturizing lotions and
cleansing agents. The choice of oil depends on the
application with some oils like castor and cod liver
oil having a therapeutic value. Thus, w/o preparations
are greasy, with high apparent viscosity while o/w
emulsions are less greasy and readily absorbed and
washable. Ideally emulsions should exhibit pseudoplas-
ticity and thixotropy, that is, high viscosity at low
shear rates and vice versa. They should be dispensable
from containers, bottles, and tubes but at the same
time should spread on the skin with light pressure.
The rheological properties of emulsions are controlled
by the concentration, particle size, and viscosity of
dispersed phase, concentration of dispersion phase,
and the nature and concentration of the emulsifier.
The choice of emulsifying system depends on the route
of administration, its HLB value and its toxicity. There
is no approved list of emulsifiers but pharmaceutical
companies employ emulsifiers approved for use in the
food industry. Emulsifiers with surface activity reduce
the interfacial tension between the phases, thereby
decreasing the need for energy to disperse the internal
phase. The surfactants used can be anionic like sodium,
potassium, and ammonium salts of long chain fatty
acids (e.g., sodium stearate), soaps of di- and tri-
valents metal ions (e.g., calcium oleate and amine
soaps, sulphated and sulphonated compounds (e.g.,
SLS). Cationic surfactant, amphoteric surfactants like
lecithin, and non-ionic surfactants, like glycol and
glycerol esters (e.g., glycerol monostearate), sorbitan
esters, polysorbates, fatty alcohol polyglycol ethers
(e.g., cetyl or cetostearyl alcohol), fatty acid polyglycol
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esters are also used. Sometimes naturally occurring
materials and their derivatives, such as acacia, semi-
synthetic polysaccharides (e.g., methylcellulose), sterol
containing substances (e.g., beeswax), and wool fat
(anhydrous lanolin), can also be employed as emulsi-
fiers. Other ingredients used in emulsions are finely
divided solids, antioxidants, such as butylated hydroxy
toulene (BHT) and butylated hydroxyanisole (BHA),
humectants and preservatives like benzoic acid, para-
hydroxybenzoic acid esters, chlorocresol, and phenox-
yethanol. Emulsions can be used orally (o/w) with the
therapeutic agent included in the internal phase (as for
taste masking bad tasting medicaments). Externally,
they can be used as lotions either with therapeutic
agents or without (as in cosmetics). Emulsions are
made using a variety of equipment depending on the
stability requirement and the kind of process used.
Both batch and continuous processes can be used.
Colloid mills have been used traditionally. However,
high-pressure homogenizers, microfluidizers, and ultra-
sonic homogenizers are being used for manufacturing
emulsions.

SEMISOLID DOSAGE FORMS

Ointments, creams, and pastes are semisolid dosage
forms intended for topical application. They may be
applied to the skin, used nasally, rectally, and vagin-
ally. Most of them contain some form of medicament.
Medicated ointments are semi-solid preparations
intended for application to skin or mucous membranes.
Non-medicated ointments are used as protectants,
lubricants, and emollients. Ointment bases used for-
ointment preparation are of fourtypes, hydrocarbon
bases, absorption bases, water-removable bases, and
water-soluble bases. Hydrocarbon bases have emollient
properties and are effective as occlusive dressings
(e.g., Petrolatum, USP). Absorption bases permit the
incorporation of aqueous solutions to form w/o
emulsions (e.g., hydrophilic petrolatum and lanolin).
Water-removable bases are also o/w emulsions
and are water washable (e.g., hydrophilic ointment).
Water-soluble bases have no oleaginous component
and are referred to as greaseless water-washable bases
(e.g., polyethylene glycol ointment). The potential for
absorption depends on the choice of the bases, and
intended use of the medicament. Appropriate selection
of ointment bases is important fordermal therapy.
Ointments for rectal preparation (e.g., Tronolane�

ointment for hemorrhoidal analgesia) and vaginal pre-
parations (e.g., Mycelex-7� ointment as antifungal)
are available in the market. Creams are semisolid emul-
sions with one or more medicinal agents intended for
external use. The so called vanishing creams are o/w
emulsions with stearic acid and cold creams are w/o

emulsions with an oily base. Creams spread more easily
than ointments and are preferred by some patients.
Gels are semisolid systems with dispersions of small
or large molecules in an aqueous vehicle with a gelling
agent e.g., high molecular weight Carbopols� that are
cross-linked polyacrylic acid. Some gels like milk of
magnesia or magma has two phases. These behave as
thixotropic systems with the viscosity changing due to
a gel–sol transition on shaking. Pastes are ointments
with large amount of powder levigated into the base
and are intended for application to the skin. Pastes
are more hygroscopic than ointments and are used
to absorb serous secretions. (e.g., zinc oxide paste).
Plasters are solid or semisolid masses spread on backing
paper, plastic, or fabric. Non-medicated forms are
termed as adhesive plasters while medicated plasters
provide a therapeutic effect at the site of application.
Some medicated plasters are termed as cataplasm,
e.g., ibuprofen[3] and salicylic acid plasters. Transder-
mal drug delivery systems (TDDS) are used for delivery
of actives through the skin into the systemic circulation.
Several methods have been used to facilitate the trans-
port of active through the barriers of the skin. Certain
absorption enhancers are used to temporarily increase
permeability of the skin for increased delivery. More
recently, iontophoretic techniques have allowed the
delivery of charged chemicals across the skin using an
applied electric field (e.g., amino acids and proteins).
Sonophoresis or high-frequency ultrasound is also
being studied as a means of effectively enhancing trans-
dermal delivery of drugs. Transdermal delivery systems
are of two main types the monolithic matrix system
thatcontainsthe excess drug dispersed in the polymeric
matrix and cast into a matrix with a backing layer
and frontal membrane, e.g., Estraderm� (Novartis).
Membrane-controlled transdermal patches contain
drug reservoir in the form of a gel or saturated solution
of drug with a backing adhesive and a rate controlling
membrane e.g., Transderm-Scop� (Novartis). Cur-
rently, the market is flooded with a variety of
transdermal systems for smoke cessation and hormonal
delivery patches. More recently efforts are on to
develop transmucosal delivery patches.

OTHER DOSAGE FORMS

Suppositories are solid dosage forms intended for
insertion in body cavities like rectum, vagina, and
occasionally in the urethra for local or systemic effects.
The length, shape, and weight of these depend on
the body cavity it is used for. These melt, soften, or
dissolve after application depending on the type
of suppository base applied. Cocoa butter base suppo-
sitories usually melt in contact with the body tempera-
ture. Other bases, such as polyethylene glycol, glycerin,

996 Dosage Forms: Non-Parenterals



D
os

ag
e–

D
ru

g
D

el
iv

er
y

S
ys

te
m

s

and soap based suppositories solubilize. Cocoa butter
suppositories are hydrophobic, and dissolve oil soluble
drugs but absorption is poor in the aqueous
rectal fluids. Thus, better absorption is obtained with
water-soluble bases. Rectal suppositories can be used
for local (hemorrhoids) or systemic effects. Systemic
bioavailability is poor and the amount of drug
required is more than oral administration. Vaginal
and urethral suppositories are usually used for their
local effects (e.g., anti-infectives). Rectal suppositories
weigh about 2 g and have varying shapes like bullets
and torpedoes. Urethral suppositories are thin pencil-
shaped with tapered ends. Vaginal suppositories are
globularized and weigh about 4–5 g. Generally absorp-
tion from suppository bases rectally is better when
the rectum is empty. Particle size of solids plays an
important role in absorption. Most importantly rectal
absorption allows to bypass the first pass effect. Most
suppositories are manufactured by molding from melts
or by compression.

AEROSOL DOSAGE FORMS

Aerosols are pressurized dosage forms containing one
or more active drug dissolved, suspended, or emulsified
in a propellant or a mixture of solvent and propellant,
which is released on actuation of the valve as a fine
dispersion of liquid or solid in a gaseous medium.
Aerosols are intended for topical administration; for
administration into body cavities; for administration
orally or nasally as fine solid particles or liquid mists
through the pulmonary airways, nasal passages, or oral
cavity (buccal or sublinual). Those that provide an air-
borne mist are called space sprays; those intended for
carrying actives to surface are termed as surface sprays
and other are termed foam aerosols. Aerosol consists
of product concentrate and the liquefied propellant.
The pressure depends on the types and amounts of
propellants and the nature and amount of active
present. Propellant is a liquefied gas or mixture of
liquefied gas, which serves as the solvent, or vehicle. In
some cases non-liquefied gases like nitrogen, and car-
bon dioxide are used. Space aerosols (85% propellant)
operate at 30–40 psig at 70�F. Surface aerosols
(30–70% propellant) operate between 22–55 psig at
70�F. Foam aerosols operate at a slightly higher press-
ure. Foam aerosols are emulsions of the propellant and
product concentrate. Aerosols can be two-phase sys-
tems comprising of a solution of drug in liquefied pro-
pellant and a vapor phase of propellant/gas. Some of
them are present as three-phase systems, comprising
ofwater-immiscible propellant, an aqueous product
concentrate or drug in suspension/emulsion and a
vapor phase. Aerosol containers are made from glass
(coated and uncoated), tin, aluminum, and stainless

steel containers. There are various forms of spray
valves and metered valves (for more accurate dosing
of potent drug). Oral aerosols are mostly used via
the buccal route, e.g., Nitrolingual� spray that emits
nitroglycerin at a dose of 0.4 mg per metered dose.
The respiratory tract offers several advantages for
administration of drugs. Inhalation systems should
be capable of producing fine particles, usually
<10 mm for effective drug delivery. Inhalation drug
delivery has been traditionally used to treat respiratory
disease, but in recent times the lung has been used as a
portal for administering drugs to the systemic circu-
lation. With their large effective surface area, the lungs
offer an attractive route for systemic drugs. Three main
dosage forms, viz. metered dose inhalers (MDIs), dry
powder inhalers (DPIs), and nebulizers have gained
prominence.[4] Metered dose inhalers are pressurized
systems consisting of drug suspension in a propellant
and may contain other additives such as surfactants,
antioxidants, and solvents, although some solution
systems are available. Traditionally MDIs have been
formulated using chloroflurocarbons (CFCs). These
propellants are now being phased out under the terms
of the ‘‘Montreal Protocol’’ due to their ozone deplet-
ing potential.[5] This has resulted in an increasing
urgency to reformulate existing MDI formulations
with alternative hydroflurocarbon (HFC) propellants
such as HFC-143a and HFC-227. Formulations using
the new propellants have recently won FDA approval
(Airomir�, 3M Pharamceuticals). To offer better coor-
dination between actuation and patient inhalation of
the emitted dose, several spacer devices are available
(Nebuhaler�, AeroChamber�, and Breathancer�) with
marketed MDI formulation. Recent trends in devices
include the breath actuated MDI (Autohaler�, 3M
Pharmaceuticals), where the patient inhalation triggers
the dose. Due to the phase out of CFCs and extensive
difficulties in reformulating using HFCs, dry powder
inhalers, and nebulizers are becoming popular. Dry
powder inhalers consist of mixtures of micronized drug
and a large particle size carrier (usually lactose). These
drug-carrier ordered mixtures are packaged in unit
doses (capsules or blisters), as in Spinhaler� (Fisons
Pharmaceuticals) and Rotahaler� (GlaxoWellcome
Pharmaceuticals) or as pure drug bulk powder,
which can be metered into single doses (Turbohaler�,
AstraZeneca Pharmaceuticals). In many instances the
patients inhalation maneuver causes the active parti-
cles to separate from the carrier in the air stream. More
recently, to overcome intra-patient variability in dos-
ing, active DPIs have been designed (Dryhaler�, Dura
Pharmaceuticals). In these devices, the patient’s breath
triggers a deaggregation mechanism, which separates
the drug particles from the carrier, which are then
inhaled. Newer fine particle generation technologies,
such as spray drying and supercritical fluid extraction,
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are being used to produce fine particles of drug includ-
ing proteins and peptides for delivery to the deep
lung. This can facilitate the use of inhalation delivery
systems for systemic drug delivery. Nebulizers generate
fine mists from aqueous and non-aqueous drug solu-
tions, using either compressed air or ultra-sonication.
Their main disadvantage is that they are bulky and
are not portable. Recent developments in this field
have focused on the development of battery operated
portable devices, which can nebulize aqueous solution
containing minimal, or no preservatives.

PEDIATRIC AND GERIATRIC
DOSAGE FORMS

Physiology plays an important role in the development
and performance of different functions in the body. It
is important to determine their consequence on dosage
form development. Pediatric dosing is usually deter-
mined by weight and age. FDA classifies the pediatric
groups into neonates, infant, child, and adolescent.
There are several excipients that have been reported
to cause adverse reactions, e.g., azo dyes cause broncho-
constriction, lactose may cause prolonged diarrhea and
intolerance, and sweeteners such as saccharin are weak
carcinogens. Alcohol is a common solvent for most
pediatric OTC liquid products. However, limits on
the alcohol content of OTC products have been set
to minimize toxicity in children. Oral administration
is the preferred route for children. However, children
younger than 5 years have difficulty swallowing solid
tablets. Thus, oral liquid is the most preferred dosage
form in pediatric patients. Liquids are often unstable
and have short expiration and accurate dosing is
difficult. Recently, there has been increased interest in
chewable tablets and ‘‘sprinkle’’ powders in capsule
formulations as they are well received by children with
dentition. Rectal administration is not popular because
of wide variability in absorption. Pulmonary adminis-
tration is emerging to be a popular delivery mode for
children, but needs to be studied further for systemic
effects. Transdermal route may be another area to
explore for children, since the stratum corneum is well
developed in children as in adults. This may be ben-
eficial as an alternate route for children. Pediatric drug
therapy has very few drug delivery systems. There has
been some in-roads made with OTC cough and cold
products. However, most industries do not have
resources to perform separate studies for safety and
efficacy in children (smaller consumer than adults)
for new chemical entities. Perhaps FDA should take
initiatives to provide pharmaceutical companies with
returns like tax break or patent extension and specific
market for such developmental work especially for life
threatening diseases.[6]

Apart from alterations in the pharmacodynamics
(PD) and pharmacokinetics (PK), the geriatric popu-
lation suffers from a number of chronic conditions
and physical limitations. Clinical monitoring becomes
very important to titer dosing accurately. Most of their
PK and PD processes take a down turn. Absorption is
slower from the oral cavity. In general, the aged skin
is more permeable to water and other chemicals. How-
ever, the clearance to the blood stream is lowered thus
distribution may not be complete. Physically, impair-
ment or decline in vision may hinder one’s ability for
self-medication. Also, swallowing and chewing may
be a problem in elderly patients. For example, patients
suffering from dry mouth may have difficulty swallow-
ing a tablet or capsule. Similarly, elderly patients who
are edentulous (i.e., toothless) are incapable of chewing
any tablet dosage form. Although sublingual and buc-
cal tablets are used by the elderly population there is
very less emphasis on its effect on bioavailability with
aging. Patients with dry mouth condition may feel
local irritation with such dosage forms. Capsules like
tablets may hinder swallowing and are not advisable
for elderly patients. Liquids are easier to swallow,
but are usually not packaged as unit dosages. Patients
with impaired vision and dexterity may not be able to
accurately self-administer the required dose. The trans-
dermal route seems to offer better compliance with
elderly patients but bioavailability needs to be determ-
ined before using this route. Several alternative dosage
forms and packaging techniques are emerging to
improve compliance of dosage form in elderly patients.
Several types of packaging aids like dosett tray,
calender-packs and med packs are used to remind the
dosing schedule for elderly patients. Granules of drug
may be easy to swallow. They can be mixed with water
or food and swallowed easily. Unit dose packs may
still be difficult to use for some elderly patients. Effer-
vescent tablets provide an alternative dosage form.
These tablets dissolve in water to form a ready-to-use
product. The use of an irregular shaped tablet that
prevents it from lying flat may be another form that
can help patients with impaired dexterity (e.g.,
Tiltabs�). Similar to granules the drug may also be pre-
sented in the form of a small amount of concentrated
solution for the entire dose, e.g., 5 ml Rapamune�

concentrated oral solution (Wyeth–Ayerst Research).
Such products can be mixed with food or drink.
This is similar to the use of a dispersible tablet
that forms a uniform stable suspension when dispersed
in water. Emerging technology has focussed on
newer dosage forms like the use of quick or rapid dis-
solving technology (RDTs), wherein, the dosage form
quickly dissolves in the mouth and rapid absorption
of the drug can occur systemically or even from the
mouth.[7] Furthermore, compliance in elderly patients
has also resulted in the availability of sugar and
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sodium-free products that are beneficial for such
age groups.

NEW DRUG-DELIVERY TECHNOLOGIES

Newer technologies are emerging as we move into the
new millenium. These technologies promise to have
lots of benefits such as simplifying administration
regimens, enhancing compliance, improving clinical
benefits, and reducing overall healthcare costs. Rapid-
dissolving tablets (RDTs) are designed for patients
who have difficulty in swallowing standard tablets/
capsules, such as pediatric and geriatric patients. These
include the lyophilized foam from Zydis� (Claritin
Reditabs), Flashtab� (Prographarm), Orasolv� (Cima
Labs), Wowtabs� (Shaklee), and Flashdose� (Fuisz
Technology).[8,9] Hydrogel based technology offered by
Professor Neil Graham of British Technology group
for development of several systems including morphine
suppositories. NanocrystalTM technology offered by Elan
Corporation where the crystalline drug (<400 nm) is
thinly coated with a surface modifier to impart physical
stability. Liquitard� is a liquid taste masking sustained
release granules as a suspension and is offered by Eurand
America.[10] Inhale Therapeutics offers proprietary tech-
nology for pulmonary delivery of proteins and peptides,
using innovations in powder processing to develop for-
mulations for deep lung delivery for systemic and local
indications.[10] Jago Pharma developed the Geomatrix�

systems which involves the use of multilayered hydrophi-
lic matrix systems.[10] Several newer excipients are now
available as matrices for controlled delivery. These
include polysaccharides from Galactomannan such as
guargum and locust bean gum (e.g., Timerx Tech-
nology.[11] Considerable research efforts have been
towards the development of safe and efficient chitosan-
based dosage forms.[12] The development of solid-lipid
nanoparticles (SLN) have made it possible for delivering
drugs with less side-effects, better targeting, and protec-
tion from enzymes.[13] Zambon group in Europe has
developed Timeclock� technology that involves coating
solid drug with hrdrophobic surfactant. Chronotropic
drug delivery, which targets delivery to a specific absorp-
tion window for local as well as systemic effect.
Emisphere� technology uses a carrier that binds to
drug molecules non-covalently to form a complex.[14]

These complexes easily cross the membranes and then
dissociate to release the active. Theratech uses the
Theriform� microprinting technology to develop oral
and implantable dosage form for making Microdose�

tablets.[15] Delsys Corporation has revolutionized their
Accudep� technology of electrostatic deposition of
dry powder to any surface with great accuracy.[16,17]

Labopharm Inc. has developed Contramid� technology

obtained by cross-linking of high-amylose starch in three
dimensional network which is combined with the active.
Once in the stomach, the tablet surface turns into a
gel and the active diffuses at an even rate. PORTTM (Pro-
grammable Oral Release Technology) is a technology
platform to resolve drugs with biopharmaceutical
problems. PORTTM is a capsule based system with
opportunity to provide multiple prolonged release of
one or more drugs. This technology is applicable to a
wide variety of drug classes and can be used to achieve
difficult PK profiles, e.g., zero order with burst system.
Quadrant Healthcare has engineered micron-sized parti-
cles with enhanced stability and PK profiles.[10]

Solidose� technology is based on chemically modifying
oiligosaccharides to make them more hydrophobic. In
contact with body fluids they undergo phase change
and release the drug. Several self-emulsifying and lipid-
based systems have been developed that form micro-
emulsions of water-insoluble drugs for oral delivery.[18]

DanBiosystems has developed a proprietary Targit�

technology, which involves enteric coating with azo poly-
mers, which degrade only at specific sites by bacterial
enzymes. Ethypharm is another company involved with
coating of nano- and micro-particles, using supercritical
fluid (CO2) technology, suited for fragile water-soluble
molecules (peptides and proteins).[10,19] ProtargaTM is
another company which is involved in the development
of dosage form by covalently attaching fatty acids
(docosahexaenoic acid or DHA) to actives to create
new compounds that can be taken up by cells targeted
for treatment. A lot of focus has been directed to tissue
engineering that is used to design biological substitutes
or regenerate natural tissues for defective or lost tissues
and organs through the use of cells and their scaf-
folds.[20,21] Fentanyl Oralet� (Abbott labs) is a lollipop
that has painkillers used as preoperative sedative. Several
forms of intra-vaginal drug delivery systems like
Progestasert� system (Alza Corp.) and Dinoprostone�

vaginal insert have been developed. Implants like
the levonorgestrel Norplant� device (Wyeth–Ayerst
Research) that is incorporated as contraceptive on the
upper arm. Similarly, Gliadel� wafers (Guilford Phar-
maceuticals) are implanted in the brain tumor cells.

CONCLUSIONS

Non-parenteral dosage forms can be administered by
different mechanisms. In recent years there has been a
plethora of emerging drug delivery technology compa-
nies. Most of these technologies are addressing issues
related to unique delivery systems and selectivity of
these systems for affected organs or diseases.
However, rarely it recognized that improvements in
drug therapy are a consequence of not only the new
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chemical entity but also the combination of active and
the delivery system (dosage form). Currently the trend
is to develop a delivery system and then look for suit-
able drug candidates to apply. This needs to be changed
to gain understanding of what unmet medical need is
the active aimed for, the rate, time and site for the
active to be delivered and then provide a suitable deliv-
ery system. More emphasis should be made on the
improvement of drug effect profile. Thus, the future
of drug delivery will depend on how they can contrib-
ute to drug therapy for unmet medical needs.[22]
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INTRODUCTION

Parenteral is derived from the two words ‘‘para’’ and
‘‘enteron’’ meaning to avoid the intestine. Parenteral
articles are defined according to the USP 24/NF19
‘‘as those preparations intended for injection through
the skin or other external boundary tissue, rather than
through the alimentary canal, so that the active sub-
stances they contain are administered using gravity
or force directly into a blood vessel, organ, tissue, or
lesion. Parenteral products are prepared scrupulously
by methods designed to ensure that they meet pharma-
copeial requirements for sterility, pyrogens, particulate
matter, and other contaminants, and, where appropri-
ate, contain inhibitors of growth of microorganisms.
An injection is a preparation intended for paren-
teral administration and/or for constituting or diluting
a parenteral article prior to administration.’’[1]

Parenteral drug administration is an attractive route of
administration when oral administration is contraindi-
cated, and it has been traditionally used in institutional
settings. With an increasing interest in reducing overall
health care costs and with the development of new
biotechnologically derived compounds and improved
and novel infusion-related technologies, parenteral
products have become an important component in
the care of patients in hospitals and the home health
care setting. In the present article, information will
be presented on history and the following: the use of
parenterals in health care, the advantages and disad-
vantages of using parenterals, routes of administration,
vascular access devices and infusion sets, types of par-
enteral products, components of parenteral products,
parenteral packaging, convenience and needleless sys-
tems, needleless injection, extemporaneous compound-
ing of parenteral products, infusion pumps and
devices, and future parenteral dosage forms.

HISTORY AND USE OF PARENTERALS

A detailed history of early parenteral medications can
be found in the first edition of this encyclopedia. One
of the first historical references to the parenteral
administration of a compound was in the late 15th cen-
tury when a blood transfusion from three young boys
was given to Pope Innocent VIII, resulting in the death
of all four individuals. These deaths led to a ban in the
use of this type of medical treatment, namely an
infusion, for several centuries. It was not until the
17th century that studies on the parenteral administra-
tion of compounds was first studied in animals. The
development of the hypodermic needle and the use of
parenterally injected drugs in humans is first reported
in the mid-19th century. By the end of this century,
there was an increased interest in the use of intra-
venous administration of glucose and normal saline
solutions. Baxter produced the first commercially pre-
pared intravenous solutions in 1931. However, par-
enteral products and their administration became
acceptable and a mainstay in the treatment of patients
in the mid 20th century. This could be attributed, in
part, to our increased understanding of microbial
and viral agents, increased recognition of the dangers
associated with parenteral therapy, the development
of antibiotics and other drug classes, and the avail-
ability of new systems or infusion technologies. In
the mid 1960s, many hospitals introduced intravenous
admixture services. In the last 20 years, the area of
infusion pumps and systems and improved vascular
access devices has enabled parenteral therapy to extend
beyond the institutional setting to clinics, ambulatory
infusion centers, and home health care. In addition,
the administration of parenteral drugs is also fre-
quently utilized in basic and clinical research in
animals and humans.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001047
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 1001



D
osage–D

rug
D

elivery
S

ystem
s

In today’s health care environment, parenteral
products are a key component of therapy for hospital-
ized patients. Vascular access for parenteral infusion
therapy is obtained in the vast majority of hospitalized
patients at some point in their therapy. There are very
little data as to the use of parenteral products in
today’s health care environment. It was suggested that
40% of all pharmaceutical dosage forms are adminis-
tered as a type of injection and that over 350 million
units of large volume parenterals and 100 million units
of IV admixtures (piggybacks) were used annually in
the late 1980s.[2] These numbers have certainly
increased since that time with the advent of new drugs
and infusion methodologies. Infusion therapy in home
health care continues to have a strong market in the
United States. While the annual growth rate of home
infusion therapy decreased between 1982 and 1993,
29% of acute care hospitals provided or were develop-
ing a home health care program. In the current market,
home infusion therapy is being integrated into alterna-
tive sites, such as ambulatory infusion centers.[3] Due
to the rapid and increasing use of parenteral drugs, it
is critical for health care providers and scientists to
understand the various available dosage forms, specific
products, routes of administration, catheter types, and
various infusion devices. Detailed information on these

devices can be found in the nursing and pharmaceuti-
cal literature.[2,4–9] In addition, company websites are
a valuable source of current information, including
available parenteral products, infusion sets and ports,
devices and infusion pumps. A list of useful worldwide
websites is shown in Table 1.

ADVANTAGES AND DISADVANTAGES
OF PARENTERAL PRODUCTS

The advantages and disadvantages of parenteral drugs
and administration are shown in Table 2. Generally,
parenterally administered drugs are advantageous
because they can provide rapid and reliable drug sys-
temic effects, long-term drug delivery, and targeted
drug delivery. The disadvantages of parenteral prod-
ucts are predominately associated with safety issues
related to infection and thrombosis, tissue damage
and/or pain upon injection, and the use of require-
ments for specific equipment, devices, and techniques.

ROUTES OF ADMINISTRATION

The routes of administration for parenteral products
are shown in Fig. 1. The most commonly used routes

Table 1 Representative parenteral products and devices websites

Company Website Products available

Abbott Laboratories http://www.abbott.com Premixes, IV solutions—Lifecare, injectable drug
delivery systems, needleless systems,

infusion pumps, Add-Vantage

Alaris Medical Systems http://www.alarismed.com Infusion pump systems, ambulatory pumps, needlefree
systems, intravenous administration sets

Arrow International
Critical Care Products

http://www.arrowintl.com Vascular access, catheters, infusion ports

Bard Access Systems http://www.bardaccess.com Access systems and ports

B. Braun Medical http://www.bbraunusa.com IV Solutions—Excel or PAB (Partial Additive Bag),

IV administration, needlefree administration,
infusion pump systems, vascular access

Baxa http://www.baxa.com IV admixture tools, syringe infusion systems

Baxter Healthcare http://www.baxter.com Large and small volume parenterals, premix
medications, reconstitution products and

accessories, syringe pumps and sets, interlink,
administration sets, infusion pumps

Becton, Dickinson
and Company

http://www.bd.com Needles, vascular access, needleless systems, catheters

Cook Endovascular http://www.cook-inc.com Vascular access, infusion catheters and sets

Horizon Medical Products http://www.hmpvascular.com Vascular access ports

I-Flow Corporation http://www.i-flowcorp.com/

home.html

Homepump infusion systems, electronic infusion pumps

SIMS Deltec http://www.deltec.com Access systems and ports, infusion pumps

Vygon USA http://www.vygonusa.com Vascular access, needleless access
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are intravenous, intramuscular, subcutaneous, and
intradermal. Formulations intended for administration
into the central nervous system should not include pre-
servatives. For intramuscular, intradermal, and subcu-
taneous, a single needle and syringe is generally used
to administer the drugs. For intravenous and intra-
arterial, drugs are administered using vascular access
or port devices. Other parenteral routes of administra-
tion (e.g., epidural, intra-articular, and intrathecal)
usually require specialized delivery sets. In some cases,
the specific drug requires a specialized delivery set be
utilized due to the dose of the drug or the physico-
chemical properties of the drug (e.g., nitroglycerin).

VASCULAR ACCESS DEVICES
AND INFUSION SETS

Vascular access can be achieved through short periph-
eral, long dwell peripheral, central lines, and ports.[7,10]

These various devices differ in their insertion, charac-
teristics, dwell time or time they should be in place,
and usage and safety features. In peripheral access,
the distal veins on the hand and arm are often used,
with the basilic and cephalic veins in the arms being
the most common site for peripheral infusions. Alter-
natively, the metacarpal veins can also be utilized.
The basic devices are a winged infusion device or
the over-the-catheter needle, with needle sizes ranging
from 16 to 26 G (20- or 22-gauge being the most
common size). These catheters are usually utilized only
for 48 h. A midline catheter is usually inserted into

a large vein and is intended to be used over a 2-
to 4- week period (Richardson). Peripherally inserted
central venous catheters (PICC) are designed for
long-term infusion therapy up to a year. The devices
are inserted into a peripheral vein and threaded so that
the tip of the catheter is within the central vascular sys-
tem. Central venous catheters (CVC) are inserted into
the subclavian or jugular vein and threaded until the
tip is located in the superior vena cava. The types of
central venous catheter are a non-tunneled, Groshong,
Hickman, and Brovaic. A non-tunneled CVC can be
inserted at the bedside, whereas the Groshan, Hickman,
and Brovaic require surgical insertion. Vascular access
ports (VAP) are an alternative to central venous access.
These devices are surgically implanted usually into the
chest wall or arm subcutaneous tissue and are composed
of a rigid reservoir with a self-sealing rubber septum,
and the tip of the catheter is placed into a central vein.
The drug is placed into the reservoir via an injection.
A VAP allows repeated, intermittent access and drug
delivery (in some cases up to 2000 times), depending
upon the size of the needle. Examples of these types
of ports include a P.A.S Port� (SIMS Deltec),
Vital-Port� (Cook Incorporated), and BardPort� and
CathLink� (Bard Medical Division).

There are three basic types of intravenous adminis-
tration: 1) primary set; 2) secondary set; and 3) a vol-
ume control set (Fig. 2).[7] The basic components of all
these sets include a piercing spike (to insert into the
bag or bottle), drip chamber and drip orifice, tubing
ranging in length from 160 to 250 cm (63–98.58 in.), a
roller clamp or other flow control device on the tubing,

Table 2 Advantages and disadvantages of parenteral drugs and administration

Advantages Disadvantages

Useful for patients who cannot take drugs orally
Useful for drugs that require a rapid onset of action
(primarily intravenous administration)
Useful for emergency situations

Useful for providing sustained drug delivery
(implants, intramuscular depot injections)
Can be used for self-delivery of drugs (subcutaneous)

Useful for drugs that are inactivated in the
gastrointestinal tract or susceptible to first-pass
metabolism by the liver

Useful for injection of drugs directly into a tissue
(targeted drug delivery)
Useful for delivering fluids, electrolytes, or nutrients

(total parenteral nutrition to patients)
Useful for providing precise drug delivery by
intravenous injection or infusion utilizing
pharmacokinetic techniques

Can be done in hospitals, ambulatory infusion
centers, and in home health care

More expensive and costly to produce
Potential for infection at site of injection
Potential for sepsis
Potential for thrombophlebitis

Potential for fluid overload
Potential for air embolism
Potential for extravasation

Psychological distress by the patient
Require specialized equipment, devices, and
techniques to prepare and administer drugs

Potential for pain upon injection
Potential for tissue damage upon injection
Risk of needlestick injuries and exposure to

blood-borne pathogens by health care worker
Increased morbidity associated with long-term
vascular access devices Disposal of needles,
syringes, and other infusion devices requires

special consideration

Dosage Forms: Parenterals 1003
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a Y-site for infusion of other components, an in-line fil-
ter (ranging from 0.2 to 170 mm) and leuk-lok adapter
to attach to the vascular access device. A primary
infusion set is designed to deliver solutions from the
parenteral container via gravity. If an additional
infusion is needed, the secondary set can be connected
to the primary set via one of the Y-sites. A volume
control administration set is used to deliver a small
amount of solution through the use of the volume
chamber. In general, administration sets are classified
into macrodrip sets that can deliver 10–20 drops/ml
and a microdrip set that delivers drugs at a slower rate
of 60 drops/ml.

TYPES OF PARENTERAL PRODUCTS

Parenteral products can be divided into two general
classes according to the volume of the product. All
parenteral products are sterilized and must meet all
the requirements for sterility and particulate matter
and must be pyrogen-free.[2,5] They must be prepared
using strict sanitation standards in environmentally
controlled areas by individuals trained to meet these
standards. The injections are overfilled with a small
excess over the labeled volume to ensure that the

required volume can be obtained from the product.
Small-volume parenterals (SVP) or injections are
100 ml or less and can be provided as a single- or
multidose product. In contrast, large-volume parent-
erals (LVP) are intended to be used intravenously
as a single-dose injection and contain more than
100 ml of solution. SVPs and LVPs are often com-
bined during the extemporaneous preparation of
intravenous admixtures, to be discussed later in this
article.

The U.S. Pharmacopoeia (USP) classifies injections
into five different types. The dosage form selected for a
particular drug product is dependent upon the charac-
teristics of the drug molecule (e.g., stability in solution,
solubility, and injectability), the desired therapeutic
effect of the product (e.g., immediate vs. sustained
release), and the desired route of administration. Solu-
tions and some emulsions (e.g., miscible with blood) can
be injected via most parenteral routes of administration.
Suspensions and solutions that are not miscible
with blood (e.g., injections employing oleaginous
vehicles) can be administered via intramuscular or
subcutaneous injection but should not be given intra-
venously.

Parenteral products contain excipients such as
buffers, solvents, non-aqueous solvents, antimicrobial

Fig. 1 Routes of parenteral administration. The following represent the most commonly used routes of administration for
parenteral products: (A) intraperitoneal; (B) intravenous; (C) intramuscular; (D) subcutaneous; and (E) intradermal.
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preservatives, antioxidants, and chelating agents.
Coloring agents are prohibited in parenteral products.
All excipients must meet compendial standards, and
the excipients must not interfere with the efficacy of
the product (to be discussed more in detail later in this
article). Parenterals are packaged in airtight containers
using specific, high quality materials so that they do
not interact with the product and to maintain the

sterility of the product. For example, the type of glass
to be used in a specific parenteral drug product is
indicated in the monograph. The types of packaging
and containers for SVPs and LVPs will be discussed
later in this article.

A SVP product is available for most of the
major therapeutic classes of drug. It is often desirable
for a manufacturer to provide both an oral and

Drop orifice

Drip chamber Roller clamp
Piercing
spike

Luer-lock adapter
Y-site

A
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Drip chamber
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Piercing
spike

Needle adapter
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C

Drop orifice

Drip chamber
Roller clamp

Piercing
spike

Luer-lock
adapter 

Y-site
B

Fig. 2 Types of infusion sets used for parenteral therapy: (A) primary; (B) secondary; and (C) volume-controlled infusion sets.
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parenteral dosage form for a specific drug product. A
‘‘drug injection’’ is a liquid preparation that is com-
posed of drug substances and or solutions. A
‘‘drug for injection’’ is a dry solid that upon the
addition of a suitable vehicle (usually a vehicle in
which the drug is stable and soluble) provides a solu-
tion that conforms to the requirements for an injection.
Drugs for injection are often lyophilized or freeze-
dried to assist in the reconstitution of the solid.
A ‘‘drug injectable emulsion’’ is a liquid preparation
of a drug or drug substances dissolved in a suitable
emulsion vehicle. A ‘‘drug injectable suspension’’ is a
liquid preparation of solids suspended in a suitable
vehicle. A ‘‘drug for injectable suspension’’ is a dry
solid (often lyophilized) that is intended, upon the
addition of a suitable vehicle, to yield a preparation
that in all aspects meets the requirements for an inject-
able suspension.

LVPs are often administered via intravenous
infusion in a large single-dose container. The thera-
peutic goal of these products is to provide electrolytes,
body fluids, and nutrition. These solutions may or may
not be isotonic with blood depending upon the concen-
tration of the components, which include sodium
chloride, dextrose, mannitol, Ringers (sodium, potas-
sium, calcium, and chloride) and Lactated Ringers
(calcium, potassium, sodium, and lactate), sodium
bicarbonate, ammonium chloride, sodium lactate, fruc-
tose, alcohol, dextran, and amino acids. Other drugs
(small volume injectables) are often combined to these
LVPs, provided that these two products are compatible
during the extemporaneous preparation of intravenous
admixtures (discussed later).

COMPONENTS OF PARENTERAL
PRODUCTS

Parenteral products are optimized during their devel-
opment to provide the requisite solubility (per the
required dose), stability, and syringeability. In addi-
tion, these products must meet the desired requirements
for the rate of drug release based upon the dosage
form and biopharmaceutical properties. Finally, it is
important that parenteral products also be evaluated
for their potential to cause tissue damage and/or
pain associated with the injection of the formulation.
The adjuvants in parenteral products can include
solvents, vehicles, cosolvents, buffers, preservatives, anti-
oxidants, inert gases, surfactants, complexation agents,
and chelating agents.

It is important to understand the various types of
waters used in parenteral products. The most fre-
quently used solvent in parenteral products is Water
for Injection, USP, which is not required to be sterile

but must be pyrogen-free. In contrast, Sterile Water
for Injection, USP is water that has been sterilized,
does not include a preservative or antimicrobial agent,
is pyrogen-free, and is provided in single containers no
larger than 1000 ml. The use of this product is for the
reconstitution of other parenteral products, in most
cases antibiotics. This product must not be given alone.
Bacteriostatic Water for Injection, USP is sterile water
that can contain one or more preservative or anti-
microbial agent (specified on the label) and is packaged
in prefilled syringes or vials that are no larger than
30 ml. It is also used in the reconstitution of SVPs.
The limitation with Bacteriostatic Water for Injection,
USP is the presence of the antimicrobial agent that
is contraindicated in newborns. Other solvents used for
parenteral formulations are Sodium Chloride Injection,
USP and Bacteriostatic Sodium Chloride Injection, USP,
Ringers Injection, USP, and Lactated Ringer’s, USP.

Other vehicles may be added to parenteral products
if the aqueous solubility is limited. However, these
vehicles must be non-toxic, non-sensitizing, and
non-irritating.[2,5] In addition, these solvents must be
compatible with the drug and other components in the
formulation. Cosolvents often used in parenteral formu-
lations include propylene glycol, ethanol, polyethylene
glycols, glycerin, and dimethylacetamide. In addition,
fixed vegetable oils, such as peanut, cottonseed, sesame
and castor oil, can be used; however the USP provides
clear restrictions on their use in parenteral products.

Buffers can also be provided in parenteral formula-
tions to ensure the required pH needed for solubility
and/or stability considerations. Other excipients
included in parenteral products are preservatives (e.g.,
benzyl alcohol, r-hydroxybenzoate esters, and phenol),
antioxidants (e.g., ascorbic acid, sodium bisulfite,
sodium metabisulfite, cysteine, and butyl hydroxy
anisole), surfactants (e.g., polyoxyethylene sorbitan
monooleate), and emulsifying agents (e.g., polysorbates).
An inert gas (such as nitrogen) can also be used to
enhance drug stability. Stability and solubility can also
be enhanced by the addition of complexation and
chelating agents such as the ethylenediaminetetraacetic
acid salts. For a more detailed list of approved excipients
in parenteral products, the reader should consult the
monographs within the USP.

PARENTERAL PACKAGING

In general, all parenteral products must be manufac-
tured under strict, current good manufacturing pro-
cesses (cGMP) to ensure the final product is sterile
and pyrogen-free. Sterilization is defined as the com-
plete destruction of all living organisms or their
spores or the complete removal from the product.[5]
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Pharmaceutical products can be sterilized by steam
sterilization, dry-heat sterilization, filtration steriliza-
tion, gas sterilization, and ionizing-radiation steriliza-
tion. The USP provides monographs and standards
for biological indicators required to test the validity
of the sterilization process. These products must also
be tested for pyrogens—fever-producing substances
that arise from microbial contamination most likely
thought to be endotoxins or lipopolysaccharide in the
bacterial outer cell membrane.

Injections are provided in either multiple-dose
containers or single-dose containers. A multiple-dose
container is often a vial that will allow the withdrawal
of successive portions of the contents without a change
in the strength of the product and while maintaining
the sterility. A single-dose product is intended for a sin-
gle parenteral administration. These products can be
an ampul, vial, or a syringe. For some drugs, there
are specific double-chambered vials that contain the
reconstitution solvent and the powdered drug (e.g.,
Mix-O-Vial—to be discussed later). Types I, II, and
III glass are required for parenteral products and are
specified in the individual monograph for a given drug.

Ampuls are utilized for a single dose and, as such,
do not require a preservative. However, in many cases,
the manufacturer will include a preservative, as the
drug formulation is the same for both the ampul and
multiple-dose vial. The disadvantages of ampuls are
that these containers become contaminated with glass
particles when opened and require the use of a syringe
to remove the drug solution. A filter needle must be
used sometime during the withdrawal of the solution
or delivery of the drug solution to a flexible bag or
other intravenous solution to ensure the glass is
removed from the solution. Ampuls are opened via
breaking the neck at a prescored position.

Vials can be used for single or multiple doses. The
glass containers are sealed with rubber closures that
permit the withdrawal of the drug solution via a sy-
ringe. The disadvantage of these systems is associated
with ensuring that the drug solution is compatible with
the rubber closure. Furthermore, when utilizing vials in
the extemporaneous preparation of sterile intravenous
admixtures, the health care practitioner must minimize
the potential of coring during the introduction of the
needle through the rubber seal. Furthermore, there is
always the concern of contamination of the solution
with repeated withdrawals. The potential for contami-
nation can be minimized by the use of single-dose vials.

Parenteral solutions can also be packaged in syringe
dosage forms for a single-dose use. As such, they can
be considered a type of convenience container (to be
discussed later). The syringe and needle are sterile until
opened. They are ideal for emergency situations or the
home health care environment.

LVPs are usually provided in glass containers, flex-
ible plastic bags, or semirigid containers. These systems
are also classified as open systems (non-vacuum) and
closed systems (vacuum). The largest manufacturers
of LVPs are Abbott Laboratories, Baxter Healthcare
Corporation, and B. Braun.

Glass containers are sealed with a thick rubber disk
and a target in the center for the piercing spike. Glass
bottles can be either vented with a plastic venting tube
or non-vented, thereby requiring either a non-vented
administration set or a vented administration set,
respectively. The advantages of glass containers for
parenterals are that they are easy to sterilize, can be
accurately read, and are generally inert and less suscep-
tible to incompatibilities with drugs or leaching of com-
ponents compared to the plastic flexible intravenous
bags. The disadvantage of glass is associated with han-
dling the glass bottles and the potential for breakage.[9]

Plastic intravenous fluid containers were first intro-
duced due to the need to start intravenous therapy
while transporting soldiers from the battlefield or tri-
age area to the hospitals. These containers are flexible
due to the presence of plasticizers, with the bags being
composed of polyvinyl chloride. In contrast, semirigid
containers are often composed of polyolefin. Some rep-
resentative shapes of these various types of containers
are shown in Fig. 3. The most common manufacturers
of intravenous solutions are Abbott Laboratories—
Lifecare, Baxter Healthcare—Viaflex, and B. Braun
Medical—Excel. The major advantages of plastic flex-
ible bag systems for parenterals are that they do not
require the use of a vented administration set as they
collapse when empty, and they are less susceptible to
breakage. It is also easier to store and transport these
bags. The difficulties with these flexible plastic bags
for infusions solutions are the potential for incompat-
ibilities of the drug substance with the components in
the bag (see later), the potential for the bag to get per-
forated during its use, thus compromising the sterility
of the solution, and the difficulty in reading the volume
remaining in the bag. One major concern with the use
of flexible plastic bags is the potential for the drug
compound to leach out the plasticizers from the sys-
tems. Semirigid containers are similar to flexible plastic
containers in that they are lightweight and non-
breakable and can be easily transported and stored.
These containers are less likely to be perforated during
their use. More importantly, these containers do not
contain plasticizers and, as such, may be more com-
patible with drug substances. The disadvantages are
related to their similar properties to glass containers,
in that they require venting, can be more susceptible to
cracking upon extreme changes in temperature, should
not be frozen, and do not adapt well for ambulatory
care.
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CONVENIENCE AND NEEDLELESS
SYSTEMS

Whereas the compounding and administration of par-
enteral products and intravenous admixtures continues
to be a vital and important component in the care of
hospitalized and home health care patients, there is
continued interest in easing the preparation, storage,
and administration of these products with respect to
controlling contamination of the finished product
and protecting the health care providers from
needlestick injuries. It is estimated that more than

750,000 needlestick injuries occur every year. Com-
monly used convenience and/or needleless systems
include premixes, bags, and vial systems (e.g., Add-
Vantage and Mini-Bag Plus�), prefilled syringe systems
(Carpuject�—Abbott and Tubex�—Wyeth-Ayerst)
and double-chambered vial systems (Mix-O-Vial—
Pharmacia-Upjohn and Redi-Vial�—Lilly).

For drugs with suitable stability in intravenous solu-
tions, premixes provide an alternative to the extempo-
raneous compounding of admixtures. These products
are ready to administer, reduce the chance for a medi-
cation error, reduce the potential for infection, and
decrease the chance for needlestick injuries. In
addition, there is an advantage in using these products
with respect to the shelf-life of the product. The sta-
bility and storage requirements for each product is
provided by the manufacturer. For example, the
FirstChoice� Premix products (Abbott) in the over-
wrap have a shelf-life of, typically, 18 months, whereas
those products in which the overwrap has been
removed and which are stored at room temperature
can be stable for up to 30 days, provided no additional
drugs or additives have been added to the product. The
diluents in these premix products include 0.45 or 0.9%
sodium chloride, 5% dextrose, water for injection, Lac-
tated Ringers, and combinations of these diluents in
volumes ranging from 50 to 1000 ml in plastic or glass
containers. Drug classes that are currently formulated
as premixes include amino acids, dextrans, electrolytes,
cardiovascular, anti-infectives, analgesics, and gastro-
intestinal and respiratory compounds.

The Add-Vantage� system (Abbott Laboratories)
and the Mini-Bag� Plus system (Baxter Healthcare)
are needleless drug delivery systems composed of a
drug-containing vial and a diluent in a flexible plastic
intravenous bag. A schematic of these type of systems
is shown in Fig. 3B. The drug in the vial comes in con-
tact with the diluent, followed by the drug being trans-
ferred back into the bag with the vial still attached;
this system can then be attached directly to the
infusion equipment. In the Add-Vantage system�,
there are specialized vials and intravenous bags and
it is necessary for the health care professional to acti-
vate the system by removing the vial stopper, thus
allowing the diluent to enter the vial. The Mini-Bag
Plus� system is designed to allow the simple reconsti-
tution of standard 20 mm powdered drug vials. The
Monovial Safety Guard� (Becton, Dickinson and
Company) is an integrated, self-contained system that
allows the transfer of a reconstitution solution from a
flexible intravenous bag or vial into a drug-containing
vial, and it is only available for a limited number of
drugs.

As such, the advantages of these systems are that
the product can be easily stored and quickly prepared

A B

C D

Additive Port

Additive Port

Spike

Spike

Fig. 3 Types of large volume parenterals. These represent
the various types of flexible intravenous bag systems: (A)

Lifecare� by Abbott Laboratories; (B) Representative vial
and flexible IV bag system, such as the Add-Vantage�—
Abbott Laboratories or Mini-Bag Plus System�—Baxter
Healthcare; (C) Excel�—B. Braun Medical; and (D)

Viaflex�—Baxter Healthcare. These bags contain either poly-
vinyl chloride (Lifecare or Viaflex) or polyolefin (Excel).
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without the need for calculations, specialized equip-
ment (such as laminar airflow hoods) or needles and
syringes. They also allow for a quicker turnaround
time for the first dose. These products enhance safety
for both the patient, by reducing the chance for medi-
cation errors (e.g., the wrong drug added to the vial,
the incorrect amount of drug to be added to the bag,
or a product being incorrectly labeled), and for the
health care practitioner, by minimizing the chance for
a needlestick injury. In addition, these products can
help to reduce costs associated with unused doses
because the unwrapped products can be redistributed
for short periods of time. At present, a variety of thera-
peutic classes of drugs from anti-infectives to cardio-
vascular agents to pain management at various doses
are available for reconstitution in bags containing
0.9 or 0.45% sodium chloride or 5% dextrose in 50
to 250 ml bags.

Prefilled syringes (Carpuject�—Abbott and
Tubex�—Wyeth-Ayerst) are composed of drug solu-
tions placed in a syringe with a needle and needleless
systems. The advantages of these systems are the con-
venience associated with a standard dose, less chance
for medication error associated with extemporaneous
compounding of these syringes, usefulness in emer-
gency situations, and ease of storage. The needle and
syringe are sterile until opened. Prefilled syringes are
available for drugs ranging from anti-infectives,
analgesics, and antipsychotics to antiemetics.

Doubled-chambered vials are advantageous in that
the reconstitution solution is separated from the drug
until desired by the health care practitioner. The
Mix-O-Vial� (Pharmacia-Upjohn) system is a combi-
nation of a powdered or lyophilized drug in a lower
container and an appropriate diluent with a preser-
vative and other active ingredients in an upper con-
tainer. Following removal of the dust cover and
upon pressure on the top plunger, the solution comes
in contact with the drug and the vial is shaken until
a solution is obtained. The upper plunger can then
be swabbed with a disinfectant and the appropriate
volume of drug removed with a needle as in the
standard preparation of an intravenous admixture
using a vial.

With an increased interest in eliminating needle-
stick injuries associated with parenteral drug admin-
istration in health care workers, needleless systems
are becoming more common in patient care. For
example, the Interlink� System (Baxter) is designed
for needleless access during intravenous therapy.
These types of products are available for injection
sites, Y-sites, vial adapters, infusion and vein access,
syringe products and catheter extension sets. Other
needleless catheters and infusion sites include the
Introcan� Safety IV catheter and the Sifesite� injec-
tion caps (B. Braun).

NEEDLELESS INJECTION

The concept of needleless injection is not a new one
and has been thought about since the 1940s. Current
products utilize either spring action or compressed
gas (e.g., helium or carbon dioxide) as a propellant
to deliver a drug through the skin. These needleless sys-
tems offer several advantages. The first potential
advantage is reduced pain and anxiety, an advantage
for use in children. The second advantage is that needle-
less injection causes less tissue damage than conven-
tional needles.[11] Finally, a needleless system results in
a diffuse pattern of exposure and, therefore, increases
surface area and absorption rate.[11] The main disad-
vantage of this system is unreliability in reference to
pain and discomfort and skin characteristics that can
influence the amount of drug entering the body.[11]

This system has been used to administer vaccines, insu-
lin,[11] and drugs for topical applications (e.g., penile
erectile dysfunction)[12] and as a means to deliver
DNA for gene therapy.[13]

EXTEMPORANEOUS COMPOUNDING
OF PARENTERAL PRODUCTS

Whereas the presence of the various convenience par-
enteral products has assisted health care practitioners
in safely and accurately delivering drugs to the
patients, the extemporaneous compounding of par-
enteral products continues to be an important compo-
nent in institutional settings and home health
care.[2,4,14] Parenteral intravenous admixtures include
the withdrawing of the drug solution from an ampul(s)
or vial(s) and placing it into various large volume solu-
tions, syringe dosage forms for patients, total par-
enteral nutrition solutions and cassettes, or other
delivery systems for home health care patients. The
American Society of Health-System Pharmacists, the
National Association of Boards of Pharmacy, and
the USP provide practitioners with useful technical
assistance bulletins, rules, and standards for the prep-
aration of parenteral products.[1,2] The concerns asso-
ciated with the extemporaneous preparation of
parenteral products are maintaining sterility of the
products through proper aseptic techniques, calculat-
ing and providing the correct dosage, preventing or
reducing drug–drug, drug–solution, or drug–container
incompatibilities during the preparation or administra-
tion of the product, and maintaining and providing
drug stability and quality control.

The majority of extemporaneous parenteral pro-
ducts are prepared by pharmacists working in hospi-
tals, home health care, or long-term care facilities.
These products must be prepared using aseptic tech-
nique and using the appropriate supplies (e.g., syringes,

Dosage Forms: Parenterals 1009



D
osage–D

rug
D

elivery
S

ystem
s

needles, and filter needles, and caps) and equipment
(Class 100 laminar airflow hoods enclosed within a
class 10,000 clean room). Aseptic technique which dif-
fers from sterilization, is a process by which an individ-
ual can manipulate sterile products and containers to
prevent microbial contamination. Pharmacists and
other personnel involved in the extemporaneous prep-
aration of parenteral products require special knowl-
edge and training and should receive additional
training and education on a routine basis to ensure
proper aseptic techniques are being followed consis-
tently. In addition, these individuals must be able to
perform the required calculations (e.g., dosing, milli-
equivalents, milliosmoles, and powder volume) needed
to prepare intravenous admixtures. Equally important
to the safe preparation of intravenous admixtures is an
understanding of general principles and concepts
related to drug and solution or container incompatibil-
ities and to drug stability and also specific knowledge
as to whether a specific drug is compatible or stable
with another drug, solution, or container. For
example, general and specific information on intra-
venous admixture incompatibilities can be found in
books such as Handbook on Injectable Drugs[15,16]

and King Guide to Parenteral Admixtures[17] and in
primary literature sources such as the American Jour-
nal of Health-System Pharmacy and the International
Journal of Pharmaceutical Compounding.

INFUSION PUMPS AND DEVICES

Infusion pumps and devices are an essential compo-
nent to the delivery of parenteral drugs, particularly
those given by the intravenous route. For drugs that
are administered via intravenous infusion, there are
two forces that control fluid flow: 1) the pressure of
an active force of the liquid that can be generated via
gravity flow (viz., hydrostatic pressure) or mechani-
cally via a positive pressure pump and 2) resistance,
or an opposing force, that is generated via the infusion
sets, a vascular access device and/or blood vessels. The
maximum flow rate will depend upon the ratio of the
change in pressure exerted by the liquid to that of
the change in resistance.

An infusion control device (ICD) is a device that
maintains a constant infusion rate in a gravity flow sys-
tem (controller) or via a positive pressure pump. A
positive pressure pump is a device that provides mech-
anical pressure (2–12 psi) to overcome the resistance to
flow in the vessels. The types of positive pressure
pumps are categorized according to how they deliver
the solution and their degree of precision in the flow
rate. Positive pressure pumps include peristaltic
pumps, cassette pumps, syringe pumps, non-electric
or disposable pumps, and patient-controlled analgesic

pumps (PCA). Syringe pumps are usually the most
accurate pumps, with flow variances at 2% or less.
Non-electric or disposable syringe and PCA pumps
are useful for ambulatory care. PCA pumps are very
useful for the parenteral administration of analgesics
(viz., morphine) and can be easily programmed to
deliver bolus doses and provide a dosing history.
Non-electric or disposable pumps (e.g., Home-
pump�—I-Flow Corporation, Readymed�—Alaris
Medical Systems, and SmartDose�—ProMed) are
lightweight, and the solution is delivered based upon
a vacuum or through the generation of a gas in the sys-
tem. A recent consensus development conference on
the safety, cost, simplicity of use, and training of intra-
venous drug delivery systems, focusing on acute care
and non-electronic devices, reviewed the use of manu-
facturer-prepared (e.g., premixed or frozen products),
point-of-care activated systems (manufacturer-
prepared products that require the drug and diluent
to be mixed at the point of care), pharmacy-based
intravenous admixture, intravenous push medications
in prepared or premade syringes, augmented iv push
systems (syringe pumps), and volume control cham-
bers.[18] Manufacturer-prepared products, point-of-care
activated products, and pharmacy-based intravenous
admixture programs were recommended as being
superior intravenous drug delivery systems, with the
manufactured products being considered the safest
systems due to the quality assurance in the preparation
of these products.

FUTURE PARENTERAL DOSAGE FORMS

Current research is leading to newer types of parenteral
dosage forms that will be useful for both immediate
and sustained drug delivery, for systemic and targeted
drug delivery, and for the delivery of small molecules
and macromolecules (e.g., proteins, peptides, and
DNA). There has been an increased interest in devel-
oping a wide variety of particulate drug delivery sys-
tems for parenteral products, which have included
liposomes or other phospholipid vesicles, microspheres,
microcapsules, nanoparticles, or microemulsions.[19–22]

The development of new biomaterials, such as the linear
and branched biodegradable polyesters, has increased
the interest in the development of these systems for
microsphere formulations for parenteral drugs.[23,24]

An advantage is that drug molecules can be incorpo-
rated into these particulate carriers, and, as such, the
rate of drug release can be modified, cellular uptake
can be facilitated, or the degree of tissue damage or pain
can be reduced.

Microemulsions, defined as clear solutions obtained
by tritrating normal coarse oil-in-water emulsions
with a medium chain alcohol and composed of the
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non-polar phase, surfactant and cosurfactant, appear
to be potentially useful for parenteral administration,
as these are clear and stable formulations that are able
to be filtered and might besuitable for intravenous
administration.[20,21] In addition, other researchers
are investigating in situ forming gel or implants that
can be easily injected intramuscularly or subcuta-
neously and that result in the formation of a depot
at the site of injection with the potential to modify or
extend the release of the drug or macromolecule.[24–26]

CONCLUSIONS

Parenteral products will continue to play a vital role in
the treatment of patients when the oral route is contra-
indicated, when it is necessary to carefully control drug
blood levels in response to therapeutic effects, when a
prolonged therapeutic effect is needed through a
long-acting injectable, or when a drug effect is to be
targeted to a specific tissue or organ, to name a few
instances. Advances in the technology required for
the administration of parenteral dosage forms in the
last 100 years have expanded their clinical uses for
in-patient and out-patient settings. In addition, there
is improved convenience and safety for the health care
providers who prepare and administer these products.
It seems likely that more parenteral dosage forms will
become available in the marketplace in response to the
compounds being developed through biotechnology.
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Dosage Regimens and Dose-Response
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INTRODUCTION

Drugs are administered for their pharmacological
effects. In some cases, however, drug therapy includes
the risk of undesirable side effects, with each drug
having inherently different risks associated with its
use. Therefore, it is the objective of physicians to
administer a drug with an optimal dosing regimen by
selecting the appropriate dosage, route, and frequency
of administration to achieve maximal pharmacological
efficacy with minimal side effects.

In most clinical situations, drugs are administered
either repetitively, at time intervals, or as a continuous
infusion to maintain a certain blood concentration at
steady state within the known therapeutic concen-
tration range for a given drug. A loading dose may
be desirable in order to achieve the target concen-
tration rapidly at the onset of therapy for a drug with
a long half-life. These maintenance and loading doses
as well as dosing frequency can be determined using
pharmacokinetic principles.

DETERMINATION OF DOSE

Maintenance Dose

The general principle that is used to select the appro-
priate maintenance dose and dosing interval for the
average patient is as follows: to maintain a target
concentration at the steady state, the rate of drug
administration should be equal to the rate of elimin-
ation. This can be expressed by the following equation
[Eq. (1)] using the clearance concept:

Dosing rate ¼ ðCLFÞ � Css ð1Þ

where CL is clearance, Css is the steady state concen-
tration of drug, and F is the fraction of the dose that
is systemically available. Therefore, if CL, F, and Css

are known, then the appropriate dose and dosing
interval can be calculated.

For example, for theophylline, the clearance value is
0.65 mL/min/kg (2.34 L/h for a 60 kg man), the half-
life in healthy non-smoking asthmatics is approxi-
mately 9 h and the effective plasma concentration
range is 5–15 mg/L. Because the dose is an IV infusion,
the systemic availability, F is 1. If the target plasma
concentration at the steady state is 10 mg/L, then the

IV infusion rate for a 60 kg man

¼ 2:34 L=h � 10 mgL

¼ 23:4 mgh:

if the dose is administered not as an infusion but as a
bolus dose (e.g., IV injection or an oral dose), high fluc-
tuations in plasma concentrations between peak (Cmax)
and trough values (Cmin) will occur. If absorption and
distribution are very rapid, fluctuation of plasma
concentrations between Cmax and Cmin values will be
controlled almost entirely by the elimination of the
half-life. When the dosing interval is the same as the
half-life, the ratio of Cmax/Cmin is 2, which is usually
tolerable as long as pharmacological activity is directly
correlated with plasma concentrations.

Using theophylline as an example again, if the tar-
geted average plasma concentration is 10 mg/L, the dose
calculated in the above example is 23.4 mg/h. Therefore,
to maintain this concentration as an average concen-
tration, IV bolus doses can be given at 140 mg every
6 h (qid), 187 mg every 8 h (tid), 280 mg every 12 h
(bid), or 560 mg once a day (qd). The average concen-
tration for a non-infusion dose regimen is defined as

Average plasma concentration ¼ AUC=t ð2Þ

where AUC is the area under the plasma concen-
tration–time curve and t is dosing interval.

Although all these dose regimens will give the same
target average plasma concentration, both Css,max and
Css,min values will be markedly different. For a given
dose, Css,max and Css,min values can be estimated using the
following equations [Eqs. (3) and (4)]. Alternatively, the
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dose that will give the targeted maximal and minimal
concentrations can be estimated using these equations:

Css;max ¼
F �Dose � e�KTmax

V ssð1 � e�KtÞ ð3Þ

Css;max ¼
Ka � F �Dose � e�Kt

V ssðKa � KÞð1 � e�KtÞ ð4Þ

K is the elimination rate constant (equal to 0.693 divided
by the clinically relevant half-life). Ka is the absorption
rate constant. Tmax is the time to reach Cmax. Vss is the
volume of distribution at steady state.

For an IV dose, Tmax is 0, and the term e�KTmax

becomes 1 in Eq. (3). The term Ka/Ka � K in Eq. (4)
also becomes 1. The term e�Kt is the fraction of the
last dose that remains in the body at the end of a
dosing interval.

For theophylline (Vss for 60 kg man ¼ 30 L,
K ¼ 0.077 h�1, and t ¼ 6, 8, 12, or 24 h), the calcu-
lated Cmax, Cmin and Cmax/Cmin values for IV doses
are as follows:

Dose regimen Cmax (mg/L) Cmin (mg/L) Cmax /Cmin

140 mg qid 12.6 8.0 1.6

187 mg tid 13.6 7.3 1.9

280 mg bid 15.5 6.1 2.5

560 mg qd 22.2 3.5 6.3

Because theophylline has a relatively narrow thera-
peutic index, it would be desirable to determine a dose
at which the maximal and minimal concentrations at
steady state will be within the therapeutic concen-
tration range (5–15 mg/L). Therefore, the 280 mg bid
dose regimen is convenient and adequate to achieve
Cmax and Cmin within the therapeutic range.

As can be seen in the table, the more frequently a
drug is given, the smaller the ratio of peak-to-trough
plasma concentrations will be. These phenomena are
also demonstrated by the computer-simulated plasma
concentration-time curves (Fig. 1). If the dosing inter-
val is equal to or smaller than the half-life, then the
fluctuation between Cmax and Cmin is usually acceptable
even for a drug with a narrow therapeutic window. If
the dosing interval is greater than the half-life, a large
fluctuation is expected, which may not be desirable
for drugs with a narrow therapeutic window. However,
if the half-life is very short, dosing at every half-life is
not practical. Therefore, different formulations (e.g.,
extended-release or controlled release) are often used.
For drugs with a long half-life (greater than 12 h), the
dose can be given once or twice a day to maintain
appropriate therapeutic levels.

Following multiple oral doses of a drug that
obeys bi-exponential kinetics after IV administration
(two-compartment model), the estimation of the Css,max

and Css,min involves a complicated set of exponential
constants for absorption and distribution, as shown
below.

Css;max ¼
F �DoseðK21 � aÞe�aTmax

V ssðb � aÞð1 � eatÞ

þ F �DoseðK21 � bÞe�bTmax

V ssða � bÞð1 � ebtÞ

ð5Þ

Css;min ¼
Ka � F �DoseðK21 � aÞe�at

V ssðKa � aÞðb � aÞð1 � eatÞ

þ Ka � F �DoseðK21 � bÞe�bt
V ssðKa � bÞða � bÞð1 � ebtÞ

ð6Þ

where a and b are rate constants for distribution and
elimination phases, respectively, and K21 is the rate con-
stant from tissue to plasma compartment.

As with the one compartment model, Tmax is 0 for
an IV bolus dose or rapid oral absorption, and both
terms e�aTmax and e�bTmax become 1 in Eq. (5). Also
in Eq. (6), both terms Ka/(Ka � a) and Ka/(Ka � b)
become 1.

If both the absorption and distribution are very
rapid, these terms can be ignored for simplicity, and
a maximal steady state concentration can be easily
predicted by omitting the e�KTmax term in the numer-
ator of the above Eq. (3) even for the two compartment
model. Because of this approximation, the predicted
maximal concentration from this equation will be
greater than that actually observed.

As discussed above, it is possible to design a dose
with pharmacokinetic parameters alone. However, in
some cases, pharmacodynamic considerations make
the selection of the dose regimen deviate from this
principle. If pharmacological half-life is substantially
different from pharmacokinetic half-life, then pharma-
codynamic half-life (instead of pharmacokinetic half-
life) should be used. For example, aspirin is rapidly
hydrolyzed to salicylic acid, but the half-life for anti-
platelet activity is in days. Therefore, a small amount
of aspirin once a day is a good dose regimen in order
to achieve the desired pharmacological response.
Another exceptional case is for the drugs that are rela-
tively non-toxic even though the pharmacological
activity is directly related to plasma concentrations
(i.e., there is a large therapeutic index). In this case, a
high dose can be given so that the dosing interval
can be much longer than the elimination half-life.
The half-life of penicillin G is less than 1 h, but it is
given at very large doses every 6 or 12 h.

Dosage Regimens and Dose-Response 1013
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If absorption is slow, and the apparent absorption
half-life is much longer than the elimination half-life,
then the dose regimen can be based on the apparent
half-life of the absorption phase. Changing the formu-
lation is a relatively common approach that is taken
for short-acting drugs to extend the duration of
absorption. The elimination half-life of nitroglycerin
is approximately 2 min. However, nitroglycerin from
a transdermal formulation is slowly released, and
therapeutic plasma concentrations can be maintained
for 24 h.

Another question regarding dose regimen is how
often the dosage has to be changed and by how much.
This can be usually determined using simple pharma-
cokinetic principles. The dose will not change by
more than 50% and no more often than every 3 to
4 half-lives. Regardless of the half-life and frequency
of dosing, it will take 3 half-lives to reach 87.5% of
the steady state plasma concentration if the elimin-
ation rate constant is smaller than the absorption
rate constant (Fig. 2). However, if the elimination
rate constant is much greater than the absorption
rate constant, the time to reach steady state will
depend on the absorption rate constant and not on
the elimination constant.

Loading Dose

The appropriate magnitude for the loading dose can be
calculated as follows:

Loading dose ¼ Target plasma concentration

� V ss=F ð7Þ

To achieve steady-state plasma concentrations, it takes
approximately 4 elimination half-lives. If the half-life is
long and the drug effects are immediately required for
treatment of a life-threatening condition, then single or
multiple loading doses are sometimes inevitable. For
example, the half-life of lidocaine is greater than 1 h.
However, a patient with arrhythmia after a myocardial
infarction cannot wait 4–6 h to achieve therapeutic
concentrations of the drug by IV infusion. Thus, the
use of a loading dose of lidocaine in the coronary unit
is a standard therapy.

For oral doses, the loading dose is usually twice that of
the single dose. This is based on the pharmacokinetic
principle that the accumulation factor is two when a drug
is administered at every half-life. However, a loading dose
should be cautiously used, particularly for those drugs
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Fig. 1 Simulated plasma concentration-time curves obtained after repetitive doses were given at the intervals of every 1, 1.5, 2,
and 3 half-lives. Steady-state levels were obtained between 4 (24 h) and 5 (30 h) half-lives, regardless of dosing interval. The

accumulation factors (R) are 3.4, 2, 1.6, and 1.3 for dosing intervals of 0.5, 1, 1.5, and 2 half-lives, respectively.
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with a narrow therapeutic window, because the sensitive
individual may be exposed to toxic concentrations.
Furthermore, for drugs with long half-lives, it will take a
long time to eliminate a large loading dose from the body.

DOSE- (OR CONCENTRATION-)
RESPONSE RELATIONSHIP

A drug is primarily carried by the blood from the
absorption site to the target organ/tissue or blood
component where the drug interacts with a receptor
to produce its effect. Consequently, for many drugs,
various types of relationships exist between the plasma
or serum concentration of a drug and its clinical effi-
cacy and toxicity. Much effort has been directed
toward establishing reliable mathematical relationships
between drug bioavailability input (plasma concentra-
tions) and pharmacological output (response).[1–3]

Although the relationship is far from being completely
understood, this dose-response relationship is very
important in therapeutic decisions, and optimal dosage

regimens can be deliberately planned for many drug
therapies using the plasma concentration as a reason-
able marker, particularly when pharmacological effects
are easily measurable (e.g., blood pressure). This dose-
response relationship generally depends on whether the
plasma concentration is directly or indirectly related to
response and whether a drug interacts with its receptor
in a reversible or irreversible manner. If there is no
apparent correlation between plasma/serum concen-
trations and the pharmacological effects and/or the
effects are not easily measurable, the trial-and-error
approach may be more practical.

Directly Reversible Pharmacological Response

The concept of a direct and rapidly reversible phar-
macological response implies that the intensity of
response is directly associated with the drug con-
centration at the site of action. In this category, two
models (pharmacodynamic and pharmacokinetic–
pharmacodynamic) are discussed.
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Fig. 2 Computer-simulated plasma concentration-time curves that show effects of absorption rate on the time to reach steady-
state plasma concentrations. When absorption rate is higher than the elimination rate, the time to reach steady-state concen-
tration is dependent on the elimination rate (A,B,C). When absorption rate is lower than elimination rate, the time to reach

steady-state concentration is dependent on the absorption rate (D).
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In the pharmacodynamic model, the drug concen-
tration at the receptor site is proportional to the drug
concentration in the plasma, regardless of the pharma-
cokinetic model (one compartment or multicompart-
ment), and the interaction between the drug and
receptor is directly and rapidly reversible after drug
administration.

Plasma concentration (C) and intensity (I) of the
pharmacological response often follow an empirical
relationship, known as the Hill equation:

I ¼ ImaxC
n

ðCn
50 þ CnÞ ð8Þ

where Imax is the maximal effect attributable to the
drug and C50 is the concentration producing 50% of
the maximum effect. Two examples of this are the in
vivo effect of d-tubocurarine on muscle strength in
patients and the plasma concentration–antiarrhythmic
effect of tocainide in humans.

Another common and empirical relationship
between concentration and response is the sigmoidal
plot of response vs. logarithm of dose, plasma concen-
tration, or drug concentration in the body. Very often,
this curve shows excellent linearity from at least
20–80% of the maximum attainable intensity of
response, which is a region of particular interest in drug
therapy. Such apparent linearity between response and
log plasma concentration has been demonstrated for a
number of drugs, such as theophylline and propranolol.
Relating response to the logarithm of plasma concen-
tration rather than to the logarithm of dose reduces
the variability in response due to differences in absorp-
tion, metabolism, and excretion among patients.

The pharmacokinetic–pharmacodynamic model is
one in which drug concentrations at the effect site
are not known or cannot be estimated without knowl-
edge of the drug effect. If the pharmacological
response is associated with a peripheral compartment
(not with a central compartment) that receives a sub-
stantial mass of drug, a linear, log-linear, or sigmoidal
relationship may also be obtained when the response
is plotted against the calculated concentrations of
the drug in the peripheral compartment (not plasma
concentrations). A linear relationship was obtained
between behavior response and the predicted concen-
tration of the drug in the tissue compartment after IV
administration of d-lysergic acid diethylamide (LSD)
to humans.

Indirect Pharmacological Response

In contrast to the direct pharmacological responses
discussed above, some pharmacological responses
are indirect and represent the net result of several

processes of which only one is influenced by the drug.
In this case, a direct relationship between plasma
concentration and pharmacological response may not
be obtained. However, if the process influenced by
the drug can be identified, then the drug concentration
may relate to changes in this process. This concept is
illustrated by the effects of oral anticoagulants such
as warfarin.

Warfarin inhibits the synthesis of certain vitamin
K-dependent clotting factors. However, warfarin has no
effect on the physiological degradation of these factors.
Therefore, the pharmacological response of warfarin
should be based on the inhibitory effect on the syn-
thesis of the clotting factor (prothrombin) rather than
on the change in clotting time. These mechanism-based
models were found to be relevant for the clinical effects
of numerous drugs.[4] Many metabolic and endocrine
systems provide similar modeling strategies.[5]

Irreversible Pharmacological Response

Most drugs produce a reversible pharmacological
response. However, some antibiotics, irreversible
enzyme inhibitors, and anticancer agents incorporate
irreversibly or covalently into a cell’s metabolic path-
way. This results in an irreversible effect—cell death.
Complex kinetic models are used to explain the
relationship of dose-chemotherapeutic effects for some
drugs, such as methotrexate, cyclophosphamide, and
arabinosylcytosine.[2]

FACTORS AFFECTING DRUG RESPONSE

Dosage regimens are generally derived using average
pharmacokinetic parameters to maintain plasma con-
centrations of the drug within the therapeutic window.
For many drugs, both therapeutic range and toxic con-
centrations have been established.[6] However, for a
fixed dose, the plasma concentration of a drug within
a patient can be influenced by many pharmacodynamic
and pharmacokinetic factors. Therefore, these factors
must also be taken into consideration for maintaining
desired therapeutic concentrations of a drug.

Pharmacokinetic Factors

Factors affecting absorption

Factors affecting drug absorption include formulation,
disease state, food effect, and drug–drug interaction.
Formulations used for oral administration include solu-
tions, suspensions, capsules, and uncoated and coated
tablets. Depending on the formulation of a drug, the
absorption characteristics may differ substantially.
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Slow-release oral formulations are often used to pro-
long the drug’s activity and to reduce the fluctuation
between Cmax and Cmin values.

Intestinal surgery and disease states have been
shown to alter the absorption of some drugs, although
information on this subject is limited. For a given dis-
ease state orsurgery, drug absorption may be increased,
unchanged, or decreased, depending on the drug.
Therefore, the effect of a particular disease condition
on drug absorption cannot usually be predicted from
the existing information.

The effect of food on the absorption of a drug from
the gastrointestinal (GI) tract is quite variable and
depends on the physicochemical properties of the drug
substance and the mechanism by which it is absorbed.
The presence of solid food in the stomach will tend to
decrease the rate of stomach emptying and thus delay
the absorption of the drug, which often results in
decreased systemic availability of the drug. The relative
bioavailability of lincomycin is reduced to about 60%
when given 1 h before breakfast and to about 20%
when given immediately after breakfast, compared
with that observed after oral administration to fasting
subjects. A potentially dangerous situation may arise
owing to delayed absorption of hypnotic agents in
non-fasting patients. With the hypnotic capuride, a
42-min difference in onset of absorption has been
observed between fasting and non-fasting subjects.

The presence of food is also found to increase gas-
trointestinal motility and splanchnic blood flow up to
30%. Consequently, the absorption of some drugs is
either unaffected or increased by food. Among the
beta-blocking agents, absorption of bevantolol and
oxprenolol was unchanged with food, whereas absorp-
tion of metoprolol, labetalol, and propranolol was
increased, but the absorption of atenolol and sotalol
was decreased. The oral absorption in humans of the
antifungal antibiotic griseofulvin is substantially great-
er with food of high fat content than without food.
Because a high fat concentration in the small intestine
stimulates bile secretion, absorption of the relatively
lipophilic drug may be increased by enhancing its dis-
solution in the GI tract. Furthermore, the increase in
splanchnic blood flow resulting from food consump-
tion may contribute to the enhanced absorption. How-
ever, relatively polar and poorly permeable drugs show
a tendency toward reduced absorption in the presence
of food.[7] Food decreases absorption of alendronate,
astemizole, captopril, didanosine, and penicillamine.

Food effects on drug absorption will depend not
only on the physical and chemical properties of the
drug substance but also on the formulation. Following
oral administration of theophylline, the absorption
rate of the drug can be either increased or decreased
with food, depending on the formulation.[8] Generally,
the greatest food effect is observed when the drug is

taken immediately after a meal; the degree of inter-
action decreases as the time between eating and drug-
dosing increases.[9] Extensive reviews of the effect of
food on drug absorption can be found in the
literature.[10–12]

Drug interaction is another important factor affect-
ing absorption. In general, interactions that interfere
with absorption either involve binding or chelation of
drugs in the GI tract, rendering them non-absorbable,
or involve effects on gastric emptying or gastrointes-
tinal motility. In addition, gastric pH changes may
affect on the absorption of some drugs.

Antacids, particularly aluminum hydroxide gel,
reduce the absorption of most tetracycline drugs by
forming an insoluble complex in the gut. Simultaneous
administration of iron (ferrous sulfate) with tetracy-
cline, oxytetracycline, methacycline, or doxycycline
seriously impairs the absorption of these antibiotics.
Adsorbants such as kaolin (an antidiarrheal agent)
substantially reduce the absorption of lincomycin and
promazine. Ion-exchange resins, such as cholestyr-
amine, strongly bind many anionic and neutral drugs
in the GI tract and interfere with the absorption of
anticoagulants and thyroxine. Imipramine significantly
reduces bioavailability of levodopa in humans, pre-
sumably because delayed absorption by reducing gas-
tric emptying time enhances metabolism of levodopa
in the gut. Orally administered ketoconazole requires
an acidic medium to dissolve adequately and, there-
fore, antacids, anticholinergic drugs, H2 blockers, or
acid pump inhibitors (e.g., omeprazole) will reduce
the bioavailability of this drug. Metoclopramide, cisa-
pride, and cathartics increase GI motility and may
decrease the absorption of drugs that require pro-
longed contact with the absorbing surface and those
that are absorbed only at a particular site along the
GI tract. Anticholinergics decrease GI motility and
may increase absorption by prolonging contact with
the area of optimal absorption or may reduce absorp-
tion by slowing dissolution and gastric emptying. The
interactions between drugs have been reviewed in
detail.[13–15]

Factors affecting distribution

After entering the general circulation, a drug is carried
throughout the body and is distributed to various
tissues. The drug distribution depends on the relative
affinity of binding to plasma protein, red blood cells,
and tissues. However, it can be altered in the presence
of other drugs, in some disease states, and due to the
age of the patient.

The risk of interactions resulting from the displace-
ment of the drug from proteins is significant, primarily
with drugs that are highly protein-bound (>90%) and
that have a small apparent volume of distribution
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and a relatively narrow therapeutic window. This can
result in a high concentration of unbound drug tempo-
rally (the first few days), which may have clinically
important effects. Trichloroacetic acid, a major metab-
olite of chloral hydrate, displaces warfarin from its
binding sites on plasma albumin. This displacement
temporarily elevates plasma levels of warfarin and,
thereby, increases the pharmacological effect per unit
dose. Administration of 1 g of choral hydrate daily
for 1 week to subjects on warfarin increases the hypo-
thrombinemic effect by 40–80%. When valproic acid
and phenytoin are coadministered, unbound phenytoin
concentrations increase significantly in some patients
causing more adverse reactions, even when total
phenytoin serum concentrations are within the usual
therapeutic range.

Disease states are another factor that may affect the
binding of drugs to proteins in plasma and other
tissues. Unusually low binding of drugs to plasma pro-
teins has been observed in various diseases. For
example, the percentage of unbound phenytoin in
plasma was 5.8–7.3% in normal subjects, whereas the
percentages of unbound drug in patients with renal dis-
eases (azotemia or uremia) were 8–25%. In addition to
renal diseases, liver diseases, hyperbilirubinemia, and
hyperlipidemia are reported to lower plasma protein
binding of some drugs. However, during physiological
stress (e.g., myocardial infarction, surgery, ulcerative
colitis, and Crohn’s disease), the plasma protein bind-
ing of basic drugs (e.g., propranolol, quinidine, and
disopyramide) increases, and volume of distribution
decreases accordingly due to the increase in concentra-
tions of the a1-acid glycoprotein.

Age-related changes in drug distribution have been
reported. The apparent volume of distribution is
somewhat larger in newborns and infants than in
adults. The estimated volume of distribution of sulfa-
methoxypyridazine in newborns and infants is 0.47
and 0.36 L/kg, respectively, whereas the values are
0.20–0.26 L/kg in children, adults, and elderly subjects.
The volume of distribution of chlordiazepoxide is
substantially larger in the elderly (0.52 L/kg) than in
the young (0.42 L/kg). The age-related difference in
the volume of distribution may be due to a difference
in plasma protein binding and/or in the relative size
of body compartments.

Factors affecting metabolism

Drug metabolism is a primary mechanism for removal
of drugs from the body. Drug metabolism may be
affected by age, disease state, polymorphism, and inhi-
bition or induction of drug-metabolizing enzymes. Sex
differences in drug metabolism are minor in humans
and usually are not clinically important.

Although hepatic drug metabolism is generally
slower in neonates as compared with adults, children
actually metabolize certain drugs more rapidly than
adults. The half-life of theophylline averaged 3.7 h in
children but ranged from 5 to 9 h in non-smoking
adults. Children also metabolize antipyrine, clindamy-
cin, diazoxide, and phenobarbital more rapidly than
adults. In elderly subjects, metabolism of some
drugs (e.g., amobarbital, antipyrine, phenylbutazone,
and chlordiazepoxide) has been reported to be less
efficient than in younger subjects. Thus, the aging
process may reduce the total clearance of a drug and
extend its elimination half-life. After oral administra-
tion of amobarbital, the mean percentages of the dose
excreted as the hydroxy metabolite in 0–24 h urine spe-
cimens was reduced from 14% in the younger subjects
(20–40 years of age) to only 4% in the elderly subjects
(>65 years of age). The apparent elimination half-life
of chlordiazepoxide showed a strong correlation with
age, increasing from a mean of 9.5 h in the young to
37 h in the elderly. Consequently, the plasma con-
centrations of these drugs were greater in the elderly
subjects than in the younger subjects.

Genetic polymorphism in metabolism is a very impor-
tant factor in the variability in drug elimination. The
metabolism of isoniazid (and other drugs that have a
hydrazine moiety such as sulfamethazine, sulfapyridine,
hydralazine, procainamide, and dapsone) is more rapid
in some individuals than in others. The major route of
elimination of isoniazid in humans is via metabolism
to acetylisoniazid by hepatic N-Acetyltransferase; thus,
the half-life of the drug depends on how rapidly the
drug can be acetylated. In about 50% of the U.S. popu-
lation and in 5–10% of the Asian population, hepatic
N-acetylation is slow. In those with extensive (rapid)
metabolism, the half-life of the drug is 45–80 min,
whereas in those poor (slow) metabolism, the half-life
is 140–200 min. Slow acetylators require a longer time
to acetylate these drugs and, therefore, are more suscep-
tible to adverse effects caused by the parent compound
(e.g., peripheral neuritis with isoniazid, lupus erythema-
tosus with hydralazine or procainamide, and sedation
and nausea with phenelzine). Compared with slow
acetylators, the rapid acetylators require larger and more
frequent doses of such a drug in order to obtain the
desired therapeutic response.

Drugs that are metabolized by the cytochrome
P-450 (CYP) isoenzymes CYP2D6, CYP2C9, and
CYP2C19 also exhibit genetic polymorphisms. An
example of CYP2D6 metabolism is debrisoquine. In
about 5–10% of Caucasians in North America and
Europe and about 1% of Asians, 4-hydroxylation of
debrisoquine is reduced, and such individuals are
at increased risk for toxicity (orthostatic hypotension).
Beta blockers (metoprolol and timolol), antiarrhythmic
drugs (encainide and flecainide), tricyclic antidepressants
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(amitriptyline, nortriptyline, and desipramine) and an
antitussive drug (dextromethorphan) are also metabo-
lized by CYP2D6. Therefore, in the CYP2D6 poor
metabolizers, unusually large therapeutic responses
and/or more adverse effects may be observed compared
to extensive metabolizers.

Phenytoin is metabolized by CYP2C9. In CYP2C9
poor metabolizers, increased toxicity (e.g., excessive
CNS depression) was observed. S-mephenytoin is
stereoselectively metabolized by CYP2C19. About
3–5% of Caucasians in North America and 20% of
Asians metabolize mephenytoin slowly, which increases
their risk of a major side effect (transient sedation).
In such persons, other drugs metabolized by the same
isoenzyme as mephenytoin will also be poorly metab-
olized, and pharmacological activity and/or side
effects of these drugs may be increased. These drugs
include mephobarbital (an anticonvulsant), proguanil
(antimalarial), and possibly diazepam (an anxiolytic).
These drugs have a substantially longer half-life in
poor metabolizers than in extensive metabolizers. Thus,
caution must be used for the patient with limited
capacity of metabolism.

Other genetic polymorphisms include deficiencies in
aldehyde dehydrogenase-2 (an enzyme involved in
ethanol metabolism), alcohol dehydrogenase (another
enzyme involved in ethanol metabolism), glucose-6-
phosphate dehydrogenase (G6PD), or glutathione
synthatase. Patients with G6PD deficiency (about
10% of Black males) are at increased risk of developing
hemolytic anemia when given oxidant drugs, such as
antimalarials (e.g., chloroquine, pamaquine, and pri-
maquine), aspirin, probenecid, and vitamin K. Patients
with low levels of glutathione synthetase in hepatocytes
are at increased risk of liver damage if given drugs
metabolized by glutathione conjugation, such as aceta-
minophen and nitrofurantoin.

Some disease states may have clinically significant
effects on drug metabolism. If hepatic metabolism is
an important route of drug elimination, any dysfunc-
tion of the liver may lead to a change in the pharmaco-
kinetics of that drug, and subsequently plasma
concentrations of the drug will be different from those
in a patient with normal liver function. The clinical
significance of the changes in drug elimination depends
on the type or severity of the disease. Antipyrine
has often been used as a model drug for the investi-
gation of the effects of liver disease on oxidative drug
metabolism in humans. In healthy subjects, the average
half-life of antipyrine is approximately 12 h. In con-
trast, the half-life of the drug in patients with liver
cirrhosis or chronic active hepatitis averages 34 and
26 h, respectively. However, the half-life of antipyrine
does not provide a quantitative index of the degree of
impairment of drug elimination in a patient for a
specific drug. Some other examples of drugs whose

half-lives in patients change due to impairment of
metabolism in particular disease states include hexobar-
bital in hepatitis, meperidine in liver cirrhosis, proprano-
lol in chronic liver diseases, and rifampin in obstructive
jaundice.

Enzyme induction or inhibition is another factor that
alters the rate of metabolism of many drugs. Many
drugs, polycyclic hydrocarbons, insecticides, and other
environmental chemicals (e.g., cigarette smoke) stimulate
activity of microsomal enzymes in the liver. Conse-
quently, repetitive administration of certain drugs or
continuous systemic exposures to certain chemicals
may facilitate elimination of other drugs by increasing
their metabolism. Phenobarbital and other barbiturates
are among the most potent and widely studied inducing
agents in humans. During repetitive administration of
phenobarbital (2 mg/kg/day) for a period of 4 weeks, a
substantial decrease in the efficacy of warfarin was
observed after the first week, as shown by a substantial
decrease in mean prothrombin time. Rifampin also
induces metabolism of warfarin. After administration
of 600 mg of rifampin a day to subjects receiving repeti-
tive daily doses of warfarin, plasma concentrations of
warfarin were reduced to near non-detectable levels.

Some drugs, such as rifampin, induce their own
metabolism. During repetitive administration of rifam-
pin at a daily dose of 600 mg for 30 days, the elimin-
ation half-lives of rifamprin were 4.2 and 1.9 h on the
first and last days, respectively. Carbamazepine also
shows pronounced self-induction. The plasma concen-
trations at steady state predicted from single-dose data
were two to three times higher than the actual concen-
trations observed during chronic treatment.

Whereas the clinical consequence of enzyme induc-
tion is usually a decrease in the efficacy of the drug,
inhibition of drug metabolism can lead to serious
adverse effects from the accumulation of drugs to toxic
concentrations. However, by identifying the CYP iso-
zymes responsible for metabolism of substrates and
inhibitors and determining their in vitro inhibition
constants, it is possible to predict clinically significant
drug interaction in many cases. Chloramphenicol is a
potent inhibitor of the metabolism of CYP2C9 sub-
strates (e.g., tolbutamide, phenytoin, and dicumarol)
in humans. Treatment with 2 g of chloramphenicol
for several days resulted in a marked rise in the steady
state serum concentrations of tolbutamide and pheny-
toin. The area under the plasma concentration-time
curves of tolbutamide was elevated five-fold bycoadmi-
nistration of sulfaphenazole.

Among the CYP isozymes, CYP3A4 is responsible
for the metabolism of the widest range of drugs and
endogenous compounds in humans. It accounts for
60% of CYP isoforms in human liver. Therefore, if a
drug is metabolized by CYP3A4, concomitant admin-
istration of other drug that is metabolized also by
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CYP3A4 may result in a drug interaction. For
example, ketoconazole inhibited metabolism of the
non-sedating antihistamines terfenadine and astemi-
zole, and cisapride. As a result of CYP3A4 inhibition,
life-threatening arrhythmic side effects of these drugs
occurred. An extensive review of clinically significant
drug interactions can be found in the literature.[16]

Factors affecting excretion

Renal excretion of drugs is accomplished by both a
pH-dependent diffusion and active secretion. Changes
in urine pH may occur due to disease states, dietary
factors, or simultaneous administration of drugs. The
effect of urinary pH change on the elimination rate
of acidic and basic drugs can be pronounced and
may be predicted according to the pH partition
hypothesis as long as excretion of the drug in urine is
an important route of elimination.

For an acidic drug, a more alkaline urine increases
ionized drug concentration and decreases reabsorption
at the distal tubule. Consequently, elimination of the
drug will be faster. On the other hand, more acidic
urine leads to a decreased concentration of the ionized
acidic drug, resulting in increased reabsorption and
slower elimination. After sulfaethidole was adminis-
tered to humans, the half-life decreased from 11.4 to
4.2 h when urinary pH increased from 5 to 8, respect-
ively. The elimination rates of sulfalene and sulfasyma-
zine were doubled by the administration of sodium
carbonate, which increased urine pH from 6 to 8. Elim-
ination of salicylate was slower in humans with low
urine pH, and higher plasma concentrations were
achieved.

For basic drugs, urinary excretion increases with
low urinary pH and decreases with high pH. As a
result, patients receiving amphetamines or closely
related drugs may be placed at risk by relatively small
changes in urine pH. Patients with alkaline urine had
intense psychoses lasting more than 3 days after the
last dose of amphetamine.

Age-related alteration of renal function is a very
important factor in selecting the dose regimen. Renal
function in newborns is incompletely developed. Neo-
natal renal plasma flow and glomerular filtration rates
(normalized for body surface) are only 30–40% of
those of adults. The half-life of penicillin G is 3.2 h in
newborns (up to 6 days of age) and 1.4 h in infants
(14 days of age or older), whereas in older children
and adults, it is about 0.5 h. The mean half-life of gen-
tamicin is about 5 h in newborns under 1 week of age
and about 3 h in infants 1–4 weeks of age. The half-life
of gentamicin in older infants and adults is approxi-
mately 2 h. Thus, drugs that depend on renal excretion
as the principal mode of elimination would be expected
to have a longer residence time in infants.

Impaired renal function may affect drug elimination
to varying degrees, depending on the extent of the con-
tribution of renal clearance to the total clearance. The
greater the contribution of the renal clearance to the
total clearance, the greater the influence of renal
disease will be on drug elimination and steady state
concentration in the plasma during repetitive dose
administration.

Pharmacodynamic Factors

There are many examples of drugs that interact at a
common receptor site or that have additive or inhibi-
tory effects. Also, there are some other interactions
of an apparently pharmacodynamic nature whose
mechanism is poorly understood.

Monoamine oxidase (MAO) inhibitors, such as,
phenelzine or tranylcypromine, cause norepinephrine
to accumulate within adrenergic neurons. Thus, drugs
that release norepinephrine (e.g., indirectly acting sym-
pathomimetic amines, amphetamine, and phenylpro-
panolamine) can produce an exaggerated response
including severe headache, hypertension, and cardiac
arrhythmias. MAO inhibitors are present in many
over-the-counter drugs for cold, allergy, and diet pro-
ducts, and patients taking MAO inhibitors should
avoid such products.

OPTIMIZATION OF DOSAGE REGIMENS
FOR INDIVIDUAL PATIENT

Dose regimen is determined using the average phar-
macokinetic parameters. However, unpredictable vari-
ation exists even among normal individuals. For many
drugs, one standard deviation in the values observed
for F, CL, and Vss is about 20%, 50%, and 30%, respect-
ively. Therefore, 95% of the time, the Css that is
achieved based on average pharmacokinetic parameters
will be between 35 and 270% of the target concentration.
This is not an acceptable range, especially for the drugs
with narrow therapeutic index. If F, CL, and Vss can be
directly measured and the dose is further adjusted for
body weight or surface area, drug–drug interactions,
and disease state, such as renal impairment (for renally
excreted drugs), then a more precise dose regimen can
be made for a particular patient.

Dosage Adjusted for Body Weight

The same amount of drug in different individuals can
result in different drug concentrations in plasma,
because the apparent volume of distribution of a drug
depends on the size of the body compartment as well as
on the relative binding of the drug in the vascular and
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extravascular spaces. The volume of total body water
and extracellular fluid in subjects with a normal lean
to fat ratio is directly proportional to body weight. A
relationship exists between the apparent volume of
distribution and body weight, as well as between steady
state plasma concentration and body weight. To main-
tain the therapeutic plasma concentration at the steady
state in non-obese adults, it is better to determine the
dose on a mg/kg body weight basis than to administer
a fixed dosage per patient.

The distribution of relatively polar drugs (e.g.,
digoxin and gentamicin) is limited to body water,
whereas highly lipid–soluble drugs (e.g., thiopental) dis-
tribute into fat. Therefore, for polar drugs, the use of
lean body mass instead of total body weight allows for
a more predictable dose–response relationship in obese
patients. In fact, if digoxin dosage for obese individuals
is calculated on the basis of total body weight, plasma
concentrations of the drug may be dangerously high.

The percentages of fat and lean body mass in an
individual may be estimated with the help of Eqs. (9)
and (10).

%Fat ¼ 90 � 2ðH � GÞ ð9Þ

where H is height and G is girth, both in centimeters,
using umbilical level at expiration.

Lean bodymass ¼ ð100 � % fatÞ � weightðin kgÞ
ð10Þ

Dosage adjusted for body surface area

Children require and tolerate a larger mg/kg dose than
adults and cannot be considered as small adults. For
example, the doses of digoxin required to maintain
mean plasma concentrations of about 1–1.5 ng/ml
are 15–20 mg/kg per day for children 4 weeks to 2 years
of age, 10–15 mg/kg per day for children 2–12 years of
age, and 4–5 mg/kg per day for adults. Reasonable
estimates of the doses required in children are often
obtained by calculating the child’s dose on the basis
of body surface relative to that of an adult. An esti-
mate of body surface area may be made from Eq. (11).

S ¼ ðW0:425 � H0:725 � 71:84Þ=104 ð11Þ

where S is surface area in m2, W is body weight in kg,
and H is height in cm. The approximation of the body
surface area for children can be obtained using the
simplified [Eq. (12)].

S ¼ 0:088W0:728 ð12Þ

The body surface area of the average adult is usually
taken to be 1.73 m2.

In general, for the average 3-month-old child weigh-
ing 6 kg, the body surface-adjusted dose is 2 times
greater than the mg/kg dose given to an average adult,
whereas for the average 5-year-old weighing 20 kg, the
body surface-adjusted dose is 1.5 times greater than the
mg/kg dose. The requirement of larger mg/kg doses in
children than in adults may be related in part to the
fact that total body water and extracellular fluid make
up a higher percentage of the total body weight in
children than in adults.

Dosage adjusted for drug interactions

Epidemiological studies demonstrate that if 5 or fewer
drugs are coadministered, the rate of drug-related
adverse reactions is approximately 4%. However, when
20 or more drugs are prescribed, the rate of adverse
reactions increases to 45%. Therefore, patients should
take as few drugs as possible for concurrent use. If
more than one drug therapy is required and interac-
tions between the coadministered drugs are known to
be clinically significant, the dosage of one or more
drugs may be increased or decreased based on the
clinical response and severity of side effects in the indi-
vidual patient, or each drug may be administered with
a certain time interval, depending on the situation dur-
ing the concurrent therapy. After one or more drugs is
discontinued, the dosage regimen of the other drug(s)
may be readjusted for continuing therapy. If a drug or
a particular formulation of a drug is known to have a
food effect, the drug or formulation must be given at
least 1 h prior to or after food intake for reliable therapy.

Dosage adjusted for renal impairment

The renal clearance of the drug is proportional to
endogenous creatinine clearance, irrespective of the
mechanisms (i.e., filtration, reabsorption, or secretion),
and the creatinine clearance is used as an indicator of
the severity of the disease. Furthermore, it is possible
to predict the half-life of a drug in a patient with renal
disease based on the creatinine clearance and on a
knowledge of the pharmacokinetics of the drug in
normal subjects, as illustrated with cefazolin in Fig. 3.

The half-life of some drugs is changed sufficiently in
patients with impaired renal function to warrant con-
sideration of a change in the usual dosage regimen,
thus preventing toxic accumulation of the drug in the
body. Changes in regimen usually take the form of
reducing the dose per dosing interval or increasing
the length of the dosing interval. Either change is
usually roughly proportional to the relative difference
in half-life between the patients with and without renal
disease. Cephalexin is administered as a 250-mg to 1-g
dose every 4–6 h. Its average half-life in patients with
normal renal function is about 0.5–1 h. In a patient
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with a creatinine clearance of 10–15 ml/min, the half-
life of the drug increased about eightfold because
cephalexin is eliminated almost entirely by urinary
excretion of the parent drug. The dosing frequency
suggested for this patient is the usual dose every 24 h,
which is 3–6 times longer than the usual dosing
interval. A comprehensive guide to drug usage in adult
patients with impaired renal function is available.[17]

Dosage adjustment for other diseases

If the major route of elimination of a drug is by metab-
olism in the liver and the patient has liver dysfunction,
then dosage of the drug or frequency of dosing may be
reduced. However, unlike patients with renal dysfunc-
tion, the degree of impairment of drug elimination in
an individual with liver dysfunction cannot be pre-
dicted. In general, little change is necessary in dosage
regimens when liver disease is inactive, although doses
should be kept low, and particular care should be
taken with sedative and antidepressant drugs. When
liver disease is present, the dosage regimens of some
drugs (e.g., sedatives and analgesics) in each patient
should be titrated to his or her clinical response.
In selected instances, plasma concentrations of the drug

should be monitored and dosage regimens adjusted
based on plasma concentration measurements.

It is generally recommended that altered plasma
protein binding in the disease state does not require
dosage adjustment. However, in patients with hypo-
albuminemia, the incidence of drug toxicity appears
to be increased, and, thus, dosages should be reduced.
Patients showing toxicity may have impaired elimi-
nation in addition to altered plasma protein binding.
In fact, it has been suggested that low serum albumin
concentrations may be a marker for the integrity of
liver function.
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for cefazolin after a single intramuscular injection. (From
Ref.[17].)
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Dressings in Wound Management

Sarah M.E. Cockbill
University of Wales Cardiff, Cardiff, U.K.

INTRODUCTION

Throughout history, diverse materials of animal,
vegetable, and mineral origin ranging from hot oils
and waxes reported in the Ebers papyru[1] through
animal membranes and faeces of the Middle Ages to
the picked oakum of the 19th century; have been used
to treat wounds. Moist poultices are described on
Sumerian tablets inscribed as early as 2100 B.C.

[1,2]

Mediaeval manuscripts illustrate examples of both
‘‘moist’’ environment and biological ‘‘healing’’ with
the practice of using dogs to lick wounds, particularly
postsurgery, to moisten, cleanse, and stimulate healing
thus relying on the now recognized, but at that time
unknown, presence of antibacterial agents and growth
factors in the saliva.[3] Ambroise Paré (1510–1590),
the ‘‘father’’ of wound management, used a semiocclu-
sive, oil impregnated dressing in the 16th Century
to obtain ‘‘a softness of the tissues.’’[4] A Diachylon
plaster consisting of a mucilaginous, moist mass made
from linseed and marshmallow was originally
described by Galen (130–201). In 1819, Abraham
Rees, in his treatise on the use of lynette, emphasized
the need to prevent ‘‘scab’’ formation by keeping the
wound edges apart with oil soaked dossils.[5] In
the 19th Century, wet compresses or cataplasma kao-
lini were applied to wounds and covered in waterproof
fabrics such as jaconet, batiste, or oiled silk to main-
tain humidity. The 20th century saw the production
of leno gauze impregnated with soft paraffin,
Tulle Gras.

The first authoritative monographs related to
wound dressing materials appeared in early London
and Edinburgh hospital dispensatories and later in
the British Pharmaceutical Codices. The development
of wound management products can be traced by
examining these Codices together with the British
Pharmacopoeia.[6] The information is reflected in simi-
lar publications in the United States Pharmacopoeia
and other national standards.

Advances in the design and efficacy of wound man-
agement products was spasmodic and limited to the
adaptation of available materials until 1960. Up to that
date, the products were primarily of the ‘‘plug and con-
ceal’’ variety exemplified by lint, gauze, cotton wool,

and tow that were considered to be passive products
which took no part in the healing process.

The new generation of products was a rejection of
the traditional passive ‘‘cover all’’ dressing philosophy
and was potentiated by advances in knowledge of
the humoral and cellular factors associated with the
healing process and the realization that a controlled
microenvironment is necessary if wound healing is to
progress at the optimum level, such environmental
control dressings could be classified as interactive.

It is recognized that both the acellular and cellular
activities involved in the healing cascade are optimized
by a wound microenvironment that allows the free
movement of cells and effective response to bioactive
compounds. This optimal response can be expected
where environmental factors such as temperature and
humidity are at subdermal levels.

PERFORMANCE CRITERIA

The concept of moist wound healing is generally attrib-
uted to George Winter after his much cited 1962 pub-
lication in Nature,[7] although Bull, Squire, and Tophey
in 1948[8] published results showing enhancement of
healing under a ‘‘film’’ dressing.

Turner in 1979[9,10] identified the performance cri-
teria for a wound dressing product that would success-
fully contribute to an acceptable microenvironment.
These were to:

� Maintain a high humidity at wound/dressing interface
� Remove excess exudate and toxic components
� Allow gaseous exchange
� Provide thermal insulation
� Afford protection from secondary infection
� Be free from particulate or toxic contaminants
� Allow removal without trauma at dressing change

These criteria are still valid. An additional require-
ment with the advance in our knowledge of the growth
factors involved in the healing process is:

� To be compatible with the humoral and cellular
factors involved in healing.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041182
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Humidity Levels and Removal of Exudate

Partial or full thickness wounds exposed to the air
will demonstrate a lower temperature than ambient
due to the latent heat lost through tissue fluid evap-
oration. The clotting process and fibril development
produces an occlusive dry eschar or scab which
effectively seals and insulates the wound thereby lim-
iting moisture and gaseous transmission and restrict-
ing the migration of epithelial cells to the moist
subscab tissue. The result is slow healing with a high
contamination and infection risk together with pos-
sible excessive scarring in an excised wound from
closure without full cavity granulation. The mainte-
nance of a high humidity between the wound and
the dressing is therefore a requirement for rapid epi-
dermal healing.

The absorption of excess exudate not only avoids
tissue maceration but also removes exotoxins or cell
debris that may retard growth or extend the inflamma-
tory phase of the healing process. The balance between
humidity and absorption is critical and excessive wick-
ing must be avoided to prevent drying and necrosis.

Gaseous Exchange

Gaseous permeability will allow water vapor trans-
mission which may be particularly important in a high
exudate wound such as a burn, sacral, or leg ulcer.
Of equal significance will be the effect of gaseous
exchange on oxygen (pO2) and hydrogen ion (pH)
levels. Epithelization of the wound is greatly acceler-
ated by the availability of atmospheric oxygen, which
dissolves in the serous exudate to supplement that
oxygen transported to the wound area by hemoglobin
and subsequently directly utilized by the migrating
epidermal cells.

Thermal Insulation

Thermal insulation will assist in maintaining the
wound temperature at a level as close to body core
temperature as possible. Phagocytic and mitotic
activity are particularly susceptible to temperatures
below 28�C. Thermal insulation and ‘‘warm’’ dressing
change conditions are very important if the optimum
healing rate is to be maintained. Long exposure of
wet wounds may reduce the surface temperature to
the point where mitotic activity ceases. Recovery
of that tissue may take up to 3 hr. Temperatures of
30�C and above may be found beneath a good insu-
lating dressing, and this will result in high mitotic
activity with rapid epithelization and improved
granulation.[11]

Impermeability to Micro-organisms

Bacterial impermeability has a dual role. The wound
will not heal if it is heavily infected. The inflammatory
phase will be extended, and, unless topical or systemic
antibacterial agents are used, a more general infection
could result. However, a limited number of micro-
organisms are tolerated by most wounds, and the
destructive or cleansing phase produced by phagocytic
activity should result in a self-sterilized environment.
The wound should be protected from secondary infec-
tion or, if still contaminated, be prevented from trans-
mitting the infective organisms.

A dressing should, therefore, be impermeable to air-
borne micro-organisms, which may fall on its surface
and penetrate to and infect the wound. It should also
act as a barrier to any organisms that may be trans-
mitted from the wound to the dressing surface and
become airborne to thus cause cross-infection. Organ-
ism transmission occurs most frequently in dressings
that exhibit ‘‘strike through’’ of the exudate to the
wound surface, providing a wet pathway to or from
the wound surface. The passage of organisms can take
as little as 6 hr from the time of ‘‘strike through.’’

Freedom from Particulate and Toxic
Wound Contaminants

Both particles and toxic compounds that may contami-
nate a wound will be responsible for disrupting the
healing pattern. The incorporation of fibrous particles
into a wound may result in a granuloma that could
subsequently reduce the wound strength and induce
keloid scarring. It is well documented that particulate
contamination can also reduce the infection resistance
levels by a factor of 1.0 � 10�6.

Trauma During Dressing Change

The wound environment may be optimally maintained
with a product that has the preferred performance
parameters but, nevertheless, is disrupted during the
dressing change. The hazards of temperature change
and secondary infection may be accompanied by a sec-
ondary trauma caused by the dressing adhering to the
wound and, on removal, stripping newly formed tissue.

This adhesion is normally caused by the adhesive-
ness of the drying exudate and the trauma can be
exaggerated on removal by the destruction of capillary
loops that have penetrated the dressing material
(Fig. 1).

Although not associated with the production of
an acceptable microenvironment, there are certain
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physical characteristics required to assist in the overall
dressing procedure. The dressing should have:[10]

� A size range to match the wounds
� An absorption range for dry and heavy exudate

wounds
� Good conformability and good handle when both

dry and wet
� Sterility and be stable in storage
� Be easily disposable

These parameters stimulated the development of
functional products using the advances that had
accrued in the technology of materials. This develop-
ment was closely followed by products derived from
the advances in the development of synthetic polymers.
A statement of required performance could now be
considered a possible specification for a polymeric product.

The range of polymeric products manufactured as
surgical dressings has included:

� Vapor permeable films
� Polymeric foams
� Particulate and fibrous polymers
� Hydrogels and xerogels
� Hydrocolloids

The above materials mark the progression towards
the production of an ‘‘ideal wound dressing.’’ It should,
however, be emphasized that no single dressing will pro-
duce the optimum microenvironment for all wounds or
for all of the healing stages of one wound. The spectrum
of performance requires that the wound is diagnosed
and the treatment progressed by prescribing the most
suitable dressing at each stage of the healing process.

This entry will now examine the range of dressings
currently available, identify their principal chemical
and physical characteristics, and indicate their recom-
mended clinical usage.

ABSORBENTS

The overall function of surgical absorbents is self-
explanatory.[9,12] They are available in a number of forms:

� Fibrous (staple) absorbents
� Fabric absorbents
� Fiber plus fabric absorbents
� Wound dressing pads

Fibrous Absorbents

These are made from cotton staple or from the fibers of
viscose or cellulose; viscose and cotton may be admixed.

Absorbent cotton

Absorbent cotton is available in different qualities
varying with the length and diameter of the cotton sta-
ple. It is available in the form of rolls and balls and is
used for cleansing and swabbing wounds, preoperative
skin preparation, and the application of topical medi-
caments to the skin.

Absorbent viscose

The absorption performance and physical character
of absorbent viscose varies markedly with the

Fig. 1 Wound healing response
to a controlled microenviron-
ment.
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manufacturing process. It is available in the bright
or ‘‘dull’’ form, the latter containing a particulate
material such as titanium dioxide within the fiber.
The fibers are, in general, a continuous staple with a
crenate trans-sectional profile but smooth and lami-
nated forms are available which show different degrees
of absorptive capacity and wet tensile strength.

Some fibrous absorbents contain a proportion of
acrylamide or other synthetic polymeric fiber. They
frequently enhance the absorptive performance and
give ‘‘body’’ to the fleece thus improving fluid reten-
tion and avoiding ‘‘squeeze’’ out which is caused by
fleece collapse after wetting.

Cellulose wadding

Cellulose wadding is produced from delignified wood
pulp and manufactured in a multiple laminate material
form. It is used in large pieces to absorb large volumes
of fluid in incontinence but is not used in contact with
a wound unless enclosed in an outer fabric sleeve to
prevent fiber loss to the wound.

Fabric Absorbents

Absorbent lint

Absorbent lint is a close weave cotton cloth with a
raised nap on one side that offers a large surface area
for evaporation when placed with the nap upwards
on an exuding wound. Its use generally unacceptable
in modern wound management.

Absorbent gauze

Absorbent gauze is the most widely used absorbent
and consists of a cotton cloth of plain weave bleached
to a good white, clean and reasonably free from weav-
ing defects, cotton leaf, and shell. It may be slightly
off-white if sterilized. It absorbs water readily but its
performance may be reduced by prolonged storage or
exposure to heat.

Gauze products are primarily absorbents when used
preoperatively, perioperatively, and postoperatively,
but perioperatively, they are also required to perform
other functions, including the protection of tissue and
organs by occluding areas not involved in the pro-
cedure, to assist the application of wet heat, which
may establish the viability of doubtful tissue and to
assist in blunt dissection where fascias are separated
along the lines of cleavage, thus avoiding unnecessary
cutting.[13]

The gauze fabric may contain a proportion of vis-
cose incorporated with the cotton either in the warp
and the weft or exclusively in the weft. A maximum

level of 45% viscose is widely accepted. A range of
gauze fabrics exist graded according to the number
of threads per 10 cm width of gauze.

Gauze products fall into two broad categories—the
‘‘swab’’ or ‘‘sponge’’ type produced by folding and
stitching the cloth and those consisting of plain cloth.
The ‘‘swab’’ type includes swabs, strips, pads, and
pledgets. The ‘‘plain’’ types include packs and ribbon.
Gauze swabs or sponges are commercially available as
gauze folded into rectangles or squares to give various
sizes or ply. They are folded in such a way that no cut
edges are visible and the edges may be stitched. For use
in an operating theatre, they are available with and
without a radiopaque (X-ray detectable) mono- or
multifilament thread containing barium sulfate woven
into or heat bonded to the fabric. The commercial
product can vary in size from 5 cm � 5 cm to
10 cm � 15 cm with a variation in ply from 4 to 32.
Some are colored with a suitable fast, non-toxic dye
(Table 1).

Absorbent muslin

Absorbent muslin is a bleached cotton cloth of open
weave used infrequently for the treatment of extensive
burns and as a wet dressing.

Non-Woven Fabrics

Non-woven fabrics include a wide range of products
manufactured from synthetic and semisynthetic fibers.

Non-woven swabs

Non-woven swabs consist of a non-woven viscose fab-
ric and are available in folded pieces of various dimen-
sions. They have a lower total absorbent capacity
than gauze but absorb more quickly because of the
random orientation of the viscose fibers. As fabrics,
they constitute the outer layer on a number of wound

Table 1 Absorbent gauze

Threads per 10 cm

Type Warp Weft Weight (g/m2)

13 Light 73 57 14

13 Heavy 70 60 17

17 100 70 23

18 100 80 24

20 120 80 27

22 120 100 30

24a 120 120 32

24b 140 100 32
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dressing pads sometimes suitably coated with a poly-
mer to reduce adherence at dressing change.

The types as defined in the above table are derived
from the European Pharmacopoeia and the desig-
nation of type numbers is one-tenth of the sum of
the threads in warp and weft.

Cellulose sponge

Cellulose sponge is a cavity foam cellulose-based
sponge available in sheets and thin bands, used to
absorb at small sites in surgery. The material is not
radiopaque and has a tendency to lose particles;
additional precautions must therefore be taken if such
surgical use is contemplated.

Neuropatties

Neuropatties are small squares or strips of non-woven
absorbent viscose with thread stitched through the
non-woven fabric and left long. These are used as spot
absorbents particularly in neurosurgery. Products vary
in size and shape and there may also be a device for
attaching the ends of all the threads thus producing a
mini count rack.

Fibrous and Fabric Absorbents

Gauze and cellulose wadding

Gauze and cellulose wadding consists of a thick layer
of cellulose wadding enclosed in a tubular form gauze.
The properties of the two separate materials have
already been described. Combined, the gauze and
cellulose wadding tissue is used as an absorbent and
protective pad. It should only be used as a wound
dressing with a non-adherent layer placed between
the pad and the wound. On a highly exuding surface,
there is a tendency for the cellulose wadding element
to collapse when wet and become a semisolid wet mass.
This may cause difficulty in practice.

Gauze and cotton tissue
(Gamgee tissue)

Gauze and cotton tissue (Gamgee tissue) is a thick
layer of absorbent cotton enclosed in a tubular gauze.
It has the same uses as gauze and cellulose wadding
tissue but has the advantage of a higher absorbent
capacity and less wet collapse. It is also softer in use
and thus conforms more readily to the wound surface.
It should be used in place of gauze and cellulose wad-
ding tissue on high exudating surfaces such as burns

but should not be used in direct contact with the
wound surface.

WOUND DRESSING PADS

These products are widely available in a number of for-
mulations including the fibrous and fabric absorbents
previously described, plus other materials combined
to meet some aspects of the acceptable performance
profile.

The pads can be subdivided into:

� Absorbents and filmated products
� Sleeved pads with a single layer core
� Sleeved pads with a multiple layer core
� Low adherence pads

The absorbents and filmated products have been
described. The simplest sleeved pads contain cotton,
viscose, or cellulose fiber with an outer sleeve of gauze
or non-woven material. Those with a multilayer core
have an outer sleeve of cotton, viscose, or non-woven
fabric that may have been treated with a polymer such
as polypropylene to reduce adherence. Delayed ‘‘strike
through’’ is facilitated by using a fluid retardant layer
within the upper and outer sleeve that encourages
lateral movement of fluid within the pad.

Low Adherence Pads

Low adherence pads have wound contact faces
designed to be of low adherence. They vary from
aluminum-coated fabrics to perforated polymeric films
or heat bonded polyethylene films. The wound contact
film may be attached to an absorbent fibrous mat and
an outer woven or non-woven fabric. In some pro-
ducts, the polymeric film forms a continuous sleeve
on both dressing surfaces. They are dressings for low
exudate and drying wounds where high adherence
can be expected. These low adherence, low absorptive
capacity dressings are sometimes centered on an
adhesive backing to produce an ‘‘island’’ dressing used
as a postoperative adhesive dressing or, more famil-
iarly, as a ‘‘first aid’’ island or strip dressing for
superficial injuries.

LOW ADHERENCE PRIMARY DRESSINGS

These dressings consist of a partially open cell struc-
tured nylon or viscose fabric that may be finished with
a silicone coating. The open cell structure allows fluid
transmission to a superimposed absorbent dressing
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pad. This pad is changed when necessary and without
disturbing the primary contact layer.

Deodorizing Dressings

These dressings have been formulated from the high
gaseous sorptive material, activated charcoal presented
as a woven fabric or a fibrous mat backed by a nylon
sleeve, a vapor permeable film or a polyurethane foam.
In each formulation, the objective is to reduce odor
and the dressings must therefore be large enough to
cover the entire malodorous area. One product
encourages direct contact of the carbon layer with
the wound exudate, and whilst this will limit gaseous
absorption it is claimed that the incorporation of
bound silver into the charcoal cloth inactivates
bacteria adsorbed onto the fabric surface, thereby
reducing the infective level and leading to a reduction
of odor.

Polymeric Dressings

Vapor permeable adhesive films

Vapor permeable adhesive films are of use in those
wounds in which granulation tissue is established and
wound exudate is declining.[14] These products were
developed as materials that would, in part, mimic the
performance of skin. The resultant products were
transparent, synthetic adhesive films generically
described as vapor permeable adhesive membranes,
and comprised of transparent polyurethane or other
synthetic films of low reflectance, evenly coated on
one side with a synthetic adhesive mass. The adhesive
is cohesive and inactivated by contact with moisture
and will not therefore stick to moist skin or the wound
bed. The films are permeable to water vapor, oxygen,
and carbon dioxide but occlusive to water and bacteria
and have highly elastomeric and extensible properties.
They are conformable, resistant to shear and tear,
sterile and particle free.

Removal of the stratum corneum results in a water
vapor loss from tissues of between 3000 and 5000 g m2

over a period of 24 hr. This loss will result in progress-
ive dehydration; of great significance, particularly in a
full thickness burn. The water vapor loss through a
positioned vapor permeable membrane is reduced to
2500 g m2 over 24 hr—or less, depending upon the
structure of the membrane. Excess fluid is lost by water
vapor transmission through the membrane; dehy-
dration is minimized and a moist wound interface is
maintained. Where the volume of exudate produced
is significantly greater than the volume removed as
vapor, the water impermeability will result in serous

effusion accumulating below the film. Impermeability
to water prevents wetting from external sources.

The importance of a moist interface to wound heal-
ing is now well recognized. It allows the rapid
migration of new epithelium across the wound surface,
precludes trauma due to adherence at dressing change
and contributes to gaseous diffusion in the damaged
tissue. Oxygen and carbon dioxide transfer are accom-
plished by intramolecular diffusion through the mem-
brane and by solution in the wound surface moisture.
The oxygen permeability of the films is variously
described as 4000–10,000 cm3/m2 over 24 hr at ambient
atmospheric pressure. The pO2 and pH levels of the
wound surface are directly related to the gaseous
permeability and contribute to cellular activity. The
wound is protected against secondary infection by
the bacterial impermeability of the film to such organ-
isms as Pseudomonas sp., S. aureus and E. coli.

Film dressings are used in the treatment of a wide
range of conditions, including pressure ulcers, burns,
abrasions, and donor sites. In a dermabrasion, hemo-
stasis must first be obtained and the margin of the
wound dried before the film is applied. In its appli-
cation for the treatment of burns, careful disinfection
must precede the positioning of the film and it is only
recommended for application to superficial and clini-
cally clean burns. The use of films is contraindicated
for deep burns as they retard the separation of necrotic
tissue.

Decubitus ulcers and pressure sores can be covered
with a vapor permeable film. The films’ resistance to
shear and low frictional surface properties protect the
dermal layers from additional physical abrasion while
producing the minimal barrier to normal skin function
which allows them to be used as a prophylactic in areas
that are traumatized by pressure but not ulcerated.

Film dressings can also be used for the retention of
cannulae and tubes in both ward and theatre. Specific
products have now been produced with a variable
water vapor permeability to reduce the build up of
moisture beneath the film and the resultant infective
hazard.

Recently, film dressings impregnated with an anti-
bacterial (silver) for the management of infected wounds
or a deodorizer (charcoal) for malodorous wounds have
been introduced.

Polymeric foams

Polymeric foam dressings are a diverse group of pro-
ducts with a wide range of properties. At their simplest,
they are foamed polymers that have been made into
sheets. The wound contact layer is often heat treated
and pressure modified to produce a hydrophilic porous
membrane about 0.5 mm thick to give a smooth, non-
adherent wound contact surface that absorbs fluids by
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capillarity. The outer surface of the dressing is com-
prised of a layer of relatively large cells of approxi-
mately 5 mm thick that remain hydrophobic. Their
absorbency and water vapor permeability are varied
either by a physical modification to the foam or
by combining the foam with an additional sheet
component.

Foaming the polymer creates small, open cells that
are able to hold fluids and the cell size may be con-
trolled during the foaming process. The most common
polymer used is polyurethane. Their structure and soft-
ness also provide a cushion that protects and contri-
butes to thermal insulation of the wound. They also
may be tailored for particular applications such as tra-
cheostomy dressing without particle loss to the wound
and with the retention of their conformable character-
istics. The non-adhesive foams will require a secondary
dressing.

The dressings are also available as in situ formed
foams, adhesive island dressings, and cavity filler[14]

and are suitable for wounds with moderate to heavy
exudation.

Absorption of serous exudate is limited to the wound/
dressing interface. In use, the absorptive capacity of
the hydrophobic portion will be exceeded in a high
exudate wound and, although moisture vapor trans-
mission occurs through the dressing, frequent changes
may be required until the exudate level diminishes.
The dressing combines the function of absorbency
with that of producing an acceptable microenviron-
ment to allow healing to take place at the fastest
rate concomitant with the total clinical condition of
the patient.

Polyurethane foam dressings of this type are recom-
mended for the management of dry sutured wounds,
minor lacerations, early pressure ulcers, and venous
ulcers.[15,16]

Foams have been formulated with differing absor-
bencies designed specifically for the management of
stasis ulcers and burns. The foam designed for the
management of burns has dressing as the prime func-
tion of absorbency. It consists of a highly absorbent
hydrophilic polyurethane foam backed with a moisture
permeable polyurethane membrane and bonded to an
apertured polyurethane net on the wound contact face.
The backing whilst permeable to water vapor is imper-
meable to water thus avoiding strike through. As the
exudate level decreases, the membrane retains moisture
and prevents the drying of the wound. The apertured
polyurethane net interface reduces adherence to the
wound surface.[17]

Low absorptive capacity primary foam dressings
have been produced from a carboxylated styrene buta-
diene rubber latex foam. The foam is bonded to a non-
woven fabric coated with a polyethylene film which has
been vacuum ruptured. The basic foam is naturally

hydrophobic and a surface active agent is incorporated
to facilitate the uptake of wound exudate. The dressing
is recommended for minor wounds and abrasions
where exudate levels are low and adhesion is a promi-
nent hazard at dressing change.

In situ foam

This foam has been indicated for the management of
pilonidal sinus, hydradenitis suppurativa, perianal,
and perineal wounds and in the management of
dehisced abdominal wounds.

It is necessary to occlude the cavity by packing to
absorb excess exudate and to stimulate the production
of granulation tissue, neovascularization, and collagen
deposition.

An in situ formed foam was originally designed by
Dow Corning and found to be clinically superior to
ribbon gauze for cavity wound packing.[18] Its status
in cytotoxic terms was in dispute but it is now available
and its exclusion would be to the detriment of this
entry.

The cavity foam dressing is a two-part foam com-
posed of a filled polydimethylsiloxane base and a
stannous octoate catalyst. The two components are
mixed together immediately prior to use. The reaction
is slightly exothermic, and over a period of 2–3 min the
dressing expands to approximately four times its orig-
inal volume and sets to a soft, spongy foam accurately
conforming to the contours of the wound cavity. The
stent is normally removed twice daily, soaked in a mild
antiseptic (0.5% aqueous chlorhexidine) rinsed in cold
running water, squeezed dry, and replaced. A new
dressing is formed after a week or more to match the
reduction in size of the cavity. The product does not
adhere to granulation tissue whilst maintaining free
drainage around the wound, and it has a low, but sig-
nificant, absorptive capacity at the dressing surface.

Hydropolymer

This material appears visually as a foam but is
described as a foamed gel designed to expand into
the contours of the wound as it absorbs fluid. It is used
in an island configuration with a unique adhesive por-
tion. It has the ability to readhere once lifted enabling
manipulation of the product for fit or assessment of the
wound without dressing change. The hydropolymer
wicks fluid into the upper layers of the dressing where
it escapes through the backing.[19]

Hydrogels

Hydrogels, or water polymer gels, are modified, cross-
linked polymeric formulations which form
three-dimensional networks of hydrophilic polymers
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prepared from materials such as gelatin, polysac-
charides, cross-linked polyacrylamide polymers, poly-
electrolyte complexes, and polymers or copolymers
derived from methacrylate esters. These interact with
aqueous solutions by swelling to an equilibrium value
and retain a significant proportion of water within
their structure. They are insoluble in water and are
available in dry or hydrated sheets or as a hydrated
gel in delivery systems designed for single use.

The physical properties of bulk polymers are
directly influenced by a number of factors including
the nature of monomers, copolymers, the cross-linkers
and degree of cross-linking, and the polymerization
initiators and processing parameters. The availability
of hydrophilic and hydrophobic sites is influenced by
the chain of configuration and conformation and could
determine the degree of hydrophilicity and oxygen
permeability. By varying the nature of the polymer
backbone, a range of water binding behavior and thus
mechanical, surface, and permeability properties can
be obtained. The expanded nature of the hydrogel
structure and its permeability allows the extraction
and polymerization of initiator molecules, initiator
decomposition products, and other extraneous materi-
als from the gel network before the hydrogel is placed
in contact with the living system. The tissue-like
structure of most hydrogels will contribute to their bio-
compatibility by minimizing mechanical irritation to
surrounding cells and tissues. They possess low interfa-
cial free energies with aqueous solutions and only a
weak tendency to absorb biological species such as
proteins or cells. Their high moisture content (up to
96% w/w when hydrated) maintains a desirable moist
interface which facilitates cell migration and prevents
dressing adherence. Water can be transmitted through
the saturated gel whilst the unsaturated gel will have
water vapor permeability comparable with the water
vapor permeability of vapor permeable membranes.

The absorption, transmission, and permeability per-
formance result in the maintenance of a moist wound
with a continuous moisture flux across the dressing
and a sorption gradient that assists in the removal of
toxic components from the wound area. The high
moisture content allows dissolved oxygen permeability
(which varies between products) to ensure the continu-
ation of aerobic function at the wound/dressing inter-
face and have an effect upon both epithelization and
bacterial growth. It has been observed that the posi-
tioning of a hydrogel frequently results in a marked
reduction in pain response in patients. It is suggested
that the high humidity protects the exposed neurones
from dehydration and also produces acceptable
changes in pH. A secondary effect, which may contrib-
ute to this response, is the property of the gels to
immediately cool the wound surface and maintain a
lower temperature for up to 6 hr.[20]

Sheet hydrogels

These dressings are sheets of three-dimensional net-
works of cross-linked hydrophilic polymers (polyethyl-
ene oxide, polyacrylamides, polyvinylpyrrolidone,
carboxymethylcellulose, modified corn starch). Their
formulation may incorporate up to 96% bound water,
but they are insoluble in water and they interact by
three-dimensional swelling with aqueous solutions.
The polymer physically entraps water to form a solid
sheet and they have a thermal capacity that provides
initial cooling to the wound surface. A secondary
dressing is required.

The recommendation for use of these products
includes the management of donor sites and superficial
operation sites and also the treatment of freshly
damaged epithelium such as that seen with thermal
and other painful wounds and dermatitic skin where
the avoidance of topical agents is indicated. In chronic
ulcers, they are used to encourage granulation and
formation of cellular tissue.

Amorphous hydrogels

Many of these hydrogels have additional ingredients
such as alginate, collagen, or complex carbohydrates
besides water and a polymer. They are similar in com-
position to sheet hydrogels but the polymer has not
been cross-linked. These amorphous preparations do
not have the cooling properties of the sheet dressings
and a secondary dressing is required. Their recom-
mended use includes hydration of dry, sloughy, or
necrotic wounds and autolytic debridement.

A primary hydrogel dressing has been produced
from a colloidal suspension of radiation cross-linked
polyethylene oxide and water with an equilibrium
water content of 96%. The gel is sandwiched between
polyethylene films. The wound contact film is routinely
removed and the outer film is used to control evapor-
ation from the surface of the gel.[21,22] A novel hydrogel
was developed by the Max Plank Institute for Immu-
nobiology and Dermatology consisting of an insoluble
cross-linked polyacrylamdie agarose polymer contain-
ing 95% water as the dispersion phase.[23] This gel is
available in hydrated and dehydrated forms and as
granules that, with their increased surface area, absorb
larger amounts of exudate. The granules can be used to
fill a cavity wound with the gel sheet superimposed to
produce a continuous hydrogel dressing.

An alternative to the acrylamide-based composite
hydrogel dressing is an acrylamide grafted to a poly-
urethane film to give a transparent, flexible gel with
an equilibrium water content of approximately 50%.
The hydrated gel has a low modulus of elasticity and
a high water permeability that facilitates the adherence
of the gel to the wound surface. The permeability
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characteristics allow penetration of antimicrobial
agents that can be applied topically to the dressing
surface in situ.

PARTICULATE AND FIBROUS POLYMERS

This group of dressings includes synthetic, semisyn-
thetic, and naturally occurring products embracing a
range of polysaccharide materials.

Xerogels

The xerogel dressings may be regarded as a subgroup
of products within the larger group of polysaccharide
dressings. The latter contains the well known cellulosic
dressing products such as gauze and absorbent cotton
(see ‘‘Absorbents’’ section) but the products which
consist of dextranomer beads, dehydrated hydrogels
of the agar/acrylamide group, calcium alginate fibers,
and dehydrated granulated Graft T starch polymers
are identified specifically as xerogels,[24] the material
remaining after the removal of most or all of the water
from a hydrogel (or the disperse phase from any type
of simple gel). These materials have no water in their
formulation but swell to form a gel when in contact
with aqueous solutions.

Particulate Polymers

Dextranomer

This xerogel is a polymer of the polysaccharide dex-
tran, a naturally derived polymer of glucose produced
by cultures of a micro-organism, Leuconostoc mesen-
teroides. The gel is formed when the dextran molecules
comprising the disperse phase of the hydrocolloid are
cross-linked by a chemical process utilizing epichloro-
hydrin and sodium hydroxide.[24] Dextranomer is
available as beads or paste. The material requires a
secondary dressing.

The dextranomer is supplied in beads of 100–300 mm
diameter containing poloxamer 187, polyethylene
glycol 300, and some water. A paste formulation is also
available which is the dextranomer in polyethylene
glycol 600 (PEG 600). The beads are offered as a dis-
crete particle or enclosed in a low adherence pouch
for insertion into a cavity wound. One company
(Pfizer) offers a polymeric net which can be placed into
a cavity wound before the addition of either granules
or paste and facilitates removal and also a vapor per-
meable film which is superimposed on the dextranomer
dressing to control evaporation and retard drying in a
low exudating wound.

Dextranomer has a pore size that produces an
exclusion limit of 1000–8000 Da, which precludes the
sorption of viruses and bacteria. Micro-organisms are
removed from the wound by the capillary action
between the beads, a function that is absent from the
paste formulation, which however demonstrates a
marked increase in absorbing capacity for malodorous
elements and pain producing compounds released
during the inflammatory response.

It is used primarily as a debriding agent on sloughy
and exuding wounds, whether clean or infected, and on
small area burns where the objective is to produce a
clean tissue bed for the production of a granulating
tissue. It is not a product that should be used
beyond this phase, as its continued application will
impair epithelization. Dextranomer is not biodegrad-
able and both granules and paste must be carefully
removed with Normal saline before drying to avoid
particulate residues and the subsequent development
of granulomas.

Fibrous Polymers

Alginate dressings

Alginic acid is a polyuronic acid composed of residues
of D-mannuronic acid and L-guluronic acid and is
obtained chiefly from algae belonging to the Phaeo-
phyceae, mainly species of Laminaria.

Calcium alginate dressings are flat, non-woven pads
of either calcium sodium alginate fiber or pure calcium
alginate fiber. The alginate wound contact layer
may be bonded to a secondary absorbent viscose
pad. Alginate hanks and ribbon are also available as
packing for deeper cavity wounds and sinuses. Algi-
nates have been shown to be effective in the manage-
ment of injuries where there has been substantial
tissue loss. The non-adhesive formulations require a
secondary dressing.

Gel formation is via ion exchange of sodium in
serum for calcium within the alginate dressing. A bio-
degradable gel is formed when the fiber is in contact
with exudate, and the released calcium contributes to
the clotting mechanism. The gel may be firm or soft
depending upon the proportions of calcium and
sodium in the fiber. It is removed with saline.

The isomeric acids are present in varying propor-
tions depending upon the seaweed source. The guluro-
nic acid forms an association with calcium providing
the stimulus to produce the continuous disperse phase
of a hydrogel. Calcium ions and a phospholipid surface
promote the activation of prothrombin in the clotting
cascade. Calcium alginate products are used as the
source of these ions to arrest bleeding, both in super-
ficial injuries and as an absorbable hemostat in
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surgery. The rate of biodegradation is related to the
sodium/calcium balance in the preparation.

The dressings may be removed with a sterile 3%
sodium citrate solution followed by washing with ster-
ile water or they may be removed with sterile Normal
saline.

The ‘‘wet’’ integrity of the dressing which facilitates
removal from the wound may be improved by incor-
porating fibers of greater strength such as viscose
(rayon) staple fiber or fibers which interact with the
alginate fibers when wet such as chitosan staple
fibers.[25]

The primary hemostatic usage of calcium alginate is
in the packing of sinuses, fistulae, and bleeding tooth
sockets. The alginate dressings have recently become
widely used as soluble wound packing for a number
of additional wound types. They have been used as
useful non-adherents for lacerations and abrasions
and are effective in the management of hypergranula-
tion tissue (proud flesh), interdigital maceration, and
heloma molle. Their hospital and community use
includes intractable skin ulcers and pressure ulcers,
where they would appear to accelerate healing; and
in the successful management of diabetic ulcers, venous
ulcers, burns, and infected surgical wounds.

Alginates have proved to be useful debriding agents.
When applied to these injury types, the alginate must
be covered by a secondary dressing of foam or film.
Some proprietary products bond calcium alginate to
a secondary backing such as absorbent viscose pad
or semipermeable adhesive foam to produce an island
dressing.

Hydrocolloids

Hydrocolloid dressings consist of composite products
based on naturally occurring hydrophilic polymers.
Generally, these dressings are flexible, highly absorb-
ent, occlusive or semiocclusive adhesive pads formu-
lated from biocompatible, hydrophilic polymers such
as sodium carboxymethylcellulose, hydroxyethylcellu-
lose pectins, and gelatin incorporated into a hydro-
phobic adhesive. The dressings may be backed by a
polymeric film and may be contoured to fit difficult
areas. Hydrocolloids are also available as pastes or
powders or gels. The pads do not require a secondary
dressing.

In general, they consist of a pressure sensitive
adhesive layer which is composed of a so-called
‘‘hydrocolloid’’ dispersed with the aid of a tackifier
in an elastomer and secondly a film coating composed
of a gas permeable but water impermeable, flexible,
elastomeric material. A currently available hydro-
colloid dressing is a flexible mass with an adherent
inner face and an outer semipermeable polyurethane
foam.

The formulation is:

Sodium carboxymethylcellulose 20%

Polyisobutylene 40%

Gelatin 30%

Pectin 20%

The product is also available as granules of similar
formulation, which allows larger cavity wounds and
heavily exuding wounds to be treated with a continu-
ous hydrocolloid system.

Other hydrocolloid dressings with formulations
consisting of sodium carboxymethylcellulose combined
with karaya gum or sodium carboxymethylcellulose on
its own are also available.

The adhesive formulation of hydrocolloids gives an
initial adhesion higher than some surgical adhesive
tapes. After application, the absorption of trans-
epidermal water vapor modifies the adhesive flow to
maintain a high tack performance throughout the
period of use. In situ the dressings provide a gaseous
and moisture proof environmental chamber strongly
attached to the area surrounding the wound and offer-
ing protection against contamination from inconti-
nence or other sources. In the wound contact area,
the exudate is absorbed to form a gel that swells in a
linear fashion with higher moisture retention at the
contact surface. This results in an expansion of the
gel into the wound cavity with the continued support
and increasing pressure from the remainder of the
elastomeric dressing. The advantage of this is that a
firm pressure is applied to the floor of a deep ulcer,
a basic surgical maxim for the production of healthy
granulating tissue. It is this function that contributes
to the recommended usage for venous leg ulcers.[26]

The formed ‘‘colloidal’’ gel also produces a sorption
gradient for soluble components within the serous exu-
date thereby allowing the removal of toxic compounds
arising from bacterial or cellular destruction. However,
during use, the dressing in contact with the wound
liquefies to produce a pus-like liquid with a somewhat
strong odor.

Hydrocolloids are suitable for desloughing and for
light to medium exuding wounds—but are contraindi-
cated if an anaerobic infection is present. They have
been used successfully in the treatment of chronic leg
ulcers, pressure ulcers, minor burns, granulating
wounds, and wounds exhibiting slough or necrotic
tissue or wounds with moderate exudate, as well as
skin barriers in the management of stoma.

Superabsorbents

Superabsorbent hydrocolloid dressings have a highly
absorbent capacity and entrap exudate so that it
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cannot be squeezed out once absorbed. One product
incorporates the highly absorbent material into an
island pad covered by a non-woven absorbent and sur-
rounded by an extra thin hydrocolloid as the adhesive
portion. The covering acts as a transfer layer while its
surface stays dry. This is used for heavily exuding
ulcers.[14]

Hydrofibers

Hydrofibers are fibers of carboxymethylcellulose
formed into flat, non-woven pads. It is produced as a
textile fiber and presented in the form of a fleece held
together by a needle bonding process, and is available
both as a ‘‘ribbon’’ for packing cavities, and as a flat
non-woven pad for application to larger open wounds.
The dressing absorbs and interacts with wound exu-
date to form a soft, hydrophilic, gas-permeable gel that
traps bacteria and conforms to the contours of the
wound whilst providing a microenvironment that is
believed to facilitate healing. The resultant gel is simi-
lar to a sheet hydrogel but it does not dry out or wick
laterally. Therefore, there is no maceration of the skin
surrounding the wound. The high absorbent capacity
reduces the frequency of dressing changes.

Sheet formulations may be applied to exuding
lesions including leg ulcers, pressure areas, donor sites,
and most other granulating wounds, but for deeper
cavity wounds and sinuses the ribbon packing is gener-
ally preferred. The dressing is easy to remove without
causing pain or trauma, and leaves minimal residue
on the surface of the wound.[14]

IMPREGNATED DRESSINGS

Originally, these materials were formulated to coat the
area of the wound with hydrophobic paraffin spread
on an open mesh gauze thereby providing both insu-
lation and partial occlusion but allowing excess exu-
date to be absorbed by a superimposed absorbent
pad. The products had the advantage of low adherence
and allowed gaseous diffusion, but the disadvantages
included the incorporation of the soft paraffin or
loose cotton fibers into the healing wound thereby
leading to an extended inflammatory phase with conse-
quent delayed wound healing. These products also,
when used excessively, retained wound exudate causing
maceration to the surrounding, otherwise healthy,
tissue.

Paraffin Gauze (Tulle) Dressing

Paraffin gauze is bleached cotton or combined cotton
and rayon cloth impregnated with yellow or white soft

paraffin. It is available as sterile single pieces or multi-
packs. The paraffin is present to prevent the dressing
adhering to a wound. The gauze that may be leno in
nature is coated so that all the threads of the fabric
are impregnated but the spaces between the threads
are free of paraffin. The material is used primarily in
the treatment of wounds such as burns and scalds
where the protective function of the stratum corneum
is lost and water vapor can escape. Paraffin gauze
dressing functions by reducing the fluid loss whilst
the water barrier layer is reforming.

In addition to burns and scalds, the dressing is used
as a wound contact layer in lacerations, abrasions, and
in ulcers where it is used as a packing material to
promote granulation. Postoperatively, it is used as a
vaginal or penial dressing and for sinus packing.

Povidone iodine 10%, chlorhexidine 0.5% w/w,
sodium fusidate 2% w/w, and 1% framycetin sulfate
are examples of available gauze impregnations and
are recommended for the reduction of wound infec-
tion. However, diffusion of the antibacterial agent into
or onto an infected and exuding wound has been
shown to be minimal and the possibility of develop-
ment of resistant strains of infective organisms has
reduced the usage of these products.

Silver Dressings

Advanced wound management products containing
silver have been developed to treat difficult-to-heal
wounds, chronic ulcers, and extensive burns. Nano-
crystalline silver represents a new format of the metal
for use in wound management. Silver is a broad-
spectrum antibiotic active against such organisms as
Pseudomonas sp., S. aureus, E. coli, and Candida
albicans and to which there has been little reported
evidence of resistance. Although silver is an efficient
antimicrobial, its use has been limited because of the
difficulty of delivering it to the tissues. Nanotechnol-
ogy has overcome this as it allows for the building of
chemical compounds one atom at a time. A nanocrys-
talline structure gives a greater surface area for, in this
instance, silver release.

Free silver ions are the active components of anti-
microbial silvers, and it has been shown that as little
as one part per million of elemental silver in solution
is an effective antimicrobial. Materials such as poly-
mers, charcoal, and hydrocolloids when formulated
with silver not only aid wound management and heal-
ing but also regulate its release into the wound
environment and surrounding tissues. Silver ions kill
micro-organisms by inhibiting cellular respiration and
cellular function.[27–30] It is known that their mode of
action is exerted by binding cysteine residues on
the cell walls of yeasts such as C. albicans thereby
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inhibiting the enzyme phosphomannose isomerase
(PMI).[31] This enzyme is essential for the synthesis of
the cell wall and without it phosphate, glutamine,
and other nutrients are released from the cells. Phos-
phomannose isomerase was not inhibited by silver in
E. coli cultures.[31] In a wound environment, silver
combines with proteins, cell surface receptors, and
wound debris.[31]

It has been suggested that some nanocrystalline
silver products release a cluster of silver ions and
radicals, which are highly antibacterial because of
unpaired electrons in outer orbitals. Silver and silver
radicals released from these products are reported to
act by impairing electron transport, inactivating bac-
terial DNA, cell membrane damage, and binding and
precipitation of insoluble complexes.[32]

Advanced wound management products containing
silver have been developed to treat difficult-to-heal
wounds, chronic ulcers, and extensive burns. Odor
absorbing dressings adsorb polarized bacteria onto
the surface of the charcoal cloth used in the formu-
lation. The silver present in the dressing exerts a bac-
tericidal effect that gradually diminishes as wound
exudate saturates the material.

Silicones

Silicones are long chain polymers comprised of alter-
nate atoms of silicone and oxygen with organic groups
attached to the silicon atoms. The degree of polymeri-
zation determines the physical form of the silicone.
Soft silicones are a particular family of solid silicones
that are soft and tacky. These properties enable them
to adhere to dry surfaces. A soft silicone dressing is
coated with soft silicone as an adhesive or wound con-
tact layer and may be removed without trauma to the
wound or surrounding skin. Silicone dressings have
been used clinically as an alternative to paraffin gauze
for the fixation of pediatric skin grafts where it was
found that changing the outer absorbent dressing
was painless as was the removal of the silicone
dressing itself so that no analgesia or anesthesia was
required.[33]

Generally, silicone dressings have a porous, semi-
transparent wound contact layer consisting of a flex-
ible, polyamide net that is coated with silicone. The
dressing is non-absorbent but the pores within its
matrix allow the passage of exudate from the wound
to the secondary dressing. Its use is limited to minor
skin grafts because the dressing requires a margin of
healthy skin for application of at least 2 cm surround-
ing the wound.

Silicone dressings have also been used to manage
wounds generated by radiotherapy, fingertip injuries,
severe mycosis fungoides, and epidermolysis bullosa.

The silicone material needs to be kept in intimate
contact with the surface of the wound to function
effectively which means that wounds in convex areas
present few problems whereas those on concave,
jointed, or contoured areas need adequate padding to
be applied to exclude voids beneath the dressing where
exudate could accumulate. As silicone is an inert
material, it has been shown that, where clinically indi-
cated, topical steroids or antimicrobial agents can be
applied either over or under the silicone material with-
out diminishing their efficacy.

There have been reports indicating that use of sili-
cone dressings leads to improvements in the appear-
ance (scar size, erythema, elasticity) and symptoms
(pruritis, burning pain) after application to hyper-
trophic scars and keloids.[34] Silicone dressings are
thought to effect this by promoting hydration of the
scar and applying pressure, thereby flattening
scar tissue, increasing wound elasticity, and reducing
discoloration.

Tissue Adhesives

Tissue adhesives are formulated from cyanoacrylate
compounds such as bucrylate, enbucrilate, or mecry-
late which polymerize in an exothermic reaction on
contact with a fluid or basic substance to form a
strong, flexible, and waterproof bond. They are synthe-
sized by reacting formaldehyde with alkyl cyanoacetate
to obtain a prepolymer, which may be depolarized to a
liquid monomer by heat. This monomer may then be
modified by altering the alkoxycarbonyl (–COOR)
group of the molecule to give compounds of different
chain lengths.

Tissue adhesives are generally applied to simple
lacerations where they give similar cosmetic results
to suturing. It is essential that the wound edges are
accurately apposed to ensure that no adhesive passes
between them. There have been no reports of carcino-
genicity or toxicity when they are used topically. They
should not be used over joints as repetitive movement
will cause the adhesive to peel off.

BIODRESSINGS

Biodressings are composed of materials almost exclus-
ively originating from living tissue and are said to
‘‘participate actively and beneficially in the biochemis-
try and cellular activity of wound ‘‘healing.’’[35]

They can be identified as biological dressings and
biosynthetic dressings and the biological dressings
can be further subdivided into natural or cultured—
depending upon their origin.
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Collagen Dressings (Biosynthetic Dressings)

These dressings are formed from denatured collagen
peptides derived from pigskin and purified bovine hide
collagen cross-linked with the glycosaminoglycan,
chondroitin-6-sulfate, and freeze dried. When applied
to damaged tissue, the dressings stimulate the produc-
tion of fibroblasts and endothelial cells whilst acceler-
ating the migration of epithelial cells. These biological
components are combined with silicone elastomers to
control moisture vapor loss during the accelerated
growth period.[36]

The bovine material used for the extraction of the
Type 1 collagen used in these dressings is non-antigenic
due to enzymatic purification. The bovine Type 1 col-
lagen is in a triple helical form and may be combined
with oxidized, regenerated cellulose. The collagen helix
may be attached to a non-adherent backing and, there-
fore, these materials require a secondary dressing.
Addition of collagen to a wound bed may accelerate
wound repair by the provision of a matrix for cellular
migration.[14]

They are available as sheets, particles, pastes, or gels
and the dry materials absorb exudate to form a gel.
One manufacturer has incorporated 10% alginate in
the dressing formulation. These dressings are recom-
mended for use on any recalcitrant wound free from
necrotic tissue and showing no signs of infection.

‘‘Natural’’ Biological Dressings

Autologous (self) skin is harvested from a healthy area
of the patient’s body and transferred to the wound,
generally a burn. The procedure leaves a second injury
or donor site. The advantages of non-allergenicity,
non-toxicity, non-pyrogenicity, and direct incorpor-
ation into the healed area with the overall performance
parameters of intact skin make this the dressing of
choice.

Skin harvested from fresh cadavers and used as an
allograft is a possible alternative to autologous skin.
This skin undergoes processing to remove fibroblasts,
endothelial cells, and epidermis, which would stimulate
an immune response. The resulting product is an acel-
lular, dermal collagen matrix which is immunologically
inert but retains elastin, proteoglycans, and the base-
ment membrane complex.[36]

Porcine Skin

Sterile, denatured lyophilized skin of porcine origin is
produced and consists of the dermal and/or epidermal
layers. The material is reconstituted by immersion in

sterile water or saline before being applied dermal side
to the wound. It is used as a temporary dressing in
burns and ulcers, particularly where a site is being
prepared for grafting.

‘‘Cultured’’ Biological Dressings

Cultured biological dressings are derived from mam-
malian cell culture procedures which facilitate the
development of sheets of cells derived from a few of
the patients’ own epidermal cells. Cultured human
keratinocytes form cultured epithelial grafts that are
not bioengineered tissues but are cultured cell products
with limited use. These cultures may be regarded as a
precursor which has led to the development of other
products through bioengineering.[36]

Bilayered Skin Equivalent

A bilayered composite skin equivalent has been
developed with a viable dermis and epidermis. The epi-
dermis is composed from cornified differentiated kera-
tinocytes and a dermal matrix composed of a collagen
lattice containing viable fibroblasts. Its cellular compo-
nents assist with wound closure through stimulation of
the wound bed. The outer layer of the differentiated
bilayered skin equivalent, the stratum corneum, acts
as a specialized vapor permeable membrane and pro-
tective outer barrier.[36]

Human Dermal Replacement

This material requires cultivation of human diploid
fibroblasts on a three-dimensional polymer scaffold.
The cells are derived from newborn foreskin and are
living cells which are metabolically active following
implantation into the wound bed.[36]

Hyaluronic Acid

Vapor permeable adhesive films derived from materials
found in some tissues are being used more commonly
in wound management. Most of the available films
are composed of industrially manufactured and puri-
fied benzyl ester derivatives of hyaluronic acid and
may be used for direct application to wounds such as
diabetic foot ulcers or venous leg ulcers or as scaffolds
for the cultivation of fibroblasts and keratinocytes for
further transplantation.
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BIOACTIVE DRESSINGS

The introduction described the performance param-
eters of interactive dressings that distinguished them
from the passive products. Current developments have
confirmed that the next generation of products will
participate ‘‘actively’’ in the wound healing process
by contributing growth hormones, chemotactic agents,
angiogenic agents, and other growth factors either in a
depot release mode or as sequentially released com-
pound[37] as well as controlling the microenvironment
surrounding the wound.

Each wound management product will eventually
be designed to meet the environmental, nutritional,
and growth requirements of particular wound types
and will probably be based on those ‘‘biodressings’’
described above. The group will be designated bioac-
tive wound management products.[38] Bioactive dres-
sings already include such materials as antimicrobial
dressings, single component products of biological ori-
gin, and combinations of both these. These ‘‘biodres-
sings’’ must be the precursors for the development of
many more exciting products that will improve the
morbidity of wound healing to the advantage of both
patient and clinician.

CONCLUSIONS

The content of this entry has been restricted to pro-
ducts in direct contact with the wound. There are many
other products outside this limitation used successfully
for wound management. These include surgical
adhesive tapes and non-extensible, conforming, and
elastic net bandages, used to retain dressings in pos-
ition, and the extensible bandages which may vary
from the light support and compression products for
the management of sprains and strains and the preven-
tion of edema, to the high compression bandages used
either alone or superimposed on various dressings to
apply pressure to a limb.
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Drug Abuse

Richard B. Seymour
David E. Smith
Haight Ashbury Free Clinics, San Francisco, California, U.S.A.

INTRODUCTION

Drug abuse may manifest at one of several different
levels. Habituation involves a distinct and possibly
harmful pattern of use. Drug abuse has been defined
as a pattern of problem use that results in health con-
sequences, social problems, or both. Drug addiction is
a chronic disease of the brain that involves relapse,
progressive development, and the potential for fatality
if not treated. Addiction cannot be cured but can be
brought into remission through a program of treat-
ment, abstinence from all psychoactive substances,
and supported recovery. In general, the drugs involved
in abuse of drugs are within the grouping of ‘‘psy-
choactive’’ drugs. These are substances that have their
primary effect on the brain and central nervous system
(CNS) and include opioids, sedative–hypnotics, stimu-
lants, and hallucinogens. Recent additions include
performance-enhancing drugs, such as steroids, and com-
binations producing the effects of several drug groups.

LEVEL OF DRUG USE AND ABUSE

Inaba and Cohen[1] list six levels of drug use and abuse.
These are: 1) abstinence; 2) experimentation; 3)social/
recreational; 4) habituation; 5) drug abuse; and 6)
addiction. These levels may not be progressive from
one to the next, but will indicate in a progression con-
text if the individual is developing a drug problem.

Abstinence

Abstinence means no use of psychoactive substances.
However, in our culture, or for that matter in any cul-
ture, psychoactive substances are virtually impossible
to avoid. Nearly all of us have experienced pain medi-
cation. Most soft drinks, tea, and, of course, coffee
contain caffeine, a potent stimulant. Yet, individuals
who partake of these will consider themselves abstinent
and with few exceptions this use is marginal to the
point of not being worth consideration.

In terms of potential drug abuse or addiction, the
nominally abstinent person is in little danger. Develop-
ment of abuse requires the initial use of potent
drugs. Addiction may involve a genetic vulnerability,
but it also requires an environment that is conductive
to initial use, and that will be lacking in the consis-
tently abstinent individual, so long as he or she remains
abstinent.

Drug Experimentation

Experimentation usually ensues when the individual
becomes curious about a drug’s effects or is influenced
to try a drug by relatives, friends, coworkers or such
cues as advertising and word of mouth. Many young
people in the late 1950s and early 1960s tried mari-
juana when it was offered to them. Although all they
may have heard about the drug in school, from par-
ents, teachers, and other authority figures was highly
negative regarding the drug, they were curious as to
its effects and that curiosity overrode the warnings that
they had received.

Experimentation, however, involves no pattern of
use and usually minimal negative consequences. The
individual may use on occasion as the occasion pres-
ents itself, but there is no drug-seeking behavior, and
the consequences are minimal. There are exceptions,
however, and these may include:

� Using a large amount, such as binge drinking in
high school or college under peer pressure, that
results in accident, injury, or illness.

� An extreme physical reaction to a small amount of
drug via an allergy or idiosyncratic reaction.

� Aggravation or triggering of a pre-existing physical
or mental condition.

� Use during pregnancy.
� Use resulting in legal problems such as an arrest for

possession or loss of a job after failing a drug test or.
� An addictive response from individuals with a very

high susceptibility to compulsive use triggering
immediate abuse or addiction.
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Social or Recreational Use

With social or recreational use, the individual does
seek out the drug or the situation in which the drug
is used. However, there is no established pattern. Drug
use is irregular, infrequent, and still has minimal
impact on the individual’s life. All of the possible
exceptions listed in the preceding paragraph apply,
with perhaps a greater chance given that drug-seeking
behavior has become part of the pattern.

Drug Habituation

A definite pattern of use is apparent in habituation.
This category includes the individual who needs a
cup of coffee to kick-start the day, or a martini on
arriving home to relax and end the day. So long as
no real harm to others or oneself is taking place, this
sort of consistent drug use can be considered habitu-
ation. This is the point, however, where use is apt to
slide over into abuse. Habituation indicates that the
user has lost some control over the drug, that use has
become a habit, and with a nudge could become a
bad habit.

Drug Abuse

Drug abuse can be transient: the product of stress, the
acting out of social and cultural patterns, the response
to overwhelming circumstances, or the need to per-
form. Examples may include taking a sedative to turn
off and go to sleep after a hard day’s work with a lot of
mental but no physical exercise; doing cocaine or other
stimulants to cope with a 24/7 lifestyle; having a
weekly night out with the guys or staying over at the
pub with coworkers on the way home; getting drunk
to deal with a crisis one does not really want to face;
or using steroids to bulk up for a professional sporting
competition.

On the other hand, it can become chronic. Abuse
behavior takes place on a regular basis, no matter what
the circumstances. The behavior has become ingrained
and part of the abuser’s routine, such as the individual
who must have a cigarette as soon as he or she wakes
up in the morning, talks on the phone, and sits down to
a meal, etc. As of yet, the problem is not addiction.

Drug Addiction

Drug addiction is a disease of the brain that is charac-
terized by compulsion, loss of control, and continued
use despite adverse consequences. Inaba and Cohen[1]

define compulsion as ‘‘H spent most of their time either

using, getting, or thinking about the drug’’ as the step
between abuse and addiction. Seymour and Smith[2]

consider ‘‘loss of control’’ the pivital point. In the
recovering community, that is the point where the user
turns from a cucumber into a pickle.

Addictive disease is characterized by compulsive use
of one or more drugs and loss of control over that use.
Here, we have the individual who goes out, swears he
or she will have no more than two beers and instead
gets very drunk, has a blackout, and cannot remember
getting home. Continued use despite adverse conse-
quences can include the businessman who continues
to use cocaine even after losing family, posessions,
and business, or the person who smokes two to three
packs of cigarettes a day despite having lung cancer.

Addiction is progressive and can be fatal if not
treated. It is incurable in that the addict cannot go
back to non-compulsive, non-out-of-control use. In the
recovering community, it is said that a cucumber can
continue to be a cucumber, but once it becomes a pickle,
it cannot go back to being a cucumber. Although incur-
able, the disease can, however, be brought into remission
via abstinence from all psychoactive substances and
a program of supported recovery.

Abstinence on its own is not enough for the addict.
Addiction is a function of the lower brain and cannot
be controlled by force of will. Craving will wear down
the addict’s resolve and in an attempt to resist can cre-
ate a rigidity known in the field as ‘‘white-knuckle
sobriety,’’ in which the abstinent addict is clinging so
hard that it is like the driver with such a grip on the
wheel that his or her knuckles are bloodless. That is
no way to drive a car or to maintain recovery from
addiction. Recovery for the addict is a lifelong under-
taking and requires help.[3]

THE NATURE OF PSYCHOACTIVE DRUGS

Psychoactive drugs are substances that are chemically
similar to chemicals that occur naturally in the human
brain and act as neurotransmitters of information
between brain cells. Because of the similarity, these
chemicals are able to pass through the blood–brain
barrier that exists to protect the brain from foreign
materials. Once in the brain, all psychoactive drugs
produce their effects by stimulating the release, inhibit-
ing the release, blocking the reuptake, or imitating the
brain’s own neurotransmitters. Often, in such actions
as producing pleasure, relief from pain or inhibitions,
or anxiety, these drugs perform more rapidly and effec-
tively than the endogenous substances. That is the
primary appeal of these drugs. People use them
because they work. They produce the desired results,
at least for the short term.
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THE PSYCHOACTIVE DRUG CATEGORIES

With a few notable exceptions, the bulk of psychoac-
tive drugs that are abused by human beings fall into
four general categories. These categories are: 1)opioid/
analgesic drugs; 2) sedative–hypnotic drugs; 3) stimu-
lant drugs; and 4) hallucinogenic drugs. There are drugs
of abuse that either fall outside these basic categories,
such as ether and other general anesthetics and steroids,
or are considered to have attributes of more than one
category, and these include the stimulant hallucinogens.
Although the effects of psychoactive drugs may vary,
they do have several things in common:

� Their principle action is in the brain and CNS, and
they are therefore also referred to in the literature as
‘‘CNS’’ drugs.

� They are able to cross the blood–brain barrier that
usually protects the brain from foreign substances
because they resemble chemicals that are indigen-
ous to the brain.

� They all act by stimulating, depressing, or imitating
neurotransmitters that are native to the human
brain and

� They all produce some form of disinhibition
euphoria while they are active in the brain. It is this
disinhibition euphoria that tends to be the most
alluring general quality of psychoactive drugs.

Opioid Drugs

The narcotic/analgesic drugs have been used medically
for pain relief and have been abused primarily for their
ability to induce a state of euphoria and control pain.
Historical accounts of opium extend to Assyrian depic-
tion’s of goddesses with poppy pods growing out of
their heads from around 4000 BC. Opium smoking
became endemic in China in the 19th century after
the British began exporting the drug from large hold-
ings in India. In Britain, opium pills of 2–3 grains were
easily available from apothecaries well into the 20th
century. These and the tincture of opium, laudanum,
are thought to have addicted many British writers
and artists of the ‘‘romantic’’ and ‘‘pre-Raphaelite’’
periods. In the United States, opium and cocaine were
often combined in patent medicine and tonics sold
by traveling ‘‘snake-oil salesmen’’ in rural areas. The
typical turn of the century opioid abuser was ‘‘a middle-
aged, middle-class white woman with children.’’

Natural opioids, that is, opioids extracted directly
from opium include codeine—used for dental and
other postoperative pain; laudanum, paregoric—a mild
tincture of opium mixed with camphor and used prima-
rily for control of diarrhea; and morphine. Heroin is a
partial synthetic that combines morphine and diacetyl

acid. There are a number of synthetic opioids, includ-
ing the highly powerful fentanyl (Sublimaze�),
methadone—used in morphine and heroin addiction
treatment, and such pain control mainstays as meperi-
dine (Demerol�), hydromorphone (Dilaudid�), and
oxycodone (Percodan�).

Medical use of opioids

Both natural and synthetic opioids are now, as they
have been throughout medical history, the primary
means of providing relief from pain and anticipatory
anxiety. Along with analgesia, they induce a corre-
sponding state of well-being or euphoria and at high
doses somnolence, sometimes referred to as twilight
sleep. They can also provide a sense of being immune
to the effects of environmental and psychic distress,
what street users refer to as ‘‘being in the wicker basket.’’
Opioid drugs can also be effective in controlling diarrhea
and coughing.

How opioids work

The molecular structure of opioids is similar to that of
certain neurotransmitters that occur naturally in the
brain. Because of the similarities, these drugs are able
to cross the blood–brain barrier and able to occupy
receptor sites used by these neurotransmitters. The
brain substances are called endorphins, which is short
for endogenous morphines. The endorphins are what
provide our natural pain control.

If we consider pain to be a signal that something is
wrong, then endorphins are the internal means of med-
iating that signal. The subjective sequence is more or
less as follows: Say you hit your thumb with a hammer.
Intense pain. The brain receives the message, ‘‘Stop hit-
ting yourself on the thumb with that hammer!’’ You
jump around and yell a bit. It really hurts. After a
while, however, you may still feel some surface pain
from damaged thumb tissue, but the intense initial pain
is gone. The endorphins that the pain released in the
brain have attached to receptor sites that have discon-
nected the acute pain signal to your CNS, and even
given you a little sense of euphoria.

Non-medical use and abuse

Opioid drugs provide a vastly amplified version of
what the internal pain management messengers pro-
vide. Beyond that, the use of opioid drugs gives the
addict access to the reinforcement reward system, nor-
mally reserved to reward the performance of species-
specific survival behaviors. That access provides the
user with an experience that the brain equates with
profoundly important events like eating, drinking,
and sex. As a consequence, opioid use becomes an
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acquired drive state that permeates all aspects of
human life. This quality makes these drugs prime can-
didates for non-medical use and abuse. Non-medical
use often involves self-medication and can be a result
of medical misprescribing. Chronic pain sufferers, for
example, may seek out street opioids to provide
ongoing relief in situations in which they have been
underprescribed for pain medication.

Whether iatrogenic in nature or developed on the
street within a drug subculture, addiction to opioid
drugs can occur with any drug in this category. Street
users generally gravitate toward morphine and heroin,
available through illicit dealers. Middle-class addicts
and health professionals find prescription opioids more
available to them. However, that can change over time
and with changes in user status and drug availability.

Ingestion of opioids

Opioids may be taken orally in pill or liquid form, such
as codeine or the many opioid-based prescription
cough and diarrhea medications. They may be injected
under the skin (skin popping), intramuscularly or
intravenously. Injection has the added attraction of
producing a ‘‘rush,’’ i.e., a relatively immediate drug
reaction that has been described by users as being like
a full body orgasm. Intravenous injection is said to
produce the most intense rush. Given the expense
and the frequent difficulty in obtaining opioids and
the often low potency of street drugs, economy of
delivery is often a consideration. Injection provides
the least waste of drug in that the substance is intro-
duced quickly into the bloodstream without previous
evaporation or metabolization taking place. With
higher potency heroin, however, smoking or ‘‘chasing
the dragon’’ is often the choice. Smoking actually is
the most rapid system for delivering opioids or any
other drug to the brain, even faster than intravenous
injection. Further, in light of AIDS, hepatitis C, and
other illnesses that can be communicated by needle
sharing, smoking is seen by users who can afford
high-quality opioids as the safest use—and often seen
by them as non-addicting.

Physical dependence

Opioid users are subject to the classic symptoms of
physical dependence. These are increasing tolerance
and the onset of physical withdrawal symptoms. Toler-
ance involves needing more of the drug as time passes
to achieve the same desired results. Physical with-
drawal can initiate within hours of the last use and
consists of a cluster of flu-like symptoms. Withdrawal
is mediated by neural pathways separate from those
involving the reward system, causing withdrawal events
to be perceived as life-threatening, and subsequent

physiological and psychological reactions often lead
to renewed opioid use. Withdrawal can be a tremendous
force for continuing use, often at any cost.[4]

Sedative–Hypnotic Drugs, Including Alcohol

Sedative–hypnotic drugs and anxiolytic drugs are CNS
depressants that are used medically to reduce anxiety
and/or induce sleep. They may also be used as anticon-
vulsants. Phenobarbital, for example, is often the
maintenance drug of choice for seizure-prone indivi-
duals. In general, the sedative–hypnotic family of drugs
includes alcohol, barbiturates, benzodiazepines, and
such barbiturate-like drugs as chloral hydrate, glutethi-
mide, meprobamate, and methaqualone.

The history of sedative–hypnotic
drugs in medicine

The history of sedative–hypnotic drugs is one of
attempts to find a drug or family of drugs that pro-
duces the desired effects without the risk of dependence
and debilitating or life-threatening side effects and
overdoses. In the 19th century, anxiety and insomnia
were treated with opiates, bromide salts, chloral
hydrate (developed in 1869), paraldehyde (developed
in 1882), and alcohol. Each of these substances had
its problems. The bromides could cause chronic bro-
mide poisoning; many patients refused to take alcohol;
and chloral hydrate and paraldehyde had objection-
able taste and smell. As a result, the development of
barbiturates was hailed as a major breakthrough.

Barbiturates

Barbiturates are all derived from barbituric acid, first
obtained from uric acid and synthesized in Germany
by Dr. Adolf van Baeyer in 1864. Conrad and Guthzeit
synthesized the first barbiturate, 5,5-diethylbarbituric
acid (barbital) in 1882. In 1903, Emile Fischer and
Baron Josef von Mering introduced barbital into clini-
cal medicine under the trade name Veronal�. Pheno-
barbital, which has remained the ‘‘model T’’ of
barbiturates, first appeared on the market in 1912 as
Luminal�. Unfortunately, intoxication with barbitu-
rates is qualitatively similar to intoxication with alco-
hol and produced similar problems of abuse.

Benzodiazepines

A family of CNS depressants that has gained wide
acceptance and use in the medical community is the
benzodiazepines. These drugs, also called the minor
tranquilizers, have been developed over the past 30
years, starting with chlordiazepoxide (Librium�),

Drug Abuse 1041



D
osage–D

rug
D

elivery
S

ystem
s

quickly followed by diazepam (Valium�). Since then, a
variety of benzodiazepines has been synthesized,
including alprazolam (Xanax�) and triazolam
(Halcion�). Benzodiazepines may differ in duration
of effects and specific indications, but they are all
cross-tolerant and chemically similar.

Major tranquilizers

Major tranquilizers like the phenothiazines, which
include chlorpromazine (Thorazine�), are not usually
subject to recreational-type abuse. Problems with these
drugs most often involve misprescription or lack of
understanding of their effects by health professionals.
They are not considered to be addictive, and although
a few deaths have been attributed to the ingestion of
them at high doses, it is difficult to use them to commit
suicide. The most notable problem with these drugs is the
development of extrapyramidal symptoms, including
facial and other abnormal movements of the head and
neck, as well as such Parkinson syndrome-like symptoms
as tremor at rest, rigidity, and shuffling walk.

Alcohol

Although its systemically administered medical uses
have been limited to the treatment of methanol and
ethylene glycol poisoning, alcohol is an excellent sol-
vent and is used as a vehicle in many pharmaceutical
formulations. It is also used topically as a disinfectant
and to reduce fever through evaporation. Medieval
alchemists considered it to be the ‘‘elixir of life,’’ a title
that has survived in certain European fruit brandies
called collectively eau de vie.

Although some cultures have expressly forbidden
the use of alcohol (particularly some but not all
Muslim cultures), most peoples have embraced this
drug, giving themselves permission to use it ceremo-
nially and recreationally, at least in moderate quanti-
ties. At the same time, alcoholism or alcohol
addiction is considered to be a worldwide problem,
and most cultures invoke sanctions against behavior
related to alcohol overuse, such as drunk driving.

As a recreational substance, alcohol is second only
to caffeine in worldwide use and second only to
tobacco in health costs from abuse. In recent years,
the American public has received a mixed message on
alcohol’s health benefits and deficits. Wine is said to
help protect ‘‘moderate’’ drinkers from heart disease,
but at the same time, alcoholism is responsible for
more substance-related deaths than all other psychoac-
tive drugs combined, with the exception of tobacco.
Although there are few pharmacotherapies for alcohol-
ism and alcohol abuse, a multimillion dollar project
has been funded at the University of California at
San Francisco by Gallo Wine and the state of

California to study alcohol neurochemistry and, if
possible, to develop a cure for alcoholism. Remission
from alcohol addiction was the aim of a fellowship
developed in the mid-1930s, Alcoholics Anonymous,
which today has a worldwide membership numbered
in the millions.

Alcohol is usually imbibed in liquid forms such as
beer, wine, brandy, and hard liquor, etc. The type of
alcohol commonly consumed is known as ‘‘ethanol.’’
It is rapidly and efficiently absorbed into the blood-
stream from the stomach, small intestine, and colon.
Recent studies have suggested that women have a more
efficient absorption than men. In the bloodstream,
alcohol is distributed to all parts of the body, including
the fetus(es) of pregnant women. Alcohol is metabo-
lized in the liver and converted to acetaldehyde by
the action of alcohol dehydrogenase (ADH) and other
oxidizing agents at a relatively constant rate.

Adverse effects

The effects of sedative–hypnotic overdose or intoxi-
cation are similar for all drugs in this class. Ethanol
acts as a classic sedative hypnotic drug, although the
quality of sleep may be reduced by its ingestion. Intoxi-
cation works to decrease most mental and physical
acuity, causing lapses in judgment, unsteady gait,
slurred speech, slowed reactions, and mechanical dif-
ficulty. Blackouts, that is, continuing to function phy-
sically while being mentally disengaged, can occur as
tissue dependence develops. Blackouts can be parti-
cularly dangerous in that users may forget how many
pills they have taken and dose themselves into inadver-
tent overdoses. The degree of disinhibition euphoria
can rapidly shift to dysphoria or even rage reactions
with violent acting-out. In advanced stages, the intoxi-
cated individual may pass out or, in extreme cases,
lapse into a coma requiring emergency resuscitation.
Acute intoxication to any sedative–hypnotic can be a
life-threatening event.

Chronic abuse

The effects of chronic abuse can include memory
impairment and chronic cognitive and psychomotor
impairment. Tolerance develops to these drugs as the
liver becomes more efficient in processing these drugs;
however, the potential for a fatal overdose remains the
same for these drugs. That means, as the sedative–
hypnotic abuser needs and uses more of the drug, he
or she comes closer and closer to a potential fatal
overdose. Further, as a user gets older, age-dependent
tolerance also occurs, in that the effect of a sedative–
hypnotic on a 50-yr-old can be 5–10 times stronger
than the same dose on a 20-yr-old.
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Cross-tolerance and cross-dependence

Cross-tolerance means that tolerance to any sedative–
hypnotic drug will extend to other drugs in the same
class. Cross-dependency means that use of any drug
in this class, or any opioid drug will enhance the effects
and abusers may turn to other drugs in either category
to either supplement their drugs of choice or stand in
for them if they are not readily available.

Synergy and its dangers

Synergism can occur when more than one depressant
drug, including alcohol, is used at the same time. In
combination, that can cause a much greater reaction
than the simple sum of effects. The liver tends to be
choosy about what it metabolizes first. For example,
diazepam is considered a relatively safe drug from
the standpoint of being difficult to overdose on. How-
ever, if alcohol and diazepam (Valium) are taken
together, the liver becomes busy metabolizing the alco-
hol, and the diazepam passes through to the brain at
full strength. The result can be blackouts—resulting
in even more use if the individual is medicating and
forgets having already taken his or her medication,
and extreme respiratory depression. These synergistic
effects result in more than 4000 deaths a year and
almost 50,000 emergency room visits for adverse
multiple drug reactions.[1]

How they work

Benzodiazepines, barbiturates, and alcohol act by
stereospecifically binding to recently discovered recep-
tors in the CNS. The effects of CNS-effective sedative–
hypnotics have generally been linked to this complex,
which also contains the receptor for g-aminobutyric
acid (GABA), the major inhibitory neurotransmitter
in the brain and the chloride ion channel, through
which chloride ions pass.[5]

GABA receptors are the primary site of action for
benzodiazepines in a highly complex process, but one
that gives rise to the possibility of developing benzo-
diazepine agonists, antagonists, and inverse agonists.
Benzodiazepine antagonists, such as RO15-1788 or
flumazenil, may provide treatment options for both
overdose and chronic abuse.

The Nature of Stimulant Drugs

Beyond the obvious of being stimulants rather than
depressants, CNS stimulants have some basic differ-
ences from the two preceding groups of psycho-
active substances. Although CNS stimulants can
produce addiction, their users do not develop a steadily

increasing tolerance. Instead, as ‘‘presynaptic’’ drugs,
they exhaust the brain’s own supply of stimulant neu-
rotransmitters within the sympathic system. This
results in a binge pattern of use in which the user is
forced to stop intense use periodically when the drugs
no longer produce their desired effects so that the brain
can replenish its supply of sympathic transmitters.

The most common stimulant drugs are caffeine
and nicotine, and their use is virtually worldwide. In
recent years, the deleterious effects of nicotine have
come under increasing scrutiny, particularly in the
United States, where it has been recognized that
tobacco is responsible for at least 400,000 deaths
per year. At the same time that nicotine is being
increasingly censured, caffeine is enjoying what seems
to be an ever-increasing popularity. Perhaps this is
because with increasing public health attention to the
dangers of both tobacco and alcohol, it is the one
remaining CNS drug that most people feel okay about
using. Coffee shops have become the social centers of
our society, and the market is increasingly dominated
by chains that provide a wide variety of coffee
products.

Caffeine

In general, coffee, tea, mate�, Coca-Cola�, and other
sodas are so ubiquitous that people rarely think of
them as drugs. Aside from individuals who are hyper-
sensitive to caffeine, the controversy continues on
whether caffeine itself is harmful or helpful to the
people who use it. There is no doubt that caffeine is
a CNS drug. It is well known that many individuals
are physically dependent on its daily use and will exhi-
bit withdrawal symptoms, including headache and dis-
orientation, if their use is abruptly stopped. On the
other hand, aside from the spiraling cost of cappucci-
nos, it may be hard to specify adverse consequences
to the use of caffeine.

Writers such as Andrew Weil, M.D.[6], in his germi-
nal book The Natural Mind, often contend that indi-
genous psychoactive substances used within cultural
boundaries enhance rather than endanger the lives of
their users. Plant stimulants, such as khat in Africa
and the Near East and coca leaf-chewing in the South
American highlands, are the most often cited as
providing vitamins missing in the regional meager diets
and needed stimulation for the hardscrabble existence
of their users.

In teaching courses on drug abuse treatment to
health professionals who may have had no personal
experience with drug use and have a hard time under-
standing the compulsion involved, Richard Seymour
asks how many are habitual coffee drinkers. Most
hands usually go up. He then says, ‘‘Think about
how you feel if you can’t get your first cup of coffee
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in the morning and then multiply that. That’s how the
compulsive stimulant drug user feels.’’

Other CNS stimulants

A drug similar in structure and effect to the ampheta-
mines, methylphenidate (Ritalin�), and phenylpropa-
nolamine, a stimulant vasoconstrictor that shows up
in many cough and cold remedies, should also be
mentioned. The most insidiously dangerous stimulant,
nicotine as found in tobacco, is discussed briefly as well.

Cocaine

Cocaine is derived from the coca leaf, which has been
chewed for its stimulant qualities by dwellers in the
South American highlands since prehistoric times.
When Spanish conquistadors first encountered the
Inca Empire of Peru, coca leaves were a means of
exchange controlled by the emperor himself. It is some-
thing of a miracle that coca leaf-chewing was not
imported to Europe along with tobacco use at that
time. And cocaine was not medically extracted from
the leaf until 1860. Once the strong stimulant was iso-
lated, however, it came into multiple use throughout
Euro-American culture. Cocaine formed the original
basis for coca-cola and could be found by itself or in
combination with opium in a variety of quasimedical
elixirs and tonics. Its use was recommended for the
treatment of asthma, hay fever, fatigue, and at least a
dozen other ailments. Sigmund Freud made frequent
use of it, both personally and in his practice, and was
involved in what may have been the first case of iatro-
genic cocaine addiction. The most common use by
serious abusers was by injection. Often cocaine was
injected in a combination with morphine or heroin,
called a ‘‘speedball.’’ By the early years of the 20th
century, cocaine abuse had become serious enough in
the United States for that drug to be included with
heroin in the 1914 Harrison Narcotic Act.

Today, cocaine appears in several forms: coca leaf,
liquid, powdered cocaine hydrochloride, purified free-
base, and crack and can be chewed, insufflated, or
snorted into the nose, injected (with or without
opioids), or smoked.

Amphetamine and methamphetamine

Amphetamines are a 20th century development that
first came into general medical use in the 1930s for a
wide variety of medical conditions. During World
War II, amphetamines were provided in large quanti-
ties to combat troops and bomber crews who had to
stay awake and alert for long periods. After the war,
production of these drugs remained high in most
of the combatant countries, and they were readily

prescribed by physicians for everything from
depression to prefinals fatigue in college students.
The first serious outbreaks of amphetamine abuse
occurred in Japan, where stockpiles of the drug
remained at the end of the war, and in Sweden.
Although some abuse had existed in the United States,
the first postwar outbreak of stimulant abuse took the
form of high-dose intravenous methamphetamine
abuse between 1968 and 1969.

Stimulant drug pharmacology

Unlike opioid drugs, which work by imitating the
indigenous morphines (endorphins) and attaching
directly to the endorphin receptor sites, stimulant
drugs produce their effects by acting as sympathomi-
metic agents and thereby stimulating the release of
sympathic neurotransmitters in the brain. The normal
function of these sympathic agents is to implement
our ‘‘fight-or-flight’’ response by constricting blood
vessels (vasoconstriction), increasing pulse rate and
heart rate, increasing temperature (hyperthermia),
and in general increasing alertness and response. These
energy agents are also directly connected with the
brain’s reward/pleasure center; thus, the satisfaction
from using stimulants can be intense. One professional
ball player who was introduced to cocaine at the height
of his career said that the feeling from the drug was the
same feeling he got when an entire stadium was on its
feet shouting his name.

Nicotine

Tobacco, the primary source of nicotine, was used cer-
emonially in both pre- and post-Columbian America,
imported to Europe where it was both embraced and
reviled as a recreational drug, condemned by the court
of James I of England, and today may be responsible
for more than 400,000 deaths a year in the United
States alone. Contrary to popular belief, although
nicotine may help focus attention, it interferes with
complex brain functions including access to long-term
memory and the performing of multiple attention
tasks.

Nicotine and the other ingredients in tobacco have
been cited as causing a variety of fatal illnesses. A
study by the Centers for Disease Control and Preven-
tion (CDC) in 1991 listed the causes of death related
to smoking with annual death toll as follows: (cardio-
vascular) heart disease, 150,000; stroke, 26,000; other,
24,000; (cancer) lung, 112,000; other, 31,000; (non-
malignant pulmonary disease) chronic obstructive
pulmonary disease, 62,000; other, including pneumonia
and influenza, 21,000; for a total of 426,000 fatalities a
year directly attributable to tobacco. Further, the CDC
points out that tobacco is also responsible for an annual
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death rate of 53,000 per year among nonsmokers affec-
ted by smoke in their immediate environment.

Pharmacologically, tolerance to tobacco develops
quickly but once established, levels of smoking may
remain about the same throughout one’s smoking
career. A withdrawal syndrome has been well estab-
lished. Withdrawal symptoms may vary but can
include craving for nicotine, irritability, frustration,
anger, anxiety, depression, difficulty in concentrating,
restlessness, and increased appetite. Although nicotine
withdrawal is highly distressing and may continue for
weeks, the compulsion to resume use may remain high
for an extended period of time, and weight gain may be
daunting, but it is not life threatening. However, detox-
ification can be an extenuated process of reversing
neuronal adaptation to nicotine.

Although nicotine is also absorbed into the blood-
stream through chewing and the use of snuff, inhaling
cigarette smoke provides the most rapid brain access.
Nicotine can also be absorbed through the skin, facil-
itating the use of skin patches. It is readily absorbed
through the stomach, but first-pass digestion in the
liver greatly decreases the amount reaching the brain
from the stomach. Patients using nicotine gum are,
therefore, now advised to mix the gum with saliva
and lodge it between cheek and gum to facilitate
absorption through the buccal mucosa.

Use of tobacco is bolstered by the positive reinforce-
ment of producing euphoria and maintained by the
negative of rapid-onset withdrawal symptoms as soon
as nicotine levels decline below the brain’s accustomed
levels that are quickly relieved by the ingestion of nicotine.

The effects of amphetamine/methamphetamine

Stimulants promote the release of the brain’s energy
chemicals. On the short term, this can result in increased
wakefulness and alertness, giving the occasional or
situational user a performance edge. It was that edge
that led science writers in the late 1940s to laud amphe-
tamines as a wonder drug. Unfortunately, these drugs
also deplete the available energy chemicals, induce a
drug-based paranoia, and trigger intense cravings for
more of the drug. Cocaine, in particular, blocks
the reuptake of energy chemicals by the brain cells in
which they are usually stored, creating a cerebral chain
reaction until the chemicals are metabolized.

Prevention efforts

In keeping with their stimulant nature, cocaine and the
stimulants produce a very rapid onset of abuse. Pre-
vention efforts brought the slogan ‘‘Speed kills.’’ Rock
musician Frank Zappa filmed a TV commercial in
which he said, ‘‘Kids, if you keep using speed you’ll
end up just like your parents.’’

The most effective amphetamine/methampheta-
mine prevention agent, however, proved to be the
intravenous users themselves. These individuals tended
to be walking, acting-out, negative advertisements of
their drug. Anorexia left them skeletal, whereas stimu-
lant psychosis turned them into violent victims of delu-
sional paranoia, a danger to themselves and others.

Although these efforts were effective to some extent,
it became evident in the late 1960s that not only illicit
manufacture of methamphetamine but the production
and subsequent diversion of pharmaceutical psychoac-
tive drugs were out of control, and the government and
industry took steps to remedy the growing problem.

Hallucinogens

Although opioids and sedative–hypnotic drugs evolved
primarily as medical substances for dealing with physi-
cal and psychic pain, and stimulants developed as
recreational and performance-enhancing substances,
hallucinogens had their role primarily within the
realms of religion and magic. Throughout prehistory,
history, and on into our own century, hallucinogenic
substances have been used, often depending on the
degree of sophistication of the culture in which they
are being used, as a means of establishing contact with
the spirit world, the realm of the gods, or the deeper
reaches of the human subconscious. Shamans have
used plant and mineral hallucinogens, often within
the context of highly complex ritual to establish a point
of contact between their people and their people’s
deities, or at least the supernatural forces that may
affect their individual and collective lives.

Ethnobotanists have classified hundreds of plant
hallucinogens, the majority of these originating in the
rainforests of South America. In this article, however,
the focus is on the five categories of hallucinogens
classified by Goodman and Gilman:[7]

1. Lysergic acid diethylamide (LSD)-like drugs,
including mescaline, psyilocybin, and psilocin;

2. Drugs that probably are LSD-like, such as
DMA, DOM, and DMT;

3. Drugs that probably are LSD-like and have
other properties, such as MDMA, MDA, and
other amphetamine derivatives;

4. Drugs that probably are not LSD-like, such as
5-hydroxytryptophan; and

5. Drugs that are not LSD-like, such as scopol-
amine and d-9-THC.

The history and nature of hallucinogens

The Goodman and Gilman classification obviously
uses LSD as the base measure of hallucinogens.
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This LSD centricity most likely relates to the status of
that drug as the most widely discussed and the most
notorious of hallucinogens.

Although LSD was a relatively recent discovery,
dating from 1943 when Dr. Albert Hofmann, a chemist
at Sandoz Laboratories in Bazel, Switzerland, acciden-
tally ingested a small quantity of a substance he had
first synthesized in 1938, its most active component,
ergotomine, had a long history as a psychoactive agent.
Occurring naturally as a rye-grain mold, ergotomine
was featured in mystic potions in the classical world.
In the Middle Ages, when its applied use had been
forgotten, the hallucinogenic effects of ergotomine
contamination in the bread supplies of entire com-
munities was blamed on witchcraft and demonic
possession.

Western scientific interest in hallucinogens was
rekindled in the 19th century by poets and anthropol-
ogists observing and then participating in ceremonial
rites involving psychoactive substances in a variety of
cultures. Mescaline, the active ingredient in the peyote
cactus used by religious sects in Mexico and the U.S.
Southwest, was isolated in 1856 and by the turn of
the century was available for research by the likes of
Sigmund Freud, William James, and Havelock Ellis.
It was, however, the discovery of what Dr. Hofmann
considered the most powerful psychic drug (LSD) that
induced tremendous scientific and popular interest in
hallucinogen research.

With the advent of LSD availability, perception of
these drugs underwent a process of evolutionary
models. The first of these models was the psychotomi-
metic. This treated the drug experience as a form of
psychosis, permitting researchers to study psychotic
symptoms in nonpsychotic subjects. The psychotomi-
metic model was followed, although not necessarily
superseded, by the hallucinogenic model, which treated
LSD and mescaline as tools for studying the mechan-
isms of perception, and the therapeutic model, which
involved the use of these drugs in the treatment of
alcoholism, other forms of addiction, and mental
health problems. Finally, there came the psychedelic
model, which maintained that under proper con-
ditions, the drug experience would be one of enlighten-
ing and productive consciousness expansion. It was
with the psychedelic model that the use of LSD and
other hallucinogens spread from the laboratory into
the community.

Acute and chronic effects

The adverse effects of hallucinogens are generally div-
ided between acute and chronic or long term. The
acute effects, often referred to as ‘‘bad trips,’’ occur
as direct negative results of hallucinogen ingestion
and involve such elements as frightening images and

thoughts, fear surrounding loss of control, and fear
of losing one’s mind.

Acute effects. In 1967, David E. Smith, M.D., ident-
ified the adverse effects of hallucinogens as ‘‘largely
psychological in nature,’’ and classified them as acute
toxicity, effects occurring during the use of the drug,
or chronic after-effects.[8] Although there have been
some occurrences of physiological consequences, parti-
cularly with MDMA, these have been primarily of an
idiosyncratic nature, although in most cases the
adverse effects of these drugs still appear to be psycho-
logical in nature.

The acute toxic effects take many forms. Often indi-
viduals knowingly take a hallucinogenic drug and find
themselves in a state of anxiety as the powerful hallu-
cinogen begins to take effect. They were aware that
they had taken a drug, but felt that they could not con-
trol its effects. This condition is similar to that of not
being able to wake up from a threatening dream. Some
users experience a bad trip and try to physically flee the
situation, giving rise to potential physical danger.
Others may become paranoid and suspicious of their
companions or other individuals.

Not all acute toxicity is based on anxiety or loss of
control. Some people taking hallucinogens display
decided changes in cognition and demonstrate poor
judgment. They may decide that they can fly, and jump
out of a window. Some users are reported to have
walked into the sea, feeling that they were ‘‘at one with
the universe.’’ Such physical mishaps have been
described within the acid culture as ‘‘being God, but
tripping over the furniture.’’ Susceptibility to bad trips
is not necessarily dose related but can depend on the
experience, maturity and personality of the user, and
‘‘set and setting,’’ (i.e., the circumstances and the
environment in which the trip takes place). Sometimes,
the individual will complain of unpleasant symptoms
while intoxicated and later speak in glowing terms of
the experience. Negative psychological set and environ-
mental setting are the most significant contributing
factors to bad hallucinogenic trips.[8]

Talkdowns of most acute toxicity reactions can be
accomplished without medication or hospitalization.
Paraprofessionals with psychedelic drug experience
have been particularly effective at sites such as large
rock concerts. In the talkdown approach, one should
maintain a relaxed, conversational tone aimed at put-
ting the individual at ease. Quick movements should
be avoided. One should make the patient comfortable
but not impede their freedom of movement. Let them
walk around, stand, sit, or lie down. At times, such
physical movement and activity may be enough to
break the anxiety reaction. Gentle suggestion should
be used to divert patients from any activity that seems
to be adding to their agitation. Getting the individual’s
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mind off the frightening elements of a bad trip and
onto positive elements is the key to the talkdown.

An understanding of the phases generally experi-
enced in a hallucinogenic drug trip is most helpful, in
treating acute reactions. After orally ingesting an aver-
age dose of 100–250 mg of LSD, the user experiences
sympathomimetic, or stimulant responses, including
elevated heart rate and respiration. Adverse reactions
in this phase are primarily managed by reassurances
that these are normal and expected effects of psyche-
delic drugs. This reassurance is usually sufficient to
override a potentially frightening situation.

From the first to the sixth hour, visual imagery
becomes vivid and may take on frightening content.
The patient may have forgotten taking the drug, and
given acute time distortion, may believe this effect will
go on forever. Such fears can be dispelled by reminding
the individual that these effects are drug-induced by
suggesting alternative images and by distracting the
individual from those images that are frightening.

In the later stages, philosophical insights and ideas
predominate. Adverse experiences here are most fre-
quently attributable to recurring unpleasant thoughts
or feelings that can become overwhelming in their
impact. The therapist can be most effective by being
supportive and by suggesting new trains of thought.

The therapist’s attitude toward hallucinogens
and their use is very important. Empathy and self-
confidence are essential. Anxiety and fear in the therapist
will be perceived in an amplified manner by the client.
Physical contact with the individual is often reassuring,
but can be misinterpreted. Ideally, the therapist should
rely on intuition rather than on preconceptions.

Wesson and Smith[9] noted that medication may be
necessary and should be given either after the talk-
down has failed or as a supplement to the talkdown
process. During the first phase of intervention, oral
administration of a sedative, such as 25 mg of chlordi-
azepoxide (Librium) or 10 mg of diazepam (Valium), can
have an important pharmacological and re-assuring
effect.

During the second and third phases, a toxic psy-
chosis or major break with reality may occur in which
one can no longer communicate with the individual. If
the individual begins acting in such a way as to be an
immediate danger, antipsychotic drugs may be used.
Only if the individual refuses oral medication and is
out of behavioral control should antipsychotics be
administered by injection. Haloperidol (Haldol) (2.0–
4.0 mg administered intramuscularly every hour) is
the current drug of choice. Any medication, however,
should only be given by qualified personnel. If antipsy-
chotic drugs are required, hospitalization is usually
indicated. It has been found at the Haight Ashbury
Free Clinics, however, that most bad acid trips can
be handled on an outpatient basis by talkdown alone.

As soon as rapport and verbal contact are estab-
lished, further medication is generally unnecessary.
Occasionally, an individual fails to respond to the
above regimen and must be referred to an inpatient
psychiatric facility. Such a decision must be weighed
carefully, however, because transfer to a hospital itself
may have an aggravating and threatening effect. Hos-
pitalization should only be used as a last resort.

Chronic hallucinogenic drug aftereffects. These
present situations wherein a condition that may be
attributable to the ingestion of a toxic substance occurs
or continues long after the metabolization of that sub-
stance. With the use of hallucinogens, four recognized
chronic reactions have been reported: 1) prolonged
psychotic reactions; 2) depression sufficiently severe
so as to be life threatening; 3) flashbacks; and 4)
exacerbation of pre-existing psychiatric illness.
Recently, a fifth chronic reaction has been listed in
the Diagnostic and Statistical Manual of Mental Dis-
orders, Fourth Edition, posthallucinogen perceptual
disorder (PHPD).

Some people who have taken many hallucinogenic
drug trips, especially those who have had acute toxic
reactions, show what appear to be serious long-term
personality disruptions. These prolonged psychotic
reactions have similarities to schizophrenic reactions
and appear to occur most often in people with pre-
existing psychological difficulties, such as primarily
prepsychotic or psychotic personalities. Hallucinogenic
drug-induced personality disorganization can be quite
severe and prolonged. Appropriate treatment often
requires antipsychotic medication and residential care
in a mental health facility, followed by outpatient
counseling.

At the Haight Ashbury Free Clinics, it has been
noted that some of the clients self-medicated their
hallucinogenic-precipitated psychotic episodes with
amphetamines.[10] Often, this self-medication with
amphetamines resulted in the development of amphe-
tamine abuse, followed by secondary heroin, barbi-
turate, or alcohol abuse patterns, to ameliorate the
side effects of the amphetamines. Thus, in certain
patients, chronic psychological problems induced by
LSD and other hallucinogenic drugs led to compli-
cated patterns of polydrug abuse that required
additional treatment approaches.[9]

Flashbacks. By far the most ubiquitous chronic reac-
tion to hallucinogens is the flashback. Flashbacks are
transient spontaneous occurrences of some aspect of
the hallucinogenic drug effect after a period of nor-
malcy that follows the original intoxication. This
period of normalcy distinguishes flashbacks from pro-
longed psychotic reactions. Flashbacks may occur after a
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single ingestion of a psychedelic drug,but more commonly
occur after multiple psychedelic drug ingestion.

Flashbacks are a symptom, not a specific disease
entity. They may well have multiple causes, and many
cases called flashbacks may have occurred although the
individual had never ingested a psychedelic drug. Some
investigators have suggested that flashbacks may be
attributable to a residue of the drug retained in the
body and released into the brain at a later time.
Although this is known to happen with phencyclidene
(PCP) and drugs similar to it, there is no direct evi-
dence of retention or prolonged storage of such psy-
chedelics as LSD.

Individuals who have used psychedelic drugs several
times a month have indicated that fleeting flashes of
light and afterimage prolongation occurring in the per-
iphery of vision commonly occur for days or weeks
after ingestion. Active and chronic psychedelic drug
users tend to accept these occurrences as part of the
psychedelic experience, are unlikely to seek medical
or psychiatric treatment, and frequently view them as
‘‘free trips.’’ It is the inexperienced user and the indi-
vidual who attaches a negative interpretation to these
visual phenomena who are likely to be disturbed by
them and seek medical or psychiatric help. Although
emotional reactions to the flashback are generally con-
tained with the period of the flashback itself, prolonged
anxiety states or psychotic breaks have occurred after a
frightening flashback. There is no record of flashback
activity specifically attributable to hallucinogenic drug
use occurring more than a year after the individual’s
last use of a psychedelic drug.[10]

Chronic consequences of hallucinogen use. The long-
term study of adverse hallucinogenic drug reactions
has revealed the existence of low prevalence, but quite
disabling chronic consequences of LSD use. Of parti-
cular concern is PHPD. With PHPD, individuals
describe a persistent perceptual disorder that they
describe as being like living in a bubble underwater.
They also describe trails of light and images after mov-
ing their hands, and they often describe living in a pur-
ple haze. This perceptual disorder is aggravated by any
psychoactive drug use, including alcohol and mari-
juana, and is distinguished from flashbacks, which
are episodic rather than chronic phenomena. With
PHPD, the individual often experiences anxiety, even
panic, and becomes phobic and depressed. With PHPD
sufferers, our experience has been that individuals do
not have a disturbed psychiatric history before the
onset of psychedelic drug use and that PHPD can
occur even after a single dose.

With more severe, prolonged hallucinogen
reactions, such as an LSD-precipitated schizophrenic

reaction or severe depressive disorder, individuals
almost always have a premorbid psychiatric history
and require inpatient treatment. With the prolonged
psychotic reactions, antipsychotic medication is
required, and with the prolonged depressive reactions,
antidepressant medication is required. A major con-
cern involves teenagers with depressive reactions to
psychedelic drug use that may result in severe
depression culminating in suicide.

With PHPD, drug-free recovery with supportive
counseling is often adequate treatment, although
recovery may take several months, and anti-anxiety
medication may be needed to treat the secondary anxi-
ety and panic disorder that develops when the indivi-
duals feel that they are irreversibly brain-damaged
and will never see normally again.

Other concerns with hallucinogen abuse. There are
many variations on the conditions addressed above,
particularly with PCP, a mind–body disassociative
drug that can act as a stimulant, a depressant, and a
hallucinogen, depending on the dosage. These are dis-
cussed in another article on treatment and assessment.
Suffice it to say, the etiology and pharmacology of hal-
lucinogenic drugs is varied and involves a number of
differing symptoms and sequelae.
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Drug Delivery Systems: Neutron Scattering Studies

M. Jayne Lawrence
David J. Barlow
Molecular Biophysics Group, Pharmaceutical Science Research Division,
King’s College London, College London, London, U.K.

INTRODUCTION

Classic light and, to a lesser extent, X-ray scattering are
widely used in the pharmaceutical sciences to investi-
gate the structure and behavior of colloidal and poly-
meric drug delivery systems. Small angle neutron
scattering (SANS), however, despite its potential to
provide complimentary and, often, more detailed
information about drug delivery systems, is far less
commonly exploited. In part, the lack of exploitation
of neutron scattering by the pharmaceutical sciences
community can be attributed to the fact that it is not
possible to produce neutrons using a laboratory bench
top apparatus, with a trip to a large central facility
being required to perform such experiments.

The underutilization of neutron scattering is
undoubtedly also owing to a lack of awareness as to
what information the technique can provide. The aim
of this entry is to address this deficiency. The review
will start with a background and some introductory
theory to the technique of SANS, as it is the neutron
scattering technique most suited to drug delivery
research. The entry will then describe some of the stud-
ies that have used this technique to understand the
behavior and properties of drug delivery systems.

Although the use of neutron scattering techniques in
drug delivery research is still in its infancy and the
number of neutron studies published in the pharma-
ceutical arena is extremely limited, there are sufficient
published reports in the literature to illustrate the
potential of the technique in drug delivery research,
when used alone or (more profitably) in combination
with other advanced physicochemical/biophysical
characterization techniques. Where appropriate, the
description of the pharmaceutical neutron scattering
studies will be supplemented with relevant studies from
the field of colloid and polymer chemistry. In this con-
text, it is pertinent to note that a number of published
studies in the wider area of colloid and polymer science
may offer considerable guidance as to the understand-
ing and interpretation of the results from neutron
scattering studies on colloidal and polymeric drug
delivery systems. There are, for example, a large num-
ber of studies in the literature that deal with the behav-
ior of polyelectrolytes and their interaction with other

colloidal and polymeric materials; such systems pro-
vide useful analogues for the DNA-containing system
of relevance to gene delivery.

BACKGROUND TO NEUTRON
SCATTERING STUDIES

Light, X-Rays, or Neutrons?

Which scattering technique (or combination of techni-
ques) is best to use for a particular study depends lar-
gely on the structure, shape, and size of domains of
interest within the sample to be considered, the greatest
being afforded when the wavelength of the incident
radiation is comparable with the dimensions of the
sample component(s).

Neutrons have wavelengths in the region of
�0.1–30 Å (comparable to X-rays) and can be used
to provide structural information on length scales from
a fraction of an angstrom to tens of hundreds of ang-
stroms (i.e., covering the atomic to macromolecular
scale and the smaller end of the colloidal size range).
For example, a polymer in solution typically has
a radius of gyration of between 5 and 50 nm, while
surfactant micelles and microemulsions are in the
range of 5–100 nm in diameter, both in the ideal size
range to be studied by SANS. Vesicles, in contrast,
are usually in the range of 50–1000 nm diameter, and
so, while the detailed molecular architecture of the ves-
icle bilayers may be determined, it is not possible to use
SANS to get a reliable estimate of the size of large uni-
lamellar vesicles, i.e., those greater than �100 nm;[1] in
this case these large vesicles are analyzed as if they are
infinite planar sheets. (It is worth noting that in
addition to determining the sizes of vesicles ranging
from tens of nanometers to a few hundreds of nano-
meters, classic light scattering also allows the determi-
nation of the thickness of the vesicular bilayers, albeit
with great difficulty.[2] Emulsion droplets are generally
even larger in size than vesicles, and therefore SANS is
of no use in determining their size. It is for this reason
that emulsions have not been widely studied using
neutron scattering, although smaller sized colloidal
systems, such as microemulsions, micellar, and to a
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lesser extent, vesicular systems, and polymers have
received considerable attention.

Light, in contrast to neutrons, has much longer
wavelengths (400–700 nm) and, therefore, is not a good
probe to study structures at the smaller end of the col-
loidal size range as such small particles act as point
sources of scattering. For example, light is only a good
probe for determining particle shape when one of the
dimensions of the scattering source is greater than a
20th of the wavelength of the light source. Light can,
however, still be used to determine the molecular
weight of a particle of dimensions smaller than this.

X-rays, like light, are a type of electromagnetic radia-
tion, which are scattered by the electrons surrounding
atomic nuclei, whereas neutron beams are scattered
by the neutrons in the nucleus of the atom. This fact
has several important implications. For example, while
X-rays have comparable wavelengths to neutrons, their
ability to be scattered by an atom increases in direct
proportion to the number of electrons present, i.e., it
increases with increasing atomic number (Fig. 1). This
means that atoms like hydrogen are difficult to see
using X-rays. In contrast, the neutron scattering power
of atoms (known as neutron scattering length, anal-
ogous to refractive index encountered with light) and
even more significantly, isotopes of the same element,
vary irregularly with atomic number (Fig. 1). Signifi-
cantly for neutron scattering studies, neutrons are
strongly scattered by hydrogen, making neutrons a
potentially more useful probe when studying hydrogen-
ous systems than X-rays. Furthermore, deuterium also
scatters neutrons strongly, but in the opposite phase
to hydrogen [scattering length (b) of D (2H) is
0.6674 e12cm�1 as opposed to –0.3741e12 cm�1 for 1H].
This differential ability of hydrogen and deuterium to

scatter neutrons forms the basis of a technique widely
exploited in neutron scattering studies known as con-
trast variation. Contrast is most readily achieved by
using in place of H2O, a mixture of H2O [scattering
length density (r) of –0.56 e�10cm�2] and D2O (r of
6.40 e�10cm�2). Note that a 0.92 : 0.8 H2O : D2O vol-
ume fraction mixture has a scattering length density
of 0.0 cm�2, i.e., the mixture is neutron transparent.
Neutron scattering length density can be readily
calculated from a knowledge of the chemical structure
of the compound and its mass density (http://
www.ncnr.nist.gov/resources/sldcalc.html).

Contrast Variation

The following example illustrates the concept of con-
trast variation. If an oil-in-water microemulsion is pre-
pared using as the disperse phase a mixture of H2O/
D2O having the same scattering length density as the
oil, then the scattering of neutrons would contain
information primarily about the location of the surfac-
tant because the oil and continuous phase are effec-
tively ‘‘invisible’’ to the neutrons. A simple analogy
using light would be the ‘‘apparent’’ disappearance
of a glass bead when immersed in a liquid having the
same refractive index.

Although it is possible to obtain a good amount of
information about a system by using contrast variation
by varying the D2O content of an aqueous-based sys-
tem as described above, more information can be often
obtained when various deuterated forms of the mole-
cules of interest are available. For example, if a
micelle-forming surfactant is under study, then the
availability of fully deuterated, chain deuterated, head
group deuterated and fully hydrogenous versions of
the surfactant would enable an extremely detailed
study of the molecular architecture of the micelle.

Fig. 2 shows a schematic of a set of contrast vari-
ation SANS experiments that could be performed to
determine the detailed molecular architecture of a
micelle, assuming that the various deuterated forms
are available. Fig. 2A shows micelles formed from fully
hydrogenous surfactant dispersed in D2O: In this case,
the information obtained from the SANS experiment is
primarily about the whole micelle, i.e., its shape and
size. Fig. 2B shows the micelles formed by the chain-
deuterated version of the surfactant in D2O: In this
experiment, information is mainly obtained about the
head group region (shell) of the micelle. Finally
Fig. 2C shows the micelles formed from the chain-
deuterated version of the surfactant in H2O: In this
case, information is obtained about the chain region
of the surfactant. It is possible to simultaneously fit
the SANS data obtained for these three systems to
obtain a self-consistent, detailed picture of the size,

Fig. 1 The variation in neutron scattering lengths of differ-
ent elements. The broken green line is the same quantity for
X-rays.
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shape, and internal architecture of the aggregate. For
example, such experiments allow the size of the core
and head group regions of the micelle to be established
and give information on whether any head groups have
penetrated into the core region.

It should be noted that the same level of detailed
information about the size, shape, and internal archi-
tecture of the micelle can be established by using
exactly the opposite set of contrasts, namely, deuter-
ated surfactant dispersed in H2O, the head group-
deuterated version of the surfactant in H2O and the
head group-deuterated version of the surfactant in
D2O. The ability to use opposite contrasts and obtain
the same degree of information has been nicely
demonstrated by Eastoe et al. in a study of didodecyl-
dimethylammonium bromide-stabilized reverse micro-
emulsions shown in Fig. 3.[3] Although it is possible
to use a range of contrasts to obtain the required infor-
mation, it should be noted, however, that there are a
number of practical reasons as to why one set of con-
trasts may be preferred to another. For example, if the
surfactant contains a polymeric head group, then it
may be easier and cheaper to synthesize the fully
hydrogenous and chain-deuterated versions of the
molecules of interest. In addition, using a high amount
of H2O as solvent may cause problems with back-
ground subtraction owing to its high level of incoher-
ent scattering.

The selective deuteration of the various components
in a mixed system can also be used to great effect to
establish the influence of each of the components on
the other. Such an experiment can be illustrated by
considering a mixed vesicle/protein system. For
example, when the vesicles are prepared from deuter-
ated material and are dispersed in a D2O/H2O mixture
that matches the scattering length density of the

protein (i.e., a mixture of 41 Vol% D2O and 59 Vol%
H2O) information about the effect of the protein on
the vesicle can be obtained. By preparing the vesicles
from protonated material and dispersing in a mixture
consisting almost totally of H2O (scattering length den-
sity (r) of a phospholipid (PC) is close to zero at
approximately of 0.19 e�10cm�2), information about
the effect of the PC on the protein can be obtained
because the vesicles are now matched to the solvent
and any scattering observed will come from the protein.

It is important to ensure when using contrast vari-
ation that a substitution of a hydrogenous material
for a deuterated material does not influence the behav-
ior of the system. Although there are a large number of

Solid particle
A B C

Shell Core

Surfactant and oil
protonated

Surfactant 
protonated

Surfactant and 
water protonated

Deuterated material Protonated material

Fig. 2 Schematic picture of a set of contrast variation
experiments: (A) hydrogenous hydrophobe and head group,

deuterated solvent (drop contrast); (B) deuterated hydro-
phobe hydrogenous head group and deuterated solvent, (shell
contrast) and (C) deuterated hydrophobe and hydrogenous
head group and hydrogenous solvent (core contrast).

Fig. 3 (A) SANS data for water-in-hexane microemulsions

stabilized by d-DDAB. The simultaneous fit to the Schultz
core–shell model and error bars on the data are shown (B)
SANS data for water-in-hexane microemulsions stabilized

by h-DDAB. The simultaneous fit to the Schultz core–shell
model and error bars on the data are shown. (Reproduced
from Ref.[3].)

Drug Delivery Systems: Neutron Scattering Studies 1051



D
osage–D

rug
D

elivery
S

ystem
s

SANS experiments that suggest that substitution is not
a problem, there are a number of effects observed that
are a direct consequence of the difference in D2O and
H2O bond lengths; the O–D bond is shorter than the
O–H bond.[4] For example, effects on the cloud point,
the cmc, and general phase behavior of surfactants have
variously been reported when D2O is used in place of
H2O.[5,6] In addition, effects on the conformation of pro-
teins dispersed in D2O have also been noted.[7,8] Further-
more, when studying proteins and other materials
containing labile protons, sufficient time must be left
to ensure complete H–D exchange to perform a
SANS experiment. Significantly, no effects owing to
the replacement of hydrocarbon chains with deuterated
chains have been reported.

In addition to giving information about the shape
and internal structure of colloidal aggregates, SANS
studies can also be used profitably to determine
the thickness and conformation of polymer layers
adsorbed onto the surface of colloidal particles such
as latex nanoparticles,[9] and in some special cases,
the surface of emulsion droplets.[10,11] In such studies,
the particles on which the polymer is adsorbed must
generally be very accurately contrast matched to the
solvent so as to allow information to be obtained only
about the adsorbed layer. SANS studies have also been
recently used in combination with differential scanning
calorimetry and visual inspection of the solutions, to
draw up a (simplified) partial phase diagram of the
aggregation behavior of a polymeric surfactant in
water.[12]

Other Advantages of Neutron Scattering

In addition to the ability to perform contrast variation
experiments, neutron scattering provides a number of
other advantages over light and X-rays, as a probe.
For example, neutrons are uncharged and interact only
weakly with matter, and as a consequence they are
highly penetrating. Neutrons can be used to probe
the bulk properties of samples with path lengths of
up to a few centimeters or alternately to look at sam-
ples with shorter path lengths that are contained inside
complex pieces of apparatus. For example, as neutrons
can penetrate materials such as silicon, quartz, and
sapphire with very little attenuation, these materials
can be, therefore, used as windows for cells allowing
the scattering of samples under pressure to be deter-
mined. Similarly, neutrons can penetrate materials such
as aluminium that are used in the construction of
closed-cycle refrigerators, cryostats, furnaces, pressure
and shear cells.

By way of contrast, such experiments would not be
possible with light, and when using X-rays, energies of
some 105 eV would be required to penetrate a sample

(and its container) more than a millimeter or two thick.
In addition and again in contrast to using light as a
probe, a sample does not have to be clear to be exam-
ined by neutron scattering; opaque samples can be
readily studied.

One practical advantage of neutrons (and indeed
X-rays) over light scattering is that the samples do
not require clarification, as large particles such as dust
are ‘‘invisible’’ (i.e., too large) to be seen with neu-
trons. Anyone who has spent several hours clarifying
samples for light scattering will appreciate this parti-
cular advantage.

The time required for a neutron scattering experi-
ment depends upon the volume of the scattering
particles, the intensity of the neutron source, and the
experimental set-up used, and is generally for the type
of system discussed in the present review, anything
from a few minutes to hours, although kinetic mea-
surements in the orders of seconds can be made.[13]

Furthermore, the amount of sample required for a
measurement can be as little as 600 mL, while sample
concentrations as low as a few mg/ml have been mea-
sured. Most importantly, the technique is non-destructive.

Disadvantages of Neutron Scattering

There are, however, a number of disadvantages with
the technique of neutron scattering. For example, as
with all scattering techniques, concentration is an
important variable as too high a concentration of dis-
perse phase (anything greater than a few Vol%) may
invoke concentration effects, making the interpretation
of the data more difficult. As a consequence, the dis-
perse phase volume should be as low as possible or if
this is not possible, a series of concentration studies
should be performed and an appropriate model
invoked to describe interparticulate interactions. This
same limitation is common to all scattering techniques.

Another limitation is that, to use the full power of
neutron scattering, deuterated forms of the molecules
of interest ideally need to be prepared. There are
commercial companies selling many of the precursors
needed to synthesize the system of interest. Alternately,
some companies will prepare deuterated (and hydro-
genous) versions of the molecules you are interested
in, although obviously, this service does not come
cheap.

SMALL-ANGLE NEUTRON
SCATTERING EXPERIMENT

A schematic representation of a small-angle neutron
scattering experiment is shown in Fig. 4. In a typical
SANS experiment, the sample to be studied is placed
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in the path of a collimated, although not necessarily
monochromatic, neutron beam. Some of these neu-
trons are absorbed by the sample, some are trans-
mitted, and a fraction scattered in a radial fashion.
The scattering of neutrons through an angle y is
measured on a 2-D (area) detector placed at a distance,
Lsd from the sample.

The intensities of the scattered neutrons on the
detector are then radially averaged, if the scattering
unit is an isotropic scatterer, after normalization and
subtraction of solvent and background, converted to
absolute differential cross sections per unit sample vol-
ume, (dS/dO) (Q), in units of cm�1, and plotted on a
1-D plot as a function of the scattering vector, Q.

The scattering vector, Q, describes the relationship
between the incident (ki) and scattered (ks) wave vec-
tors. Q has the dimensions of (length)�1 and is nor-
mally quoted in units of Å�1 and is the independent
variable of a SANS experiment.

The magnitude of Q is given by

Q ¼ Qj j ¼ ks � kij j ¼ 4pn

l
sin y=2ð Þ ð1Þ

where y is the scattering angle, l is the incident neutron
wavelength, and n the neutron refractive index taken to
be �1. The assumption made is that the scattering is
predominately elastic (i.e., the energy of the incident
and scattered neurons is unaltered as a result of the
scattering) and that inelastic effects may be neglected.

The Q range over which a SANS experiment is
performed is typically 0.01 Å�1 > Q > 0.3 Å�1,
although the precise range examined depends upon the
instrument used.

The flux of neutrons, i.e., the number of neutrons
detected per unit area per unit time in a SANS experi-
ment is expressed by

I Qð Þ ¼ I0 lð ÞDOZ lð ÞT lð ÞVs
dS
dO

Qð Þ ð2Þ

where I0 is the incident flux, DO is the solid angle
element of the detector (pixel size), Z is the efficiency
of the detector, T is the transmission of the sample,
Vs is the volume of the sample through which the beam
passes, (dS/dO) (Q), known as the differential scatter-
ing cross-section is the dependent variable measured in
a SANS experiment and is measured in units of
(length)�1. The terms I0, DO, and T are specific to a
particular SANS instrument, while the last three terms
are sample dependent.[15]

The differential scattering cross-section (dS/dO) (Q)
is the term from which information concerning the size,
shape, and interactions between scattering centers
within a sample may be derived. A generalized equa-
tion for SANS from any sample can be expressed thus

dS
dO

Qð Þ ¼ NV 2 Drð Þ2P Qð ÞS Qð Þ þ B ð3Þ

where N is the number density of scattering centers, V is
the volume of a scattering center, (Dr)2 is the contrast
and B is the background scattering.[14] P(Q), known as
the form factor, describes how scattering is modulated
by interference effects arising from different parts of
the same scattering body; these intramolecular interfer-
ences are obviously determined by the size and shape
of the scattering centers. S(Q) is referred to as the
structure factor and describes how scattering is modu-
lated by interference effects arising from different scat-
tering bodies (or centers).[16] Fortunately, there are
analytic functions for the form factor P(Q) for most
commonly encountered shapes.[17] When the sample
is sufficiently dilute, any interaction between particles
can be neglected, S(Q) tends to 1, simplifying Eq. (3).

Data Analysis

A number of parameters can be evaluated directly
from the scattering data. These include the molecular
weight and the radius of gyration from the application
of the Guinier approximation.[18] In this analysis, the
scattering curve at low Q is approximated to a
Gaussian distribution of scattering intensity resulting
in a linearization of the data from which parameters
such as the radius of gyration (Rg) of the scattering
species can be calculated. Once calculated, the Rg of
the particle can then be related to the shape of the

Area
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Scattering
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Neutron
beam det
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Fig. 4 The geometry of a small-angle neutron scattering
experiment. Neutrons of wavelength l are scattered by the

atomic nuclei in the sample. A fraction of the neutrons,
are scattered through an angle y and are detected by a
2-dimensional (2-D) detector at a distance Lsd from the sam-
ple. The wave vectors of the incident and scattered neutrons

are ki and ks respectively. (Reproduced from Ref.[14].)
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particle using standard equations, yielding the dimen-
sions of the particles.[19]

An alternative method of analysis is that of indirect
Fourier transform (IFT).[20,21] This model-independent
method consists of transforming the scattering data
into a direct space representation expressed in terms
of the pair distance distribution function, p(r). As long
as the particles in the sample do not interact (i.e., the
sample is dilute), p(r) is the distribution of the dis-
tances between pairs of scattering centers within a par-
ticle. Therefore, p(r) goes to zero for r ¼ Dmax is the
maximal distance occurring within the aggregates.
This method gives both a measure of the shape of
the particle as well as the length of their maximum
dimension.

Although both these types of analyses are well
exploited, more information may be gleaned by com-
paring the experimental data with simulations made
using a model, based either on a molecular structure
expressed in the form of Debye spheres to facilitate cal-
culation of model data, or a model constructed ab
initio. This approach is especially favored when deter-
mining protein structure and has been used to great
effect by Svergun and coworkers to obtain detailed
structural information about proteins in solution.[22,23]

Other well-established methods of analysis include
modeling the experimental data using geometrical
solid-body representations of the scattering species.
This method allows for the construction of many kinds
of geometrical models (e.g., hollow shells, core-shell
particles, lamellar structures, etc.[17] and provides for
the interactive least-squares refinement of the dimen-
sions of the models to fit the data. This approach has
been widely used to analyze SANS data obtained from
colloidal and polymeric systems.[3,24]

NEUTRON SCATTERING STUDIES OF
DRUG DELIVERY SYSTEMS

One of the major strengths of the SANS technique is
that it can be used as a probe of a host of materials,
which cover a wide range of scientific disciplines
including drug delivery. The range of materials that
have been studied using neutron scattering thus far is
enormous and includes, in no particular order, cer-
amics, resins, fullerenes, nanotubules, silicates, clays,
surfactant systems, polymers and polymer blends,
nanoparticles (including magnetic nanoparticles),
viruses, ionic fluids, alloys, and stainless steel. The
range of experimental conditions that have been used is
also similarly large and includes extremely high and
low temperatures and pressures,[25–27] stopped flow[13]

temperature, and pressure jump[25] and shear.[28] In
addition, it is possible to combine experiments and
perform (say) simultaneous rheological and SANS

measurements known as rheoSANS.[29,30] The ability
to perform neutron experiments under such a range
of conditions is important for the characterization of
drug delivery vehicles. For example, pharmaceutical
aerosols are generally pressurized suspensions of drug
particles coated by surfactant and the ability to exam-
ine the drug suspension under pressure is, therefore,
important. As the rate of mixing of plasmid and deliv-
ery vehicle is known to be an important step in the
structure of the final gene delivery vector, the ability
to perform kinetic experiments on the formation of
the complex is essential.[13] Many surfactants and poly-
mers are subjected to shear during processing; neutron
scattering is an ideal technique to probe shear-induced
structural transformations such as in lamellar, hexag-
onal, and cubic phases.[28]

The following details the main SANS studies per-
formed on a range of the most common, colloidal,
polymeric, and related systems used for drug delivery.

SURFACTANT/WATER MIXTURES

Surfactants are amphiphilic molecules which, when
dispersed in a solvent, spontaneously self-assemble to
form a wide variety of structures, including spherical
and asymmetric micelles, hexagonal, lamellar, and a
plethora of cubic phases. With the exception of the
lamellar phase, each of these phase structures can exist
in both normal and reverse orientations with the
hydrophobic chains on the exterior of the aggregate,
in contact with solvent or vice versa orientation. The
range of structures a particular surfactant forms and
the concentration range over which they form, depends
upon the molecular architecture of the surfactant, its
concentration, and the solvent in which it is dispersed.
For example, some solvents such as ethanol do not
support the formation of aggregates. As most pharma-
ceutical systems use water as their solvent, this entry
will concentrate on aqueous-based systems, although
other solvent systems, particularly other non-aqueous
polar systems, will be mentioned where appropriate.

Micelles

With the possible exception of vesicles (formed from
surfactant lamellar phases by the input of energy),
micelles are probably the most widely studied colloidal
drug delivery system. Micelles are generally small in
relation to the wavelength of light (in the order of
2–10 nm for micelles formed from low molecular
weight surfactants, larger for micelles formed from
polymeric surfactants) and are, therefore, considered
to be point scatterers of light and their scattering of
light, analyzed as such. Micelles, however, cannot be
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considered as point scatterers of neutron beams, their
size being larger than the wavelength of the scattered
neutrons. As a consequence, therefore, an analytic
function for the form factor, P(Q), is required for the
analysis of the SANS data, thereby affording infor-
mation about both the size and the shape of the micel-
lar aggregates.

When neutron scattering of a sample is combined
with contrast variation, information can be obtained
not only about the shape and size of the micelle but
also about its detailed (internal) molecular architec-
ture. Because of the unique level of information about
micellar systems that can be obtained from SANS
experiments, the technique is now an extremely well-
established tool for investigating the shape, size, and,
to a lesser extent, the internal structure of micellar
aggregates with several hundreds of papers being
published since the 1970s when micelles were the first
colloidal systems to be studied using SANS.

Indeed a large number of SANS studies have been
published investigating the shape, size, and structure
of micelles, including many pharmaceutically relevant
surfactants. For example, SANS studies have been
recently used to determine the effect on the aggregation
number and shape of micelles formed from mixtures of
PCs and pegylated PCs [DSPC-poly-ethylene glycol
(PEG)] containing polyoxyethylene (PEO) chains of
molecular weights between 2000 and 5000 Da.[31]

Fig. 5 shows the scattering data, expressed as I(Q),
and corresponding p(r) functions for micelles of
DSPE-PEG 5000 and DSPE-PEG 2000 with and with-
out PC. As can be clearly seen, the presence of PC
increases the size and changes the shape of the micelles
from spherical to ellipsoidal.

There have been only a few neutron scattering stu-
dies that have examined the effects of additives on
micellar properties but these do include some studies
concerned with pharmaceutically relevant additives
such as sugars or drugs. Despite limited work in this
area, it should be noted that the technique of SANS
is ideally suited to such studies, particularly when the
surfactant and/or the additive are available in both
hydrogenous and deuterated forms.

Effect of additives

Sugars. In a recent SANS study, Sharma et al.[32]

examined the effect of D-glucose, D-ribose, and sucrose,
at concentrations in the range from 0.05 to 0.3 M, on
the size, aggregation number, and shape of micelles
formed over the temperature range of 30–60�C by
50 mM (approximately 3%) of the non-ionic surfac-
tant, N-dodecyl[10] PEO glycol (C12E10).[32] In these
experiments, only the solvent, water, was deuterated.
Regardless of the presence of sugar, the SANS
data were successfully modeled by assuming that

the C12E10 micelles were ellipsoids and assuming the
absence of any intermicellar interactions. In the
absence of sugar, C12E10 was found to form prolate
ellipsoid micelles, the axial ratio of which grew in
length as the temperature approached the cloud point.
Sugar, when present at low concentration, tended to
reduce the size of the micelles, while at higher concen-
trations, restored the size of the micelles to that found
in their absence. While light scattering studies could
also have been used to determine the size and aggre-
gation number of these micelles, the small size of the
C12E10 aggregates would have precluded any determi-
nation of their shape by this means (shape only being
inferred from such experiments).

Drugs. Sharma and Bhatia[33] have recently used
SANS to establish the effect of drug on the aggregation

Fig. 5 Scattering data, I(Q), and corresponding p(r) func-

tions for (A) and (B): The pure DSPE-PEG 5000 micelles.
(C) and (D): The DSPE-PEG 5000 : PC 50 : 50 mixed
micelles. (E) and (F): The pure DSPE-PEG 2000 micelles.

(G) and (H): The DSPE-PEG 2000 : PC 50 : 50 mixed
micelles. Points in figures (A); (C); (E); and (G) are the
experimental data, lines are the I(Q) corresponding to the

determined p(r). (Reproduced from Ref.[31].)
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behavior of the polymeric non-ionic surfactant,
Pluronic� F127 (a PEO-polyoxypropylene (PPO)-
PEO block copolymer). In particular they determined
the effect of the drug (either 0.07 wt% naproxen or
0.10 wt% indomethacin) on the aggregation behavior of
a 2 wt% solution of the hydrogenous form of 127 dis-
persed in D2O.

The data from the SANS study were fitted to a poly-
disperse spherical core-plus-shell (or corona) model[34]

assuming no intermicellar interactions. The model
Sharma and Bhatia[33] used essentially fits three para-
meters, namely the radius of the micelle core, R1, the
radius of the micelle shell, R2 and the micelle aggre-
gation number. To fit the SANS data to the model,
the authors assumed that the micellar cores were com-
prised only of hydrophobe (PPO) and D2O, while the
shell was assumed to comprise only of hydrophile
(PEO) and D2O, with no intermixing of the PPO and
PEO chains.

The fits to the experimental data indicated that
while the presence of drug did not alter the spherical
shape of the micelles, the micelle aggregation number
decreased significantly from 89 in the absence of drug
to �51 in the presence of naproxen and indomethacin.
This decrease in aggregation number was matched by a
decrease in size of both the micellar core and shell,
although the decrease of the core was proportionally
smaller than that of the shell, suggesting that the drug
was located in the core of the micelle. This level of
information is far greater than would have been
achieved using classical light scattering, where only
the micellar aggregation, number, and size would have
been obtained.

Recently, our group has used SANS to investigate
the location of the lipophilic drug, testosterone
enanthate, present at 0.25 and 0.5 Vol%, in micelles
formed by the surfactant N,N-dimethyldodecylamine-
N-oxide (C12AO) present at a concentration of 1.8 Vol%
(Barlow, D.J.; Lawrence, M.J.; Zuberi, T.; Zuberi, S.;
Heenan, R.K. Personal communication, 2005).

As the surfactant was available both in its fully
hydrogenous and chain-deuterated form, two experi-
ments were performed, one using chain-deuterated,
d-C12AO dissolved in H2O, and the other with fully
hydrogenous, h-C12AO dissolved in D2O, each of the
experiments performed in the absence and presence
of drug. Fig. 6 shows the SANS data and separate
core/shell ellipsoid fits for micelles prepared from the
hydrogenous and deuterated forms of C12AO at
1.8 Vol% and containing 0.5 Vol% testosterone enanthate.

The SANS data from the two sets of data were simul-
taneously analyzed using a monodisperse, core-plus-shell
ellipsoid, as it was not possible successfully to fit the
SANS data using a core-plus-shell spherical model
(either with or without invoking polydispersity). In
the absence of drug, the surfactant micelle was found

to be ellipsoidal in shape, with a core axial ratio of
1.7 and an aggregation number of 97. Upon the
addition of testosterone enanthate, the axial ratio of
the core increased to �2.0 (i.e., the micelles became
even more asymmetric), while the aggregation number
of the surfactant increased to �128 and �170 in the
presence of 0.25 and 0.5 Vol% of drug, respectively,
suggesting that the presence of the drug swelled the
core of the micelle and that there was a considerable
intermixing of drug and surfactant tails. There was no
evidence that the drug intercalated into the head
group region of the micelle; this observation is per-
haps not unexpected because testosterone enanthate
has no obvious tendency to sit at interfaces. It is
worth commenting here that it is not a trivial task
to explicitly determine the location and partitioning
of drug inside a micellar aggregate; SANS studies
are one of only very few means by which this may
be achieved to any degree of accuracy, nuclear mag-
netic resonance (NMR) studies using partially deuter-
ated materials being another.

Although not drugs, the partitioning of some drug-
like, macrocyclic compounds (i.e., crown ethers) in
either a cationic (dodecyltrimethylammonium bromide)
or anionic (sodium dodecylsulphate) micelle has been
recently studied using SANS in combination with
conductivity measurements.[35] In this study only the sol-
vent, water, was deuterated. The SANS data for both
charged surfactants at concentrations of 0.2 mol/L were
successfully fitted using a core-plus-shell monodisperse
prolate ellipsoids assuming a screened Coulombic
potential (owing to the charged nature of the surfac-
tants) plus hard sphere repulsion, both in the absence

Fig. 6 SANS data and separate core/shell ellipsoid fits for
1.8 Vol% C12AO micelles containing with 0.5 Vol% testoster-
one enanthate. Circles—with h-surfactant in D2O, squares—

with d-surfactant in H2O. Charged sphere S(Q) x2 also
included.
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and presence of 0.2–1.0 mol/L macrocycle. Not surpris-
ingly, the extent of the incorporation and the preferred
location of the macrocycle in the micelles depended very
much on whether the macrocycle complexed with the
micelle surface and/or was localized in the inner part
of the micelle. This latter site was more prevalent with
the macrocycles that exhibited more hydrophobic
nature. Interestingly, in all cases, the incorporation of
the macrocycle into the micelles reduced their size. This
study shows what information can be obtained from a
mixed system in which only the solvent was deuterated.

Gels

In the early 1980s, Attwood, Collett, and Tait[36] found
that the micelle-forming polymeric surfactant, Pluronic
F127, gelled in water at about 37�C owing to the for-
mation of a cubic phase, whilst at room temperature,
a fluid micellar solution was formed. As a consequence,
Attwood et al. proposed that it would be possible to
inject intramuscularly, a micellar solution of F127 con-
taining drug that would gel in the body and, thereby,
gradually release the drug over extended periods.
Although this concept was successful, F127 was not
biodegradable and so the search began to find a
micelle-forming surfactant that would gel at body tem-
perature but which would degrade over a realistic time
course into non-toxic components.

It is only recently, however, that this goal has been
achieved using polymeric surfactants of the type, poly
(lactic acid (PLA)-cogycolic acid)-g-PEG.[37] By vary-
ing the number of PEG grafts, the composition of
the polymer backbone and the molecular weight and
concentration of surfactant present, it is possible to
control the temperature at which the micellar solution
gels to within a useable temperature range of 15�–45�C.
SANS measurements in combination with Raman
spectroscopy, 13C NMR, infrared (IR) and viscometric
measurements have been used to probe the structural
changes that occur upon gelation of the micellar
solution.

The SANS measurements were made on concen-
trated solutions (approximately 20 wt%) of the gel-
forming polymeric surfactant in D2O at increasing
temperatures to gain qualitative insight into the struc-
tural change induced by the gelling of the polymeric
surfactant solution. Owing to the concentrated nature
of the solution, the SANS data exhibited a strong
interaction peak, from which it was possible to obtain
a micellar d-spacing. This d-spacing was seen to move
to lower values of Q upon increasing temperature
until the gelation point, suggesting an increase in the
clustering of the micelles with temperature. Once gel-
ation had occurred, increasing the temperature further
did not change the overall profile of the SANS curve,

implying that the gel is a random aggregation of
micelles. The effect of any entrapped drug on gelation
has not been established.

Liquid Crystalline Phases

A liquid crystal is a general term used to describe a var-
iety of anisotropic structures formed by amphiphilic
molecules, typically but not exclusively at high concen-
trations. Hexagonal, lamellar, and cubic phases are all
examples of liquid crystalline phases. These phases
have been examined as drug delivery systems because
of their stability, broad solubilization potential, ability
to delay the release of encapsulated drug, and, in the
case of lamellar phases, their ability to form closed,
spherical bilayer structures known as vesicles, which
can entrap both hydrophobic and hydrophilic drug.
This section will review SANS studies performed on
all liquid crystalline phases, except vesicles, which will
be considered separately. Vesicles will be considered
separately because, with a few exceptions, generally
mixed systems, vesicles (unlike the other liquid crystal-
line phases mentioned) do not form spontaneously
upon dispersal of the surfactant in water[38] and
because there have been many more SANS studies
performed on these systems.

Effect of additives

Oils. SANS has been used to establish the effect of
the addition of a hydrophobic guest (dodecane) on
the behavior of liquid crystalline phases, in particular
the lamellar and columnar phases of mixtures of the
non-ionic surfactant C16E7 with D2O, as well as to
determine the distribution of the hydrophobic guest
in the microstructure.[39] SANS showed that the pres-
ence of the hydrophobic guest molecule, in some cases,
stabilized a particular phase structure, (for example
lamellar phases formed at lower temperatures in the
presence of dodecane) while in other cases it destabi-
lized it, eventually (depending upon the concentration
of dodecane added) causing the phase to disappear.
In the lamellar phase, dodecane was found to be totally
segregated in the center of the bilayer.

Drugs. Farkas et al.[40] have used a combination of
polarizing microscopy, SANS, and transmission elec-
tron microscopy to characterize the liquid crystalline
phases produced by the non-ionic surfactants, Syn-
peronic A7 (PEG7-C13-15), alone and in the presence
of two chlorhexidine species, chlorhexidine base, and
its diacetate salt. Polarizing microscopy and electron
microscopy were used to examine the nature of the
liquid crystals formed, while SANS was used to deter-
mine their interlayer spacing. For the SANS studies,
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Synperonic A7 was dispersed in D2O at 40–80%. In
the absence of drug, the interlayer spacing decreased
from �65 to 45 Å upon increasing Syperonic A7 con-
centration from 40% to 80%, the decreased interlayer
spacing being a result of less water present between
the surfactant layers. Chlorhexidine base (present at
4% w/w) appeared to change the interlayer spacing
only very slightly, while the diacetate salt of chlorhex-
idine (also present at 4% w/w) decreased the interbi-
layer spacing at 40% Synperonic A7 concentration
from 65 to 60 Å, although at the higher Synperonic
concentration of 80%, the diacetate salt had no effect
on bilayer spacing. These differences in bilayer spa-
cings were considered to be a consequence of how
the various forms of chlorhexidine were incorporated
into the liquid crystalline phases. Chlorhexidine base
was thought to sit between the Synperonic molecules,
while its diacetate salt, because of its charged head
group, could only partially locate between the liquid
crystal layers, and was considered to form hydrogen
bonds between themselves and the Synperonic A7
molecules, thereby decreasing the interlayer distance.

Vesicles

Vesicles were originally prepared solely from PCs or
related molecules, but they are now shown to be
formed by a wide variety of amphiphilic molecules,
including polymeric surfactants.[41] Vesicles, like
micelles, were some of the first colloidal systems to
be investigated by SANS. However, to date, small-
angle X-ray diffraction (SAXD) studies have been
the preferred method for identification of PC polymor-
phism and determining the thickness and, in some
instances, the substructure of PC bilayers, although
it must be remembered that most SAXD studies of
vesicles/bilayers are generally performed on rather
concentrated systems. SANS studies of vesicles, which
are often performed at much lower concentrations
(often as low as 1 mg/ml) can provide some very
important information, often complimentary to that
obtained by small angle X-ray scattering (SAXS),
particularly if the various deuterated forms of the
molecules are available, whence the detailed substruc-
tures of the vesicles can readily be established.

At the simplest level, SANS studies can be used
to provide evidence of vesicle formation by determin-
ing the size (if the vesicles are relatively small) and
the thickness of the bilayer of vesicles formed from
molecules such as 1,2-di-O-octadecyl- and 1,2-di-O-
hexadecyl-rac-glycerol-3-omega-methoxy-dodecaethy-
lene glycol (2C18E12 and 2C16E12),[42] amphiphilic
polybutadiene-block-poly(L-glutamate) copolymers[43]

and ion-paired gemini surfactants.[44] Such studies
are generally performed in combination with other

techniques such as electron microscopy and photon
correlation spectroscopy (PCS). Recently SANS stud-
ies, using contrast variation, have been combined with
SAXS and dynamic light scattering to determine the
asymmetric internal structure of the bilayer of small
unilamellar vesicles (SUVs) of monosialoganglioside-
dipalmitoylphosphatidylcholine present at a 0.1 : 1
molar ratio.[45]

Effect of additives

Electrolytes. SANS has recently been used success-
fully to determine the effect of a range of electrolytes
on the bilayers formed by the non-ionic surfactant,
2C18E12 in D2O containing various ionic strengths of
LiCl, NaCl, and NaI.[46] Fig. 7 shows the SANS data
for 2C18E12 vesicles dispersed in D2O with different
concentrations of NaCl (A) 0.15 M; (B) 0.3 M; (C)
0.6 M and (D) 0.9 M. Gross vesicle morphologies
examined using freeze-fracture electron microscopy,
showed that NaCl promoted the formation of multila-
mellar vesicles. Model fitting of the SANS data showed
changes in bilayer parameters such as thickness and
repeat (d-) spacings in response to the presence of
ions in the bulk solution. Vesicles of 2C18E12 in D2O
were seen to exist as predominantly unilamellar struc-
tures with a bilayer thickness of 51 Å. Vesicles in
increasing concentrations of LiCl and NaCl exhibited
a decreased layer thickness and increased lamellarity.
Little change was observed for vesicles formed in
NaI solutions. It was suggested that these changes
resulted from intrusion of E12 head groups into the
alkyl chain region of the vesicle bilayers, in response

Fig. 7 SANS data for 2C18E12 vesicles dispersed in D2O with
different concentrations of NaCl: (A) 0.15 M; (B) 0.3 M;

(C) 0.6 M; and (D) 0.9 M. The open circles show experimental
data, and the solid lines show the fitted models. Individual
curves are offset by an order of magnitude. (Reproduced
from Ref.[46].)
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to the increase in concentration of ions present and
their charge density.

Drugs. For many years, scattering studies have been
used to study the interaction of membrane-active mate-
rials with vesicles to mimic their interaction with bio-
membranes. Materials studied using SANS include
anesthetics[47] and antimicrobial agents.[48] Recently,
SANS has been combined with SAXS to determine
the effect of the incorporation of two, micelle-forming,
tertiary amine local anesthetics into PC bilayers
formed by egg yolk phosphatidylcholine (EYPC) in
an attempt to understand their mechanism of
action.[49] Both the anesthetics and the EYPC were
only available in their hydrogenous forms. SAXS was
used to investigate the effect of the anesthetics at
H2O : EYPC molar ratios of 40–16 : 1 while SANS
was employed to examine much more dilute vesicular
EYPC systems.

From the SAXS measurements it was found that at
anesthetic : EYPC molar ratios greater than 0.5, the
less hydrophobic, shorter chain anesthetic induced
the formation of cubic and hexagonal phases, whereas
the longer alkyl chain anesthetic had no effect on lipid
polymorphism at anesthetic : EYPC molar ratios of up
to 1.0. SANS studies were used to study the effect of
the more hydrophobic anesthetic on the EYPC mem-
brane using sonicated (unilamellar) vesicles; it was
not possible to study the more hydrophilic anesthetic
owing to its promotion of cubic and hexagonal phases.
As the addition of anesthetic concentration increased,
it was found that the thickness of the EYPC bilayer
decreased while the surface area of the vesicle
increased, presumably owing to the molecular architec-
ture and charge of the anesthetic.

Hydrotropes

When hydrotropes, that is amphiphilic and highly
water-soluble organic molecules, are dispersed in
water, they often demonstrate an excellent ability to
dissolve other water-insoluble or sparingly-soluble
organic compounds. Indeed their drug solubiliz-
ing capacity is often far higher than conventional low
molecular weight surfactants.[50] Although it was rea-
lized early on in the study of hydrotropes that they
were weakly surface active, it was generally assumed
that because of their small hydrophobic group, they
did not self-assemble. This assumption is increasingly
being challenged as hydrotropes are now widely con-
sidered to self-aggregate into loose assemblies above
a minimum hydrotrope concentration (MHC) and this
aggregation is the reason they increase the solubility
of water-insoluble or sparingly-soluble organic com-
pounds. Despite this paradigm shift, however, very

little work has been performed to determine whether
or not these materials self-aggregate. Recently the first
SANS study has been performed examining the aggre-
gation behavior of a hydrotrope, namely sodium butyl
benzene sulfonate (Na-NBBS), in aqueous solution.[51]

SANS studies were performed over a wide range of
Na-NBBS concentrations, spanning 0.12–1.5 mol dm�3

(Fig. 8). Although surface tension and solubilization
studies have previously indicated that the MHC of
Na-NBBS was quite high at 0.1 mol dm�3, SANS stud-
ies showed no evidence of aggregates in solutions at
concentrations up to 0.4 mol dm�3, suggesting that
the aggregates, the Na-NBBS forms, are very loose
and/or are not present at high enough concentration
to give an appreciable scattering. At concentrations
of 0.8 mol dm�3 and above, an interaction peak typical
of intermicellar interaction was seen. Upon increasing
Na-NBBS concentration, the interaction peak continu-
ously shifted to higher Q as well as increased in inten-
sity, indicating an increase in the number density of the
micelles. These results indicate a possible stepwise
growth of the aggregates over the concentration range
studied as well as a high level of polydispersity of
the aggregates.[51] The aggregation number of the
Na-NBBS aggregates increases over the concentra-
tion range from 36 to 42 while the axial ratio of the
aggregate increases from 1.69 to 1.96, indicating that
the Na-NBBS aggregates are prolate ellipsoids. Although
the fractional charge on the Na-NBBS aggregates was
relatively high compared to an anionic surfactant, it

Fig. 8 SANS distribution of aqueous Na-NBBS solutions as
a function of concentration. (Reproduced from Ref.[51].)
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decreased with hydrotrope concentration, probably
because of an increased binding of Na counterions to the
aggregates. The SANS measurements established the
geometry and interaction of the hydrotrope aggregates.

SURFACTANT/OIL/WATER MIXTURES

Microemulsions

Although microemulsions have been extensively
studied for a number of years using neutron scattering,
it is only recently that neutron scattering has been used
to study pharmaceutical microemulsions. One of the
main differences between pharmaceutical microemul-
sions and those used for most other applications is
the nature of the oil employed. Oils intended for phar-
maceutical use tend to be large in volume (e.g., soya-
bean oil, with a molecular volume of �1600 Å3) and
also polar in nature (most pharmaceutical oils posses-
sing one or more ester groups). As a consequence, the
usual rules of incorporation such as the larger the oil
the lower the level of incorporation, do not apply for
pharmaceutical microemulsions.[52]

In 2000, Barlow et al.[24] determined, using SANS in
combination with contrast variation, the internal struc-
ture of oil-in-water microemulsion droplets stabilized
by N,N-dimethyldodecylamine-N-oxide (C12AO), and
containing as the oil phase, one of two semipolar ethyl
esters, ethyl hexadecanoate (EH) or ethyl octanoate
(EO). The use of a single surfactant to stabilize the
microemulsion aided the interpretation of the SANS
data, as it was possible to dilute the microemulsions
without destroying them (microemulsions are generally
formed at high surfactant concentrations). The micro-
emulsion droplets could thus be studied at a range of
volume fractions and as a consequence, the nature of
any interactions between the droplets could be determ-
ined. By diluting the microemulsion sufficiently (to less
than 1–2 Vol%), it was possible to measure SANS data
in the absence of any interactions, thereby simplifying
the analysis by removing the need to invoke a structure
factor. Fig. 9A shows SANS from EC/C12AO/water
microemulsion (15 : 25) 1.4% v/v.

Data from a core-shell-drop neutron contrast series
were simultaneously fitted to an interacting, polydis-
perse, core-shell, sphere model to investigate the possi-
bility that the semipolar oils penetrate the curved
surfactant film. In Fig. 9A, the lines are simultaneously
fit using polydisperse oil core with some mixing of oil
into surfactant shell. Dashed line is interparticle S(Q)
while the dotted lines are best simultaneously fit with
no oil mixing into the C12AO tails. For microemulsions
containing a weight ratio of 1 : 5, EH/surfactant, the
data were most consistent with only a small extent of
oil in the surfactant hydrocarbon (tail) region (similar

to 4% v/v), whereas in microemulsions containing the
same amount of EO, the oil concentration was around
16% v/v. Increasing the relative amount of EO to 3 : 5
increased the extent of oil in the tail region to about
26% v/v. These results indicate that the extent of oil
penetration into such positively curved monolayers
depends on both the acyl chain length of the oil and
its concentration. SANS data were also obtained for
micelles of C12AO in D2O. Model fitting showed the
micelles to be consistent with prolate ellipsoids having
an axial ratio of around 1.6–1.7, In both micelles and
microemulsions, the surfactant behaves as if it has a
small net charge, leading to repulsive rather than
hard-sphere interactions.

Fig. 9 (A) SANS from EC/C12AO/water microemulsion

(15 : 25) 1.4% v/v. Lines are simultaneous fit using polydis-
perse oil core with some mixing of oil into surfactant shell.
Dashed line is interparticle S(Q). Dotted lines are best
simultaneous fit with no oil mixing into the C12AO tails.

(B) SANS data and simultaneous fit to 1.8%v C12AO, 0.7% v
EC oil, 0.7%v drug, microemulsion: circles—drop x10; xxx—
h-shell x5; squares—d-shell; dot-dash—charged sphere S(Q).

(Reproduced from Ref.[24].)
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In a much more limited study, Shukla et al.[53]

determined the droplet size of oil-in-water microemul-
sions intended for dermal use, using a combination of
SANS and PCS, in an attempt to determine the effect
of the nature of the pharmaceutical oil on the micro-
emulsion, and to illustrate the advantage of using
two complimentary physicochemical techniques to
determine droplet size. The three types of oil-in-water
microemulsions studied were complex, containing one
of three oils and stabilized using a combination of
non-ionic surfactants (either 40% Tween 80 or Tagot
TO together with 60% Poloxamer 331) and dispersed
in a polar phase containing variable amounts of
propylene glycol and water. As a consequence of their
complex nature, it was not possible to dilute the micro-
emulsions and so the sizes of the microemulsion
droplets were measured at high oil and surfactant con-
centrations, namely 5% and 20%, respectively. The
concentration of disperse phase was much greater than
the maximum 1–2 Vol% required to ignore interaction
effects between the microemulsion droplets, as evi-
denced by the very strong interaction peak observed
in the SANS curves obtained for the samples. In
modeling the SANS data, it was, therefore, necessary
to assume the nature of the interaction between
the microemulsion droplets. The interactions were
assumed to be hard sphere in nature, which is probably
not too unreasonable as the surfactants under study
were non-ionic. However, because of this assumption
and the fact that only one system was tested for each
combination of oil, surfactants, and polar phase, there
was a degree of uncertainty in the results. In addition,
as only water was used in its deuterated form, the con-
fidence in the analysis was less than it could have been
if more contrasts were used, for example by also using
deuterated propylene glycol. Despite this uncertainty,
there was an encouraging correlation between the size
obtained using SANS and the PCS.

As a result of ozone depletion and other environ-
mental hazards arising from the use of chlorofluo-
rocarbon (CFC) gases, the non-ozone depleting,
fluorocarbon gas 1,1,1,2-tetrafluoroethane (R134a) is
now being widely used in medicinal aerosols. One
problem with the use of R134a (and indeed other fluo-
rocarbon gases), however, is that most pharmaceuti-
cally acceptable hydrocarbon-based surfactants do
not exhibit the correct solubility properties in the lique-
fied gas. As a consequence, alternate, fluorocarbon sur-
factants possibly need to be investigated. Recently,
Steytler et al.[26] determined the ability of a range of
anionic perfluorinated surfactants to solubilize water
in the condensed phase of R134a in the temperature
range 15–55 C and to pressures of 500 bar. Of parti-
cular interest was the surfactant, di(1H,1H,5H-octa-
fluoro-N-pentyl) sodium sulfosuccinate (di-HCF4),
which was established to form stable water-in-R134a

microemulsions containing a good level of water.
SANS was used to determine the structural features
of these microemulsion systems. The SANS data from
all microemulsion systems examined (including those
not stabilized by d-HCF4) were indicative of the for-
mation of spherical droplets and allowed for the deter-
mination of the mean droplet radius. In addition, it
was possible from the di-HCF4 stabilized systems to
calculate the head group area of the surfactant at the
water-R134a interface. In some systems tested, signifi-
cant attractive interactions between droplets were
evident. The low level of attraction observed between
the microemulsion droplets stabilized by di-HCF4 con-
firmed the good compatibility of this surfactant with
R134a under the conditions examined.

Effect of additives

Drugs. Shukla et al.[54] have reported a preliminary
analysis of a combined SANS and dynamic light scat-
tering study investigating the behavior of the drug
lignocaine hydrochloride, dispersed at either 0.25 and
0.5 wt% in reverse, water-in-oil (w/o) microemulsions
containing 5 wt% aqueous disperse phase and 75 wt%
of the oil, isopropylmyristate and stabilized using
a surfactant mixture of Tween 80 and Span 80 (total
surfactant concentration 20 wt%). When added at con-
centrations of greater than 1 wt% lignocaine hydro-
chloride, the microemulsions were destabilized. The
SANS studies used both H2O and D2O as the disperse
phase. Preliminary analysis of the SANS data using the
Guinier approximation suggested that lignocaine
hydrochloride formed particles within the nanometer
size range, i.e., ‘‘nanoparticles’’ in the dispersed phase
of the microemulsion and that the size of the micro-
emulsions containing these nanoparticles did not
change with lignocaine concentration. Similarly, the
size of the microemulsion droplets obtained from
dynamic light scattering studies did not change with
the concentration of drug. Encouragingly, the size of
the droplets measured by DLS studies were in line with
those determined from SANS.

The solubilizing capacity of micelles and micro-
emulsions prepared using the surfactant N,N-dimethyl-
dodecylamine-N-oxide (C12AO), and containing either
one of two semipolar ethyl ester oils (i.e., EH or EO)
for the poorly water soluble, lipophilic steroidal drug,
testosterone enanthate, has been determined recently
(Barlow, D.J.; Lawrence, M.J.; Zuberi, T.; Zuberi, S.;
Heenan, R.K. Personal communication, 2005).

Fig. 9A shows the SANS data and simultaneous fit
to 1.8% v C12AO, 0.7% v EC oil, 0.7% v drug. Surpris-
ingly, regardless of the oil used, microemulsions
containing the lower volume fractions of oil were more
successful at solubilizing drug than those containing
the highest volume fraction oil, which behaved more
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like micelles in terms of their solubilizing ability. To
understand these results, a SANS study using contrast
variation (C12AO was available both in its fully
hydrogenous (h-) and chain-deuterated (d-) forms)
was used to determine the location of both oil and
drug in the micelles and oil-in-water microemulsion
droplets. SANS data from d-shell, h-shell, and drop
neutron contrast series for the microemulsions were
simultaneously fitted to a polydisperse, core-shell,
sphere model. The most surprising observation from
the analysis was that the distribution of the drug within
the microemulsion did not follow any clear trend with
either oil or drug concentration, possibly because the low
melting point testosterone enanthate behaves like oil.

SANS studies and fluorescence correlation spec-
troscopy have been successfully combined to study
the size of water-in-oil (heptane) microemulsions stabi-
lized by sodium bis-2-ethylhexyl sulphosuccinate
(AOT) with and without a fluorescently labeled peptide
(phalloidin, a fungal toxin of mass 789 Da) and protein
(a-chymotrypsin, a serine protease of mass 25 kDa).[55]

In incorporation of the small peptide, phalloidin did
not increase the size of the microemulsion droplets
whereas the presence of a-chymotrypsin significantly
increased the size of the microemulsion droplets.
Furthermore, the studies suggested that while all the
phalloidin was in the disperse water phase, the
a-chymotrypsin appears to be dispersed in the oil
phase in monomeric form and protected from contact
with the oil by a shell of surfactant.

Emulsions

Perfluorocarbon emulsions are currently of pharma-
ceutical interest because of their potential to act as
blood substitutes owing to their ability to dissolve high
levels of oxygen. In 1996 and 1997,[10,11] Washington
et al. used SANS to study perfluorocarbon (perfluoro-
decalin)-in-water emulsion droplets stabilized by a
range of commercial PEO-PPO-PEO (Pluronic) block
copolymer surfactants (namely Poloxamer 188, Polox-
amer 407, and Poloxamine 908). SANS studies (not
surprisingly owing to the relatively large size of the
emulsion droplets) underestimated the diameter of the
oil droplets as 140 nm (the droplets had been previously
established by dynamic light scattering to be about
300 nm). However, the objective of this work was not
to size the emulsion droplets but rather to obtain infor-
mation on the conformation and thickness of the block
copolymer layer stabilizing the droplets. No technique
other than SANS can provide this level of information.

These experiments were possible because any
excess block copolymer could be removed by excess
centrifugation and because of the immiscibility of
hydrocarbon and fluorocarbon, which meant that the

block copolymer did not penetrate the fluorocarbon
droplet but adsorbed instead on its surface. This fact
is significant as it allowed the SANS data to be ana-
lyzed in the same way as polymer adsorbed onto
spherical (nano) particles such as those formed from
silica and polystyrene.[9] (We have recently used a simi-
lar approach to study polymer-coated drug nanoparti-
cles (Goodwin, D.; Sepassi-Ashtiani, S.; Holland, S.;
Martini, L.; Leonard, G.; Lawrence, M.J. Personal
communication, 2005).[56] To obtain information on
the conformation and thickness of the block copoly-
mer layer stabilizing the fluorocarbon droplets, it was
essential that the only scattering measured was that
arising from the adsorbed polymer layer. To ensure
this, the perfluorodecalin droplet was made effectively
invisible by contrast matching it to the aqueous phase
(achieved using 72% D2O).

Analysis of the scattering data yielded information
about the structure of the polymer layer at the inter-
face and, in particular, allowed determination of the
polymer volume fraction profile as a function of dis-
tance from the oil–water interface. The profiles
obtained were consistent with the hydrophobic poly
(propylene oxide) blocks bound to the surface of the
droplet while the hydrophilic poly(ethylene oxide)
blocks were largely present as tails. The authors also
determined the effect of salt on the conformation of
the adsorbed polymer layer.

Other Surfactant-Based Systems

Amphiphilogels

Recently, organogels having an oil continuous phase
have been prepared in which the liquid phase is a sur-
factant. Because of the amphiphilic nature of the fluid
phase, these gels have been termed ‘‘amphiphilo-
gels.’’[57] Interestingly, the gelators (e.g., sorbitan
monostearate or sorbitan monopalmitate) in these sys-
tems are themselves amphiphiles. These amphiphilo-
gels are currently being studied as delivery vehicles
for drugs administered by the oral route as they are
able to dissolve poorly water-soluble drugs such as
cyclosporin.

Murden and coworkers[58] have shown using light
microscopy that the amphiphilogels consist mainly of
clusters of tubules of gelator molecules that aggregate
when the sol phase is cooled to form a 3-D network
throughout the continuous phase. Murden’s group[58]

performed a SANS study in an attempt to determine
the microstructure of the clusters of tubules. In this
study, the amphiphilogels were prepared using Span
60 (deuterated or hydrogenous) as gelator while the
fluid phase consisted either of Span 80 or Tween 20
or 80. Of particular interest in the SANS data was
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the presence of a Bragg peak at around 0.12 Å�1,
which indicated the existence of a repeat unit in some
part of the sample (most probably the tubules) with a
d-spacing (2p/Q) of approximately 52 Å. One possible
model for the organization of these lamellae within the
tubules is as a multilayer stack (or sheet) where each
layer (composed mainly of gelator) is 40 Å thick. At
higher temperatures, when the amphiphilogel had
melted, the Bragg peak disappeared, confirming the
absence of long-range gelator structures when the gel
has melted to become a sol.

POLYMERS

Water-Soluble Polymers

Poly(amidoamine)s (PPA) are linear polymers, con-
taining amido and tertiary amino groups along their
backbone. It has been proposed that upon encounter-
ing an acidic environment, these PPA take up an
extended conformation (i.e., increase their Rg) and as
a consequence can perturb a biomembrane. Such poly-
mers are, therefore, of interest as endosomolytic agents
to facilitate the intracellular delivery of genes and tox-
ins and other macromolecular drugs. (Many delivery
vehicles, if taken up into the low pH environment of
endosome of the cell are degraded and their released
payload destroyed by the low pH; endosomolytic poly-
mers may allow the payload and its vehicle to escape
the endosome intact.)

As PAA exist in the form of a salt, it is important to
determine, prior to use as endosomolytic agents,
which, if any salt, exhibits the most appropriate pH-
membrane perturbation properties. A SANS study[59]

was therefore initiated to investigate systematically
the effects of pH and counterion on the molecular
structure (as assessed by Rg) of the PAA, ISA 23 when
dispersed in D2O, and to correlate molecular structure
with its hemolytic activity. Fig. 10 shows the normalized
SANS data for Ipolymer(Q)/[jV(rpolymer � rpolymer)

2]
for 5 wt% ISA23 polymer in D2O as a function of
pH. At high pH, ISA 23 was negatively charged and
took up a rather compact structure of Rg approxi-
mately 20 Å, probably owing to the high ionic strength
of the weak (NaOH : HCl) buffering system used in the
study. Upon decreasing pH, however, Rg was found to
increase up to a value of approximately 80 Å, which
occurred at a pH of around 3; although at even lower
pHs the Rg of the polymer decreased once more, again
presumably owing to the high ionic strength of the buf-
fer used. The researchers concluded that although the
nature of the salt has no direct bearing on the Rg of
the polymer coil, the salt does indirectly influence Rg

by altering the pH of the environment. Encouragingly,
estimates of the Rg using pulsed-gradient spin-echo

NMR measurements were in good agreement with
those obtained from the SANS studies. These studies
support the proposed endosomolytic activity of the
PAA polymers.

Dendrimers

Dendrimers are well-defined polymers with regularly
spaced branching junctures cascading in ‘‘generations’’
from a central core. Dendrimers are considered to
adopt a roughly spherical, globular shape in solution.
As their cores are relatively loosely packed, they can
trap within their structure guest molecules such as
drugs, while functionalization of the branch tips can
convert these macromolecular assemblies into unimo-
lecular micelle-like entities. To date, a relatively large
number of SANS (and indeed SAXS) studies have been
performed on dendritic systems, many of pharmaceuti-
cal interest. This is because SANS and SAXS are very

Fig. 10 Normalized SANS data for Ipolymer(Q)/
[jV(rpolymer � rpolymer)

2] for 5 wt% ISA23 polymer in D2O

as a function of pH; diamonds pH2.0; squares pH 3.7;
inverted triangles pH 5.5; triangles 13. (Reproduced from
Ref.[16].)
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powerful tools to elucidate the detailed molecular
architecture of the dendrimer. Indeed, SANS studies
have revealed a considerable amount of structural
information about dendrimers. For example, if the
number of generations is low (i.e., four or five), the
segment density has been shown to decay smoothly
from the center of the molecule, whereas in higher-
generation dendrimers, it has been shown that they
exhibit a more compact distribution that may be
modeled (to a first approximation as dense spheres).
Recently, it has been shown using fourth generation
poly(propyleneamine) dendrimers tagged with deuter-
ated phenyl end groups[60] that the ends groups are
mostly folded back onto the interior of the molecule
in support of the proposed dense-core picture of
dendrimers. Very recently SANS has been used to
determine the water profile within dendritic structures,
suggesting that the interior of a dendrimer is quite
open with internal cavities available for accommodat-
ing guest molecules. However, despite the potential
information that may be gleaned from such a study,
no SANS studies have been reported to date on any
drug-dendrimer complex.

Star Polymers

A related, highly branched architecture is the star poly-
mer. These polymers are characterized by polymer
chains emanating from a central core, but unlike den-
drimers, all the branching occurs near the center of
the core. Star polymers are considered to exhibit a
dual nature as they have characteristics of both poly-
mers and colloidal particles. These polymers of well-
defined architecture and size are attractive candidates
for drug delivery as they have a well-defined size and
a high degree of functionality, allowing them to mimic
multifunctional biological molecules.[61] Stancik
et al.[62] investigated a series of isomeric star copoly-
mers in solution (but in the absence of drug) using
SANS in an attempt to determine the effect of the
core branching architecture. Each copolymer studied
consisted of a highly branched core with linear, par-
tially deuterated polymer chains emanating from the
outermost generation to create a star-like copolymer.
The SANS studies were performed in solvents that
were contrast matched to the outer star-like chains.
In dilute solution, SANS showed that the Rg and
fractal dimension depend upon the core branching
architecture while in semidilute solution, the liquid-like
structuring of some copolymers was seen. As a result of
the SANS studies, the researchers were able to con-
clude that the architectural features of these isomeric
copolymers have an impact on both the conformation
of, and the interactions between these molecules in
solution.

Microgels

Microgels are chemically cross-linked spherical col-
loidal particles, typically of a few hundred of
nanometers, which are usually prepared by emulsion
polymerization in aqueous solution and exist in a swol-
len state in a good solvent. Of particular interest in
drug delivery are water-swellable microgel systems,
which display temperature sensitivity, particularly if
they shrink at elevated temperatures, whereupon they
may release any entrapped drug The most widely
studied polymer for the production of temperature
sensitive microgels is poly(N-isopropylacrylamide)
(PNIPAM), largely because it has a low critical
solution temperature of approximately 32� C. In an
attempt to increase the rate of swelling and deswelling
of microgels, Hellweg et al.[63] attempted to prepare
core-shell PNINAM-copolystyrene microgels, with
the polystyrene block comprising the core. The struc-
ture of these novel microgels in dilute solute was inves-
tigated by means of SANS in combination with
contrast variation, the contrast obtained by synthesiz-
ing a polystyrene deuterated version of the copolymers
of interest. Significantly, as a result of the selective deu-
teration of the polystyrene block of the polymer, the
SANS studies were able to prove the proposed core-
shell structure of the microgels. In addition, the SANS
studies also allowed the calculation of the Rg of both
the core and the whole microgel particle. These core-
shell microgel particles exhibited the unusual property
of crystallizing at high concentrations. Again, SANS
studies were useful in studying these concentrated
systems. For example, the unit cell length of the parti-
cles containing 50 mol% styrene was determined to be
287 nm [assuming a face centered cubic (fcc) structure
for the crystals]. This corresponded to a particle radius
of about 100 � 10 nm, a result in agreement with
dynamic light scattering.

MIXED POLYMER-SURFACTANT SYSTEMS

Bioadhesive Gels

The use of bioadhesive dosage forms for the mucosal
delivery of drug is receiving increasing attention as a
means of prolonging the residence time of a delivery
vehicle at a particular site. Thorgeirsdóttira et al.[64]

have used SANS in combination with rheological
methods to characterize the structural and rheological
properties of a multicomponent, bioadhesive hydrogel
formulation, comprising the hydrogel-forming poly
(acrylic acid) polymer, Carbopol 974P (0.65 wt%), a
non-ionic surfactant, either Tween 20 or 40 (1 or
0.4 wt%, respectively), a cosolvent, propylene glycol
(5 wt%) a microbicide (monocaprin, 0.1 wt%), and
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preservatives (total concentration 0.1 wt%). The pH of
the formulation was approximately 3.5, and adjusted
where necessary by dropwise addition of 1 M NaOH.
Of particular interest was the effect of changing pH
on the resulting formulation. A change of pH from 4
to higher values (leading to increased prominence of
electrostatic forces) resulted in a marked impact on
both the structural and rheological characteristics,
with higher values of the dynamic moduli. At pH 4,
the rheological features were strongly influenced by
the addition of surfactant and monocaprin concen-
tration, whereas at higher values of pH, the effect of
additives was modest. The picture that emerges from
SANS and rheology is that enhanced association
structures evolve at pH 4, while at higher pH the tend-
ency to form associations is inhibited. In all the
conditions, the rheological results suggest a viscoelastic
solid behavior, which is typical for many gels.

OTHER COLLOIDAL SYSTEMS

Gene Delivery Vehicles

Both cationic vesicles and polymers are well known to
form complexes (termed lipoplexes and polyplexes,
respectively) upon mixing with DNA. The resulting
complexes are prospective candidates for gene delivery.
Despite the widespread interest in these systems,
there is still a paucity of knowledge regarding the
interactions between the DNA-cationic vesicles or
polymers, the biophysical properties of the resulting
complex, and the relationship between complex char-
acteristics and transfection efficiency. Although there
are number of studies emerging reporting the detailed
molecular architecture of DNA-cationic vesicle com-
plexes using various types of microscopy and, to a
lesser extent, synchrotron X-ray (and neutron) scatter-
ing, it is only very recently that the kinetics of the mech-
anism leading to their formation has been investigated.
This study was performed by SANS experiments.[13]

Subramanian et al.[65] carried out a systematic inves-
tigation of the detailed molecular architecture of
complexes formed between the cationic lipid cationic
lipid didodecyl dimethylammonium bromide (DDAB)
and the neutral lipid dilauroyl-sn-glycerophosphocho-
line (DLPC) and a negatively charged polypeptide
using high-resolution X-ray and neutron scattering.
When poly-L-glutamic acid (PGA) was used as the
polypeptide, a multilamellar liquid crystalline structure
with alternating layers of lipid and polypeptide was
seen. Some interesting differences were seen between
these complexes and those formed by lipid with
DNA.[66] The first was that, unlike DNA, which was
ordered in a finite sized 2-D smectic array, the polypep-
tide confined between the lipid bilayers did not exhibit

any orientational or positional order. Secondly, even at
very low bilayer charge densities, the complexes remain
as a single phase, thereby giving rise to the onset of a
novel pinched lamellar phase.

The lipids chosen for the kinetic study performed
by Barreleiro et al. were the cationic lipid, dimethyldi-
octadecyldimethylammonium bromide and the neutral
helper lipid, dioleoylphosphatidylethanolamine mixed
in a molar ratio of 1 : 1. SUVs containing this mix of
lipids were mixed with different amounts of DNA to
yield lipoplexes with different charge ratios. Real-time
SANS experiments were performed on a high flux dif-
fractometer using a stopped flow set-up. In the study,
all the components were hydrogenous with the excep-
tion of the dispersion medium, which was 70 Vol% or
more D2O, used because DNA was contrast matched
at 70 Vol% D2O, even though at the DNA concentra-
tions used in the study, no scattering from the DNA
could be observed.

The SANS data demonstrated that as a result of
lipoplex formation, the SUVs were converted to
multilamellar lipid-DNA complexes. This transition
occurred via three stages. The first step, occurring on
a millisecond timescale, was inaccessible to SANS as
the smallest time slice used was 1 sec. This step was,
however, observable by stopped-flow turbidity and
fluorescence experiments. The next step, occurring on
a timescale of seconds, which was observable by
SANS, was found to correspond to the formation of
an (unstable) intermediate with a locally cylindrical
structure. The final step, occurring over minutes,
involved the conversion of the unstable cylindrical
intermediates to a multilamellar structure. As fluores-
cence measurements can only give information about
the conformational changes of DNA, SANS measure-
ments are necessary to probe the structure of the
different intermediates that occur during the formation
of the DNA-lipid complexes. No other technique lends
itself to such studies.

Nanoparticles

Nanoparticle is a generic word to describe any particle
in the nanometer size range. Nanoparticles suitable for
drug delivery purposes can be prepared from a wide
range of materials including hydrophobic surfactants,
polymers including gelatin, and drug.

SANS in combination with contrast variation has
been used to study the internal (core-shell) structure
of nanoparticles prepared from amphiphilic PLA-
poly(oxyethylene) glycol (PLA-PEG) block copolymer
assemblies intended for use as nanoparticulate drug
carriers.[67] Three copolymers were synthesized with a
constant PEG molecular weight of 5 kDa and a deuterated
PLA chain of either 3, 15, or 45 kDa and nanoparticles
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produced from these polymers by precipitation
from the water miscible organic solvent, acetone.
The high neutron scattering length density of deuter-
ated (d-) PLA (r of 5.95 e�10cm�2; r of D2O is
6.40 e�10cm�2) meant that it was theoretically possible
to contrast-match the core of the nanoparticles with
the deuterium oxide dispersion medium, thereby

enabling scattering to be seen from the ‘‘hollow shell’’
of PEG. This contrast is highly sensitive to the
composition and structure of the PEG layer. Fig. 11
shows the SANS data (dS/dO vs. Q) for the nano-
particles prepared from the three deuterated PLA(d)-
PEG molecules tested in three different solvent
contrasts.

Fig. 11 (A) SANS (dS/dO vs. Q) from selectively deuterated PLA(d)-PEG 3 : 5 nanoparticles at different solvent contrasts:

(a) 100% D2O/0%H2O; (b) 80%D2O/20%H2O; (c) 65%D2O/35% H2O (vertically displaced). The continuous lines are a simul-
taneous fit of all three data sets using the best fit diffuse-shell model. (B) SANS (dS/dO vs. Q) from selectively deuterated PLA(d)-
PEG 15 : 5 nanoparticles at different solvent contrasts: (a) 100% D2O/0% H2O; (b) 80% D2O/20% H2O; (c) 65% D2O/35% H2O

(vertically displaced). The continuous lines are a simultaneous fit of all three data sets using the best-fit diffuse-shell model.
(C) SANS (dS/dO vs. Q) from selectively deuterated PLA(d)-PEG 45 : 5 nanoparticles at different solvent contrasts: (a) 100%
D2O/0% H2O; (b) 80% D2O/20% H2O; (c) 75% D2O/25% H2O (vertically displaced). The continuous lines are a simultaneous
fit of all three data sets using the best-fit diffuse well-established methods shell model. (Reproduced from Ref.[67].)

1066 Drug Delivery Systems: Neutron Scattering Studies



D
os

ag
e–

D
ru

g
D

el
iv

er
y

S
ys

te
m

s

The internal structure of each of the nanoparticles
was established by fitting core-shell models (assuming
a homogenous core of uniform scattering length den-
sity) to the scattering data obtained using the three
different contrasts tested (namely 100 Vol% D2O,
80 Vol% D2O, and 65 Vol% D2O). By doing this, it
proved possible to construct scattering length density
profiles for the nanoparticles, which help describe
how the volume fractions of PLA, PEG, and solvent
varied with radial distance from the center of the
assembly. As anticipated, the mean core radius
increased with molecular weight of the d-PLA block.
Interestingly, however, no solvent or PEG was found
to be present in the core of the nanoparticle, although
the shells of the nanoparticles were very solvent rich.
The thickness and structure of the PEG layer were
found to depend on the molecular weight of the
d-PLA block, while the conformation of the PEG
chains was characteristic of those found in polymeric
micelles, although as the molecular weight of the
d-PLA increased, the PEG brush became more radially
homogeneous. Such detailed structural information
would not be accessible by any other technique.

The above study is noteworthy for a few reasons.
Firstly, the data were obtained using only one partially
deuterated form of the amphiphilic molecules of inter-
est. Secondly, while SANS studies of polymers at a
contrast-matched interface are common, the work of
Riley et al. is unique owing to the small size of the core
particle and the fact that it was the off-contrast match
data that provided the more detailed structural
information via solvent contrast variation.

Other types of pharmaceutical nanoparticles that
have been studied using SANS include gelatin coacer-
vates[68] and drug nanoparticles (Goodwin, D.;
Sepassi-Ashtiani, S.; Holland, S.; Martini, L.; Leonard,
G.; Lawrence, M.J. Personal communication, 2005).[57]

Cyclodextrins

A recent study has explored the potential of the ternary
complex formed between a poly(b-cyclodextrin)
(formed by polycondensation of b-cyclodextrin), a
cationic surfactant (dodecyltrimethylammonium chlor-
ide), and a polyanion in water, to act as a delivery
system for gene therapy,[69] using a combination of
viscometric and SANS studies as well as visual obser-
vations to determine the macroscopic and microscopic
properties of the complexes. In the study, sodium
dextran sulfate was used as a substitute for DNA.
The potential advantages of the use of such ternary
complexes over the more commonly investigated
DNA-lipid or polymer complexes (lipoplexes and poly-
plexes, respectively) include a high water solubility of
the resulting complex (lipoplexes and polyplexes often

display poor solubility) as well as the possibility of
controlling the release of the polyanion by controlling
the formation/dissociation of the complex.

The combined viscometric and SANS study estab-
lished that the addition of surfactant could cause a
radical change in the structure of the complexes. At
low concentrations of added surfactant, the complexes
were of low density and diffuse, while at higher concen-
trations, above a critical concentration (CC), the
complexes became more and more compact up to the
point they precipitated. The transition in the structure
of complexes at the CC was attributed to the architec-
ture of the complex, which shows a marked polyelec-
trolyte behavior for surfactant quantities higher than
the CC owing to a homogeneous distribution of surfac-
tant monomers on a spherical outer shell. At concen-
trations below the CC, the surfactant is distributed
inhomogeneously. The SANS studies in the paper
were formed using hydrogenous poly(b-cyclodextrin),
surfactant, and dextran sulfate.

CONCLUSIONS

As drug delivery systems become more complex, it is
inevitable that their development will require us to
understand their behavior in unprecedented detail. It
will be incumbent, therefore, on the pharmaceutical
scientist of the future to make full use of all the avail-
able modern scientific tools, including neutron scatter-
ing, to understand his delivery vehicle. The inertia to
date on the part of pharmaceutical scientists to tap into
the huge resource provided by neutron experiments,
stems partially from a general lack of awareness of
the advantages offered by such studies, and partially
from the perceived expense and difficulties involved
in carrying out this type of experiment. However, as
demonstrated in this review, it is not always necessary
to have deuterated samples to carry out worthwhile
neutron studies of pharmaceutical systems; important
information can very often be obtained by using stan-
dard hydrogenous systems with the required contrast
variation engineered through the appropriate selection
of D2O/H2O mixtures, etc. Researchers should, how-
ever, give serious consideration to obtaining the
required deuterated samples, with the time and expense
devoted to this task most emphatically justified by the
results obtained.

Many of the SANS experiments performed to date
have just scratched the surface in respect to what the
technique can do to aid our understanding of drug
delivery vehicles. Although SANS is a specialized
research technique, it is relatively straightforward to
apply for beam time at one of the 37 central research
facilities that exist in 21 countries. Currently, there
are about 32 SANS instruments, although this number
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is set to increase in the near future. The specialized
staff who work at these facilities will advise on the
feasibility of an experiment for you. There are a num-
ber of programs that can be downloaded free from the
web to help with the analysis of small angle data
(including X-ray data). These include the program
FISH developed by Richard Heenan of the Rutherford
Appleton Laboratories, which provides a comprehen-
sive and flexible set of routines for SAS data fitting
(http://www.isis.ac.uk/LargeScale/LOQ/FISH/
FISH_intro.htm). Dimitri Svergun has a very useful suit
of programs available at http://www.emblhamburg.de/
ExternalInfo/Research/Sax/software.html. Another
useful site is Alan Munter’s at NIST (http://www.
ncnr.nist.gov/resources/simulator.html). This list is
not exhaustive; there are many more programs avail-
able to help with the analysis of small angle scattering
data. In addition, many of the neutron facilities run
schools to help new comers analyze their data.

Recent Advances

Recent developments in SANS methodology include
time-resolved SANS and time-involved SANS
(TISANE). These developments have arisen from the
desire to minimize the SANS data collection time to
enable the study of rapid kinetic reactions such as solu-
bilization of PC vesicles by bile salt[70] and unimer
exchange kinetics in polymeric micelles.[71] Time-
resolved SANS enables time resolution down to
50–100 ms, while the technique of TISANE obtains
an even better time resolution of 50–100 ms, although
TISANE is still largely at the experimental stage.

About 15 years ago, the first ultra (low) SANS
(USANS) instrument was built. The equipment is com-
plimentary to conventional SANS as it enables
measurement to be made at lower Q than conventional
SANS. USANS and Super USANS are useful for the
measurement of shape and size of particles from a
maximum size of 30 mm to either 0.3 mm or 0.01 mm,
depending upon the particular type of USANS instru-
ment used. When combined with SANS, USANS
allows the characterization of microstructure over 11
orders of magnitude and has been used to study the
structure and intermicellar interactions in block poly-
electrolyte assemblies.[72]
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6. Ericsson, C.A.; Söderman, O.; Garamus, V.M.; Bergström,
U.S. Effects of temperature, salt and deuterium oxide on
the self-aggregation of alkylglycosides in dilute solution.
2. n-tetradecyl-b-D-maltoside. Langmuir 2005, 21, 1507–
1515.

7. Volotovskii, I.D.; Baranova, L.A.; Konev, S.V. Influence of
heavy-water (D2O) on conformation and UV sensitivity of
proteins. Molecular Biology 1976, 10, 1077–1083.

8. Luan, C.H.; Urry, D.W. Solvent deuteration enhancement
of hydrophobicity—DSC study of the inverse temperature
transition of elastin-based polypeptides. Journal of Physical
Chemistry 1991, 90, 7896–7900.

9. King, S.; Griffiths, P.; Hone, J.; Cosgrove, T. SANS from
adsorbed polymer layers. Macromolecular Symposia 2002,
190, 33–42.

10. Washington, C.; King, S.M.; Heenan, R.K. Structure of
block copolymers adsorbed to perfluorocarbon emulsions.
Journal of Physical Chemistry 1996, 100, 7603–7609.

11. Washington, C.; King, S.M. Effect of electrolytes and
temperature on the structure of a poly(ethylene oxide)
poly(propylene oxide) poly(ethylene oxide) block copoly-
mer adsorbed to a perfluorocarbon emulsion. Langmuir
1997, 13, 4545–4550.
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INTRODUCTION

A drug can be administered via many different routes
to produce a systemic pharmacologic effect. The most
common method of drug administration is via the
peroral route, in which the drug is swallowed and
enters the systemic circulation primarily through the
membranes of the small intestine. Although this type
of drug administration is commonly termed oral, per-
oral is a better term because oral administration more
accurately describes drug absorption from the mouth
itself. The mouth is lined with a mucous membrane
and among the least known of its functions is its capa-
bility of serving as a site for the absorption of drugs.[1]

In general, drugs penetrate the mucous membrane by
simple diffusion and are carried in the blood, which
richly supplies the salivary glands and their ducts, into
the systemic circulation via the jugular vein. Active
transport, pinocytosis, and passage through aqueous
pores usually play only insignificant roles in moving
drugs across the oral mucosa.[2]

The administration of drugs by the buccal route has
several main advantages over peroral administration,
including the following:

1. The drug is not subjected to the destructive
acidic environment of the stomach.

2. Therapeutic serum concentrations of the drug
can be achieved more rapidly.

3. The drug enters the general circulation without
first passing through the liver.

This last phenomenon is important for drugs
that are highly metabolized during their first passage
through the liver. This metabolism (governed by the
hepatic extraction ratio) can lead to a dramatic
reduction in the amount of drug available systemically
from a given peroral dose but is avoided by buccal
absorption.

Two sites within the buccal cavity have been used
for drug administration. Using the sublingual route,
as for glyceryl trinitrate (GTN), the medicament is
placed under the tongue, usually in the form of a

rapidly dissolving tablet. The second anatomic site
for drug administration is between the cheek and gin-
giva. Although this second application site is itself
known as buccal absorption, the absorption from all
areas within the buccal or oral cavity are considered
in this article.

Of the range of pharmaceutic preparations available
for administration into the oral cavity, the most
popular form is that of a rapidly dissolving tablet
that releases its drug contents for absorption across
the oral mucosa. Alternatively, a tablet or capsule
can be chewed to release its contents. This latter
method is less successful because mastication tends to
produce a large volume of saliva that increases the
probability of premature swallowing. The same prob-
lem occurs in the administration of drug in the form
of a chewing gum.

The aim of the present article is to review the pub-
lished literature on the absorption of drugs through
the oral mucosa. Special attention is given to the
prevention of presystemic metabolism via drug admin-
istration by the buccal and sublingual routes.
Consideration is also given to the types of pharmaceu-
tical preparations that are commercially available for
drug administration into the mouth. Before prog-
ressing to drug absorption, however, the structure and
blood supply of the oral mucosa are discussed because
of the important role they play in the transfer of drugs
from the mouth into the systemic circulation.

STRUCTURE AND SECRETIONS
OF THE ORAL MUCOSA

Epithelial Lining

The major function of the oral epithelium is to provide
a protective surface layer between the oral environ-
ment and the deeper tissues. The oral epithelium has
a squamous epithelium of tightly packed cells that
form distinct layers by a process of maturation from
the deeper layers to the surface.[3] The pattern of matu-
ration differs in different regions of the oral mucosa
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due to the variation in the specific function of the
tissues. The surface layer of the hard palate and tongue
forms keratin to yield a tough, non-flexible epithelial
surface resistant to abrasion, but the epithelium of
the cheek, floor of the mouth, and soft palate is non-
keratinized and facilitates distensibility. The major
features of the keratinized and non-keratinized oral
epithelium have been extensively investigated by Squier
and Rooney.[4] Together with the presence or absence
of keratin, the second main feature likely to influence
regional differences in drug absorption is the epithelial
thickness. This varies in different regions of the mouth:
the hard palate, buccal mucosa, lip mucosa, and floor
of the mouth have been found to have thicknesses of
100–120mm, 500–600mm, 500–600mm, and 100–200mm,
respectively.[5,6]

Secretion of Saliva

In addition to the protective function afforded by the
oral mucosa, it also has the ability to maintain a moist
surface, which enhances permeability of the membrane
to drugs.[3] Although the mucous membrane lining in
the mouth contains many minute glands called buccal
glands, which pour their secretions into the mouth, the
chief secretion is supplied by three pairs of glands,
namely, the parotid (under and in front of the ear),
the submaxillary (below the jaw), and the sublingual
(under the tongue) glands. Blood is richly supplied to
the salivary glands and their ducts by branches of the
external carotid artery and afterwards, travelling
through the many branch arteries and capillaries,
returns to the systemic circulation via the jugular
veins.[1] The presence of saliva in the mouth is impor-
tant to drug absorption for two main reasons:

1. Drug permeation across moist (mucous) mem-
branes occurs much more readily than across
nonmucous membranes.

2. Drugs are commonly administered to the mouth
in the clinical setting in a solid form. The drug
must, therefore, first dissolve in saliva before it
can be absorbed across the oral mucosa; that
is, the drug cannot be absorbed directly from
a tablet.

VASCULAR SYSTEM OF THE ORAL MUCOSA

The vascular system and blood supply to the oral
mucosa have been clearly described by Stablein and
Meyer.[7] Netter’s excellent drawings of the blood sup-
ply to the mouth and pharynx, venous drainage of the
mouth and pharynx, and lymphatic drainage of the
mouth and pharynx have been published by Ciba.[8]

This latter publication also includes definitive docu-
mentation of the blood supply and drainage from the
mouth.

The blood supply to the mouth is delivered princi-
pally via the external carotid artery. The maxillary
artery is the major branch, and the two minor branches
are the lingual and facial arteries. The lingual artery and
its branch, the sublingual artery, supply the tongue, the
floor of the mouth, and the gingiva, and the facial
artery supplies blood to the lips and soft palate. The
maxillary artery supplies the main cheek, hard palate,
and the maxillary and mandibular gingiva.[7,9] The
internal jugular vein eventually receives almost all of
the blood derived from the mouth and pharynx.[8]

Drugs diffusing across the membranes have easy access
to the systemic circulation via the internal jugular vein.

FACTORS INFLUENCING DRUG ABSORPTION
FROM THE ORAL CAVITY

Because the oral mucosa is a highly vascular tissue,
the two main factors that influence drug absorption
from the mouth are the permeability of the oral
mucosa to the drug and the physicochemical character-
istics of the drug that is presented at the site of absorption.

Permeability of the Oral Mucosa to Drugs

The lipid membranes of the oral mucosa are resistant
to the passage of large macromolecules; however, small
un-ionized molecules tend to cross the membrane with
relative ease. This passage is in either direction, and
indeed passage of drugs from the circulation into the
mouth can be used in therapeutic drug monitoring by
measuring drug concentrations in saliva. The per-
meability of the oral mucosa has been comprehensively
reviewed by Siegel.[10]

Mechanisms involved in drug absorption
across the oral mucosa

The mechanisms by which drugs cross biologic lipid
membranes are passive diffusion, facilitated diffusion,
active transport, and pinocytosis. Small, water-soluble
molecules may pass through small, water-filled pores.
The main mechanism involved in drug transfer across
the oral mucosa, common with all regions of the
gastrointestinal tract, is passive diffusion, although
facilitated diffusion has also been shown to take place,
primarily with nutrients. Passive diffusion involves the
movement of a solute from a region of high concen-
tration in the mouth to a region of low concentration
within the buccal tissues. Further diffusion then takes
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place into the venous capillary system, with the drug
eventually reaching the systemic circulation via the
jugular vein. The physicochemical characteristics of a
drug are very important for this diffusion process.
Although passive diffusion is undoubtedly the major
transport mechanism for drugs, the absorption of
nutrients from the mouth has been shown to involve
carrier systems (facilitated diffusion), which lead to
a more rapid absorption than the concentration gradi-
ent would promote. Such a carrier system, unlike pas-
sive diffusion, exhibits stereospecificity, and indeed the
absorption of D-glucose and L-arabinose across the
buccal mucosa has been shown to be stereospecific.[11]

The same authors also showed that the absorption of
D-glucose, galactose, and 3-0-methyl-D-glucose was at
least partially dependent on the presence of sodium
ions in the luminal fluids. Furthermore, the transport
of D-glucose was inhibited by galactose and 3-0-
methyl- D-glucose, suggesting at least one common car-
rier system. Similarly, Kurosaki et al.[12] demonstrated
that the absorption of cefadroxil (a cephalosporin anti-
biotic) from the human oral cavity occurs through a
carrier-mediated mechanism; this absorption was
inhibited by the presence of cephalexin, which shares
a common carrier-mediated process with cefadroxil in
the small intestine of rat.

Membrane storage during buccal absorption
of drugs

The absorption of a drug from the mouth is not syn-
onymous with drug entry into the systemic circulation.
Instead, the drug appears to be stored in the buccal
membranes, sometimes known as the membrane
reservoir effect.[13] Due to this phenomenon, buccal
partitioning has been suggested as a more accurate
term to describe the diffusion of drugs across the oral
mucosa.[14] Although several authors have devised
schematic representations of the kinetics of oral drug
absorption (Fig. 1)[1,14] the mucosal constituents
responsible for drug binding have not been identified.

Regional differences in mucosal permeability

The epithelial lining of the mouth differs in both com-
position (keratinized and non-keratinized) and thick-
ness in different regions of the mouth. Therefore,
drug absorption may vary from different oral sites.
This site-dependent absorption has been shown to take
place by Pimlott and Addy,[15] who measured the
absorption of isosorbide dinitrate into the systemic cir-
culation after applying tablets to the buccal, palatal, or
sublingual mucosa in six healthy volunteer subjects.
Serum levels of drug were detected from the buccal
and sublingual sites after 1 min. The drug concen-
tration progressively increased, peaking at 5 min, and
then decreased during the 30 min sampling period. At
most of the time periods, serum concentrations were
higher from sublingual sites than from buccal sites
(Fig. 2). The drug was not detected in the serum of
any subject after application to the palatal mucosa.
These authors concluded that the keratinized layer of
the oral mucosa may be an important barrier to drug
absorption because the palatal epithelium is kerati-
nized, but the buccal and sublingual mucosa are
not.[16] Absorption across the sublingual epithelium is
likely to be greater than across the buccal epithelium
because the former is thinner and is immersed in a
larger volume of saliva.

Rapid absorption from the sublingual mucosa was
also demonstrated through work by Al-Furaih
et al.,[17] who reported that sublingual administration

Solid drug
powder or tablet

* Pathway to account for  back-partitioning into buccal fluids of drug
absorbed by membrane.

Drug removed from oral cavity
by swallowing

Drug in blood
circulation

Drug in lymphatic circulation

Dissolved drug
in buccal fluids

Dissolved drug in
buccal membrane

∗

Fig. 1 Schematic representation of the absorption kinetics
of buccally presented drugs. (From Ref.[10].)
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of captopril led to a more rapid attainment of plasma
captopril concentrations and had a more rapid phar-
macological effect (i.e., lower systolic blood pressure)
compared to peroral administration of the drug.

Physicochemical Characteristics of the Drug

Various experimental techniques have demonstrated
that cell membranes have a large lipid component,[18]

and most drugs cross such membranes by simple pass-
ive diffusion. In order to cross these lipid membranes, a
drug should be in the lipid-soluble or un-ionized form
and also be in solution. The various physicochemical
characteristics of the drug are, therefore, of paramount
importance as far as drug penetration across the oral
mucosa is concerned.

Molecular weight

In general, molecules penetrate the oral mucosa more
rapidly than ions, and smaller molecules penetrate
more rapidly than larger molecules. However, this
rule is not absolute because dextrans with a molecular
weight of up to 70,000 cross keratinized rabbit oral
mucosa,[19] but horseradish peroxidase (molecular
weight 40,000) does not.[20] High-molecular-weight
mucopolysaccarides such as heparin are not well
absorbed,[21] although inclusion of penentration
enhancers in some insulin formulations have improved
bioavailability.[22]

Degree of ionization

The average pH of saliva is 6.4. Because the un-ionized
form of a drug is the lipid-soluble-diffusible form, the
pKa of the drug plays an important role in its absorp-
tion across the lipid membranes of the oral mucosa.
The degree of ionization of a drug at a specified pH
can be calculated using the Henderson–Hasselbalch
equation as follows:

For an acid:

pH ¼ pKa þ log10

½un-ionized species�
½ionized species�

For a base:

pH ¼ pKa þ log

The importance of pH on drug absorption from the
mouth has been extensively studied using the buccal
absorption model, in which loss of drug from buffered
drug solutions placed in the mouth is monitored.[23]

The influence of pH on the absorption of the weak
base chloroquine and of the weak acid phenobarbitone
is shown in Fig. 3.[24]

However, pH does not always influence the rate or
extent of absorption. For example, McElnay et al.[25]

found that captopril pharmacodynamic parameters
(blood pressure, heart rate, and plasma renin activity)
did not differ significantly between buffered and
unbuffered sublingual administration, suggesting that
manipulation of pH had little effect. It was, therefore,
proposed that a mechanism other than passive diffusion
was involved in the buccal absorption of this drug.

Although many studies illustrate the importance
of ionization on drug absorption, the pH of saliva is
relatively constant, and in the absence of a buffer,
the pKa of the drug plays the deciding role as to the
state of drug ionization. Also, due to the relatively
large surface area available for absorption and to the
maintenance of an equilibrium between ionized and
un-ionized drug, only a small percentage of drug has
to be present in the un-ionized form before significant
absorption can take place.

Lipid solubility

Although the undissociated (un-ionized) form of a
drug has the higher lipid solubility, the un-ionized
moieties themselves have differing lipid solubilities. A
common way of assessing the lipid solubility of a drug
is to measure its oil–water partition coefficient. As with
pH, buccal absorption has been shown to be positively
correlated with a drug’s oil–water partition coefficient.
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Beckett and Moffat,[26] for example, found a correlation
of partition coefficients in n-heptane/aqueous systems
with buccal absorption data for a series of amines and
acids when the degree of ionization was held constant.

In conclusion, to penetrate the oral mucosa to a sig-
nificant degree, a drug should have a relatively low
molecular weight and exhibit biphasic solubility pat-
terns, that is, be soluble in both the aqueous salivary
fluid and the lipid membrane barrier to penetration.
A significant amount of the drug should be un-ionized
at salivary pH, and the drug should also not bind
strongly to the oral mucosa.

BUCCAL ADMINISTRATION AS A METHOD OF
PREVENTING PRESYSTEMIC METABOLISM

The systemic availability of a drug is a measure of the
fraction of the administered amount of drug that is
absorbed into the general circulation in an unchanged
form from its site of administration. Disregarding
pharmaceutical reasons (e.g., poor tablet disinte-
gration) and inappropriate physicochemical properties
of the drug, the two main reasons for poor bio-
availability after peroral administration are drug
destruction by stomach acid and drug modification
by metabolic enzyme systems prior to its entry into
the systemic circulation. The principal organs involved
in presystemic elimination are the gut wall, the liver,
and the lung.[27] Drug metabolism of this type is known
as first-pass metabolism. A number of drugs have
high affinities for the enzyme systems in these organs
and are, therefore, highly extracted during their
flow through the organs. These drugs, which are said
to have a high extraction ratio (Fig. 4), include pro-
pranolol, terbutaline, levodopa, imipramine, aspirin,
morphine, pentazocine, nitroglycerin, lignocaine,
hydralazine, verapamil, and methyldopa. The main
metabolizing organ in the body is the liver. Because
blood draining from the gut via the portal vein must
pass through the liver prior to entry into the general
circulation, the total drug absorbed from the gut
must pass through the liver before it can reach its site

of action. Once the drug has entered the systemic circu-
lation, it is distributed to other areas of the body
(depending on its volume distribution); although the
extraction ratio remains constant, the proportion of
the total drug in the body that is metabolized on sub-
sequent passes through the liver is reduced due to a
lowered drug concentration in the plasma after distri-
bution has taken place. The liver receives only 20%
of the cardiac output (as compared with 100% from
the portal vein), which also protects the drug that
has already been absorbed from the metabolic systems
of this organ. Presystemic elimination can, therefore,
be avoided by choosing a site of administration from
which the drug enters the systemic circulation directly,
without first passing through the liver, lung, or gut
wall. Because blood draining from the oral cavity
enters the general circulation via the internal jugular
vein, oral administration by the buccal or sublingual
routes provides a useful strategy for improving bio-
availability of drugs that are susceptible to extensive
first-pass metabolism. A high first-pass effect does
not, however, mean that drugs with a high extraction
ratio cannot be given perorally. If a sufficient dose of
the drug is given, an adequate amount of drug (to pro-
duce the required therapeutic effect) often remains
intact during its first passage through the liver. Also,
a high peroral dose of drug or, indeed, serum levels
of the drug from previous doses may saturate the
high-affinity metabolizing systems in the liver and,
thereby, decrease the first-pass effect and increase bio-
availability. With some drugs, moreover, the metabolites
themselves may have good pharmacologic activity.

DRUGS AND PHARMACEUTICAL
FORMULATIONS FOR ADMINISTRATION
BY THE BUCCAL AND
SUBLINGUAL ROUTES

Although the data produced using the buccal partition-
ing model of drug absorption[23] have shown that
numerous drugs are absorbed efficiently from the oral
cavity, few drugs have been assessed clinically after
administration by this route, and not all drugs that
have given encouraging clinical data have specific for-
mulations available for intraoral administration.
Drugs within the cardiovascular and strong analgesic
pharmacologic classes have received the most attention.

Cardiovascular Drugs

Glyceryl trinitrate (GTN)

This vasodilator has been used for over 100 years in
the treatment of angina pectoris, and today, many

CA

CA  – CV

CA

CVORGAN

extraction ratio       =

Fig. 4 Diagrammatic representation of the extraction ratio
of a drug. The extraction ratio is a measure of the tendency

of a drug to be removed from the blood during its passage
through an organ such as the liver. In the diagram, CA is
the arterial drug concentration and CV is the venous drug
concentration.
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clinicians consider it the most effective drug despite
exhaustive efforts to find alternatives. It is also used
in the treatment of congestive heart failure. This drug
is rapidly absorbed from the mouth, with much of
the drug bypassing the liver. The liver has a high
metabolic capacity for organic nitrates by virtue of
the enzyme glutathione reductase.[28] Sublingual
administration of GTN is the most appropriate
action to alleviate the pain of an acute angina attack
because of its rapid action, its long-established efficacy,
and its low cost.[29] The traditional pharmaceutical
formulation of the drug is a rapidly dissolving tablet
for administration under the tongue. This approach,
however, has two main disadvantages:

1. The time taken for the tablet to disintegrate and
dissolve may vary from person to person. A
delayed and varied onset of action may result.

2. The tablets of GTN lose significant potency
after only 8 weeks of the initial opening of the
manufacturer’s bottle and should be discarded
after that period because exposure to moisture
and to the atmosphere accelerates nitrate break-
down. Heat also accelerates drug deterioration.

In an attempt to overcome the previously noted pro-
blems with the sublingual tablet formulations, GTN is
now widely available in metered-dose aerosol prepara-
tions. The sprays usually contain 0.4 mg GTN per unit
dose. The manufacturers suggest that 1 or 2 metered
doses be sprayed on the oral mucosa (preferably under
the tongue) and then the mouth should be closed.

A slightly different approach has been taken by
Pharmax, the manufacturer of Suscard Buccal tablets.
Instead of the traditional 300-, 500-, and 600-mg sublin-
gual tablets, the Pharmax tablets contain 1, 2, 3, or
5 mg of GTN and are placed between the upper lip
and the gum on either side of the front teeth. During
the dissolution phase, the tablet softens and adheres
to the gum, after which dissolution continues in a uni-
form and gradual manner. Because this is a prolonged-
release dosage form, the patient should not increase the
tablet’s dissolution rate by moving it around the
mouth. The tablet should be replaced if accidentally
swallowed, and the placement of successive tablets
should be alternated on either side of the mouth. As
well as an effective prophylactic in angina, this formu-
lation has been shown to be effective in congestive
heart failure.[30]

Isosorbide dinitrate

This nitrate is also active sublingually and is a more
chemically stable drug for those who require nitrates
only infrequently. It is a longer-acting drug than GTN.
The activity of isosorbide dinitrate may depend on the

production of active metabolites, the most important
of which is isosorbide 5-mononitriate. Isosorbide
mononitrate is also available for angina prophylaxis,
though the advantages over isosorbide dinitrate have
not yet been firmly established.[31] The general consen-
sus is that the activity of the dinitrate is also longer
than that of GTN Kattus et al.,[32] for example, found
that sublingual isosorbide dinitrate offered protection
against angina for 2.5–3 h compared to 1 h relief with
GTN The finding of equal bioavailability of chewable
(buccal absorption) and slow-release capsules (intesti-
nal absorption) ‘‘infers that buccal or sublingual
absorption does not circumvent the first pass effect,
that presystemic metabolism occurs in the buccal
mucosa, that buccal absorption is not as effective as
believed or that isosorbide dinitrate is swallowed and
not absorbed by the buccal mucosa. The identical
pattern of metabolites after buccal and intestinal
administration favours the theory that buccal absorp-
tion is slow and that isosorbide dinitrate is swallowed
with the saliva in which it is dissolved.’’[33] Current
knowledge concerning the buccal absorption route
supports this theory. The main advantage of sublingual
and buccal dosing may be the rapid disintegration and
dissolution of the tablet in saliva. Present knowledge
suggests using the drug buccally for the treatment of
acute attacks of angina and using a sustained-release
formulation for prophylactic purposes. Iga and
Ogawa[34] demonstrated that a sustained release buccal
formulation of both GTN and isosorbide dinitrate
increased the bioavailability of both drugs when admi-
nistered to dogs, compared to oral administration.
A number of isosorbide dinitrate preparations are
available for administration by the buccal or sublin-
gual routes, the usual strengths being 5 or 10 mg.
Although chewable preparations are available, the
more traditional quick-disintegrating tablets predomi-
nate. Because mastication tends to increase saliva
production, in order to prevent premature swallowing
of the drug, the traditional tablet type may also be
preferable. Sublingual rather than buccal administra-
tion may also be preferable because higher plasma
concentrations have been found in healthy volunteers
when the former route was used (Fig. 2).[15]

Nifedipine

In the past, the difficulties presented in the adminis-
tration of drugs in the treatment of hypertensive
emergencies were largely overcome with the use of
nifedipine administered sublingually.[35] The onset of
action was rapid, and the drug was also used sublin-
gually for the treatment of acute attacks of angina pec-
toris. Presently, two types of formulation of nifedipine
are available, both intended primarily for peroral
administration. The sustained-release formulation is
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solely used perorally; however, the rapid-release
capsule, which contains nifedipine in solution form,
was formerly administered to the buccal cavity. How-
ever, the manufacturers now state in their literature
that ‘‘nifedipine should not be used for the treatment
of acute attacks of angina’’ as it has been associated
with large variations in blood pressure and reflex
tachycardia.[36]

Captopril

Two studies[37,38] have indicated the usefulness of
sublingual captopril in the treatment of severe hyper-
tension. The hypertensive patients thus treated showed
a marked decrease in systolic and diastolic blood pres-
sure, with the onset of action being 2–5 min and the
peak effect at 10 min.[37] Perorally administered capto-
pril takes 1–2 h to achieve a maximal therapeutic
effect[39] and, therefore, is unsuitable for the treatment
of hypertensive crisis. Al-Furaih et al.[17] reported that
sublingual administration of captopril (followed by
plasma monitoring of drug levels) led to a more rapid
attainment of plasma captopril concentrations and had
a more rapid pharmacological effect (i.e., lower systolic
blood pressure) compared to peroral administration of
the drug as shown in Fig. 5.

Iscan et al.[40] compared a number of parameters of
a specially formulated buccal bioadhesive captopril
tablet with that of a conventional tablet. The buccal
formulation provided controlled release of captopril
with a smooth plasma level profile and a long duration
of action; however, its bioavailability was 40% via the
buccal route as compared to 65% following an oral
dose. This was attributed to the intestinal mucosa
being more permeable than the buccal mucosa, and it
was concluded that further work was required to
improve its bioavailability.

Analgesics

Buprenorphine

In common with other phenolic opiate analgesics,
buprenorphine shows low peroral potency, suggesting
a high first-pass metabolism effect; indeed, work in rats
has shown this to be the case.[27] Intravenous studies
have estimated that the extraction ratio of buprenor-
phine is 85% and that peroral systemic availability is
consequently expected to be 15% or less.[41] Although
absorption from the mouth is slow and, therefore,
not as useful as parenteral administration in the treat-
ment of acute pain, it offers a major bioavailability
advantage over the peroral route for this drug.[42] If
required, the patient can be given a parenteral dose
of buprenorphine to achieve rapid pain relief and

thereafter be maintained on sublingual drug. The drug
is available as a sublingual tablet containing 200 or
400 mg of buprenorphine hydrocholoride for the
treatment of moderate to severe pain.

Morphine

Although not routinely given by the buccal or sublin-
gual routes, several research studies have shown that
absorption of morphine from the mouth gives rise to
effective analgesia and that these routes may provide
suitable alternatives to parenteral administration.[43]

Clinical studies have suggested that the bioavailability
of morphine is 40–50% greater after buccal than
intramuscular administration; as plasma morphine
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concentrations decline more slowly after buccal admin-
istration, buccal morphine may be associated with
enhanced analgesia.[44] Anlar et al.[45] administered
buccoadhesive morphine sulphate tablets to six healthy
volunteers, resulting in up to 30% of active drug being
absorbed; this is in contrast to absolute bioavailability
of a morphine sulphate solution of 23%.[46] Christrup
et al.[47] found that buccal delivery of morphine
sulphate could be enhanced further by using ester
prodrugs with higher lipophilicity than the parent
drug itself.

Ketobemidone

Ketobemidone is a narcotic analgesic that has been
used clinically in Scandinavia and other European
countries. The mean bioavailability in humans has
been reported to be approximately 35% following oral
administration, but this can be substantially improved
when administered by the sublingual or buccal
route.[48] To date, in vitro work has focussed on the
use of the ketobemidone prodrugs (largely esters),
and published results suggest that, as with morphine
sulfate, buccal mucosa permeation is greatly
improved.[49,50]

Flurbiprofen

Studies have suggested that this nonsteroidal anti-
inflammatory drug may be useful in the treatment of
peridontal disease. Manipulation of pH was shown
to influence the amount of drug absorbed; an increase
in pH resulted in a reduction of drug absorbed, thus
resulting in a poor local effect.[51] Gonzalez-Younes
et al.[52] reported that the drug was tightly bound to
the membrane of the tissues in the mouth.

Peptide Drugs

The oral mucosa has been cited as a route of admin-
istration for peptide drugs as a way of avoiding
parenteral delivery, although permeability is low,
which reduces its value as a viable option.[22] However,
modifications to drug formulation may offer greater
success. The addition of penetration enhancers to
dosage forms appears to improve bioavailability to
the greatest extent, by improving the permeability of
the epithelium and/or affecting the nature of the
drug.[53] To date, much of the experimental work has
been conducted in animals.

Insulin

To achieve hypoglycemia with insulin, the traditional
route of administration has been via subcutaneous

injection. Peroral preparations are not feasible due to
the degradation of insulin by gastric acid and enzymes.
However, studies carried out in animals utilising buccal
formulations have been more successful. Ritschel
et al.[54] administered insulin to beagle dogs using solu-
tions of different pHs. Bioavailability (22.3%) was
maximized at pH 7.5, and the addition of penetration
enhancers (bile salts) did not increase this further.
Experimental work in rabbits found that in the absence
of penetration enhancers, insulin solutions over a
range of pHs did not show any significant hypoglycae-
mic response, indicating that insulin was not absorbed
to a significant degree through the buccal mucosa.[55]

Buserelin

This luteinizing hormone-releasing hormone has been
used in the treatment of endometriosis and hormone-
dependent tumors. Modes of administration have
included injections, nasal sprays and subcutaneous
implantations. One study, conducted in pigs, demon-
strated the value of glycodeoxycholate (a penetration
enhancer) in improving the bioavailability of buserelin
by up to five-fold after buccal delivery.[56]

a-Interferon

a-Interferon has broad antiviral and antiproliferative
activity and has been used in HIV and certain forms of
hepatitis. As with other peptide drugs, ways have been
sought to improve the buccal delivery of a-interferon
to avoid gastro-intestinal degradation and first-pass
metabolism. Using a range of penetration enhancers,
Stewart, Bayley, and Howes[57] noted improved bioavail-
ability, particularly with sodium taurocholate, in rats.
As with all of the studies reviewed under the category
of peptide drugs, extrapolation to the human situation
should be done with caution.

Miscellaneous Drugs

Nicotine

The absorption of nicotine from chewing tobacco has
been widely used for many years. Buccal absorption
of nicotine is also the route of absorption for pipe
and cigar smokers if the smoke is not inhaled. Nicotine
replacement therapy has been used in smoking ces-
sation strategies. Nicotine in the form of chewing gum
carries no cancer risk and is a useful part of a smoking
cessation strategy.[58] A recent innovation has been the
development of a sublingual tablet (available in 2 mg);
a clinical trial has shown that this formulation is a safe
form of administration,[59] and patients may use one
tablet every 1–2 h.
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Zinc

Zinc gluconate in the form of a lozenge has been
marketed for the treatment of the common cold; there
has been no definitive conclusion as to whether it is
effective in treating cold symptoms, although dif-
ferences in study methodology may partially explain
the conflicting results that have been reported.[60,61]

Midazolam

Midazolam administered bucally in solution has been
shown to be rapidly absorbed and produces changes
in EEG readings.[62] The authors suggested that this
may offer an alternative to rectal administration of
diazepam in the emergency treatment of seizures.

CONCLUSIONS

The buccal cavity provides a highly vascular mucous
membrane site for the administration of drugs. The
epithelial lining of the oral cavity differs both in type
(keratinized and nonkeratinized) and in thickness in
different areas, and the differences give rise to regional
variations in permeability to drugs. Although some
macromolecules have been shown to cross the absorp-
tion barrier (lipid membrane), the absorption of smal-
ler drug molecules occurs more reproducibly and
rapidly. The main absorption mechanism is passive dif-
fusion of the un-ionized (lipid-soluble) form of the
drug. Facilitated diffusion has also been shown to take
place with nutrients. Drugs are often stored or bound
to the buccal mucosa prior to entry into the blood-
stream. The blood drainage from the mouth enters
the general circulation directly without first passing
through the liver. This feature enhances the bioavail-
ability of certain drugs as compared with peroral
administration because first-pass metabolism is
avoided. To ensure adequate absorption from the
mouth, a drug administered as a solid dosage form
must exhibit biphasic solubility, that is, be soluble in
saliva and in the lipid membranes of the buccal cavity.
The major drugs currently available for buccal admin-
istration fall within the vasodilator and strong anal-
gesic pharmacologic classes. Although the main type
of formulation available for buccal absorption is rap-
idly disintegrating tablets, new approaches include
mucoadhesive tablets and spray formulations. Much
of the current knowledge on the mechanism and char-
acteristics of drug absorption from the buccal cavity
has been gained from volunteer studies in which buff-
ered drug solutions are placed in the mouth (buccal
absorption model) rather than from clinical pharmaco-
logic studies in patients. This former method provides
useful information on the bioavailability of new and

existing drugs. The main advantages of the buccal
route of administration over the traditional peroral
route are that drug degradation in the stomach is
avoided, first-pass metabolism is avoided, and thera-
peutic blood levels of drug can be achieved rapidly.
Clearly these advantages are presently clinically rel-
evant for only a limited number of drugs. However,
with the recent developments of formulation types,
such as mucoadhesive preparations and the use of pep-
tides as drugs, this number may increase in the future.
The main disadvantage of the buccal route is that the
drug may have an unwanted local effect in the mouth,
such as bad taste, or may be absorbed slowly and,
therefore, be swallowed prior to sufficient absorption
taking place. The buccal route, like the rectal and
intranasal routes, has been largely neglected by clini-
cians and manufacturing companies in the past and
clearly merits further intensive research.
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3. Feldman, R.S.; Szabó, G. Comparative microanatomy of
skin and oral mucosa. In Textbook of Oral Biology, 1st
Ed.; Shaw, J.H., Sweeney, E.A., Cappuccino, C.C., Meller,
S.M., Eds.; W.B. Saunders: Philadelphia, 1978; 166–167.

4. Squier, C.A.; Rooney, L. The permeability of keratinized
and non-keratinized oral epithelium to lanthanum in vivo.
J. Ultrastruct. Res. 1976, 54, 286–295.

5. Schroeder, H.E. Classification of stratified epithelia. In Dif-
ferentiation of Human Oral Stratified Epithelia; Karger:
Basel, 1981; 33.

6. Chen, S.Y.; Squier, C.A. The ultrastructure of the oral epi-
thelium. In The Structure and Function of Oral Mucosa;
Meyer, J., Squier, C.A., Gerson, S.J., Eds.; Pergamon Press:
Oxford, 1984; 7–30.

7. Stablein, M.J.; Meyer, J. The vascular system and blood
supply. In The Structure and Function of Oral Mucosa;
Meyer, J., Squier, C.A., Gerson, S.J., Eds.; Pergamon Press:
Oxford, 1984; 237–256.

8. Netter, F.H. Upper digestive tract. In The Digestive
System, Part 1: The Ciba Collection of Medical Illustra-
tions; Oppenheimer, E., Ed.; Ciba: New York, 1959; 3,
24–28.

9. Boyer, C.C.; Neptune, C.M. Patterns of blood supply to
teeth and adjacent tissue. J. Dent. Res. 1962, 41, 158–171.

10. Siegal, I.A. Permeability of the oral mucosa. In The Struc-
ture and Function of Oral Mucosa; Meyer, J., Squier,
C.A., Gerson, S.J., Eds.; Pergamon Press: Oxford, 1984;
95–108.

11. Manning, A.S.; Evered, D.F. The absorption of sugars from
the human buccal cavity. Clin. Sci. Mol. Med. 1976, 51,
127–132.

12. Kurosaki, Y.; Nishimura, H.; Terao, K.; Nakayama, T.;
Kimura, T. Existence of a specialised absorption mech-
anism for cefadroxil, an aminocaphalosporin antibiotic, in
the human oral cavity. Int. J. Pharm. 1992, 82, 165–169.

13. Ho, H.F.H. Biophysical kinetic modeling of buccal absorp-
tion. Adv. Drug Del. Rev. 1993, 12, 61–97.

Drug Delivery: Buccal Route 1079



D
rug

D
elivery

B
uccal–M

ono

14. Henry, J.A.; Ohashi, K.; Wadsworth, J.; Turner, P. Drug
recovery following buccal absorption of propranolol. Br.
J. Clin. Pharmacol. 1980, 10, 61–65.

15. Pimlott, S.J.; Addy, M. A study into the mucosal absorp-
tion of isosorbide dinitrate at different intra-oral sites. Oral
Surg. Oral Med. Oral Pathol. 1985, 59, 145–148.

16. Squier, C.A.; Johnson, N.W.; Hopps, R.M. The human oral
mucosa: innervation of the oral mucosa. In Human Oral
Mucosa; Blackwell Scientific Publications: Oxford, 1975; 63.

17. Al-Furaih, T.A.; McElnay, J.C.; Elborn, J.S.; Rusk, R.;
Scott, M.G.; McMahon, J.; Nicholls, D.P. Sublingual cap-
topril—a pharmacokinetic and pharmacodynamic evalu-
ation. Eur. J. Clin. Pharmacol. 1991, 40, 393–398.

18. Gurr, M.I.; Harwood, J.L. Lipids in cellular structure:
membrane structure. In Lipid Biochemistry; Chapman
and Hall: London, 1991; 265–281.

19. Squier, C.A.; Johnston, N.W. Permeability of oral mucosa.
Br. Med. Bull. 1975, 31, 169–175.

20. Squier, C.A. The permeability of keratinized and nonkera-
tinized oral epithelium to horseradish peroxidase. J. Ultra-
struct. Res. 1973, 43, 160–177.

21. Fuller, H.L. Effect of sublingual heparin on lipemia clearing
and on recurrence of myocardial infarction. Angiology
1960, 11, 200–206.

22. Merkle, H.P.; Wolany, G. Buccal delivery for peptide drugs.
J. Controlled Release 1992, 21, 155–164.

23. Beckett, A.H.; Triggs, E.F. Buccal absorption of basic
drugs and its application as an in vivo model of passive
drug transfer through lipid membranes. J. Pharm. Pharma-
col. 1967, 19, 31S–41S.

24. McElnay, J.C.; Sidahmed, A.M.; D’Arcy, P.F. Experi-
mental modeling of drug absorption and drug absorption
interactions. Int. J. Pharm. 1986, 31, 107–117.

25. McElnay, J.C.; Al-Furaih, T.A.; Hughes, C.M.; Scott,
M.G.; Elborn, J.S.; Nicholls, D.P. The effect of pH on the
buccal and sublingual absorption of captopril. Eur. J. Clin.
Pharmacol. 1995, 48, 373–379.

26. Beckett, A.H.; Moffat, A.C. Correlation of partition coeffi-
cients in n-heptane-aqueous systems with buccal absorption
data for a series of amines and acids. J. Pharm. Pharmacol.
1969, 21, 144S–150S.

27. Brewster, D.; Humphrey, M.J.; McLeavy, M.A. The sys-
temic bioavailability of buprenorphine by various routes
of administration. J. Pharm. Pharmacol. 1981, 33, 500–506.

28. Needleman, P.; Hunter, F.E. The transformation of glyceryl
trinitrate and other nitrates by glutathione-organic nitrate
reductase. Mol. Pharmacol. 1965, 1, 77–86.

29. Goldstein, R.E.; Rosing, D.R.; Redwood, D.R.; Beiser,
F.D.; Epstein, S.E. Clinical and circulatory effects of isosor-
bide dinitrate comparison with nitroglycerin. Circulation
1971, 43, 629–639.

30. Sanghera, S.S.; Goldberg, A.A.J.; Parson, D.F. Buccal
nitroglycerin in elderly patients with congestive heart fail-
ure. Practitioner 1985, 229, 1054–1055.

31. British national formulary No. 40, british medical associ-
ation and the pharmaceutical society of great britain. The
Pharmaceutical Press: London, 2000.

32. Kattus, A.A.; Alvaro, A.B.; Zohman, L.R.; Coulson, A.
Comparison of placebo, nitroglycerin, and isosorbide dini-
trate for effectiveness of relief of angina and duration of
action. Chest 1979, 75, 17–21.

33. Galeazzi, R.L.; Platzer, R.; Reuteman, G. Plasma isosor-
bide dinitrate concentrations and effect after chewable
and high-dose sustained-release formulations. Int. J. Clin.
Pharmacol. Ther. 1983, 21, 393–397.

34. Iga, K.; Ogawa, Y. Sustained-Release buccal dosage forms
for nitroglycerin and isosorbide dinitrate: increased
bioavailability and extended time of absorption when
administered to dogs. J. Controlled Release 1997, 49,
105–113.

35. Mathur, M.M.; Chaturvedi, M.K.; Rai, R.R.; Das
Khatri, T. Role of nifedipine sublingually in accelerated
hypertension. J. Assoc. Phys. India 1986, 34, 137–138.

36. A., B.P.I. Compendium of Data Sheets and Summaries of
Product Characteristics 1999–2000; Datapharm Publica-
tions: London, 1999.

37. Tschollar, W.; Belz, G.G. Sublingual captopril in hyperten-
sive crisis. Lancet 1985, 2, 34–35.

38. Hauger-Klevene, J.H. Comparison of sublingual captopril
and nifedipine. Lancet 1986, 1, 219.

39. Ohman, K.P.; Kagedal, B.; Larsson, R.; Karlberg, B.E.
Pharmacokinetics of captopril and its effects on blood
pressure during acute and chronic administration and in
relation to food intake. J. Cardiovasc. Pharmacol. 1985,
7 (Suppl. 1), 20–24.

40. Iscan, Y.Y.; Capan, Y.; Senel, S.; Sahin, M.F.; Kes, S.;
Duchene, D.; Hincal, A.A. Formulation and in vitro/ in
vivo evaluation of buccal bioadhesive captopril tablets.
STP Pharma. Sci. 1998, 8, 357–363.

41. Bullingham, R.E.S.; McQuay, H.J.; Moore, R.A.; Bennett,
M.R.D. Buprenorphine kinetics. Clin. Pharmacol. Ther.
1980, 28, 667–672.

42. Cassidy, J.P.; Landzert, N.M.; Quadros, E. Controlled buc-
cal delivery of buprenorphine. J. Controlled Release 1993,
25, 21–29.

43. Whitman, H.H. Sublingual morphine: a novel route of
narcotic administration. Am. J. Nursing 1984, 84, 939

44. Bell, M.D.D.; Murray, G.R.; Mishra, P.; Calvey, T.N.;
Weldon, B.D.; Williams, N.E. Buccal morphine—a new
route for analgesia. Lancet 1985, 1, 71–73.

45. Anlar, S.; Capan, Y.; Guven, O.; Gogus, A.; Dalkara, T.;
Hincal, A.A. Formulation and in vitro–in vivo evaluation
of buccoadhesive morphine sulphate tablets. Pharm. Res.
1994, 11, 231–236.

46. Hoskin, P.J.; Hanks, G.W.; Aheme, G.W.; Chapman, D.;
Littleton, P.; Filshie, J. The bioavailability and pharmaco-
kinetics of morphine after intravenous, oral and buccal
administration in healthy volunteers. Br. J. Clin. Pharma-
col. 1989, 27, 499–505.

47. Christrup, L.L.; Christensen, C.B.; Friis, G.J.; Jorgensen, A.
Improvement of buccal delivery of morphine using the pro-
drug approach. Int. J. Pharm. 1997, 154, 157–165.

48. Hansen, L.B.; Christrup, L.L.; Bundgaard, H. Ketobemi-
done prodrugs for buccal delivery. Acta Pharma. Nord.
1991, 3, 77–82.

49. Hansen, L.B.; Christrup, L.L.; Bundgaard, H. Enhanced
delivery of ketobemidone through porcine buccal mucosa
in vitro via more lipophilic ester prodrugs. Int. J. Pharm.
1992, 88, 237–242.

50. Hansen, L.B.; Jorgensen, A.; Rasmussen, S.N.; Christrup,
L.L.; Bundgaard, H. Buccal absorption of ketobemidone
and various ester prodrugs in the rat. Int. J. Pharm. 1992,
88, 243–250.

51. Barsuhn, C.L.; Olanoff, L.S.; Gleason, D.D.; Adkins, E.L.;
Ho, N.F.H. Human buccal absorption of flurbiprofen. Clin.
Pharmacol. Ther. 1988, 44, 225–231.

52. Gonzalez-Younes, I.; Wagner, J.G.; Gaines, D.A.; Ferry,
J.J.; Hageman, J.M. Absorption of flurbiprofen through
human buccal mucosa. J. Pharm. Sci. 1991, 80, 820–823.

53. Hoogstraate, A.J.; Bodde, H.E. Methods for assessing the
buccal mucosa as a route of drug delivery. Adv. Drug
Del. Rev. 1993, 12, 99–125.

54. Ritschel, W.A.; Ritschel, G.B.; Forusz, H.; Kraeling, M.
Buccal absorption of insulin in the dog. Res. Comm. Chem.
Path. Pharmacol. 1989, 63, 53–67.

55. Oh, C.K.; Ritschel, W.A. Biopharmaceutic aspects of buc-
cal absorption of insulin. Meth. Find. Exp. Clin. Pharma-
col. 1990, 12, 205–212.

56. Hoogstraate, A.J.; Verhoef, J.C.; Pijpers, A.; van Leengoed,
L.A.M.G.; Verheijden, J.H.M.; Junginger, H.E.; Bodde,
H.E. In vivo buccal delivery of the peptide drug buserelin
with glycodeoxycholate as an absorption enhancer in pigs.
Pharm. Res. 1996, 13, 1233–1237.

57. Steward, A.; Bayley, D.L.; Howes, C. The effect of enhan-
cers on the buccal absorption of hybrid (BDBB) a-inter-
feron. Int. J. Pharm. 1994, 104, 145–149.

1080 Drug Delivery: Buccal Route



D
ru

g
D

el
iv

er
y

B
uc

ca
l–

M
on

o

58. Henningfield, J.E. Nicotine medications for smoking
cessation. N. Engl. J. Med. 1995, 333, 1196–1203.

59. Wallstrom, M.; Sand, L.; Nilsson, F.; Hirsch, J.M. The
long-term effect of nicotine on the oral mucosa. Addiction
1999, 94, 417–423.

60. Mossad, S.B.; Macknin, M.L.; Medendorp, S.V.; Mason, P.
Zinc gluconate lozenges for treating the common cold—a
randomized double-blind, placebo-controlled study. Ann.
Intern. Med. 1996, 125, 81–89.

61. Macknin, ML.; Piedmonte, M.; Calendine, C.; Janosky, J.;
Wald, E. Zinc gluconate lozenges for treating the common
cold in children—a randomized controlled trial. JAMA
1998, 279, 1962–1967.

62. Scott, R.C.; Besag, F.M.C.; Boyd, S.G.; Berry, D.; Neville,
B.G.R. Buccal absorption of midazolam: pharmacokinetics
and EEG pharmacodynamics. Epilepsia 1998, 39, 290–294.

BIBLIOGRAPHY

Chidambaran, N.; Srivatsava, A.K. Buccal drug delivery
systems. Drug Dev. Indust. Pharm. 1995, 21, 1009–1036.

Gandhi, R.B.; Robinson, J.R. Oral cavity as a site for bioadhe-
sive drug delivery. Adv. Drug Del. Rev. 1994, 13, 43–74.

Harris, D.; Robinson, J.R. Drug delivery via the mucous mem-
branes of the oral cavity. J. Pharm. Sci. 1992, 81, 1–10.

Meyer, J.; Squier, C.A.; Gerson, S.J. The Structure and Function
of the Oral Mucosa; Pergamon Press: Oxford, 1984.

Rathbone, M.J.; Tucker, I.G. Mechanisms, barriers and path-
ways of oral mucosal drug permeation. Adv. Drug Del.
Rev. 1993, 12, 41–60.

Rathbone, M.J.; Drummond, B.K.; Tucker, I.G. The oral cavity
as a site for systemic drug delivery. Adv. Drug Del. Rev.
1994, 13, 1–22.

Drug Delivery: Buccal Route 1081



D
rug

D
elivery

B
uccal–M

ono

Drug Delivery: Controlled Release

Yie W. Chien
Research and Development, Kaohsiung Medical University,
Kaohsiung, Taiwan

Senshang Lin
College of Pharmacy and Allied Health Professions, St. John’s University,
Jamaica, New York, U.S.A.

INTRODUCTION

Over the past decades, the treatment of illness has been
accomplished by administering drugs to the human
body via various pharmaceutical dosage forms, like
tablets. These traditional pharmaceutical products are
still commonly seen today in the prescription and
over-the-counter drug marketplace. To achieve and
maintain the drug concentration in the body within
the therapeutic range required for a medication, it is
often necessary to take this type of drug delivery sys-
tem several times a day. This yields an undesirable
‘‘seesaw’’ drug level in the body (Fig. 1).

A number of advancements have been made
recently in the development of new techniques for drug
delivery. These techniques are capable of regulating the
rate of drug delivery, sustaining the duration of thera-
peutic action, and/or targeting the delivery of drug to
a specific tissue.[1–6] These advancements have already
led to the development of several novel drug delivery
systems that could provide one or more of the follow-
ing benefits:

1. Controlled administration of a therapeutic dose
at a desirable rate of delivery.

2. Maintenance of drug concentration within an
optimal therapeutic range for prolonged
duration of treatment.

3. Maximization of efficacy-dose relationship.
4. Reduction of adverse side effects.
5. Minimization of the needs for frequent dose

intake.
6. Enhancement of patient compliance.

Based on the technical sophistication of the
controlled-release drug delivery systems (CrDDSs) that
have been marketed so far, or that are under active
development, the CrDDSs can be classified (Fig. 2)
as follows:

1. Rate-preprogrammed drug delivery systems.
2. Activation-modulated drug delivery systems.

3. Feedback-regulated drug delivery systems.
4. Site-targeting drug delivery systems.

In this article, the scientific concepts and technical
principles behind the development of this new
generation of drug-delivery systems are outlined and
discussed.

RATE-PREPROGRAMMED DRUG
DELIVERY SYSTEMS

In this group of CrDDSs, the release of drug molecules
from the delivery systems has been preprogrammed at
a specific rate profile. This is accomplished by system
design, which controls the molecular diffusion of drug
molecules in and/or across the barrier medium within
or surrounding the delivery system. Fick’s laws of dif-
fusion are often followed. These CrDDSs can further
be classified as follows:

1. Polymer membrane permeation-controlled drug
delivery systems.

2. Polymer matrix diffusion-controlled drug deliv-
ery systems.

3. Polymer (membrane/matrix) hybrid-type drug
delivery systems.

4. Microreservoir partition-controlled drug deliv-
ery systems.

Polymer Membrane Permeation-Controlled
Drug Delivery Systems

In this type of CrDDS, a drug formulation is either
totally or partially encapsulated in a drug reservoir
compartment whose drug-releasing surface is covered
by a rate-controlling polymeric membrane. The drug
reservoir can be drug solid particles, a dispersion of
drug solid particles, or a concentrated drug solution in
a liquid- or solid-type dispersing medium. The poly-
meric membrane can be fabricated from a homogeneous
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or a heterogeneous non-porous polymeric material or
a microporous or semipermeable membrane. The
encapsulation of drug formulation inside the reservoir
compartment can be accomplished by molding, cap-
sulation, microencapsulation, or other techniques.
Different shapes and sizes of drug delivery systems
can be fabricated (Fig. 3).

The release of drug from this type of CrDDSs
should be at a constant rate (Q/t), which is defined
by the following general equation:

Q

t
¼

Km=rKa=mDdDm

Km=rDmhd þ Ka=mDdhm
CR ð1Þ

where Km/r and Ka/m are, respectively, the partition-
coefficients for the interfacial partitioning of drug
molecules from the reservoir to the membrane and
from the membrane to the aqueous diffusion layer;

Dm, and Dd are, respectively, the diffusion coefficients
in the rate-controlling membrane with a thickness of
hm, and in the aqueous diffusion layer with a thickness
of hd. For microporous membrane, the porosity, and
tortuosity of the pores in the membrane should be
included in the estimation of Dm and hm. CR is the drug
concentration in the reservoir compartment.

The release of drug molecules from this type of
CrDDS is controlled at a preprogrammed rate by mod-
ulating the partition coefficient and the diffusivity of
drug molecule and the rate-controlling membrane
and the thickness of the membrane. Several CrDDSs
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Fig. 1 Drug concentration profiles in the systemic circu-

lation as a result of taking a series of multiple doses of a con-
ventional drug-delivery system (A1, A2, . . . ) in comparison
with the ideal drug concentration profile (B). (Adapted from
Ref.[6].)
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Fig. 2 The four major classes of controlled-release drug delivery systems: (A) Rate-preprogrammed DDS; (B) Activation-modu-
lated DDS; (C) Feedback-regulated DDS and (D) Site-trageting DDS.
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the drug concentration gradients across the rate-controlling

polymeric membrane and hydrodynamic diffusion layer exist
in series. Both the polymer membrane, which is either porous
or non-porous, and the diffusion layer have a controlled

thickness (hm and hd, respectively).
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of this type have been successfully marketed for thera-
peutical uses and some representatives are outlined
later for illustration.

Progestasert� IUD

In this controlled-release intrauterine device, the drug
reservoir exists as a dispersion of progesterone crystals
in silicone (medical grade) fluid encapsulated in the
vertical limb of a T-shaped device walled by a non-
porous membrane of ethylene–vinyl acetate copolymer
(Fig. 4). It is engineered to release continuously a daily
dose of 65 mg progesterone inside the uterine cavity to
achieve contraception for one year.[6] The same tech-
nology has been utilized in the development of the
Mirena� system, a plastic T-shaped frame with a ster-
oid reservoir containing 52 mg levonorgestrel, which is
designed to release a daily dose of levonorgestrel at
�20 mg/day for achieving effective contraception for
five years.[7–9]

Ocusert� system

In this controlled-release ocular insert, the drug reser-
voir is a thin disc of pilocarpine–alginate complex
sandwiched between two transparent discs of micro-
porous membrane fabricated from ethylene–vinyl
acetate copolymer (Fig. 5). The microporous mem-
branes permit the tear fluid to penetrate into the drug

reservoir compartment to dissolve pilocarpine from the
complex. Pilocarpine molecules are then released at a
constant rate of 20 or 40 mg/h for a 4- to 7-day man-
agement of glaucoma.[1,6,10,11]

Transderm-Nitro� system

In this controlled-release transdermal therapeutic
system, the drug reservoir, which is a dispersion of
nitroglycerin–lactose triturate in a silicone (medical
grade) fluid, is encapsulated in an ellipsoid-shaped thin
patch. The drug reservoir is sandwiched between a drug-
impermeable metallic plastic laminate, as the backing
membrane, and a constant surface of drug-permeable,
rate-controlling membrane of ethylene–vinyl acetate
copolymer (Fig. 6). This device is fabricated by an
injection-molding process. A thin layer of silicone
adhesive is further coated on the drug-permeable
membrane in order that an intimate contact of the
drug-releasing surface with the skin surface is achieved
and maintained. It is engineered to have nitroglycerin
delivered transdermally at a rate of 0.5 (mg/cm2)/day
for a daily relief of angina.[2,3]

The same technology has been utilized in the develop-
ment of the following: 1) the Estraderm� system, which
administers a controlled dose of estradiol transdermally
over 3–4 days for the relief of postmenopausal syndrome
and osteoporosis;[12–14] 2) the Duragesic� system, which
provides a transdermal-controlled administration of
fentanyl, a potent narcotic analgesic, for 72-h relief
of chronic pain;[14] and 3) the Androderm� system,
which provides a transdermal-controlled delivery of
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Fig. 4 Diagrammatic illustration of a unit of Progestasert
IUD, showing various structural components (A) and the
in vitro and in vivo delivery rate profiles of progesterone
for up to 400 days (B).
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testosterone, through non-scrotal skin, for the 24 h
replacement therapy of testosterone-deficient patients.[14]

Norplant� subdermal implant

The controlled-release subdermal implant is fabricated
from a non-porous silicone (medical-grade) tubing, by
sealing both ends with silicone (medical-grade)
adhesive to encapsulate either levonorgestrel crystals
alone (generation I) or a solid dispersion of levonorges-
trel in silicone elastomer matrix (generation II). It is
designed to attain a continuous release of levonorges-
trel, at a daily dosage rate of 30 mg, to each subject (fol-
lowing the subcutaneous implantation of either 6 units
of I or 2 units of II); (Fig. 7) for up to 7 years.[15–18]

Polymer Matrix Diffusion-Controlled
Drug Delivery Systems

In this type of CrDDS, the drug reservoir is produced
from the homogeneous dispersion of drug particles in
either a lipophilic or a hydrophilic polymer matrix. The
drug dispersion in the polymer matrix is accomplished

by either 1) blending a dose of finely ground drug
particles with a viscous liquid (or a semisolid) poly-
mer, followed by a crosslinking of polymer chains
or 2) mixing drug solids with a melted polymer at
an elevated temperature. The resultant drug-polymer
dispersion is then molded or extruded to form drug-
delivery devices of various shapes and sizes designed
for a specific application (Fig. 8). It can also be
fabricated by dissolving the drug and the polymer in a
common solvent, followed by solvent evaporation, at an
elevated temperature and/or under a vacuum, in a mold.

The release profile of drug from this matrix dif-
fusion-controlled CrDDS is not constant, because the
rate of drug release is time dependent as defined by:

Q

t1=2 ¼ ð2ACRDPÞ1=2
ð2Þ

where A is the initial loading dose of drug dispersed in
the polymer matrix; CR is the drug solubility in the
polymer, which is also the drug reservoir concentration
in the polymer matrix; and Dp is the diffusivity of the
drug molecules in the polymer matrix.

The release of drug molecules from this type of
CrDDSs may be controlled at a preprogrammed rate
by controlling the loading level and the polymer
solubility of the drug and its diffusivity in the polymer
matrix. Several CrDDSs of this type have been suc-
cessfully marketed for therapeutical uses, and some
representatives are outlined later for illustration.

Nitro-Dur� system

This controlled-release transdermal therapeutic system
is fabricated by first heating an aqueous solution of
water-soluble polymer, glycerol, and polyvinyl alcohol
and then lowering the temperature of the mixture to
form a polymer gel. Nitroglycerin/lactose triturate is
dispersed in the gel, and the mixture is then solidified
at room temperature to form a medicated polymer disc
by a molding and slicing technique. After assembly
onto a drug-impermeable metallic plastic laminate, a
patch-type transdermal therapeutic system is produced
with an adhesive rim surrounding the medicated disc
(Fig. 9). It is designed for application onto an intact
skin to provide a continuous transdermal infusion of
nitroglycerin, at a daily dose of 0.5 mg/cm2, for the
prevention of angina pectoris.[2,19]

The drug reservoir can also be formulated by
directly dispersing the drug in an adhesive polymer,
such as poly(isobutylene) or poly(acrylate) adhesive,
and then spreading the medicated adhesive by solvent
casting or hot melt, onto a flat sheet of drug-impermeable
backing support to form a single- or multiple-layer drug
reservoir. This type of transdermal CrDDS (TDD)
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Fig. 6 Cross-sectional view of a unit of Transderm-Nitro�

system, showing various structural components, and plasma
concentration profiles of nitroglycerin in 14 human volunteers,
each receiving one unit of Transderm-Nitro system (20 cm2,

with a delivery rate of 10 mg/day) for 24 h. (From Refs.[11,55].)
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is best illustrated by the development and marketing
of an isosorbide dinitrate-releasing TDD system,
named Frandol� tape, by Toaeiyo/Yamanouchi in
Japan, and of a nitroglycerin-releasing TDD system,
named Nitro-Dur� II system by Key in the United
States, for once-a-day medication for angina pectoris.
This second generation of TDD system (NitroDur II)
has also received FDA approval for marketing. Nitro-
Dur II compares favorably with Nitro-Dur (Fig. 10)
and has gradually replaced the first-generation
Nitro-Dur from the marketplace. The same technical
basis has been also utilized in the development of
the following: 1) Habitrol� and Nicotrol� systems,
which provide a controlled dose of nicotine transder-
mally over 24 h for smoking cessation;[14] 2) Minitran�

system, which administers a controlled dose of nitrogly-
cerin transdermally over 24 h for the relief of anginal
attacks;[14] 3) Testoderm� system, which administers a
controlled delivery of testosterone for transdermal per-
meation through a scrotal skin[14] for the replacement
therapy of testosterone-deficient patients for 24 h; and
4) Climara� system, which provides a controlled

delivery of 17b-estradiol for transdermal permeation
for once-weekly treatment of vasomotor systems[14]

associated with menopause.

Compudose� implant

This controlled-release subdermal implant is fabricated
by dispersing micronized estradiol crystals in a viscous
mixture of silicone elastomer and catalyst and then
coating the estradiol-polymer dispersion around a rigid
(drug-free) silicone rod by an extrusion technique to
form a cylinder-shaped implant (Fig. 11). This implant
is designed for subcutaneous implantation in the
steer’s ear flap for a duration of 200 or 400 days, dur-
ing which a controlled quantity of estradiol is released
daily for growth promotion.[20]

To improve the Q versus t1/2 drug release profiles
[Eq. (2)], this polymer matrix diffusion-controlled
CrDDS can be modified to have the drug-loading
level varied, in an incremental manner, to form a gradi-
ent of drug reservoir along the diffusional path in the
polymer matrix. A constant drug release profile is thus
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Fig. 7 Diagrammatic illustration of the subcutaneous implantation of Norplant� implants. The subcutaneous release profile of
levonorgestrel in female volunteers for up to 6 years and the resultant plasma profile as compared to those obtained by oral
administration. (Adapted from Refs.[15–18].)
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achieved, and the rate of drug release from this drug
reservoir gradient-controlled drug delivery system is
defined by:

dQ

dt
¼

Ka=rDa

haðtÞ
CpðhaÞ ð3Þ

in which the time-dependent thickness [ha(t)] of the
diffusional path for drug molecules to diffuse through,
which is increasing with time, is compensated by the
proportional increase in the drug-loading level [Cp(ha)],
and a constant drug release profile is thus obtained. This
type of CrDDS is best illustrated by the nitroglycerin-
releasing Deponit� system (Fig. 12), first marketed
by Pharma-Schwartz/Lohmann in Europe.[21] Wyeth-
Ayerst has received FDA approval for marketing this
system in the United States.

Furthermore, it was recently demonstrated that the
release of a drug, such as propranolol, from the multila-
minate adhesive-based TDD system can be maintained
at zero-order kinetics by controlling the particle size
distribution of drug crystals in the various laminates
of adhesive matrix.[22]

Polymer (Membrane/Matrix) Hybrid-Type
Drug Delivery Systems

This type of CrDDS is developed with the objective of
combining the constant drug release kinetics of poly-
mer membrane permeation-controlled drug delivery
systems with the mechanical superiority of polymer
matrix diffusion-controlled drug delivery systems.
The release profile of drug from a sandwich-type drug
delivery system (Fig. 13) is constant, and the instan-
taneous rate of drug release is defined by:

dQ

dt
¼ ACpDp

DpKmð1=Pm þ 1=Pd

� �2 þ 4ACpDpt1=2
ð4Þ

where A is the initial amount of drug solid impregnated
in a unit volume of polyer matrix with solubility Cp

and diffusivity Dp; Km is the partition coefficient for
the interfacial partitioning of drug molecules from
polymer matrix toward polymer coating membrane;
Pm is the permeability coefficient of the polymer coat-
ing membrane with thickness hm; and Pd is the per-
meability coefficient of the hydrodynamic diffusion
layer with thickness hd.

The hybrid system is exemplified by the develop-
ment of clonidine-releasing and scopolamine-releasing
transdermal therapeutic systems (Catapres-TTS�

and Transderm-Scop�) (Fig. 14), in which a rate-
controlling non-medicated polymeric membrane is
added to coat the surface of the drug-dispersing poly-
mer matrix, and the release of drug molecules thus
becomes controlled by membrane permeation instead
of matrix diffusion. The same technology has been
utilized in the development of levonorgestrel-releasing
subdermal implants (Norplant� II).

Microreservoir Partition-Controlled
Drug Delivery Systems

In this type of CrDDS, the drug reservoir is a suspen-
sion of drug solid particles in an aqueous solution of a
water-miscible polymer, like polyethylene glycols. This
forms a homogeneous dispersion of many discrete,
unleachable, microscopic drug reservoirs in a biocom-
patible polymer, like silicone elastomers (Fig. 15). The
microdispersion is achieved by applying a high-energy
dispersion technique.[13,23] Different shapes and sizes of
drug-delivery devices can be fabricated from this

CR Dp
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hp  +  dhp

Drug reservoir

Receding boundary
depletion zone

Matrix

Diffusion layer

A Elution medium

Perfect sink

C

Drug release

Drug release
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Drug reservoir
(Dispersion)
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Fig. 8 Release of drug from the polymer matrix diffusion-

controlled drug delivery systems with drug reservoir exists
as a homogeneous dispersion in (A) lipophilic, non-swellable
polymer matrix, with a growing thickness of drug depletion

zone, or (B) a hydrophilic, swellable polymer matrix, with a
growing thickness of drug-depleted gel layer. In (C), the drug
concentration gradients across the time-dependent drug
depletion zone, with a growing thickness (hp þ dhp), and

the hydrodynamic diffusion layer, with a controlled thickness
(hd), are shown in series.
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microreservoir-type CrDDS by molding or extrusion
techniques. Depending upon the physicochemical
properties of drugs and the desired rate of drug release,
the device can be further coated with a layer of bio-
compatible polymer to modify the mechanism and
the rate of drug release.

The rate of drug release (dQ/dt) from this type of
CrDDS is defined by:

dQ

dt
¼ DpDdmKp

Dphd þDdhpmKp

� nSp �
DlSlð1� nÞ

ht

1

Kl
þ 1

Km

� �� �

ð5Þ

where m ¼ a/b and n is the ratio of drug concen-
tration at the inner edge of the interfacial barrier over
the drug solubility in the polymer matrix,[1,6] in which a
is the ratio of drug concentration in the bulk of elution
solution over drug solubility in the same medium and b
is the ratio of drug concentration at the outer edge of

the polymer coating membrane over drug solubility
in the same polymer. Kl, Km, and Kp are, respectively,
the partition coefficients for the interfacial partitioning
of drug from the liquid compartments to the polymer
matrix, from the polymer matrix to the polymer coat-
ing membrane, and from the polymer coating mem-
brane to the elution solution, whereas Dl, Dp, and Dd

are, respectively, the diffusivities of the drug in the
liquid layer surrounding the drug particles, the poly-
mer coating membrane enveloping the polymer matrix,
and the hydrodynamic diffusion layer surrounding the
polymer coating membrane with respective thicknesses
of hl, hp, and hd (Fig. 15); and Sl and Sp are the solubi-
lities of the drug in the liquid compartments and in the
polymer matrix, respectively.

The release of drug from the microreservoir-type
CrDDS can follow either a dissolution- or a matrix
diffusion-control process, depending upon the relative
magnitude of Sl and Sp.[24] Representatives of this type
of CrDDS is outlined below.
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Fig. 9 Cross-sectional view of a unit of Nitro-Dur� system, showing various structural components, and the plasma nitrogly-
cerin concentration profiles in six human volunteers, each receiving 1 unit of Nitro-Dur� system (20 cm2, with a delivery rate of

10 mg/day) for 24 h. (From Refs.[55–56].)
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Nitrodisc� system

In this transdermal CrDDS (Fig. 16), the drug reser-
voir is a suspension of nitroglycerin/lactose triturate
in an aqueous solution of 40% polyethylene glycol
400. It is dispersed homogeneously by a high-energy
mixing technique, with isopropyl palmitate, a skin
permeation enhancer, in a mixture of viscous silicone
elastomer and catalyst.[25] The resultant drug-polymer
dispersion is then formed in situ into a solid medicated
disc on a drug-impermeable metallic plastic laminate,
with an adhesive rim, by an injection-molding tech-
nique and application of an instantaneous heating. It
is engineered to provide a transdermal administration
of nitroglycerin at a daily rate of 0.5 mg/cm2 for
once-a-day medication of angina pectoris.[2,26] AQ
versus t1/2 (matrix diffusion-controlled) release profile
is obtained.

Syncro-Mate-C implant

This subdermal controlled-release implant is fabricated
by dispersing the drug reservoir, which is a suspension
of norgestomet in an aqueous solution of PEG 400, in
a viscous mixture of silicone elastomers by a high-
energy dispersion technique.[24] After adding catalyst,

the suspension is delivered into a silicone medical-grade
tubing, which serves as the mold as well as the coating
membrane, and then polymerized in situ. The polymer-
ized drug-polymer composition is then cut into a
cylinder-shaped implant with its ends staying open
(Fig. 17). This tiny cylindrical implant is designed to
be inserted into the subcutaneous tissue of the live-
stock’s ear flap; norgestomet is released continuously
into the subcutaneous tissue for up to 20 days for the
control and synchronization of estrus and ovulation
and up to 160 days for growth promotion. A constant
Q versus t (dissolution-controlled) release profile has
been achieved, as compared to the Q versus t1/2 release
profile (matrix diffusion-controlled drug release) for
the Syncro-Mate-B implant and the Nitrodisc system
discussed above.

Transdermal contraceptive device

The transdermal contraceptive device is based on a
patentable micro-drug-reservoir technique[26] to achieve
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Fig. 10 Cross-sectional view of Nitro-Dur II, showing

various structural components, and the comparative 24 h
plasma nitroglycerin concentration profiles in 24 healthy
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a dual-controlled release of levonorgestrel, a potent
synthetic progestin, and estradiol, a natural estrogen,
at constant and enhanced rates, continuously, for a
period of 7 days.[5] By applying 1 unit (10 or 20 cm2)
of transdermal contraceptive device per week, beginning
on day 5 of an individual’s menstrual cycle, for 3
consecutive weeks (3 weeks on and 1 week off), steady-
state serum levels of levonorgestrel have been obtained,
and the secretion of gonadotropins and progesterone
have been effectively suppressed.

ACTIVATION-MODULATED DRUG
DELIVERY SYSTEMS

In this group of CrDDSs, the release of drug molecules
from the delivery systems is activated by some physical,

chemical, or biochemical processes and/or facilitated by
an energy supplied externally (Fig. 2). The rate of drug
release is then controlled by regulating the process
applied or energy input. Based on the nature of the
process applied or the type of energy used, these
activation-modulated CrDDSs can be classified into
the following categories:

1. Physical means

a. Osmotic pressure-activated drug delivery
systems

b. Hydrodynamic pressure-activated drug
delivery systems

c. Vapor pressure-activated drug delivery
systems

d. Mechanical force-activated drug delivery
systems

e. Magnetics-activated drug delivery systems
f. Sonophoresis-activated drug delivery systems
g. Iontophoresis-activated drug delivery systems
h. Hydration-activated drug delivery systems

2. Chemical means

a. pH-activated drug delivery systems
b. pH-activated drug delivery systems
c. Ion-activated drug delivery systems
d. Hydrolysis-activated drug delivery systems

3. Biochemical means

a. Enzyme-activated drug delivery systems
b. Biochemical-activated drug delivery systems

Several CrDDSs have been successfully developed
and applied clinically to the controlled delivery of
pharmaceuticals and biopharmaceuticals. These are
outlined and discussed below.

Osmotic Pressure-Activated Drug
Delivery Systems

In this type of CrDDSs, the drug reservoir, which can
be either a solution or a solid formulation, is con-
tained within a semipermeable housing with a con-
trolled water permeability. The drug in solution is
released through a special laser-drilled delivery orifice
at a constant rate under a controlled gradient of
osmotic pressure.

For a solution-type osmotic pressure-activated
CrDDS, the intrinsic rate of drug delivery (Q/t) is
defined by:

Q

t
¼ PwAm

hm
ðps � peÞ ð6Þ
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ery rate of 5 mg/day) for 24 h. (Plasma profiles are plotted

from data from Ref.[21].)
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For a solid-type osmotic pressure-activated CrDDS,
the intrinsic rate of drug delivery should also be a
constant and is defined by:

Q

t
¼ PwAm

hm
ðps � peÞSd ð7Þ

where Pw, Am, and hm are, respectively, the water per-
meability, the effective surface area, and the thickness
of the semipermeable housing; (ps � pe) is the differen-
tial osmotic pressure between the drug-delivery system
with an osmotic pressure of ps and the environment
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Fig. 13 The controlled release of drug molecules from a (membrane-matrix) hybrid-type drug delivery system in which solid
drug is homogeneously dispersed in a polymer matrix, which is then encapsulated inside a polymeric membrane, where D, P,
and h are the diffusivity, permeability, and thickness, respectively, and the subscripts p, m, and d denote the drug depletion zone
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with an osmotic pressure of pe; and Sd is the aqueous
solubility of the drug component in the solid reservoir.

The release of drug molecules from this type of
CrDDS is activated by osmotic pressure and controlled
at a rate determined by the water permeability and the

effective surface area of the semipermeable housing as
well as the osmotic pressure gradient. Several CrDDSs
of this type have been successfully marketed for thera-
peutical uses and some representatives are outlined
later.
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Fig. 15 Microscopic view of a microreservoir-type drug-delivery system, which shows the microscopic structure of various com-

ponents, and the physical model developed for the mechanistic analysis of the controlled release of drug. (Adapted from Refs.[1,57].)
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Alzet osmotic pump

In this implantable or insertable CrDDS, the drug res-
ervoir, which is normally a solution formulation, is
contained within a collapsible, impermeable polyester
bag whose external surface is coated with a layer of
osmotically active salt, for example, sodium chloride.
This reservoir compartment is then totally sealed inside
a rigid housing walled with a semipermeable mem-
brane (Fig. 19). At an implantation site, the water
content in the tissue fluid will penetrate through the
semipermeable membrane at a controlled rate and
dissolve the osmotically active salt. This creates an
osmotic pressure in the narrow spacing between the
flexible reservoir wall and the rigid semipermeable
housing. Under the osmotic pressure created [Eq. (6)],
the reservoir compartment is thus reduced in volume
and the drug solution is forced to release through the
flow moderator at a controlled rate.[27,28] By varying
the drug concentration in the solution, different doses
of drug can be delivered at a constant rate for a period
of 1–4 weeks.

In addition to its application in the subcutaneous
controlled administration of drugs for pharmacologi-
cal studies, this technology has recently been extended
to the controlled administration of drugs in the rectum
by zero-order kinetics. The hepatic first-pass metab-
olism of drugs is thus bypassed.[29]

Acutrim� tablet

In this oral CrDDS, the drug reservoir, which is a solid
tablet of water-soluble and osmotically-active phenyl-
propanolamine (PPA) HCl, is enclosed within a semi-
permeable membrane of cellulose triacetate.[2,30] The
surface of the semipermeable membrane is further
coated with a thin layer of immediately releasable
PPA dose (Fig. 20). In the alimentary tract, the gastro-
intestinal fluid will dissolve away the immediate release
layer of PPA to provide an initial dose of PPA and
then penetrate through the semipermeable membrane
to dissolve the sustained-release dose of PPA. Under
the osmotic pressure created [Eq. (7)], the PPA solution
is released continuously at a controlled rate, through
an orifice pre-drilled by a laser beam.[2,30,31] It is
designed to provide a controlled delivery of PPA over
a duration of 16 h for appetite suppression in a weight-
control program.[31] The same delivery system has
also been utilized for the oral controlled delivery of
indomethacin. An extension of this technology is the
development of a push-pull type osmotic pressure-
activated CrDDS for the oral controlled delivery of
nifedipine and metroprolol.[27] It has been further
extended to the delayed-onset and controlled oral
delivery of verapamil[14] to produce a maximum
plasma concentration in the morning hours.
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Fig. 16 Cross-sectional view of a unit of Nitrodisc� system,
showing various structural components, and the plasma
nitroglycerin concentration profiles in 12 human volunteers,

each receiving 1 unit of Nitrodisc system (16 cm2, with a
delivery rate of 10 mg/day) for 32 h. (From Ref.[23].)
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order in vivo drug release profile. (Adapted from Ref.[57].)
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Hydrodynamic Pressure-Activated
Drug Delivery Systems

In addition to the osmotic pressure systems discussed
above, hydrodynamic pressure has also been explored
as the potential source of energy to modulate the deliv-
ery of therapeutic agents.[2]

A hydrodynamic pressure-activated drug-delivery
system can be fabricated by placing a liquid drug for-
mulation inside a collapsible, impermeable container
to form a drug reservoir compartment. This is then
contained inside a rigid, shape-retaining housing. A
laminate of an absorbent layer and a swellable,

hydrophilic polymer layer is sandwiched between the
drug reservoir compartment and the housing. In the
gastrointestinal tract, the laminate will imbibe the gas-
trointestinal fluid through the annular openings at the
lower end of the housing and become swollen. This
generates a hydrodynamic pressure in the system.
The hydrodynamic pressure, thus created, forces the
drug reservoir compartment to reduce in volume and
causes the liquid drug formulation to release through
the delivery orifice.[32] The drug release rate is
defined by:

Q

t
¼ PfAm

hm
ðys � yeÞ ð8Þ

where Pf, Am, and hm are the fluid permeability, the
effective surface area, and the thickness of the wall
with annular openings, respectively; and ys � ye, is
the difference in hydrodynamic pressure between the
drug delivery system (ys) and the environment (ye).

The release of drug molecules from this type of
CrDDS is activated by hydrodynamic pressure and
controlled at a rate determined by the fluid per-
meability and effective surface area of the wall with
annular openings as well as by the hydrodynamic
pressure gradient.

Vapor Pressure-Activated
Drug Delivery Systems

In this type of CrDDS, the drug reservoir, which is a
solution formulation, is contained inside the infusion
compartment. It is physically separated from the
pumping compartment by a freely movable partition
(Fig. 21). The pumping compartment contains a vapor-
izable fluid, such as fluorocarbon, which vaporizes at
body temperature and creates a vapor pressure. Under
the vapor pressure created, the partition moves upward
and forces the drug solution in the infusion compart-
ment to be delivered, through a series of flow regulator
and delivery cannula, into the blood circulation at a
constant flow rate.[1,6,33] The process is defined by:

Q

t
¼ d4dP

40:74ml
ð9Þ

where d and l are, respectively, the inner diameter and
thelength of the delivery cannula; Dp is the pressure
difference between the vapor pressure in the pumping
compartment and the pressure at the implantation site;
and m is the viscosity of the drug formulation.

The delivery of drug from this type of CrDDS is
activated by vapor pressure and controlled at a rate
determined by the differential vapor pressure, the for-
mulation viscosity, and the size of the delivery cannula.

0
0 10 20 30 40

5

10

15

Se
ru

m
 p

ro
ge

st
er

on
e 

(n
g/

m
l)

20

25

30
Subject Code MM

(Group A: 1 TCD patch)

Pretreatment
Treatment

Tmax
Tmax

0 10
Day of menstrual cycle

20 30 40

Subject Code MG

(Group B: 2 TCD patch)

Pretreatment
Treatment

B

0

m

0 168 336 504 672

48

96

C
on

ce
nt

ra
tio

n 
(p

g/
m

l ±
 S

.E
.)

144

192

240

288

10 Sq. cm - Patch (n=6)

20 Sq. cm - Patch (n=6)

mm mm
Duration of study (h)

m p p

A
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profiles in 12 human volunteers, each receiving 1 or 2 units
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group B (receiving 20 cm2), respectively. The suppression of
progesterone peak during the treatment cycle is an indication
of effective fertility control.
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A typical example is the development of Infusaid�,
an implantable infusion pump by Metal Bellows, for
the constant infusion of heparin in anticoagulation
treatment,[34] of insulin in the normoglycermic control
of diabetics,[33] and of morphine for patients suffering
from the intensive pain of a terminal cancer.[35]

Mechanical Force-Activated
Drug Delivery Systems

In this type of CrDDS, the drug reservoir is a solution
formulation in a container equipped with a mechani-
cally activated pumping system. A metered dose of
drug formulation can be reproducibly delivered into
a body cavity, such as the nose, through the spray head
upon manual activation of the drug-delivery pumping
system. The volume of solution delivered is fixed and
is independent of the force and duration of activation.

A typical example of this type of drug-delivery sys-
tem is the development of a metered-dose nebulizer for
the intranasal administration of a precision dose of
luteinizing hormone-releasing hormone (LHRH) and

its synthetic analogs, such as buserelin. Through nasal
absorption, the hepatic first-pass elimination of these
peptide drugs is thus avoided.[24]

Magnetic-Activated Drug Delivery Systems

Macromolecular drugs, such as peptides, have been
known to release only at a relatively low rate from a
polymer-controlled drug-delivery system. This low rate
of release can be improved by incorporating an electro-
magnetism-triggering vibration mechanism into the
polymeric delivery device. With a hemispheric-shaped
design, a zero-order drug-release profile is achieved.[36]

By combining these two approaches, a subdermally
implantable, magnetic-activated hemispheric drug-
delivery device is developed. It is fabricated by first
positioning a tiny doughnut-shaped magnet at the cen-
ter of a drug-dispersing biocompatible polymer matrix
and then coating the external surface of the medicated
polymer matrix, with the exception of one cavity at the
center of the flat surface, with a pure polymer, for
instance, ethylene–vinyl acetate copolymer or silicone
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elastomers. This uncoated cavity is designed for allow-
ing a peptide drug to release.

The hemispheric magnetic delivery device produced
can release macromolecular drugs, like bovine serum
albumin, at a low basal rate, by diffusion process, and
under a non-triggering condition, or it can release the
same drug at a much higher rate, when the magnet is acti-
vated, to vibrate by an external electromagnetic field.

Sonophoresis-Activated Drug
Delivery Systems

This type of activation-controlled drug delivery system
utilizes ultrasonic energy to activate (or trigger) the
delivery of drugs from a polymeric drug delivery
device. The system can be fabricated from either a
non-degradable polymer, such as ethylene–vinyl acet-
ate copolymer, or a bioerodible polymer, such as poly
[bis(p-carboxyphenoxy)alkane anhydride].[37] The
potential application of sonophoresis (or phonophor-
esis) to regulate the delivery of drugs was recently
reviewed.[38]

Iontophoresis-Activated Drug
Delivery Systems

This type of CrDDS use electrical current to activate
and to modulate the diffusion of a charged drug

molecule across a biological membrane, such as the
skin, in a manner similar to passive diffusion under a
concentration gradient but at a much facilitated rate.
The iontophoresis-facilitated skin permeation rate of
a charged molecule i consists of three components
and is expressed by:

J
isp
i ¼ Jp þ Je þ Jc

¼ KsDs
dC

hs

� �

ZiDiFi

RT
Ci

dE

hs

� �

þ ðkCsIdÞ ð10Þ

where J p, J e, and J c represent, respectively, the flux for
the skin permeation by passive diffusion, for the elec-
trical current-driven permeation, and for the convec-
tive flow-driven skin permeation; Ks is the partition
coefficient for interfacial partitioning from the donor
solution to the stratum comeum; Ds and Di are,
respectively, the diffusivity across the skin and the
diffusivity of ionic species i in the skin; Ci and Cs are,
respectively, the donor concentration of ionic species i
and the concentration in the skin tissue; dE/hs is the
electrical potential gradient across the skin; dC/hs is
the concentration gradientacross the skin; Zi is the
electrical valence of ionic species i; Id is thecurrent
density applied; F, k, and R are, respectively, the fara-
day, proportionality, and gas constant; and T is the
absolute temperature.

A typical example of this type of activation-
controlled CrDDS is the development of an iontophore-
tic drug delivery system, named Phoresor by Motion
Control, to facilitate the percutaneous penetration of
antiinflammatory drugs, such as dexamethasone sodium
phosphate,[39–41] to surface tissues.

Further development of the iontophoresis-activated
drug delivery technique has yielded a new design of
iontophoretic drug delivery system—the transdermal
periodic iontotherapeutic system (TPIS). This new sys-
tem, which is capable of delivering a physiologically-
acceptable pulsed direct current, in a periodic manner,
with a special combination of waveform, intensity, fre-
quency, and on/off ratio, for a specific duration, has
significantly improved the efficiency of transdermal
delivery of peptide and protein drugs.[4] A typical
example is the iontophoretic transdermal delivery of
insulin, a protein drug, in the control of hyperglycemia
in diabetic animals.

Hydration-Activated Drug Delivery Systems

In this type of CrDDS, the drug reservoir is homoge-
neously dispersed in a swellable polymer matrix fabri-
cated from a hydrophilic polymer. The release of drug
is activated and modulated by hydration-induced
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Fig. 20 Cross-sectional view of a unit of Acutrim� tablet, a
solid-type osmotic pressure-activated drug delivery system,
and the effect of increased osmotic pressure in the dissolution

medium on the release profiles of phenylpropanolamine HCl
from the Acutrim tablet at intestinal condition. (Adapted
from Refs.[31,58].)
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swelling of the polymer matrix. Representatives of this
type of CrDDS are outlined below.

Syncro-Male-B implant

This subcutaneous CrDDS is fabricated by dissolving
norgestomet, a potent progestin for estrus synchro-
nization, in an alcoholic solution of linear ethylene
glycomethacrylate polymer (Hydron S). The drug-
polymer mixture is then cross-linked by adding
ethylene dimethacrylate, in the presence of an oxidizing
catalyst, to form a cylinder-shaped subdermally
implantable implant.[1,6] This tiny subdermal implant
can be activated by tissue fluid to swell and can be

engineered to deliver norgestomet, at a rate of
504 mg/cm2/day1/2, in the subcutaneous tissue for up
to 16 days for the control and synchronization of
estrus in livestock.[13]

Valrelease� tablet

This oral CrDDS is prepared by granulating Valium, an
antidepression drug, with hydrocolloids (20–75 wt%)
and pharmaceutical excipients. The granules are then
compressed to form an oral tablet. After oral intake,
the hydrocolloids absorb the gastric fluid and are
activated to form a colloid gel matrix surrounding the
tablet surface (Fig. 22). The release of Valium molecules
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Fig. 21 Cross-sectional view of a unit of Infusaid� system, a vapor pressure-activated drug-delivery system, and daily heparin
dose (mean � S.E.) delivered to 25 dogs for 6 months and to 7 dogs for 12 months. (Adapted from Ref.[34].)
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is then controlled by diffusion through the gel barrier,
while the tablet remains buoyant in the stomach, due
to a density difference between the gastric fluid
(d > 1) and the gelling tablet (d < 1).[2,3]

pH-Activated Drug Delivery Systems

For a drug labile to gastric fluid or irritating to gastric
mucosa, this type of CrDDS has been developed to tar-
get the delivery of the drug only in the intestinal tract,
not in the stomach.[2] It is fabricated by coating a core
tablet ofthe gastric fluid-sensitive drug with a combi-
nation of intestinal fluid-insoluble polymer, like ethyl
cellulose, and intestinal fluid-soluble polymer, like
hydroxylmethyl cellulose phthalate (Fig. 23).

In the stomach, the coating membrane resists the
degrading action of gastric fluid (pH <3), and the drug
molecules are thus protected from the acidic degradation.
After gastric emptying, the CrDDS travels to the small

intestine, and the intestinal fluid-soluble component
in the coating membrane is dissolved away by the
intestinal fluid (pH >7.5). This produces a micropor-
ous membrane of intestinal fluid-insoluble polymer
to control the release of drug from the core tablet.
The drug is thus delivered in a controlled manner in
the intestine by a combination of drug dissolution
in the core and diffusion through the pore channels.
By adjusting the ratio of the intestinal fluid-soluble
polymer to the intestinal fluid-insoluble polymer in
the membrane, the rate of drug delivery can be regu-
lated. Representative application of this type of CrDDS
is in the oral controlled delivery of potassium chloride,
which is highly irritating to gastric epithelium.

Ion-Activated Drug Delivery Systems

For controlling the delivery of an ionic or an ionizable
drug, this type of CrDDS has been developed.[2]

Because the gastrointestinal fluid has regularly main-
tained a relatively constant level of ions, the delivery
of drug by this type of CrDDS can be modulated, the-
oretically, at a constant rate.

Such a CrDDS is prepared by first complexing an
ionizable drug with an ion-exchange resin, such as
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Fig. 22 (A) Schematic illustration of Valrelease� tablet, a

swelling-activated drug-delivery system, and the hydration-
induced formation of colloid gel barrier. (B) Comparison in
the gastric residence profile between Valrelease with the
conventional Valium capsule. (From Ref.[58].)
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complexing a cationic drug with a resin containing
SO3

� group or an anionic drug with a resin containing
N(CH3)3

þ group. The granules of the drug–resin com-
plex are further treated with an impregnating agent,
like polyethylene glycol 4000, for reducing the rate of
swelling upon contact with an aqueous medium. They
are then coated by an air-suspension coating technique
with a water-insoluble but water-permeable polymeric
membrane, such as ethylcellulose. This membrane
serves as a rate-controlling barrier to modulate the
release of drug from the CrDDS. In the GI tract,
hydronium and chloride ions diffuse into the CrDDS
and interact with the drug–resin complex to trigger
the dissociation and release of ionic drug (Fig. 24).

This type of CrDDS is exemplified by the devel-
opment of Pennkinetic� system (by Pennwalt Phar-
maceuticals), which permits the formulation of oral
liquid-type dosage forms with sustained release of a
combination of hydrocodone and chlorpheniramine
(Tussionex�).[14,42–44]

Hydrolysis-Activated Drug
Delivery Systems

This type of CrDDS depends on the hydrolysis process
to activate the release of drug molecules. In this sys-
tem, the drug reservoir is either encapsulated in micro-
capsules or homogeneously dispersed in microspheres
or nanoparticles. It can also be fabricated as an
implantable device. All these systems are prepared
from a bioerodible or biodegradable polymer, such as
polylactide, poly(lactide–glycolide) copolymer, poly
(orthoester), or poly(anhydride). The release of a drug
from the polymer matrix is activated by the hydrolysis-
induced degradation of polymer chains, and the rate of
drug delivery is controlled by polymer degradation
rate.[45] A typical example is the development of
Lupron Depot�, an injectable microspheres for the
subcutaneous controlled delivery of luprolide, a potent
biosynthetic analog of gonadotropin-releasing hormone
(GnRH) for the treatment of gonadotropin-dependent
cancers, such as prostate carcinoma in men and endome-
triosis in the females, for up to 4 months. Another
example is the development of Zoladex� system, an
implantable cylinder for the subcutaneous controlled
delivery of goserelin, also a potent biosynthetic analog
of GnRH for the treatment of patients with prostate
cancer (Fig. 25) for up to 3 months.[14]

Enzyme-Activated Drug Delivery Systems

In this type of CrDDS, the drug reservoir is either phys-
ically entrapped in microspheres or chemically bound
to polymer chains fabricated from biopolymers, such
as albumins or polypeptides. The release of drugs is

made possible by the enzymatic hydrolysis of biopoly-
mers by a specific enzyme in the target tissue.[46–48] A
typical example is the development of albumin micro-
spheres, which release 5-fluorouracil, in a controlled
manner, by protease-activated biodegradation.

FEEDBACK-REGULATED DRUG
DELIVERY SYSTEMS

In this group of CrDDSs, the release of drug molecules
is activated by a triggering agent, such as a biochemical
substance, in the body via some feedback mechanisms
(Fig. 2). The rate of drug release is regulated by the con-
centration of a triggering agent detected by a sensor
built into the CrDDS.

Bioerosion-Regulated Drug
Delivery Systems

The feedback-regulated drug delivery concept has been
applied to the development of a bioerosion-regulated
CrDDS by Heller and Trescony.[49] This CrDDS con-
sists of a drug-dispersed bioerodible matrix fabricated
from poly(vinyl methyl ether) half-ester, which was
coated with a layer of immobilized urease (Fig. 26).
In a solution with near neutral pH, the polymer only
erodes very slowly. In the presence of urea, urease at
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Fig. 24 Cross-sectional view of an ion-activated drug-
delivery system, showing various structural components,
and diagrammatic illustration of ion-activated drug release.
(Adapted from Ref.[58].)
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the surface of the drug delivery system metabolizes
urea to form ammonia. This causes the pH to increase
and activates a rapid degradation of polymer matrix as
well as the release of drug molecules.

Bioresponsive Drug Delivery Systems

The feedback-regulated drug delivery concept has also
been applied to the development of a bioresponsive
CrDDS by Horbett et al.[50]. In this CrDDS, the drug
reservoir is contained in a device enclosed by a biore-
sponsive polymeric membrane whose permeability to
drug molecules is controlled by the concentration of
a biochemical agent in the tissue where the CrDDS is
located.

A typical example of this bioresponsive CrDDS is
the development of a glucose-triggered insulin delivery
system, in which the insulin reservoir is encapsulated
within a hydrogel membrane containing pendant
NR2 groups (Fig. 27). In an alkaline solution, the
NR2 groups exist at neutral state and the membrane
is unswollen and thus impermeable to insulin. As
glucose penetrates into the membrane, it is oxidized
enzymatically by the glucose oxidase entrapped in the
membrane to form gluconic acid. This process triggers
the protonation of NR2 groups to form NR2Hþ, and
the hydrogel membrane becomes swollen and is thus
permeable to insulin molecules (Fig. 27). The amount
of insulin delivered is bioresponsive to the concen-
tration of glucose penetrating into the CrDDS.

Self-Regulating Drug Delivery Systems

This type of feedback-regulated CrDDS depends on a
reversible and competitive binding mechanism to acti-
vate and to regulate the release of drug. In this CrDDS,
the drug reservoir is a drug complex encapsulated
within a semipermeable polymeric membrane. The
release of drug from the CrDDS is activated by the
membrane permeation of a biochemical agent from
the tissue where the CrDDS is located.

Kim et al. first applied the mechanism of reversible
binding of sugar molecules with lectin into the design
of self-regulating CrDDS.[51] For this CrDDS, a biolo-
gically-active insulin derivative, in which insulin is
coupled with a sugar (e.g., maltose), was first prepared
and then conjugated with lectin to form an insulin–
sugar–lectin complex. The complex is then encapsu-
lated within a semipermeable membrane to produce
CrDDS. As blood glucose diffuses into the CrDDS, it
binds, competitively, with the binding sites in the lectin
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molecules and activates the release of the insulin–sugar
derivatives from the binding sites. The released insulin-
sugar derivatives diffuse out of the CrDDS, and the
amount of insulin-sugar derivatives released depends
on the concentration of glucose. Thus, a self-regulating
drug delivery is achieved. However, a potential prob-
lem has remained to be resolved: that is, the release
of insulin is non-linear in response to the changes in
glucose level.[52]

Further development of the self-regulating insulin
delivery system has utilized the complex of glycosy-
lated insulin–concanavalin A, which is encapsulated
inside a polymer membrane.[53] As glucose penetrates
into the system, it activates the release of glycosylated
insulin from the complex for a controlled release from
the system (Fig. 28). The amount of insulin released is
thus self-regulated by the concentration of glucose that
has penetrated into the insulin delivery system.

SITE-TARGETING DRUG DELIVERY SYSTEMS

Delivery of a drug to a target tissue that needs medi-
cation is known to be a complex process that consists

of multiple steps of diffusion and partitioning. The
CrDDSs outlined above generally address only the first
step of this complex process. Essentially, these
CrDDSs have been designed to control the rate of drug
release from the delivery systems, but the path for the
transport of drug molecules from the delivery system
to the target tissue remains largely uncontrolled.

Ideally, the path of drug transport should also be
under control. Then, the ultimate goal of optimal treat-
ment with maximal safety can be achieved. This can be
reasonably accomplished by the development of a
CrDDS with a site-targeting specificity (Fig. 2). An
ideal site-targeting CrDDS has been proposed by
Ringsdorf.[54] A model, which is shown in Fig. 29, is
constructed from a non-immunogenic and biodegrad-
able polymer and acts as the backbone to contain three
types of attachments: 1) a site-specific targeting moiety,
which is capable of leading the drug delivery system to
the vicinity of a target tissue (or cell); 2) a solubilizer,
which enables the drug delivery system to be trans-
ported to and preferentially taken up by a target tissue;
and 3) a drug moiety, which is convalently bonded to
the backbone, through a spacer, and contains a linkage
that is cleavable only by a specific enzyme(s) at the
target tissue.
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Fig. 27 Cross-sectional view of a bioresponsive insulin
delivery system, a feedback-regulated drug delivery system,

showing the glucose oxidase-entrapped hydrogel membrane
constructed from amine-containing hydrophilic polymer.
The mechanism of insulin release, in response to the influx
of glucose, is also illustrated. (From Ref.[50].)
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Unfortunately, this ideal site-targeting CrDDS is
only in the conceptual stage. Its construction remains
largely unresolved and is still a challenging task in
the biomedical and pharmaceutical sciences.

CONCLUSIONS

The controlled-release drug delivery systems outlined
here have been steadily introduced into the biomedical
community since the middle of the 1970s. There is a
growing belief that many more of the conventional
drug delivery systems we have been using for decades
will be gradually replaced in the coming years by these
CrDDSs.
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INTRODUCTION

Orally disintegrating tablets (ODTs) rapidly disinte-
grate in the mouth without chewing upon oral admin-
istration and without the need for water, unlike other
drug delivery systems and conventional oral solid
immediate-release dosage form.[1] ODT dosage forms,
also commonly known as fast melt, quick melts, fast
disintegrating, and orodispersible systems have the
unique property of disintegrating the tablet in the
mouth in seconds. For acute conditions, this dosage
form is easier for patients to take anytime, anywhere
those symptoms occur. For chronic conditions, it is
assumed to improve compliance. Some important
advantages of ODT drug delivery over others are ease
of swallowing for patients and convenience of taking
the medication anytime without the need of water.
Some limitations include difficulty in developing
extremely high doses (typically in excess of 500 mg),
and sometimes-extensive taste masking of bitter tasting
actives.

Orally disintegrating dosage forms are often for-
mulated for existing drugs with an intention to
extend the patent life of the drug through product
differentiation. They are evaluated against the inno-
vator drug in a bioequivalence study in humans to
establish comparability of pharmacokinetic para-
meters. Although intuitive, at the present time no
data exists that ODTs improve compliance over
solid oral dosage forms.

MARKET NEEDS

The application of a drug delivery technology (DDT)
to any molecule is based on market needs, product

differentiation, and patient compliance. Owing to the
increased costs of getting a product to market and
focus on clinical advancement, new chemical entities
(NCEs) typically do not go through an extensive
evaluation of DDT. The goal is to get the product
through the clinical studies with a stable formulation
that can achieve the safety and efficacy required for
Food and Drug Administration (FDA) approval.
The time to get the NCE to the market eats up a
majority of the patent life cycle of the drug. Drug
delivery technologies are very helpful in adding
value/timeline to the patent. They offer additional
benefits such as patient compliance and ease of
administration. Market data suggests that sales of
DDT-based products are increasing in general and
will continue to increase.

DRUG DELIVERY MARKET

Drug delivery systems are technologies that transport
the active drug into the body’s circulatory system.
Drug can be delivered into the body by various means,
depending on its physical and chemical properties.
Some may alter the method of taking the drug, others
alter the desired therapeutic activity. The advent of
new drug delivery systems can clearly differentiate a
drug product in today’s highly competitive pharma-
ceutical market. To better understand the concept of
the drug delivery system, one needs to know how a
drug delivery system can be a valuable and cost-
effective life cycle management resource. Pharmaceuti-
cal companies worldwide have recognized various drug
delivery systems as powerful marketing tools to differ-
entiate products, extend product life cycles, and even
improve the efficacy of a drug. Several examples
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include Claritin ODTs, Actiq (transmucosal dosage
form for patient compliance), and Cardiazem XL
(osmotic dosage form for extended release).

The drug delivery market encompasses a wide array
of technologies that cover various routes of administra-
tion such as oral, nasal, transdermal, and inhalation.
The oral route remains most popular owing to the
ease of administration, manufacturing, and regulatory
strategy.

The oral drug delivery market encompasses technol-
ogies such as sustained and controlled release dosage
forms, oral transmucosal technologies, targeted tech-
nologies, pH-specific dosage forms, and orally disinte-
grating dosage forms.

The increasing popularity of orally disintegrating
dosage forms is in part owing to various factors such as
patient preference and life cycle management.[2] Some
reasons for patient preference include fast disinte-
gration, good mouth-feel, easy to handle, easy to
swallow, and effective taste masking (for tablet based
technologies). A perceived benefit for ODT is the ease
of administration to elderly and pediatric populations
and other patient populations that have difficulty
swallowing traditional tablets or capsules.

A customer study funded by CIMA was done to
measure consumer/patient reactions to fast dissolve.
The population size was 5000 and spanned across a
diverse age group. Patients were given a conventional
tablet and an ODT and asked various questions. A
significant majority of the patients said they ‘‘would
or might’’ prefer a fast dissolve dosage form over a
regular tablet or liquid. Only 12% of the patients
rejected fast dissolve tablets. Most of the patients also
indicated that they would ask their doctor for a fast
dissolve version and would purchase a fast dissolve if
available.

Life cycle management allows for differentiation of
product in the market. According to datamonitor,
drugs worth $37 billion will loose patent protection
between 2000 and 2010.

Development of an ODT formulation within the
patent expiration period can add significant patent life
to the formulation as it cannot be substituted at the
pharmacy counter until an equivalent ODT is available
in the market.

MANUFACTURING PROCESSES FOR ORALLY
DISINTEGRATING SOLID DOSAGE FORMS

This part of the article describes the main processes,
which can be used to develop an ODT drug delivery
system.[3,4] The processes described hereunder are uti-
lized to develop ODTs, depending on its capabilities
and limitations, in addition to developing the product
within an acceptable period of time satisfying all the

specific needs of the product. Each technology utilizes
one or more combinations of processes described
below to develop ODT drug delivery systems. ODT
development consists of three parts:

1. Evaluating the need to taste mask the drug.
2. Incorporating the taste masked/non-taste-

masked drug into the tablet matrix.
3. Packaging.

TASTE-MASKING PRINCIPLE

Taste masking of drug may be achieved with prevent-
ing the exposure of drug to the tongue through pro-
cessing or adding competing taste-masking agents.
Exposure of solubilized drug to the oral cavity can
be prevented by encapsulation in polymer systems or
complexation.[5] The approaches are as follows:

� Layering the drug onto inert beads using a binder
followed by coating with a taste-masking polymer.

� Granulating the drug and coating with a taste-
masking polymer.

� Spray drying the drug dispersed or dissolved in a
polymeric solution to get taste-masked particles.

� Complexation by the use of inclusion in cyclo-
dextrins.

� Psychological modulation of bitterness.
� Coacervation to form microencapsulated drug

within a polymer.
� Formation of pellets by extrusion spheronization.

Layer/Coat Process

The layering process involves deposition of successive
layers of an active compound onto the granules of
the inert starter seeds such as sugar spheres or micro-
crystalline cellulose beads. Sugar spheres (Non Pareil)
or microcrystalline spheres (Celpheres) can be used
as initial substrate in the preparation of beads by the
layering process. In the layering process, the bitter drug
is dissolved or dispersed in an aqueous or non-aqueous
solvent, depending on its solubility characteristics and
ease of processing. Binder is added to the solution to
form liquid bridges between the primary particles.
Most commonly used binders are gelatin, povidone,
carboxymethyl cellulose, hydroxypropyl methylcellu-
lose (HPMC), hydroxypropyl cellulose (HPC), and
maltodextrin.[6] In solution form, the drug is com-
pletely soluble in the solvent, while in dispersed form,
the drug is either micronized before adding into the
solvent or the solvent containing dispersed drug is
subjected to wet milling using a high-shear mixer to
micronize in solution. It is desirable that the ratio of
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particle size of the drug to the size of the beads is about
1 : 10. In the layering process, drug layering up to
100–150% in weight is achievable, beyond which drug
layering may cause excessive grittiness because of
increased particle size of the granules when incorpo-
rated into a dosage form. A potential disadvantage
encountered during drug layering process is the possi-
bility of drug recrystallizing into different polymorphs
upon completion of the process.

After the drug is layered over an inert starting
material, it is then coated with a polymer that retards
dissolution in the oral cavity. Two mechanisms to pre-
vent dissolution are predominantly used, either a poly-
mer that slows down dissolution across all pHs or a
polymer that does not dissolve in the pH of the saliva
but dissolves rapidly in the gastric fluid of the stomach.
The various polymers used for taste-masking purpose
are Eudragit E 100, ethylcellulose, HPMC, HPC poly-
vinyl alcohol, and polyvinyl acetate. The polymer is
dissolved in an aqueous or non-aqueous solvent
depending on its solubility characteristic and antitack
agents such as talc, magnesium stearate, and cab-o-sil
are added to improve processing and prevent agglom-
eration. Sometimes taste masking is possible by
combining layer/coat in a single process, i.e., incorpor-
ating the drug in solution/suspension form containing
a polymer that serves both as a binder and as a
taste-masking agent and then depositing the drug onto
beads.

Granulation

Taste masking by granulation is achieved by decreas-
ing the surface area of the drug by increasing its
particle size. The additional benefit obtained is ease
of processing for tablet compression as the majority
of drugs have a low bulk density. Additionally, poly-
mers that serve as binders and taste-masking agents
may be incorporated, which reduce the perception
of taste. Granulation may be achieved with or with-
out the use of a solvent. Dry granulation involves
the use of forming compacts/slugs that are milled
for blending. Wet granulation can be achieved by
using the fluid bed process or high-shear granulation.
In the fluid bed process, the drug is suspended in the
bed with air, and a binder is sprayed from the top.
The granules formed are porous and not amenable
to further processing like coating. In high-shear
granulation, the granule formation occurs by spraying
a liquid binder onto drug/mixture of drugs with exci-
pients that are being agitated by combined action of
an impeller and chopper. The granules obtained are
dense and may be used directly or coated further in
a fluid bed. This approach is suitable for high-dose
drugs (>50 mg) with unpleasant taste.

Spray Drying

For taste-masking application, the drug is either dis-
solved or dispersed along with bulking agent (polymer)
and, occasionally, a binding agent is also added if
required, in a suitable solvent. Spray drying consists
of four stages: atomization of feed into a spray,
spray–air contact (mixing and flow), drying of spray
(moisture/volatiles evaporation), and separation of
dried product from the air.[7] The solvent used for
spray drying process may be aqueous or non-aqueous.
Product obtained upon spray drying yields high-
porosity granules or beads containing encapsulated
drug. Some unintended effects include formation of
solid dispersions of the drug owing to recrystallization
and thermal degradation for temperature-sensitive
drugs.

Complexation

Taste masking by inclusion complexation is possible by
physically entrapping the drug in cone-shaped struc-
tures called cyclodextrins.[8] Cyclodextrins are bucket-
shaped oligosaccharides produced from starch. Owing
to their peculiar structure and shape, they possess
the ability to entrap guest molecules in their internal
cavity. Drug inclusion complexes can be formed by
a variety of techniques that depend on the property
of the drug, the equilibrium kinetics, other formu-
lation ingredients, processes, and the final dosage
form desired. In all these processes, a small amount
of water is required to achieve thermodynamic equi-
librium. The initial equilibrium to form the complex
is very rapid, the final equilibrium takes a longer time.
The drug, once inside the cyclodextrin cavity, makes
conformational changes to itself so as to attach itself
to the complex and to take maximum advantage of
the weak van der waals forces.

Complexation is also possible through the use of
ion-exchange resins. Both anionic and cationic types
are available.[9] The preparation of the taste-masked
complex involves suspending the resin in a solvent in
which the drug is dissolved. For liquid preparations,
the drug–resin complex can be used as is. For solid
dosage forms, the complex may be processed by fil-
tration or direct drying. Drug loading up to 50% is
possible with this process. Some commercially avail-
able ion-exchange resins that may be used for taste
masking are based on methacrylic acid and divinyl
benzene and styrene divinyl benzene polymer.[10]

Psychological Modulation of Bitterness

Taste masking with addition of competing agents
involves modulating the psychological perception of
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bitterness. To understand this better, the theory of
perception of taste is in order. The biochemical and
physiological basis of bitterness has been summarized
recently.[11,12] There are two theories. One theory con-
tends that receptors for common taste stimuli such as
salt, bitter, and sweet are present in specific locations
of the tongue. The second theory contends that taste
buds respond to all stimuli to a different extent.
Regardless of the mechanism, taste masking is
achieved by the addition of specific inhibitors to sup-
press the stimuli. This approach is likely to involve
the use of an inhibitor specific to the taste masking
of the drug in question. In the authors’ knowledge,
there is no specific universal inhibitor available, which
will mask all the taste stimuli.

Coacervation

Coacervation leads to formation of a microencapsu-
lated form of drug. The process primarily consists of
formation of three immiscible phases, formation of
the coat, and deposition of the coat. The formation
of the three immiscible phases is accomplished by dis-
persing the core particles in a polymer solution. A phase
separation is then induced by changing the temperature
of the polymer solution, addition of a salt and non-
solvent, or by inducing a polymer–polymer interaction.
This leads to deposition of the polymer coat on the core
material under constant stirring. The core particles
coated by the polymer are then separated from the
liquid phase by thermal, cross-linking, or desolvation
techniques leading to rigidization of the coat.[13]

Extrusion Spheronization

The process begins with the blending of dry powders
followed by granulation. The granulation is different
from conventional granulation as the end point is
determined by the consistency of the paste suitable for
passing through an extruder. After passing through the
extruder, the granulate is in the form of rods. The rods
can then be passed through a spheronizer to form pellets,
which are then dried. An advantage touted for extrusion
spheronization is the formation of more spherical pellets
compared to wet granulation.[14]

Hot-melt extrusion involves passing a molten solid
dispersion of the drug through a extruder to obtain
pellets. The hot-melt extrudate consists of drug dis-
persed in a molten hydrophilic matrix, which is then
passed through an orifice in the extruder. The extruder
paste can then be passed through a spheronizer to
obtain pellets that are subsequently cooled. This process
is primarily used for increasing the solubility of poorly
soluble drugs as it leads to formation of amorphous

form of the drug; however, the appropriate choice of
polymers could lend itself to taste masking. The advan-
tage touted for this is better control of particle size of the
pellets and absence of the use of solvents.

INCORPORATION OF TASTE-MASKED
DRUG/NON-TASTE-MASKED DRUG
INTO THE TABLET MATRIX

After evaluating the need to taste mask the drug, the
drug is then incorporated in the final dosage form.
Final dosage forms for ODTs can be achieved using
freeze drying, molding, and direct compression. Freeze
drying based ODT technology is a single-step process.
Taste masking, if achieved, and formation of the
matrix can be achieved in one step. Alternatively, the
drug may be incorporated in the freeze-drying process
in a taste-masked form. Molding and compression-
based technologies mostly involve taste masking as a
separate processing step. Each process has its own
advantages and disadvantages and are discussed below.

TABLET MATRIX PRINCIPLE

Freeze Drying

Freeze drying, also known as lyophilization, is a pro-
cess in which water is sublimated from the product
after freezing. This process can be used in many differ-
ent ways to achieve the same end point. In one of the
freeze-drying formulation methods, drug is physically
trapped in a water-soluble matrix (water-soluble mix-
ture of saccharide and polymer, formulated to provide
rapid dispersion, and physical strength), which is freeze
dried to produce a product that dissolves rapidly when
placed in the mouth. The ideal candidate for this kind
of manufacturing method would be a molecule that is
chemically stable and water insoluble, with a particle
size lower than 50 mm.[15] In another method, lyophili-
zation of an oil-in-water emulsion (porous solid galenic
form) is placed directly in the blister alveolus.[16] One
other method for ODT manufacture using freeze dry-
ing involves the formation of a porous solid form
obtained by freezing an aqueous dispersion or solution
of the active containing matrix, then drying the matrix
by removing the water using an excess of alcohol
(solvent extraction). The ideal candidates for this kind
of method should be insoluble in the extraction of
solvent. The advantage of this process is that drug
substances that are thermolabile in nature can be for-
mulated at non-elevated temperature, thereby eliminat-
ing adverse thermal effects, and stored in a dry state
with few shelf life stability problems.[17]
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Molding

Compression molding is a process in which tablets are
prepared from soluble ingredients such as sugars by
compressing a powder mixture previously moistened
with solvent (usually ethanol or water) into mold
plates to form a wetted mass.[18]

In hot-melt molding, molded forms are prepared
directly from a molten matrix in which drug is dis-
solved or dispersed (heat molding) or by evaporating
the solvent from a drug solution or suspension in the
presence of nitrogen gas at standard pressure (no-
vacuum lyophilization). Tablets produced by this type
of molding are solid dispersions categorized as hot
melt. In molding, the drugs physical characteristic
depend on whether its dissolves or disperse in the molten
carrier. The drug can exist as discrete particles dispersed
all over the matrix or dissolved in the matrix. When
the drug is dissolved in the matrix, it forms a solid sol-
ution. The characteristic of the tablets (such as disinte-
gration time, drug dissolution rate, and mouth feel) will
depend on the state of the drug whether dispersion or
dissolution. As the molded tablets dispersion matrix
in which the drug gets dispersed or dissolved are made
of water-soluble sugars, tablet disintegration is more
rapid when tablets are more porous.

Direct Compression

A direct compression method uses conventional equip-
ment, commonly available excipients, and a limited
number of process steps. This process may involve
granulation prior to final blend. The direct compression
tablet’s disintegration and solubilization are based on
the single or combined action of super disintegrants,
water-soluble excipients, and effervescent agents.[19] In
many cases, the disintegrants have a major role in the
disintegration and dissolution process of ODT tech-
nology made by direct compression. The choice of a suit-
able type and an optimal amount of disintegrants is
paramount for ensuring a rapid disintegration rate.

Several different formulation routes are followed to
achieve an optimal disintegration time in ODT drug
delivery systems made by direct compression.

PACKAGING

Upon prototype selection, selection of a packaging
configuration is a crucial part of an ODT dosage form.
Unlike conventional tablets, where packaging provides
a means of administration/transport, ODTs may
require specialized packaging configurations owing to
their relative high moisture sensitivity and fragility.

In fact, the cost of packaging can be significant for
commercialization.

One approach used to overcome the moisture and
physical issues with ODTs is to select a rigid, multi-
layer foil-based barrier material to protect the dosage
form, with the blister actually forming during the tab-
let formulation process. In many cases, ODT are very
fragile, and regular push through blister packaging
may break the tablet upon removing from the blister,
so the packaging requires a peelable closure. Packaging
made from formable and flexible material can offer
protection from water, oxygen, or ultraviolet barrier,
as well as providing some physical protection.

The most common packaging configuration
includes blister packaging and bottle packaging. Blister-
packaged ODTs require specialized packaging equip-
ment. In case of CIMA’s PakSolv Technology, tablets
are picked and placed in individual blister pockets ‘‘one
at a time’’ using a robotic hand. In the case of freeze
drying technology, each blister needs to be filled
individually with the solution or suspension before
subjecting it to freeze drying.

The final packaged dosage form has to be evaluated
to verify packaging integrity. One way to perform this
is by immersing blisters in water and subjecting them
to a vacuum for a specified period of time. The blisters
are then opened manually and checked for presence of
water droplets. Additionally, blisters and bottles
should be monitored in simulated shipping tests
according to American Society for Testing Materials
(ASTM) standards.

An additional issue with blister packaging is the
evaluation of child resistance. The Consumer Product
Safety Commission regulates this. The blisters are
evaluated for ‘‘F ’’ value, and appropriate designs
need to be in place for child resistance and senior
friendliness. The F requirement is determined from
the toxicity of the drug. In the case of tablets, this
would be the number of tablets that when ingested
may produce a serious injury or serious illness based
on a 25-pound child. A package passes a certain F
rating, if 90% of the children from an initial 50-child
test are not successful in accessing the required F
number of tablets. As an example, if it is determined
that an F ¼ 3 package is required and during testing
with 50 children, 4 children are able to access three
or more cells during the test, an F ¼ 3 rating is
obtained at 92%.

Commercialization of ODTs have to go through the
final evaluation of long-term stability of the tablet
matrix and packaging components per International
Conference on Harmonisation guidelines. As the
majority of ODT dosage forms on the market are
sensitive to moisture, evaluation of moisture vapor
transmission rate is an important parameter for asses-
sing the shelf life of the product.
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Some ODTs are sensitive to moisture to such an
extent that, even during processing or formulation
development stages, temperature and humidity have
to be controlled to avoid long-term stability issues
and may require special packaging. Long-term stability
studies done with several ODT products have indicated
that the foil–foil blister PakSolv blister design leads to
a mere 0.1% increase in moisture level compared to
start over six months at 40�C/75% RH. The increase
in moisture level for high density polyethylene (HDPE)
bottles is about 0.5% under the same stability con-
ditions at the end of six months based on CIMA
in-house experience on all bottled products.

IN PROCESS CHALLENGES

The final product containing taste-masked drug, and
matrix is typically evaluated for sensory characteris-
tics, disintegration time, and compared for dissolution.

Sensory characteristics of prototypes include
evaluation in taste panels in humans. Some of the char-
acteristics tested are flavor acceptance, bitterness per-
ception, sweetness, and after taste. Evaluation in
human panels is not entirely possible all the time owing
to the cost and timing associated with human testing.
Some alternate methods include dissolution testing in
small volume[20] and electronic evaluation of taste
referred to as an electronic tongue.[21] It consists of
coated probes that are immersed in a liquid-containing
dissolved solids. The potentiometric response of the
probe is compared for the active and placebo using
principal component analysis mapping. The response
of the product containing the active that is closest to
placebo is regarded as the best formulation.

Disintegration

Disintegration is an important characteristic of an
ODT. According to the Center for Drug Evaluation
and Research Data Standards Manual, the definition
of an ODT is ‘‘A solid dosage form containing med-
icinal substances which disintegrates rapidly, usually
within a matter of seconds, when placed upon the
tongue.’’[22] According to the European Pharmacopoeia
(EP), ‘‘Orodispersible tablets are uncoated tablets
intended to be placed in the mouth where they disperse
rapidly before being swallowed.’’[23] The test criteria
outlined by EP is ‘‘Orodispersible tablets should
disintegrate within 3 min when examined by the test
for disintegration of tablets and capsules.’’ In vitro
disintegration testing is sometimes performed by the
standard United States Pharmacopoeia (USP) method
and often times by more discriminating methods in an

attempt to mimic in vivo performance. As with many
analytical methods, there is no definite correlation
between in vitro and in vivo data. In vitro disinte-
gration tests serve as an important quality control test
throughout the development of the product. A disinte-
gration time specification is considered standard on
final product specification for ODTs, unlike conven-
tional tablets.

Hardness and Friability

Many ODTs, in an effort to decrease disintegration
time, are highly porous soft-molded tablets compressed
at low compression force.[24] Sometimes if the formu-
lation and processing parameters are not optimized,
the tablets can exhibit higher friability irrespective
of any hardness changes. Also, problems like capping,
picking, and chipping are observed during formulation
development if the formulation and processing
parameters are not optimized. Several of the com-
pressed ODTs are more robust and can withstand the
rigors of bottling.

Dissolution

Dissolution testing of ODTs has been reviewed
recently.[25] As ODTs sometimes contain taste-masked
active, it adds an added layer of complexity to the
development of a dissolution method for tablets. The
taste masking plays a significant role in dissolution
method development, specifications, and testing. The
USP 2 paddle apparatus is the most suitable and com-
mon choice for ODTs. USP 1 is not appropriate owing
to rapid disintegration in the screen, leaving signifi-
cantly less perturbation of the product in the media.
Discriminating, robust dissolution methods has value
in monitoring process optimization, changes during
scale-up of taste-masked bulk drug and tablet manu-
facture and routine quality control testing. This is
important as the barrier properties of the scaled-up
taste-masked product may change, leading to leaching
of the drug in the oral cavity that may effect taste or
even bioequivalence.

Upon selection of a prototype based on the evalu-
ation techniques described above, the individual
processes are scaled up against FDA guidelines and
evaluated for stability and bioequivalence.

REGULATORY

The FDA’s approval process for any application
whether it is a new drug application (NDA), abbreviated
new drug application, or over-the-counter is a closely
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monitored government activity. The FDA has set reg-
ulations for filing a petition of a Supplemental NDA
for a drug that has the same strength and route
of administration as a drug listed in the FDA’s
publication entitled ‘‘Approved Drug Products with
Therapeutic Equivalence Evaluations,’’ but differ in
dosage form. This petition generally can be filed
pursuant to section 505(b) (2) of the Federal Food,
Drug and Cosmetic Act and 21 CFR x 314.93. Most
of the ODT drug delivery systems fall under this cate-
gory. Depending on the bioequivalence study, certain
products can get approval under this clause or other-
wise will need to establish safety and efficacy of the
product by conducting further clinical trials. As ODT
products do not require administration of water, it
may be required to perform bioequivalence studies
with and without water depending upon the nature
of the drug. This will depend upon the difference of
absorption of drug in the fed and fasted state and in
addition may lead to a fed and fasted study.

ORALLY DISINTEGRATING TECHNOLOGIES

OraSolv�, DuraSolv�, and PakSolv�

OraSolv and DuraSolv are CIMA’s core ODT tablet-
based technologies. The ingredients contained in the
technology include polyols as fillers, disintegrant,
which may include an effervescence couple, flavor,
sweetener, and lubricant. The drug may be taste
masked if required typically utilizing a fluid bed coat-
ing process. The tabletting process includes direct com-
pression, and can accommodate a wide range of
potency from less than 1 mg to as high as 500 mg.

Tablets manufactured with OraSolv technology
should contain an effervescence couple along with
microparticles of drug within a rupturable coat.[26]

The tablets manufactured are compressed at a low
hardness that promotes fast disintegration. The dosage
forms need to be packaged in foil–foil aluminum blis-
ters with a dome shape that impact physical protection
and impermeability to moisture. This constitutes the
PakSolv Techonology.[27]

Tablets manufactured with DuraSolv technology
contain a non-directly compressible filler and a lubri-
cant. They may or may not contain effervescence,
and the drug need not be taste masked.[28] DuraSolv
tablets are compressed at higher hardness compared
to OraSolv that allows for packaging in bottles or push
through blisters.

The advantages of tablet-based technology include
low cost of goods, standard manufacturing technology,
standard packaging format and materials, and low-
development costs and risks. Disadvantages include
slightly longer disintegration time.

Lyoc�

Lyoc technology is owned by Cephalon Corporation.
CIMA is a subsidiary of Cephalon, and currently man-
ages the Lyoc R&D efforts. This was the first freeze-
drying-based technology introduced for ODTs. The
process involves preparation of a liquid solution or
suspension of the drug containing fillers, thickening
agents, surfactants, non-volatile flavoring agents, and
sweeteners.[29] This homogenous liquid is then
deposited in blister cavities and subjected to freeze dry-
ing. Advantages of Lyoc compared to other freeze-
dried dosage forms include absence of preservatives.

Zydis�

Zydis technology is owned by RP Scherer, a subsidi-
ary of Cardinal Health. This drug delivery system
consists of freeze-dried tablets having active drug
designed to rapidly disintegrate in the mouth.[30]

The freeze-dried tablet is made by lyophilizing a sus-
pension or solution of drug containing various excipi-
ents such as polymer, polysaccharides, preservatives,
pH adjusters, flavors, sweeteners, and colors, which
is then filled in blisters. Freeze drying occurs in the
blisters, which are then sealed and further packaged.
Some of the advantages of the Zydis system include
fast disintegration time. Some of the disadvantages
include low throughput, high cost of goods, and lim-
ited taste masking.

Flashtab�

Flashtab tablet matrix consists of a swellable agent
(modified starch or microcrystalline cellulose) and a
super disintegrant (crospovidone or croscarmellose).
The system may also contain, depending on the need,
a highly water-soluble polyol with binding properties
such as mannitol, sorbitol, maltitol, or xylitol, instead
of the swellable agent as mentioned before.[31] The
active is taste masked by direct coating. Tablets manu-
factured using this technology produce durable tablets
in which the excipients are first granulated using wet or
dry granulation process, then the coated drug is mixed
with the excipient granules and compressed into tablets
that can be handled and packaged using conventional
processing equipment. Tablets for blister packaging
can withstand the pressure used to push the tablet
out of the lidding foil of the blister card. Tablets
containing hygroscopic material can also be blister
packaged, by using high-quality polyvinyl chloride or
aluminum foils, which provide a higher degree of
moisture protection than ordinary polyvinyl chloride
or polypropylene foils.
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FlashDose�

Fuisz technologies is the inventor of the FlashDose-
technology.[32] It is now owned by Biovail. FlashDose
tablets are manufactured utilizing SHEARFORM�

matrix in which material containing substantial
amounts of fibrous polysaccharides, which are pro-
cessed by simultaneous action of flash melting and cen-
trifugal force, are compressed to form fine sugar fibers.
FlashDose tablets containing a matrix of these sugar
fibers disintegrates very rapidly upon contact with sal-
iva, with disintegration times of a few seconds. The
tablets produced by FlashDose are hydrophilic and
highly porous, owing to relatively low compression
during the pressing of the tablets. For taste masking,
Fuisz uses its own patented, single-step, solvent-free
process, termed ‘‘CEFORMTM technology,’’ which
produces uniform microspheres with a very narrow
particle size distribution. The resulting tablets pro-
duced by this process are soft, friable, and highly
moisture sensitive. They require specialized packaging
materials and processes to protect them from external
humidity and mechanical abrasion.

WOWTAB�

WOWTAB tablets are developed by Yamanouchi
Pharma Technologies.[33] The main ingredients in the
tablets include low- and high-moldable sugars. The
low-moldable sugars promote quick dissolution and
include mannitol, lactose, and glucose. High-moldable
sugars promote good hardness upon compaction and
include maltose, sorbitol, and maltitol. The active
and other excipients are granulated with a solution
containing both the sugars in a fluid bed granulator.
The granules obtained are blended with lubricants
and flavors and then compressed to form tablets. The
tablets are then stored in a controlled humidity and
temperature system for conditioning and then pack-
aged in blisters or bottles. Taste masking of the active
may be achieved by the use of cyclodextrins.

ODT Technologies in Development

KryotabTM

Biotron designs and develops freeze-dried tablets and
microparticles using low-temperature and cryogenic-
processing technologies.[34] The products developed
may be used for different dosage forms such as oral,
parenteral, pulmonary, and transdermal delivery.
Kryotab technology’s two version used to develop dif-
ferent dosage form are Kryotab-MIM and Kryotab-
CD. Unlike RP Scherer’s Zydis technology, in this

technology, the unit doses are not initially formed from
liquid dispersions, but from the tabletted article
subjected to freeze drying. The water needed to be
removed during freeze drying is introduced into the
tablets in the form of ice particles and mixed along
with excipients and active and subsequently com-
pressed at low temperature. The porosity in the tablet
is determined and controlled by the number and size
of ice particles. Microencapsulated liquid or gelled bin-
der is incorporated in the tabletting mixture to obtain
rigid tablets with high tensile strength. During com-
pression, the microcapsules disintegrate and release
the binder, which improves the adhesion between the
compressed drug and excipient particles

OraQuickTM

KV Pharmaceutical’s two proprietary taste-masking
technologies, FlavorTech� and MicroMask�, are uti-
lized for developing OraQuick tablets. MicroMask
provides taste masking by incorporating a drug
into matrix microspheres. The first step involved in
formulating the tablet include dissolving the sugar
(sucrose, mannitol, sorbitol, xylose, dextrose, fructose,
or mannose), and protein (albumin or gelatin) in a suit-
able solvent, such as water, ethanol, isopropyl alcohol,
and ethanol–water mixture.[35] The porosity of the pro-
duct is determined by the quantity of solvent used in
the formulation. The solution of the matrix is then
spray dried, yielding highly porous granules. The
matrix granules are mixed with other excipients such
as binder, lubricant, sweeteners, flavors, coloring
agent, fillers, disintegrants, surfactants, etc. The drug
can be added at this stage in the form of taste-masked
granules, other wise added first in the matrix granule.
The granules or powder obtained is then compressed
at low compression force to form tablets that are soft
and friable but highly porous. After the tablets are
compressed, they are subjected to a sintering step.
Tablets are sintered in an oven, typically at tempera-
ture of about 50�C to 100�C for few minutes to several
hours or at 90�C for about 10 min. During this step,
the compressed tablets containing binder (polyethylene
glycol) in the earlier step melts and binds particles to
form stronger tablet.

Quick-DisTM

Lavipharm Laboratories is the inventor of Quick-Dis
technology. Quick-Dis technology refers to thin, easily
dispensed, flexible, and rapidly dissolving films for the
local or systemic delivery orally.[36] Quick-Dis disinte-
grates rapidly upon wetting when placed under the
tongue. This drug delivery of Lavipharm has the
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capability of being printable, non-tacky in nature while
dry, with a low-residual water content, easy to process.
The film thickness ranges from 1 to 10 mils, and surface
area can be 1–20 cm2 for any geometry. Lavipharm
manufactures its oral films by a solvent-casting pro-
cess, using water as the preferred solvent followed by
a drying step. The coating thickness range is typically
from 5 to 20 mils with aerated oven drying. The films
can also be processed alternatively using cold- or
hot-melt extrusion technique.

AdvatabTM

Eurand is the owner of Advatab drug delivery system.
Eurand is known for its Microcaps� technology, which
involve taste-masking drug particles using microencap-
sulation process based on coacervation/phase separ-
ation technique.[37] Eurand applied Microcaps
technology to design ODTs (Advatab), which contains
taste-masked active ingredients. The primary ingredients
in the dosage form include sugar alcohols and sacchar-
ide with particle size less than 30 mm along with
disintegrant and lubricant. The lubricant used in the
formulation is added as an external lubricant com-
pared to conventional formulations, which contain
an internal lubricant. The company claims that this
allows the tablets to be stronger compared to conven-
tional tablets as internal lubricants are hypothesized to
decrease binding of the drug particles. The dosage
forms are manufactured using conventional tabletting
and packaging equipments. The tablets, which can

handle high drug loading and coated particles, can be
packed in both bottles and pushed through blisters.

QdisTM

Phoqus owns the Qdis technology. The dosage forms
comprises of ODTs containing agglomerates greater
than 50 mm in size that comprises at least 10% or more
of superdisintegrants without drug. The agglomerates
are blended with excipients, and drug particle size
ranging in size from 50 to 300 mm. The resulting soft
tablets are coated using an electrostatic dry-powder
deposition technology. This coating strengthens the
tablet while still providing rapid disintegration.[38]

FrostaTM

Akina owns Frosta technology. The technology incor-
porates manufacture of highly plastic granules using a
plastic material, a material enhancing water pen-
etration, and a wet binder.[39] These granules can then
be compressed into tablets at low pressure, thus
enabling fast disintegration upon administration.

Miscellaneous

Owing to the increasing popularity of ODTs, some
recent trends are of notable mention. One of them is
the use of highly plastic granules to compress into
tablets at low pressure to enable it to melt faster,

Table 1 ODT technologies and corresponding commercial products

Technologies Company name Products on market

DuraSolv�, OraSolv� CIMA Tempra� Quicklet/Tempra� FirsTabs, Trimainic�

Softchews (several formulations), Remeron�

SolTabs, Zomig� Rapimelt, Nulev�, Alavert�,
FazaClo, Parcopa, Niravam, Clarinex Redi Tabs

FlashDose Biovail Neruofen

Flashtab Ethypharm Nurofen

Kryotab Biotron None

OraQuick KV Pharmaceutical None

Quick-Dis Lavipharm Lab Film none

RapitrolTM Shire Lab None

Slow-DisTM Lavipharm Lab Film none

WOWTAB Yamanouchi Benadryl Fastmelt

Advatab Eurand None

Zydis Cardinal Health Maxalt MLT, Claritin Reditabs, Zyprexa Zydis,

Zofran ODT

Lyoc Cephalon Proxalyoc (piroxicam), Paralyoc (paracetamol),
SpasponLyoc (loperamide)
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thereby enhancing the dissolution profile. The plastic
granules are made of three components namely: a plas-
tic material, a material enhancing water penetration,
and a wet binder.[39]

Excipient manufacturers are now supplying excipi-
ents specifically geared toward manufacture of ODTs.
One of them is spray-dried mannitol. The properties of
this excipient suitable for ODTs include good compress-
ibility at low hardness and fast disintegration, desirable
properties for the manufacture of ODTs. The two
brands commercially available include Pharmaburst by
SPI Pharma[40] and Pearlitol by Roquette.[41] The hope
is that it will stimulate the development of ODTs in
house for pharmaceutical companies not traditionally
involved with manufacture of ODTs.

Companies are offering taste-masking capabilities
for drugs. Some of them are Particle Dynamics,[42]

The Coating Place,[43] and Particle and Coating
Technologies.[44] The rationale here is outsourcing of
taste-masking abilities of drugs, which can then be
combined, with the use of excipients such as spray-dried
mannitol to develop ODTs in-house. One company has
gone a step further. SPI Pharma has a business agree-
ment with Particle and Coating Technologies to taste
mask drugs for their clients or offer the ability for manu-
facture of free-dried ODTs through their agreement
with Oregon Freeze Dry Company.[45] This allows devel-
opments of an ODT of both compressed or freeze-dried
dosage form for a client without having any in-house
resources.

Table 1 outlines some of the ODT technologies and
corresponding commercial products, if any.

CONCLUSIONS

As discussed in this article, drugs can be administered
into humans by various drug delivery systems. A large
number of companies are in the ODT drug delivery
market, which is evident from the number of products
launched as ODT and patents approved. Amongst
other drug delivery companies, those in the ODT mar-
ket possess tremendous potential of extending the drug
product life cycle, reducing the attrition rate during the
drug development stage, and extending the profita-
bility of existing products. Owing to its flexible nature,
molecules of a wide variety of doses and chemical
characteristics can be incorporated into an ODT. The
different technologies such as fine particle layering/
coating or adding flavors/sweeteners into tablet matrix
for taste masking, spray drying, granulation, freeze
drying, molding are now widely accepted applications
in the industry for developing an ODT. As pharmaceu-
tical companies are now starting to recognize the
need for more technological advances to meet the
new challenges in the future, DDT continues to have

a significant impact and contribution in meeting those
demands and challenges.

ARTICLE OF FURTHER INTEREST

Hot Melt Extrusion Technology, p. 2004.
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Drug Delivery: Liquid Crystals in

Christel C. Mueller-Goymann
Institut für Pharmazeutische Technologie, Technischen Universität Braunschweig,
Braunschweig, Germany

DEFINITION AND FORMATION
OF LIQUID CRYSTALS

Definition

The liquid crystalline state combines properties of both
liquid and solid states. The liquid state is associated
with the ability to flow, whereas the solid state is charac-
terized by an ordered, crystalline structure.[1] Crystalline
solids exhibit short as well as long-range order with regard
to both position and orientation of the molecules
(Fig. 1A). Liquids are amorphous in general but may
show short-range order with regard to position and/or
orientation (Fig. 1B). Liquid crystals show at least
orientational long-range order and may show short-range
order, whereas positional long-range order disappears.[2]

Accordingly, liquid crystalline phases represent inter-
mediate states and are also called mesophases.

A pre-requirement for the formation of liquid crys-
talline phases is an anisometric molecular shape that is
generally associated with a marked anisotropy of the
polarizability. Molecules that can form mesophases
are called mesogens. Depending on the molecular
shape, rod-like mesogens form calamitic mesophases
and disc-like mesogens form discotic mesophases.
Rod-shaped molecules are often excipients of drugs
(e.g., surfactants). Even drug compounds themselves
(e.g., the salts of organic acids or bases with aniso-
metric molecular shape) fulfill the requirements for
the formation of calamitic mesophases.

Formation

Starting with the crystalline state, the mesophase is
reached either by increasing the temperature or by add-
ing a solvent; accordingly, a differentiation can be
made between thermotropic and lyotropic liquid crys-
tals, respectively. As with thermotropic liquid crystals,
a variation of temperature can also cause a phase
transformation between different mesophases with
lyotropic liquid crystals.

Thermotropic liquid crystals

Calamitic mesophases were the first liquid crystals to
be found more than 100 years ago. In 1888, the botanist

Friedrich Reinitzer observed birefringence of choles-
teryl esters after melting[3] and contacted the physicist
Otto Lehmann, a specialist in crystallization micro-
scopy, who interpreted the birefringence of the molten
cholesteryl esters as a parallel orientation of mole-
cules within a liquid crystal, a new kind of state.[4]

However, these cholesteric liquid crystals exhibit not
only a parallel orientation of the anisometric mole-
cules, but the director of the orientation rotates layer
by layer in a right- or left-handed helix (Fig.2B).
The layer distance where a 360� rotation has been
performed is called pitch, which is often in the magni-
tude of the visible light. This phenomenon, as well as
the variation of pitch with temperature, is responsible
for the characteristic color play of cholesteric liquid
crystals. Cholesterics require chirality either of the
mesogen itself or on addition of a mesogen.

The nematics are similar to cholesteric liquid crys-
tals in having just orientational long-range order, with
the deviation that the director of the preferred orien-
tation does not rotate (Fig. 2A). If, however, a chiral
mesogen is dissolved in a nematic liquid crystal, the
latter will transform into a cholesteric liquid crystal.

Calamitic mesophases with parallel orientation of
themolecules, which are additionally arranged in
layers, are called smectic liquid crystals (Figs. 2C–E).
The layer plane may be oriented either perpendicular
or tilted to the long axes of the molecules. Further-
more, the molecules may be arranged regularly within
the layer (e.g., in a hexagonal arrangement), thus form-
ing a three-dimensional lattice. As opposed to crystals,
the smectic liquid crystalline state enables rotation of
the molecules around their long axes. Different smec-
tics may be distinguished in the basis of a variety of
arrangements.

Phase transitions occur with increasing temperature,
for example, crystalline to smectic C to smectic A to
nematic to isotropic, or crystalline to nematic to iso-
tropic. These examples demonstrate that not all possi-
ble transitions necessarily occur. Depending on the
number of mesophases occuring, thermotropic mono-,
di-, tri-, or tetra-morphism may be distinguished.

Discotic liquid crystals arise from disc-shaped mole-
cules as nematic or cholesteric mesophases. Their
structural characteristics are similar to that of their
respective calamitic mesophases, that is, the normals

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001706
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of the discs are oriented parallel. Instead of the smectic
mesophases, discotic columnar liquid crystals arise
from stapling the discs one on the other. The columns
of the discotic columnar mesophase form a two-
dimensional lattice that is in either a hexagonal or a
rectangular modification. In addition, the columns
may or may not be tilted (Fig. 2F and G).

Lyotropic liquid crystals

Lyotropic liquid crystals differ from thermotropic
liquid crystals. They are formed by mesogens that are
not the molecules themselves but their hydrates or sol-
vates as well as by associates of hydrated or solvated
molecules. In presence of water or a mixture of water
and an organic solvent as the most important solvents
for drug molecules, the degree of hydration or solva-
tion depends on the amphiphilic properties of a drug
molecule. Hydration—and solvation—of the mostly
rod-shaped molecule results in different geometries
such as cone and cylinder (Fig. 3).[7]

Cylinders arrange in layers; this results in a lamellar
phase with alternating polar and non-polar layers
(Fig. 4A). Water and aqueous solutions can be included
in the polar layers, resulting in an increase of layer thick-
ness. Analogously, affinic molecules can be included in
the non-polar layers. In addition to the increased layer
thickness of the lamellar phase, lateral inclusion between
molecules is also possible with an increase in the solvent
concentration, which transforms the rod shape of the
solvated molecules to a cone shape (Fig. 3), thereby
leading to a phase change. Depending on the polar or
non-polar character of the solvating agent and the
molecule itself, the transition results in a hexagonal or
an inverse hexagonal phase (Fig. 4B and C).

The hexagonal phase is named after the hexagonally
packed rod micelles of solvated molecules, whereby
their polar functional groups point either to the outside

GF

A B

C D E

Fig. 2 Schematic representation of different calamitic and

discotic thermotropic liquid crystals. (A) nematic; (B) choles-
teric; (C–E) smectic; (F) columnar hexagonal; (G) columnar
hexagonal tilted. (A–E: Adapted from Ref.[5]; F and G:
Adapted from Ref.[6].)

y

x

a

b

Crystalline

A y

x

a

b

Liquid Crystalline

D

B

Fig. 1 Two-dimensional representation of short-range order (a, b) and long-range order (a, b) in the crystalline (A) and liquid
crystalline states (B). (From Ref.[2].)

1116 Drug Delivery: Liquid Crystals in



D
ru

g
D

el
iv

er
y

B
uc

ca
l–

M
on

o

(Fig. 4C) or to the inside of the structure (Fig. 4,
inverse hexagonal phase). In the hexagonal phase, the
additional amount of water or unpolar solvent that
canbe included is limited. As the molecular geometry
changes further during solvation, another phase trans-
formation to a cubic form (type I) or inverse cubic
form (type IV) takes place, consisting of spherical or
ellipsoidal micelles and/or inverse micelles (Figs. 4D
and E).

In addition to the cubic and/or inverse cubic forms
described previously, further transitional forms exist
between the lamellar phase and the hexagonal meso-
phase (cubic, type II) or inverse hexagonal mesophase
(cubic, type III).[12] In contrast to the discontinuous
phases of types I and IV, cubic mesophases of type II
and type III belong to the bicontinuous phases
(Fig. 4F). A range of lyotropic mesophases are pos-
sible, depending on the mesogen concentration, the
lipophilic or hydrophilic characteristics of the solvent

and the molecule itself (Table 1). However, not all
theoretically possible mesophases may occur in practice.

Liposomes

With some molecules, a high concentration results in a
lamellar phase, but no additional mesophases are
formed if the concentration is reduced. The lamellar
phase is dispersed in the form of concentric-layered
particles in an excess of solvent (water or aqueous solu-
tion). This results in a vesicular dispersion. If the
mesogenic material consists of phospholipids, the vesi-
cular dispersion is called a liposomal dispersion.[13] In
principle, liposomes may be dispersed in oily continu-
ous media too. However, the latter systems are of
minor interest in drug formulation.

Liposomes consist of many or only few phospholi-
pid bilayers, or just one bilayer (Fig. 5). Based on this,
multilamellar vesicles (MLV), oligolamellar vesicles
(OLV), small unilamellar (SUV), and large unilamellar
vesicles (LUV) can be distinguished. Furthermore,
multivesicular liposomes (MVL) may be formed.

The polar character of the liposomal core enables
the encapsulation of polar drug molecules. Amphiphi-
lic and lipophilic molecules are solubilized within the
phospholipid bilayer depending on their affinity for
the phospholipids. Participation of non-ionic surfac-
tants instead of phospholipids in the bilayer formation
results in NiosomesTM. The term sphingosomes is sug-
gested for vesicles from sphingolipids. However, nomen-
clature is not consistent; the term liposomes is used as a
general term, although vesicles would be a better term.

A standard manufacturing procedure of liposomes
is the film-forming method. Prior to film formation,
the phospholipids are dissolved in an organic solvent.
By rotational evaporation of the solvent, a thin multi-
layered film of phospholipids develops at the inner wall
of the vessel. Redispersion of this film in water or aque-
ous buffer results in the formation of vesicles. The size
of the vesicles and the number of bilayers vary. Hence,
further manufacturing steps are needed to obtain
defined vesicular dispersions with a sufficient shelf-life.

To reduce vesicle size and the number of bilayers,
high-pressure filtration via polycarbonate membranes
or high-pressure homogenization in a French press or
in a microfluidizer are appropiate manufacturing
procedures. Sonication may also be applied, although
the obtained dispersion does not have the same
particle sizes.

Alternatively, injection method and reverse-phase
dialysis are appropiate procedures for the formation of
SUV and LUV. Freeze–thaw procedures enable drug
loading of the liposomes and also offer an evaluation
of the stability of the vesicular dispersion. For interested
readers, general reading is recommended.[13,14]

Fig. 3 Geometry of hydrated molecules—cylinders associate

to a lamellar liquid crystal, cones to a hexagonal and an
inverse hexagonal one. (Adapted from Ref.[7].)

Fig. 4 Molecular structure of lyotropic liquid crystals. (A)

lamellar; (B) hexagonal; (C) inverse hexagonal; (D) cubic
type I; (E) inverse cubic type IV; (F) cubic type II. (A, B,
and D: Adapted from Ref.[8]; C: Adapted from Ref.[9]; E:
Adapted from Ref.[10]; F: Adapted from Ref.[11].)
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Liquid Crystal Polymers (LCP)

Both thermotropic and lyotropic liquid crystal poly-
mers exhibit characteristic features with regard to their
microstructure.[15,16] Anisometrical monomers such as
rods or discs are connected to chains in an appropiate
manner. These anisometrical monomers are considered
to be the mesogens and may be part of main chain
LCP, side chain LCP, or of both types together
(Fig. 6). Between the mesogens are located flexible
spacers of non-mesogenic character. Sufficient flexibility
is a prerequisite for liquid crystal formation, with an
increase in either temperature or solvent concentration.

METHODS FOR CHARACTERIZATION
OF LIQUID CRYSTALS

Methods appropriate for the investigation and charac-
terization of lyotropic liquid crystals are frequently
used in drug development and may thus be employed

in pharmaceutical laboratories. These methods are
both macroscopic and microscopic.

Polarized Light Microscopy

Lyotropic liquid crystals except for cubic mesophases
show birefringence just like real crystals do. Birefrin-
gence can be observed in a polarization microscope.
Two polarizers in cross position are mounted below
and above the birefringent object being examined.
The cross position of the polarizers provides plane
polarized waves perpendicular to each other. There-
fore, the light passing the polarizer below an isotropic
object cannot pass the polarizer in across position
above the object. In an anisotropic material, some
parts of the light are able to pass the second polarizer
because the plane polarized beam has been rotated by
an angle relative to the plane of the incoming beam.

Each liquid crystal shows typical black and white tex-
tures. The addition of an l-plate with strong birefringent

multilamellar

oligolamellar

SUV

unilamellar LUV

multivesicular

Vesikel

Fig. 5 Schematic cross sections of vesicles, each line repre-
sents a bilayer of hydrated molecules. (From Ref.[2].)

Table 1 Possible transitions of lyotropic liquid crystals

Micellar  ! Hexagonal  ! Lamellar  ! Inverse
hexagonal

 ! Inverse
micellar

Cubic I Cubic II Cubic III Cubic IV

Lipophilicity of the solvent and/or
the amphiphilic compound (AC)

AC concentration

(Modified from Ref.[12].)

main chain

side chain

LCP in main
and side chain

Fig. 6 Liquid crystal polymers with the mesogen within the
main chain, the side chain and both the main and side chain,
respectively. (From Ref.[2].)
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properties enables the observation of color effects of
the textures in yellow, turquoise, and pink. Color
effects arise because rotation of the plane polarized
light depends on wavelength. The thickness of the
l-plate is suited for a wavelength of 550 nm. After
leaving the plate, this wavelength swings in the same
plane as the incoming polarized white light does.
Therefore, it is totally absorbed by the second polar-
izer in the cross position. All the other wavelengths of
the white light except for the 550 nm one are more or
less rotated with respect to the polarization plane.
Hence they pass the polarizer with various intensities.
White light minus the 550 nm wavelength (green yel-
low) gives the impression of a pink color. With an
additional birefrigent liquid crystalline material in
the microscope, small deviations of the wavelengths
being absorbed occur; thereby, turquoise and yellow
textures can be observed.

Hexagonal mesophases can be recognized by their
typical fan-shaped texture (Fig. 7A). Lamellar meso-
phases typically show oily streaks with inserted maltese
crosses (Fig. 7B). The latter result from defects, so-
called confocal domains, that arise from concentric
rearrangement of plane layers. These defects prevail
in some lamellar mesophases. Hence, no oily streaks
occur but maltese crosses are the dominant texture
(Fig. 7C).

The smectic mesophases of the thermotropic liquid
crystals show a variety of textures but resemble the

fan-shaped texture of the lyotropic hexagonal meso-
phase. More comprehensive literature is recommended
for further reading.[5]

Transmission Electron Microscopy (TEM)

Due to the high magnification power of the electron
microscope, the microstructure of liquid crystals can
be visualized. However, aqueous samples do not
survive the high vacuum of an electron microscope
without loss of water and thus their microstructure
changes. Therefore, special techniques of sample
preparation are necessary prior to electron microscopy.
The freeze fracture technique has proven to be success-
ful in this regard (Fig. 8). For this purpose, a replicum
of the sample is produced and viewed in the electron
microscope. To preserve the original microstructure
of the sample during the replication, the first step is
shock freeze the sample. For high freezing rates to
(105–106 K/s), the sample is sandwiched as a thin layer
between two gold plates and then shock frozen with
either nitrogen-cooled liquid propane at �196�C or
slush nitrogen at �210�C. If the temperature of the
cooling medium is far below its boiling temperature,
an efficient freezing rate can be obtained.

The frozen sample within the sample holder is trans-
duced into the recipient of a freeze fracture apparatus,
in which the fracture is performed at a temperature of

Fig. 7 Polarized light micrographs of (A) hexagonal; (B) and (C) lamellar liquid crystals. Bar 50 mm. (From Ref.[17].)
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–100�C and a vacuum between 10�6 and 5 � 10�7

bar. Within a homogeneous material, the fracture
occurs by randomly because all structural elements
have equal probabilities for fracturization. However,

even a homogeneous material often consists of more
or less polar areas. Within polar areas, stronger inter-
actions via hydrogen bonds prevent the fracture; thus,
fracture within polar areas is less probable than is
fracture within apolar areas. Therefore, the sample
profile obtained after fracturization represents the
microstructure of the sample just qualitatively and
not quantitatively.

Immediate etching after freeze fracture provides
sublimation of non-permanent constituents (com-
monly ice), with the effect that level differences in the
sample surface appear more pronounced.

Following this, the sample surface is shadowed with
2 nm thick platinum under an angle of 45�. Additional
vertical shadowing with a 10 times thicker carbon layer
of 20 nm platinum provides a high mechanical stability
of the replicum, which means easier handling as
regards removing, cleaning, drying, and finally observ-
ing in the transmission electron microscope (TEM).

The shadowing with platinum under an angle of 45�

provides differences in contrast because platinum pre-
cipitation takes place preferably at sample positions
that face the platinum source in luff whereas sample
positions in lee are less or not shadowed. In the
TEM, these different thicknesses of platinum absorb
the electron beam to different extents, thus forming
shadows. This phenomenon results in the formation
of a plastic impression of the transmission electron
micrographs of the replicum.

Fig. 9A–C represents transmission electron micro-
graphs of different lyotropic liquid crystals after freeze
fracture without etching. The layer structure of the
lamellar mesophase, including confocal domains, hex-
agonal arrangement of the rod-like micelles within
the hexagonal mesophase, and close by packed spheri-
cal micelles within the cubic liquid crystal can be
clearly seen.

Fig. 9D and E shows aqueous dispersions of vesi-
cles. The smaller the vesicle, the less probable is an
upcoming cross fracture. Thus the question of whether
the vesicle is uni- or multilamellar can probably not be
answered. At least for the fluid vesicle dispersions, it is
possible to solve the problem using cryo-TEM.

For this purpose, it is necessary to give sufficient
contrast to a thin film of the frozen sample by using,
for example, osmium tetroxide. Then the sample can
directly be viewed in the TEM (at a temperature of
�196�C). The adjustment of the temperature to
�196�C provokes a very low vapor pressure, especially
of water, so that the examination of the probe is possi-
ble by preservation of the microstructure despite the
high vacuum. A disadvantage of cryo-TEM is the
classification of vesicles according to their size. Due
to the fluid property of vesicle dispersion prior to freez-
ing, the thickness of the sample film varies from the
center to the outside. Hence, smaller vesicles stay in

Sample between

gold plates

Shock freezing

fracture

etching

replication

TEM
S

e–

C
Pt / C

Fig. 8 Freeze fracture replication technique for transmission

electron microscopy (TEM). (From Ref.[18].)
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the center, where the film is thin, whereas the larger
ones linger at the outside margin in the thicker part
of the film. In this outer part the vesicles escape detec-
tion. Hence the resulting distribution does not rep-
resent the actual size distribution.

X-ray Scattering

With X-ray scattering experiments, characteristic inter-
ferences are generated from an ordered microstruc-
ture.[23] A typical interference pattern arises due to
specific repeat distances of the associated interlayer
spacing d. By Bragg’s equation, d can be calculated

as d ¼ n(l/2)sin W where l is the wavelength of the
X-ray (e.g., 0.145 nm by using a copper anode or
0.229 nm by using a chromium anode), n is an integer
and denotes the order of the interference and, W is
the angle under which interference occurs (i.e., reflec-
tion conditions are fulfilled) (Fig. 10).

Bragg’s equation points at the inverse proportional-
ity between d and W. Large terms for d in the region of
long-range order are registered by the small-angle
X-ray diffraction technique (SAXD), whereas small
terms for d in the region of short-range order are
registered by the wide-angle X-ray diffraction tech-
nique (WAXD). SAXD is important for the exact
determination of the distances of d of liquid crystalline

Fig. 9 Transmission electron micrographs of freeze fractured liquid crystals. (A) lamellar with confocal defects, bar 100 nm;
(B) hexagonal, bar 100 nm; (C) cubic of type I, bar 100 nm; (D) multilamellar vesicle consisting of dodecyl-PEG-23-ether,
cholesterol and water, bar 200 nm; (E) multivesicular vesicle, bar 1mm. (A and B: Adapted from Ref.[19]; C: Adapted from

Ref.[20]; D: Adapted from Refs.[21,22].)
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systems. With WAXD, the loss of short-range order of
liquid crystalline systems can be recognized in terms
of the absence of interferences, which are characteristic
of the crystalline state.

Interferences can be detected in two ways: (i) the
film detection and (ii) the registration of X-ray counts
with scintillation counters or position-sensitive detectors.

However, SAXD does not only detect interferences
from which the interlayer spacings can be calculated,
but also enables to decide from the sequence of the
interferences the type of liquid crystal.[24,25]

The sequence of the interferences for different liquid
crystals is as follows:

Lamellar :1 :1=2 :1=3 :1=4 . . .
Hexagonal :1 :1=

ffiffiffi

3
p

:1=
ffiffiffi

4
p

:1=
ffiffiffi

7
p

. . .
Cubic :1 :1=

ffiffiffi

2
p

:1=
ffiffiffi

3
p

:1=
ffiffiffi

4
p

. . .
Cubic :1 :1=

ffiffiffi

4
p

:1=
ffiffiffi

5
p

:1=
ffiffiffi

6
p

. . .

Differential Scanning Calorimetry (DSC)

Phase transitions go along with changes in energy con-
tent of the respective system. This phenomenon is
caused by changing either the enthalpy DH or the
entropy DS. Enthalpy changes cause endothermic or
exothermic signals depending on whether the tran-
sition is due to consumption of energy (e.g., melting
of a solid) or release of energy (e.g., recrystallization
of an isotropic melt).

It should be mentioned that the transition from
crystalline to amorphous requires much energy,
whereas the transition from crystalline to liquid crys-
talline, from liquid crystalline to amorphous, and
particularly the transition between different liquid
crystals consume low amounts of energy. Therefore,
care has to be taken about the appropriate sensitivity
of the measuring device as well as on a sufficiently
low detection limit.[26]

Entropically caused phase transitions may be recog-
nized by a change in baseline slope according to a
change in the specific heat capacity. In particular, the

phase transitions of liquid crystalline polymers result
from entropic reasons, thus being considered transi-
tions of the second order. These are usually called glass
transitions. They can be overlaid from an enthalpic
effect so that their detection might be complicated.

Rheology

Different types of liquid crystals exhibit different
rheological properties.[27,28] With an increase in the
microstructural organization of the liquid crystal, its
consistency increases and the flow behavior becomes
more viscous. The coefficient of dynamic viscosity Z,
although a criterion for the viscosity of just ideal vis-
cous flow behavior (Newtonian systems), is rather high
for cubic and hexagonal liquid crystals but fairly low
for lamellar ones; however, the flow characteristics
are not Newtonian but plastic for cubic and hexagonal
crystals or pseudoplastic for lamellar ones.

For thermotropic liquid crystals, the viscosity
increases in the following sequence:

nematic < smectic A < smectic C.

The low flowability of lyotropic liquid crystals such
as cubic and hexagonal mesophases is due to their
three-dimensional and two-dimensional order, respect-
ively. Lamellar mesophases with one-dimensional
long-range order have a fairly high flowability. Due
to their gel character, cubic and hexagonal mesophases
even exhibit a yield stress until flow occurs. Unlike the
corresponding inverse liquid crystals, the gel character
is much more pronounced because of the interactions
between polar functional groups located at the surface
of the associates. Via polar interactions, for example
hydrogen bonds, the associates may form strong net-
works with each other. On the other hand, the surface
of the associates of inverse mesophases consists of apo-
lar groups of the associated molecules. Thus the result-
ing interactions are less strong and the gel can get
deformed more easily.

A mechanical oscillation measurement is the
method of choice for determining the elasticity of
liquid crystalline gels. Without applying a superposi-
tion of shear strain, the viscoelastic properties of
liquid crystals may be studied without a change in net-
work microstructure, which usually occurs in terms of
mechanical deformation with rheological investiga-
tions. With the oscillation experiments, the viscoelastic
character of cubic and hexagonal mesophases as well
as that of lamellar mesophases and highly concentrated
dispersions of vesicles (which also show viscoelastic
behavior) can be quantified. A vesicle dispersion of
low content of the inner phase, however, exhibits an
ideal viscous flow property. According to the Einstein
equation, Z is larger than Z0 of the continuous phase,

d

d
C
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d
o

0 a

a0

Fig. 10 Schematic representation of the reflection con-
ditions according to Bragg’s equation.
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which is usually pure water or solvent, by the multi
factor 2.5 � volume ratio of the dispersed phase f.

Z ¼ Z0ð1 þ 2:5fÞ

where is the Z0 ¼ viscosity of pure solvent (i.e., the
continuous phase) and, f ¼ volume ratio of the inner
phase.

Determination of Vesicle Size
by Laser Light Scattering

Vesicle size is an important parameter in not only in-
process control but particularly quality assurance
because the physical stability of the vesicle dispersion
depends on particle size and particle size distribution.
An appropriate and particularly quick method is the
laser light scattering (for particle size) or diffraction
(for particle size distribution). Laser light diffraction
can be applied for particles >1 mm and according to
the diffraction theory of Fraunhofer, refers to the pro-
portionality between intensity of diffraction and the
square of particle diameter.

Rayleigh’s theory holds for particles <200 nm,
which considers scattering intensity to be proportional
to the sixth potency of the particle diameter. Both
Fraunhofer’s and Rayleigh’s theories are only approx-
imations of Mie’s theory, which claims that scattering
intensity depends on the scattering angle, absorption,
and size of the particles as well as on the refractive
indices of both the particles and the dispersion
medium. Unfortunately, the latter parameters are dif-
ficult to be determined. Furthermore, most vesicle
dispersions consist of a dispersed mesophase with
particle sizes <200 nm up to 1 mm. Therefore, photon
correlation spectroscopy (PCS) that is based on laser
light scattering provides an appropriate method of
investigation.[29]

Dynamically raised processes in the dispersion, such
as Brownian molecular motion, cause variations in the
intensities of the scattered light with time, which is
measured by PCS. Smaller the particle, higher the fluc-
tuations by Brownian motion. Thus, a correlation
between the different intensities measured is only poss-
ible for short time intervals. In a monodisperse system
following first-order kinetics, the autocorrelation func-
tion decreases rather fast. In a half logarithmic plot of
the auto correlation function, the slope of the graph
enables the calculation of the hydrodynamic radius
by the Stokes–Einstein equation. With the commercial
PCS devices the z-average is determined, which cor-
responds to the hydrodynamic radius.

In a polydisperse system, the calculation of particle
size distribution is possible, in addition, by using
special transformation algorithms. For this, certain

requirements need to be fulfilled: a spherical particle
shape, sufficient dilution, and a large difference
between the refractive indices of the inner and outer
phase. As not all requirements can be usually fulfilled,
the z-average as a directly accessible parameter is pre-
ferred to the distribution function depending on models.

APPLICATIONS OF LIQUID CRYSTALS
IN DRUG DELIVERY

Liquid Crystalline Drug Substances

Some drug substances are able to form mesophases
either with solvent or alone.[30–37] In the latter case,
an increase in temperature causes transition from the
solid state to the liquid crystalline one. This is called
thermotropic mesomorphism. Lyotropic mesomorph-
ism occurs in combination with a solvent, usually
water. Furthermore, a change in temperature may
cause additional transitions. Thermotropic and/or lyo-
tropic liquid crystalline mesophases of drug substances
may interact with mesomorphous vehicles as well as
with liquid crystalline structures in humans. Table 2
presents drug substances for which either thermotropic
or lyotropic mesomorphism has been proven.

Arsphenamin was the first drug substance with
thermotropic mesomorphism[30] to be therapeutically
used as Salvarsan during the first half of the nineteenth
century. The drug is effective against microorganisms
and thus offered for the first time an efficient therapy
of veneral diseases such as syphilis. Nowadays, it has
been replaced by antibiotics with less serious side
effects.

The molecular structure of arsphenamin is typical of
a thermotropic mesogen. With its symmetrical arrange-
ment of atoms, the same holds for disodium cromogli-
cinate (DNCG),[30] which forms thermotropic liquid
crystals and additionally lyotropic mesophases with
water. If micronized DNCG powder is applied to the
mucosa of the nose or the bronchi, the powder will
absorb water from the high relative humidity of the
respiratory tract, and first transform into a lyotropic
mesophase and then into a solution.

DNCG serves as a mast-cell stabilizer. Mast cells
are located on the mucosa of the respiratory tract
and act by releasing the mediator substance histamine
on contact with an allergen, provided the patient had
been sensitized previously. Due to its mast-cell stabiliz-
ing effect, DNCG acts as a prophylactic against
allergic reactions associated with asthma and hay
fever. In addition to this prophylactic effect, DNCG
exhibits a second mode of action in causal therapy of
asthma, which has not yet been fully clarified. Accord-
ing to recent findings, DNCG has a positive effect on
the inflammation of the mucosa of bronchi.
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Table 2 Liquid crystalline drug substances

Drug Type of liquid crystal Formula References

Arsphenamine Nematic H2N

HO

NH2

OHAsAs

[30]

Disodium cromoglicinate Nematic, hexagonal O

HO
O

O O
HO H

O

O

O

OH

O [31]

Nafoxidin-HCl Hexagonal, cubic, lamellar O O
N

[32]

Diethylammonium flufenamate Lamellar

NH

OH

O

F

FF

[33]

NSAID salts Fenoprofen Lamellar
O OH

O

[34]

Ketoprofen Lamellar O

O

OH

[34]

Ibuprofen Lamellar F

OH

O

[34]

(Continued)
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For therapeutic purposes, a similar frequently used
group of drug compounds is the non-steroidal anti-
inflammatory drugs (NSAIDs). One of the best known
representatives of the aryl acetic acid derivatives in
diclofenac and that of aryl propionic acid derivatives
ibuprofen. As both have acidic properties, they dis-
sociate while being dissolved and may form salts with
amphiphilic properties. Together with appropriate
counterions, these amphiphilic organic acids may
form lyotropic mesophases with water at even room
or body temperature e.g., diclofenac diethylamine or
ibuprofen lysinate.[34,36] Furthermore, some anhy-
drates of NSAID, e.g., fenoprofen calcium,[37] exhibit
thermotropic mesomorphism after thermal dehy-
dration of the crystalline salt.

All the other drugs substance listed in Table 2 have
not yet been used for therapeutical purposes.

Liquid Crystalline Formulations
for Dermal Application

As long as drug molecules with amphiphilic character
form lyotropic mesophases, amphiphilic excipients in
drug formulations form lyotropic liquid crystals.
Especially surfactants, which are commonly used
as emulsifiers in dermal formulations, associate to

micelles after dissolution in a solvent. With increasing
concentration of these micelles, the probability of
interaction between these micelles increases, formating
liquid crystals.

Surfactant gels

The use of monophasic systems of lyotropic liquid
crystals is relatively seldom and is limited to gels. A
variety of polar surfactants (e.g., ethoxylated fatty
alcohols) are hydrated in presence of water and form
spherical or ellipsoidal micelles. At high surfactant
concentrations, these associates are densely packed
and are thus identified as cubic liquid crystals.[20]

Fig. 9C represents a transmission electron micro-
graph of a liquid crystalline surfactant gel of this type.
Such gels are optically transparent. If agitated
mechanically, their elastic properties become evident.
Due to resonance effects in the audible range, they
are also called ringing gels. The lipophilic components
are solubilized together with the active ingredients in
hydrated associates of the surfactants. However, the
solubilization capacity for lipophilic components is
generally limited. By exceeding this capacity, the excess
of the lipophilic component will be dispersed dropwise
in the liquid crystalline phase (Fig. 11B). Such systems
exhibit a white appearance according to the change in

Table 2 Liquid crystalline drug substances (Continued)

Drug Type of liquid crystal Formula References

Flurbiprofen Lamellar F

OH

O

[34]

Pirprofen Lamellar
Cl

N

OH

O

[34]

Diclofenac Lamellar

NH
OH

O

Cl Cl

[36]

Peptide hormone LH-RH analogue [35]
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refractive index at the interface between continuous
liquid crystalline and dispersed oil phase. Besides,
the dispersed drops are mechanically stabilized because
the liquid crystalline phase of either hexagonal
(Fig. 11A) or cubic character (Fig. 11C) has a high
yield stress.

Ringing gels with cubic liquid crystalline micro-
structure are used as commercial drug formulations
especially for topical NSAID formulations. Examples
in the German market include Contrheuma Gel Forte
N, Trauma-Dolgit Gel, and Dolgit Mikrogel. Dolgit
Mikrogel was introduced in 1996 and contains ibupro-
fen as an active ingredient. On the one hand the high
surfactant concentration of such gels is necessary to
verify the liquid crystalline microstructure; on the
other hand, this concentration influences the micro-
structure of the stratum corneum lipids via increase
in permeability. This effect is also achieved by alcohol,
which is also solubilized in the formulation. Fig. 12
shows the result of permeation tests with excised
human stratum corneum. The amount of ibuprofen
permeating per unit time and surface area is much
higher for Dolgit Mikrogel than for an aqueous mixed

micellar solution of the drug. Although relatively high
permeation rates are possible for the liquid prepara-
tion, the commercial formulation is significantly more
effective because the high surfactant content and the
alcohol favor high permeability.

A ringing surfactant gel of liquid crystalline micro-
structure containing the antimycotic bifonazole (Bifo-
myk gel) was introduced in 1995 into the German
market. Similar to surfactant gels containing NSAID,
an improved penetration of the active ingredient is
desired in antifungal therapy of the dermis as well.
However, because the liquid crystal structure only
forms with a relatively high surfactant concentration,
the positive effect of improved penetration must be
considered together with the potential of irritation.
The objective is to achieve improved penetration with
minimum irritation, via a change in skin structure.
Because hyphae fungal (mycelium) can penetrate deep
into the epidermal layers by sliding past corneocytes of
the horny layer, improvement of antimycotic therapy is
of particular importance. The same holds true for pen-
etration of NSAIDs through several epidermal layers
because they have to arrive at the deeply located mus-
cle and joint tissue.

Ointments and creams

Usually the surfactant concentration in ointments and
creams is significantly lower than in surfactant gels.
Ointments are non-aqueous preparations, whereas
creams result from ointments by adding water. The
microstructure of both ointments and creams may con-
sist of liquid crystals, as long as a liquid crystalline net-
work or matrix is formed by amphiphilic molecules. In
a liquid crystalline matrix, it is easier to deform the sys-
tem by shear; such formulations show plastic and
thixotropic flow behavior on shear. In comparison to
systems with a crystalline matrix which are usually
destroyed irreversibly by shear, those with a liquid
crystalline matrix exhibit a short regeneration time of

Fig. 11 Transmission electron micrographs of freeze fractured oily droplets dispersed in (A) a hexagonal and (B) a cubic liquid
crystalline phase, bar represents 100 nm. (From Ref.[38].)
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Fig. 12 Permeability of ibuprofen from different formula-
tions via excised human stratum corneum. (Redrawn from
Ref.[39].)
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the sheared matrix. To obtain a liquid crystalline
matrix, amphiphilic surfactants, that form lyotropic
liquid crystals at room temperature have to be selected.
Preferably, lamellar liquid crystals that are able to
solubilize high amounts of further ingredients and
spread through the whole formulation as a network-
forming crosslinked matrix should be formed. In con-
trast, ointments that contain long-chain fatty alcohols
such as cetyl and/or stearyl alcohol have a crystalline
structure at room temperature.[40]

Although the so-called a-phase of the fatty alco-
hols—a thermotropic type smectic B liquid crystal with
hexagonal arrangement of molecules within the double
layers—is initially formed from the melt during the
manufacturing process, it normally transforms into a
crystalline modification as it cools. However, the crys-
tallization of the gel matrix can be avoided if the
a-phase can be kept stable as it cools to room tempera-
ture. This can be achieved by combining appropriate
surfactants such as myristyl or lauryl alcohol and chol-
esterol, a mixture of which forms a lamellar liquid crys-
tal at room temperature.[41] Due to depression of the
melting point, the phase transition temperature of crys-
talline to liquid crystalline as well as liquid crystalline
to isotropic decreases. Therefore, a liquid crystalline
microstructure is obtained at room temperature.

The polar character of a surfactant molecule enables
the addition of water to form creams. Depending on
whether the surfactant or the surfactant mixture has
a strong or weak polar character, creams of type o/w
or w/o are formed. Creams of w/o type are produced
from systems that are stabilized solely with weakly
polar surfactants such as fatty alcohols, cholesterol,
glycerol monostearate, or sorbitan fatty acid esters.
The surfactant or surfactant mixtures are adsorbed at
the interface of the dispersed aqueous and the continu-
ous lipophilic phase. Even multiple layers of the surfac-
tant will be adsorbed if the concentration of mesogenic
molecules is high enough to form their own liquid crys-
talline phase (Fig. 13). Apart from the reduction of
surface tension and/or surface energy, the liquid crys-
talline interface also has a mechanically stabilizing
effect on the emulsion drops.

Surfactants such as sulfated fatty alcohols may be
hydrated to a higher extent than the fatty alcohols
alone, and thus stabilize o/w emulsions. The combina-
tion of an anionic and a non-ionic surfactant has pro-
ven to be particularly effective, as the electrostatic
repulsion forces among the ionic surfactant molecules
at the interface are reduced by the incorporation of
non-ionic molecules, thereby improving emulsion
stability. The combination of cetyl/stearyl sulfate
(Lanette E) and cetyl/stearyl alcohol (Lanette O) to
yield an emulsifying cetyl/stearyl alcohol (Lanette N)
is an example of this approach. The polar properties
of this surfactant mixture are dominant; therefore,

o/w creams are formed. In contrast to w/o systems,
the fsstabilizing effect of the surfactant mixture is not
mainly due to adsorption at the interface. Instead,
the mixed surfactants are highly hydrated and form a
lamellar network, which is dispersed throughout the
continuous aqueous phase, whereas the dispersed lipo-
philic components are immobilized within the gel net-
work. However, this hydrated gel matrix is not
crystalline at room temperature as are the correspond-
ing w/o creams with cetyl/stearyl alcohol, but is in its
a-phase, which belongs to the thermotropic smectic
liquid crystals and exhibits a strong similarity to
lyotropic lamellar liquid crystals.

Analogous gel matrices of liquid crystalline lamellar
phases can also be formed with non-ionic mesogens,
for example, with the combination of cetyl/stearyl
alcohol and ethoxylated fatty alcohol, provided the
hydrophilic and lipophilic properties of the surfactant
molecules are more or less balanced to favor the
formation of lamellar structures.

Liposome Dispersions

Although liposomes have been extensively studied
since 1970, only a few commercial drug formulations
contain liposomes as drug carriers.[42,43] The first com-
mercial drug formulation with liposomes for topical
administration was registered in Italy. The antimycotic
econazol was encapsulated in liposomes being dis-
persed in a hydrogel (Ecosom Liposomengel, formerly
Pevaryl Lipogel). Due to the formation of a highly
hydrated gel network of the hydrophilic polymers,
liposomes are immobilized within the gel network
and thus mechanically stabilized. This stabilization
via gelation of the continuous aqueous phase can also

Fig. 13 Transmission electron micrograph of a freeze frac-
tured w/o cream. The aqueous phase is dispersed as droplets

within the continuous lipophilic phase and the interface con-
sists of multiple bilayers of hydrated surfactant molecules;
bar 500 nm. (From Ref.[41].)

Drug Delivery: Liquid Crystals in 1127



D
rug

D
elivery

B
uccal–M

ono

be applied to other dispersion systems (e.g., suspensions
or emulsions). An example of such an emulsion/hydro-
gel combination that contains heparin sodium as an
active ingredient and liposomes as the additional dis-
persed phase (the latter only since 1995) is Hepaplus
Liposom. A formulation with an analogous emul-
sion/hydrogel combination but without additional
liposomes is Voltaren Emulgel. The transmission elec-
tron micrograph (Fig. 14) reveals an adsorption of
lamellar liquid crystals at the interface of dispersed
oil drops and the aqueous continuous phase. The aque-
ous continuous phase is again a hydrogel based on
polyacrylate in which the lipophilic phase is immobi-
lized. The interface consists of multilamellar layers
consisting of both surfactant and drug molecules. Thus
the hydrogel is not only stabilized by the hydrogel
network itself but also by the liquid crystalline inter-
face, which provides an additional stabilization. The
active ingredient diclofenac diethylamine diffuses
slowly from the dispersed phase via the multilamellar
interface into the continuous phase, from where it
penetrates into the epidermis.

Similar to Voltaren Emulgel, oily droplets of an
eutectic mixture of lidocaine and prilocaine are dis-
persed in a hydrogel to provide local anaesthesia of
the skin for injections and surgical treatment (Emla
cream). A further possibility is the dermal administra-
tion of a liposome dispersion as a spray (Heparin PUR
ratiopharm Sprühgel). After administration, water and
isopropyl alcohol evaporate partially to result in an
increase of concentration and thereby in a transition
from the initial liposome dispersion to a lamellar liquid
crystal.[45] The therapeutic effect thus appears to be
influenced favorably by the presence of lecithins alone,
rather than by the degree of dispersion of liposomes.

Liposome dispersions for
parenteral administration

Depending on their size and surface charge, parenter-
ally administered liposomes interact with the reticulo
endothelial system (RES) and provoke an immunologi-
cal response. After being marked by the adsorption of
certain serum proteins, called opsonins, they are ident-
ified as an invader and destroyed by specific immune
cells mainly in the liver, spleen, and bone marrow.

This passive drug targeting enables an efficient ther-
apy of diseases of these organs or their affected cells.
Clinical tests in the therapy of parasitic diseases of
the liver and spleen have proven most efficient by hav-
ing encapsulated the drug substance in liposomes.
Apart from passive drug targeting, drug encapsulation
within liposomes offers a modification of the therapeu-
tical effect in terms of intensity and duration, together
with a minimization of undesired side effects. For this
purpose, liposomes have to circulate for as long as
possible in the vascular system and remain unrecog-
nized by phagocytic cells.

The antimycotic amphotericine is encapsulated in
liposomes and marketed as AmBisome to treat severe
systemic mycosis. The liposomal encapsulation reduces
the toxicity of amphotericine while increasing half-life
of the drug and plasma level peaks.[43] Due to stability
reasons, the parenteral formulation is a lyophilized
powder, which has to be reconstituted by adding the
solvent just before administration.

The cytostatic daunorubine, which is administered
in the later state of Kaposi sarcoma of AIDS patients,
is encapsulated in liposomes of about 45 nm size.[43]

The liposome dispersion is marketed as a sterile,
pyrogen-free concentrate (DaunoXome) and has to
be diluted with a 5% glucose solution just before being
administered as an infusion. Although daunorubicine
by itself is cardiotoxic, the liposomal formulation
attacks cardiac tissue only insignificantly, but strongly
affects the tumor cells by being taken up preferably. It
is postulated that small unilamellar vesicles (SUV) may
pass through endothelial gaps in recently formed capil-
laries of the tumor, thereby entering the tumor tissue.
At this site, the drug is released from the liposomal car-
rier and inhibits the proliferation of the tumor cells.

Liposome dispersions for an
installation into the lung

A liposomal formulation consisting of a surfactant,
which usually coats the mucosa of the bronchi and pre-
vents a collapse of the alveolar vesicles of the lung, has
been developed for patients who suffer either from
infant respiratory distress syndrome (IRDS) or
adult/acquired respiratory distress syndrome (ARDS).
IRDS often affects prematurely born babies who have

Fig. 14 Transmission electron micrograph of Voltaren

Emulgel. The interface between the continuous hydrogel
and the dispersed emulsion droplets consists of multiple
bilayers of hydrated surfactant molecules bar 500 nm. (From
Ref.[44].)
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not yet developed a functional lung surfactant and
therefore develop a failure in pulmonary gas exchange.
ARDS is also a life-threatening failure/loss of the lung
function, usually acquired by illness or accident. Clini-
cal trials with liposomal surfactant have proven to be
efficient in prophylactic treatment of IRDS and ARDS.

The surfactant is obtained by extraction from the
lungs of cattle, by washing and centrifuging several
times. This raw extract is treated with appropriate
organic solvents, sterilized by filtration, dried by sol-
vent evaporation under aseptic conditions, resus-
pended in water, and finally homogenized in a
French press under cooling. Care has to be taken to
maintain sterility of the extract during all procedures.
Special attention has to be paid to transmissible spon-
giform encephalopathies (TSE). The whole manufac-
turing process has been validated in terms of a
decrease of infectious material by a factor of 1021,
although a factor of 108 is sufficient. The result is a for-
mulation (Alvefact) that is considered safe in context
of TSE and viruses, and it also contains all relevant
components of a lung surfactant in terms of pulmon-
ary exchange of gas.[43]

Transdermal Patches

To obtain a systemic effect via percutaneous pen-
etration of a drug compound, a high permeability
through the stratum corneum and the living tissue
beneath is required as well as a high potency of the
drug for a low dose to be administered. For an
additional short biological half-life, the development of
controlled release transdermal systems is a good choice.

Transdermal patches are high-tech devices, which
contain the drug substance in a reservoir from which
the drug is released in a controlled manner (i.e., zero-
order kinetics). The control element is either a mem-
brane or a matrix. Membrane-controlled patches were
the first to be marketed. A major disadvantage of these
is the so-called dose dumping that occurs in case of a
membrane damage during handling. To ensure the
desired drug control, even liquid crystalline polymers
have been examined with regard to their usefulness in
membrane-controlled transdermal patches.[46] The
matrix-controlled transdermal patch consists of only
one functional element, the porous polymer matrix,
which not only controls drug release but simultaneously
acts as a drug reservoir and adhesive element.

Transdermal patches are marketed worldwide with
the drug substances glycerole trinitrate, estradiol, tes-
tosterone, clonidine, scopolamine, fentanyl and nic-
otine, respectively. The patch has to remain for up to
one week at the appropiate body site. In this case the
drug amount in the reservoir is rather high. As liquid
crystalline vehicles with lamellar microstructure have

high solubilization capacities, they are recommended
as reservoirs for transdermal patches,[47] although the
high surfactant concentration of the lamellar liquid
crystal might have a irritate the skin. Especially in
terms of the membrane-controlled patch, the liquid
crystalline vehicle is not in direct contact with the skin
and thus will not exhibit an irritating effect on the skin.

Sustained Drug Release from Solid,
Semisolid, and Liquid Formulations

The therapy of a chronic desease requires a repeated
dosing of a drug. Drugs having a short biological
half-life have to be administered up to several times
daily within short intervals. To reduce the application
frequency, sustained formulations have been
developed. Liquid crystalline excipients are appropiate
candidates for this because in a liquid crystalline
vehicle the drug diffusion is reduced by a factor of 10
to 1000 in comparison with a liquid vehicle such as a
solution.[48–50] The factor depends on the kind of liquid
crystal being employed.

Solid formulations

Solid formulations for sustained drug release may con-
tain mesogenic polymers as excipients. The mesogenic
polymers form a matrix, which is usually compressed
into tablets. Some of the most frequently used excipi-
ents for sustained release matrices include cellulose
derivatives, which behave like lyotropic liquid crystals
when they are gradually dissolved in aqueous media.
Cellulose derivatives such as hydroxy-propyl cellulose
or hydroxy-propylmethyl cellulose form gel-like lyo-
tropic mesophases in contact with water,[51] through
which diffusion takes place relatively slowly. Increas-
ing dilution of the mesophase with water transforms
the mesophase to a highly viscous slime and then to
a colloidal polymer solution.

Semisolid formulations

The solubilization of a drug substance in monophasic
liquid crystalline vehicles results in semisolid formula-
tions, which are preferably used for topical application.
(See the sections on ‘‘Surfactant Gels’’ and ‘‘Transdermal
Patches.’’)

Liquid formulations

Sustained release from disperse systems such as emul-
sions and suspensions can be achieved by the adsorp-
tion of appropriate mesogenic molecules at the
interface. The drug substance which either forms the
inner phase or is included in the dispersed phase
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cannot pass the liquid crystals at the interface easily
and thus diffuses slowly into the continuous phase
and from there further into the organism via the site
of application. Such as sustained drug release is
especially pronounced in the case of multilamellar
liquid crystals at the interface.

A further possibility is the formation of liquid crys-
tals on contact with body fluids at the site of appli-
cation. The applied drug solution interacts with body
fluids such as plasma, tear, fluid, or skin lipids and
undergoes a phase transition to a mono- or multipha-
sic system of liquid crystals (Fig. 15). For example oily
solutions of reverse micellar solutions of phospholi-
pids, which solubilize any additional drug, transform
into liquid crystalline lamellar phases by the absorp-
tion of water when applied to the mucosa. Drug release
is controlled by the liquid crystals because diffusion
within the liquid crystalline phase is slowest and thus
rate-controlling.[50] This principle can be used for
ophthalmological administration as well as for nasal,
buccal, rectal, vaginal, or even parenteral subcuta-
neous application.[52] However, the peroral administra-
tion of such reverse micellar solutions either directly or
encapsulated within soft gelatin capsules is not recom-
mended[53] because the sustained release effect is lim-
ited by interindividual variations in digestion, such as
the amount and composition of the gastric fluid as well
as its ability to emulsify and solubilize in terms of ent-
eral absorption.

For the treatment of paradontitis of infected gum
pockets, the chemotherapeutic metronidazol has pro-
ven to be effective. The crystalline prodrug metronida-
zolbenzoate, which has to provide the active
metronidazol through dissolution and hydrolysis, is
suspended in an oleogel (Elyzol Dentalgel). The oleogel
consists of glycerol monooleate and sesame oil, which
are immobilized within the matrix structure of the sur-
factant. The base melts at body temperature and
spreads evenly over the inner surface of the gum pock-
ets. The molten system absorbs water and transforms

into a reverse hexagonal phase. This liquid crystalline
structure has a high viscosity. The resulting system
adheres well to the surface of the mucosa and releases
the active ingredient slowly.[10]

Liquid Crystals in Cosmetics

Liquid crystals are mainly used for decorative purposes
in cosmetics. Cholesteric liquid crystals are particularly
suitable due to their iridescent color effects, and find
applications as coloring for nail varnishes, eye shadows,
and lipsticks. The structure of these thermotropic
liquid crystals changes with body temperature, result-
ing in the required color effect. In recent times, such
thermotropic cholesteric liquid crystals have also been
included in body care cosmetics, where they are
dispersed in a hydrogel. Depending on whether this
dispersion in the hydrogel involves stirring or a
special spraying process, the iridescent liquid crystal-
line particles are distributed statistically in the
gel (Estée Lauder Time Zone Moisture Recharging
Complex) or concentrated locally (Vichy Restructure
Contour des Yeux) to give the formulation the
required appearance. Tests of the cosmetic efficiency
of the liquid crystalline constituents have not yet been
published.
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INTRODUCTION

The selective delivery of drugs to their site of action
should increase their therapeutic effectiveness while
minimizing unwanted side-effects. In the early 1900s,
Paul Ehrlich proposed the potential use of antibodies
as carriers of biological agents to the target sites, thus
inventing the ‘‘magic bullet’’ concept. With the devel-
opment of hybridoma technology, it is now possible
to produce virtually unlimited quantities of homogen-
ous antibodies having a defined specificity, that is,
monoclonal antibodies (MoAbs), which have potential
to fulfill Ehrlich’s vision. While MoAbs have found use
in sensitive diagnostic tests, the therapeutic use of
MoAbs and their conjugates are only beginning to
realize the promise that was predicted with the advent
of the core technology.[1–5]

Basic Terminology

In simplistic terms, an antibody is an immunoglobulin
synthesized by the body’s immune system in response
to a foreign molecule (an antigen, i.e., an antibody gen-
erator), and is capable of binding the antigen with high
specificity. In general, an antigen must have a relatively
large molecular weight (>1000) to elicit an immune
response; smaller molecules can be made to be anti-
genic by coupling it to a suitable macromolecule, e.g.,
albumin.

An antibody is a Y-shaped molecule (Fig. 1),[6] and
contains two light chains and two heavy chains joined
together by disulfide bonds. Each of the heavy chains
also contains a carbohydrate residue. The bottom
‘‘trunk’’ portion of the antibody molecule is known
as the constant (Fc) region because its amino acid
sequence is often similar within a given animal species.
The upper ‘‘arms,’’ the antigen binding regions (Fab),
are known as the variable regions because its amino
acid sequence is determined by the antigen responsible
for its formation. The variable region, in turn, has
several ‘‘hypervariable’’ regions, also known as the
‘‘complementarity determining regions’’ (CDR), which

show greater variability than the rest of the variable
region.

Antibodies can be classified in the following:
Polyclonal Antibodies: After an antigen is injected

into an animal by a regimen designed to induce an
optimal immune response, serum can be collected from
the animal and the immunoglobulin fraction isolated.
This ‘‘antisera’’ is enriched with antibodies specific
for the original antigen. Because a large number of
lymphocytes are involved in the production of the anti-
sera, antibodies produced by this classical method are
called polyclonal.

Monoclonal Antibodies: An antibody is called
‘‘monoclonal’’ when each immunoglobulin is pro-
duced by a single clone of cells and hence is identical
to every other molecule in the preparation, in terms
of heavy as well as light chain structure. Thus they
are highly specific and offer more consistent efficacy
and predictable toxicity in vivo than the polyclonal
counterparts.[7]

Antibody Fragments: The earliest MoAbs exam-
ined in animal and clinical studies were murine anti-
bodies. Because of their non-human origin, they are
immunogenic in humans, i.e., they have a tendency to
elicit a human antimouse antibody (HAMA) response.
They also have been shown to have much shorter clear-
ance rates than human MoAb’s. One approach to
overcome these problems has been to cleave the anti-
body (e.g., by papain digestion) into its respective Fc
and Fab fragments (Fig. 2A).[8] In general, the Fab
fragments are less immunogenic than the correspond-
ing intact antibodies, and their smaller molecular size
may facilitate penetration into tumor tissue[9] and
result in a longer half-life. However, they can lose some
of their antigen binding capacity, and in some cases the
therapeutic effect may depend on the Fc portion of the
antibody.

Chimeric Antibodies: The obvious solution to the
problems encountered with murine antibodies would
be to clone a fully human antibody. However, human
hybridomas required for human MoAb production
have been notoriously difficult to culture, and it may be
impossible to obtain many of the appropriate antibodies.
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A strategy that has been devised to overcome the
HAMA problem of murine MoAbs is by constructing
a chimeric antibody (Fig. 2B), which contains the Fc
region of human IgG, but the Fab regions are murine
in origin. These can be made chemically by joining
murine Fab fragments to the Human Fc fragment,
but the preferred method is to use recombinant DNA
technology, as detailed in a later section.

Humanized Antibodies: Although human studies
have suggested that chimeric antibodies elicit less
HAMA response than murine antibodies, they are still
immunogenic due to their murine regions (generally
about 30% of the total molecule). A major advance
was achieved when it was recognized that only a small
portion of an antibody molecule was actually respon-
sible for antigen binding, in fact only the CDR regions.
One can envision construction of a ‘‘humanized’’ anti-
body in which the majority of the antibody framework
is human in origin, but the CDR’s are murine (Fig. 2C).
Synthesis of such humanized antibodies have been
successfully achieved by recombinant DNA techno-
logy, and can have up to 95% homology with human
antibodies. (Some confusion in the literature exists
regarding the terminology for humanized and chimeric
antibodies, in that some authors use the terms
interchangeably.)

Bispecific Antibodies: Antibodies can be constru-
cted using recombinant DNA technology in which
each of the two arms are specific for two different anti-
gens (Fig. 2D). For example, bispecific MoAbs reactive
with CD15 antigen, and composed of Fab fragments of
anti-CD64 MoAb 32 and a whole IgM antimyeloid cell
MoAb, PM-81, have been investigated for the therapy
of patients with CD15 positive tumors, e.g., acute
myelogenous leukemia, small cell carcinoma of the
lung, colorectal cancer, and breast carcinoma.[10]

Immunoconjugate: For MoAb targeted drug deliv-
ery, a drug is bound covalently to an antibody that is
chosen to target it to the desired site of action. The
resulting immunoconjugate may contain a spacer
between the drug and antibody, or a polymer to
increase the number of drug molecules that can be
bound to each antibody. Another possibility is a radio-
immunoconjugate, which is designed to be concen-
trated atthe target site by the targeting antibody,
allowing the radiation from the bound radioisotope
to exert its cytotoxic affect. Alternatively, the drug
can be incorporated non-covalently into a liposome
or microsphere to which the targeting antibody is
bound to the surface, yielding an immunoliposome or
immunomicrosphere, respectively.

PREPARATION AND MANUFACTURE OF
ANTIBODIES AND ANTIBODY-BASED
DELIVERY SYSTEMS

Manufacture

Every B-lymphocyte in an animal expresses an anti-
body of only one specificity. After it is triggered to
differentiate, the B-cell turns into a plasma cell with
the cytoplasmic machinery to synthesize and secrete
large quantities of its own unique immunoglobulin.

Fig. 1 Diagram of an monoclonal antibody molecule.
(Adapted from Ref.[6].)

A

B

C

D

Fig. 2 Diagram of the most important MoAb constructs
used clinically: (A) antibody fragments; (B) chimeric anti-
body; (C) humanized antibody; and (D) bispecific antibody.
(Adapted from Ref.[8].)
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To prepare MoAbs, usually a mouse is immunized
with the antigen of interest, e.g., human tumor cells.
When an immune response ensues, B-lymphocytes
from the spleen or lymph nodes of the animal are har-
vested in a single cell suspension. These cells are then
fused with myeloma cells from the same species, using
a fusogenic substance (e.g., polyethylene glycol) or
electric current.[11] Mutant myeloma cells are used
which are deficient in an enzyme, hypoxanthine guan-
ine phosphoribosyl transferase (HGPRT), which is
needed for their survival in the presence of the folic
acid antagonist, aminopterine. The resulting fused cells
have the cytoplasmic machinery to promote cell
division and produce large amounts of immunoglob-
ulin. The cell suspension is then transferred to the wells
of a microtiter plate in a medium such as hypox-
anthine/aminopterine/thymidine. Only the hybrido-
mas that have acquired the HGPRT from lymphocytes
via cell fusion usually survive. The hybrids are cloned
by limited dilution to one cell per well so that it is easy
to identify an antibody of the desired titer, specificity,
and avidity for propagation in mass culture. The
cell supernatant is then purified by column or affinity
chromatography to harvest the pure antibody.

For chimeric and humanized MoAb the above pro-
cedures are modified somewhat. The preferred method
for the latter is to use recombinant DNA technology
and construct a gene that expresses the chimeric
or humanized antibody, by splicing the appropriate
DNA sequences together in the plasmid of the hybrid-
oma. Synthesis of such humanized antibodies have
also been successfully achieved by recombinant DNA
technology; the portions of gene encoding the murine
CDR regions are spliced into the gene encoding the
human antibody by transfection. Although these
constructs proved to be much less immunogenic than
murine or chimeric antibodies, early work indicated
that they had lower antigen binding capacity than
the original murine MoAb. This was apparently
because of the absence of certain residues in the human
framework that while not directly involved in antigen
binding, are required to retain the CDR regions in
the correct conformation. Choice of human framework
IgG, which is as homologous as possible with the
murine antibody, will aid in this regard. In addition,
sophisticated molecular modeling techniques based
on X-ray crystallography and computer modeling has
been used to identify these required residues, which
has allowed introduction of the residues into the
framework region by recombinant technology.[12]

Due to the increased application of MoAbs in diagnos-
tics and therapeutics, considerable effort has been made
to develop technology for the large-scale production
of MoAbs. Examples of the currently employed culture
systems are hollow-fiber systems, suspensions, solid-phase
cell immobilization, perfusion reactor, and encapsulation

in semipermeable vesicles.[13,14] The system of choice is
dependent on the cell line and on the desired charac-
teristics and quantity of the final product. To increase
the mixing efficiency of cell-culture equipments and to
provide aeration, several different devices have been
designed, e.g., vibromixer, marine propeller, turbine
propeller, spinning magnetic bar, magnetic spinner, and
airlift.[14,15]

Perfusion systems have also been used for successful
scale-up of MoAb production. During the culture
period, cell growth occurs exponentially until the cell
density reaches a maximum. At that point, the medium
needs a continuous supplementation of fresh nutrients
and elimination of waste. In perfusion systems, fresh
nutrients are supplied and wastes are removed continu-
ously so that the medium meets the physiological needs
of the cells. At steady state, the cell concentration is
determined by space and other limitations. High cell
densities have been achieved by immobilizing the cells
in porous ceramic matrices or hollow fiber devices.
Intermediate cell densities have been achieved by per-
fusion reactors with a spin filter, or in a fluidized bed
reactor in which the cells are embedded in sponge-like
microcarriers.[14,15]

Coupling Methods for Antibody
Drug Conjugates

An important part of the design of an antibody-
directed drug delivery system is the type of linkage
and coupling method between antibody and drug. The
drug can be covalently bound to the MoAb directly or
through a short spacer, or the two can be conjugated
through a linker such as a water-soluble polymer.
Alternatively, a carrier such as a liposome or a poly-
meric microsphere can be used, wherein the drug is
entrapped in or bound to the carrier, and the MoAb
is bound to the surface of the carrier. Characteristics
that would comprise an ideal antibody directed deliv-
ery system could include, preparation by a method that
has high efficiency and yield, and is capable of scaleup;
high stability of the conjugate, both under shelf storage
conditions and in the circulation after injection; and
retention of antigen-binding ability of the antibody
while it is carrying the drug to the target tissue. Finally,
upon reaching the target, either the immunoconjugate
itself should have the desired pharmacological effect
equivalent to the free drug, or must release free drug
or a derivative that is fully efficacious. Although such
a system is probably impossible to achieve for most
therapeutic applications, a variety of coupling reagents
are fortunately available that aid in optimizing the
properties of an immunoconjugate.

Amino, sulfhydryl, and carboxyl groups are the
most common functional groups on the antibody,
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carrier, and drug molecules used for coupling. If the drug
lacks the desired group, it may be possible to introduce
it. For example, as shown in Fig. 3, succinic anhydride
(Fig. 3A) can convert an alcohol or amino group to
a carboxyl group; 2-iminothiolane (Traut’s reagent,
Fig. 3B) can convert an amino group to a sulfhydryl.

For linkage of drug to antibody, ‘‘classical’’ protein
cross-linking reagents have been used to prepare
immunoconjugates. For example, carbodiimide reagents
(e.g., dicyclohexyl carbodiimide, DCC, Fig. 3C, and
its water soluble analogs) link amino groups with
carboxyls via amide bonds. In an ‘‘active ester’’
method, carboxyl groups of the drug are linked to
N-hydroxy succimide (NHS. Fig. 3D) in the presence
of a carbodiimide to form an active ester derivative
of the drug, which then reacts with the amino group of
the antibody.[16] Linkers such as dextran, allow

conjugation of a much larger number of drug mole-
cules with each antibody molecule. Thus, dextran and
similar carbohydrate linkers are oxidized with periodic
acid (Fig. 3E) to form aldehyde groups, which are then
linked to amino groups of drug and antibody with
formation of an imine. This product can be stabilized
by reduction with sodium cyanoborohydride.

These simple reactions are often not specific enough
for efficient immunoconjugate formation. More recently,
a number of bifunctional reagents have been developed
that are more specific in forming linkages of antibody
to drug. Heterobifunctional reagents, which have two
different reactive groups at the two ends of the molecule,
have become the method of choice for preparation
of immunoconjugates. Among the most widely used
is N-succimidyl 3-(pyridyldithio) propionate (SPDP,
Fig. 3F). Generally, the reagent is used to derivatize

Fig. 3 Coupling reagents for conjugation of drugs to monoclonal antibodies, showing the reactions involved.
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the drug with a pyridyl disulfide group; reaction of this
species with the antibody containing free sulfhydryl
groups yields the immunoconjugate. N-[-6 maleimidoca-
proyl)oxy]succinimide (EMCS, Fig. 3G) is a reagent
that reacts with amino groups at the succimide end and
sulfhydryl groups at the maleimide end. A similar
reagent, N-[-4 maleimidoethoxy succinyloxy]succinimide
(MESS), has a metabolizable ester linker between the
two active functionalities, thus providing a method to
control release of free drug.[17] Combinations of classical
coupling methods with bifunctional reagents have also
been used to advantage for preparation of immuno-
conjugates. For example, a 6 carbon spacer ending in a
carboxyl group was introduced into dextran (MW
70,000), and then mitomycin C (MMC) was coupled to
the spacer with a carbodiimide. The remaining
carboxyl groups of the spacers were modified to amino
groups, which were then coupled to MoAb A7 by means
of SPDP, with a final MMC/MoAb ratio of 40. The
antibody activity of the resulting conjugate was almost
equivalent to native MoAb A7, and released free
MMC by chemical hydrolysis to maintain cytoxicity.[18]

Similarly, Zara et al. modified an IgM against human
carcinoma by oxidation of its carbohydrate residues,
which were then coupled to a bifunctional reagent,
S-(2-thiopyridyl)-L-cysteine hydrazide (TPCH) via the
hydrazide. After Ricin A was coupled to the other end
of the reagent by a disulfide bond, the immunoconjugate
retained full toxin and antibody activity with up to 16
TPCH molecules incorporated per antibody, suggesting
that carbohydrate residues of the antibody were not
involved in the antigen-binding process.[19]

Plasma or intracellular enzymes such as esterases or
proteases can potentially degrade immunoconjugate
linkages. Glutathione reductase and related enzymes
are instrumental in cleavage of disulfide bonds of immu-
noconjugates. The local pH of the target tissue or of its
intracellular environment (e.g., lysosomes) may also
increase the rate of release of drug from the immunocon-
jugate. Thus it is important to consider the possible
physiological destinations after injection of the immuno-
conjugate, and to monitor its degradation under con-
ditions mimicing the biological milieu, which it may
encounter. Ideally, an immunoconjugate should be suffi-
ciently stable in the circulation to allow targeting to take
place; once the antibody binds to its antigen on the target
cell surface, the entire immunoconjugate should be inter-
nalized into the cell and be degraded to release free drug
or an active derivative. However, for many cell types
internalization of the immunoconjugate does not always
occur in response to antibody binding. In that case,
degradation of the immunoconjugate linkage should be
sufficiently rapid to provide high local concentrations of
free drug or active derivative for the desired pharmaco-
logical response. An advantage of bifunctional reagents
is that they allow incorporation of a metabolizable linker

into the immunoconjugate, thereby releasing free drug or
an active derivative at a predictable rate.

A number of studies have explored coupling meth-
ods that allow control of the in vivo rate of release
of active drug. Kaneko et al.[20] designed hydrazone
linkers to release drug at lower pH: free doxorubucin
was released from conjugated antibody within 6 h at
37�C at pH 4.5, conditions which mimic the environ-
ment of the lysosomes; the particular antibody used
was known to be internalized. Similarly, Lavie et al.[21]

constructed daunomycin conjugates linked to MoAb L6
via a polylysine and aconitate linkage, such that the
conjugate releases free drug at pH 6. Although this anti-
body is not internalized, the lower pH of tumor tissue
was suggested to lead to increased concentrations of free
drug in tumors. New heterobifunctional reagents have
been reported with greater versatility in release rate.
The disulfide bond of SPDP conjugates has been shown
to be labile in the circulation and release drug prema-
turely; an analog, NHS-ATMBA, is up to two orders
of magnitude more stable than SPDP conjugates
because of steric hindrance around the disulfide bond,
and thus leads to more efficient targeting.[22] Several
new substituted 2-iminothiolane reagents, which exhibit
increased stability of the disulfide bond of the resulting
immunoconjugate, have also been synthesized.[23]

Appropriate choice of spacer can also significantly
improve the success of an immunoconjugate. For
example, O’Neill and co-workers conjugated N,N-
bis-(2-chloroethyl)-p-phenylenediamine (PDM) to the
globulin fraction of rabbit anti-EL4 serum, which
reduced the toxicity by as much as 20-fold relative to
free drug. However, the conjugate was found to aggre-
gate, making it difficult for clinical applications. Hence
poly-L-glutamic acid (PGA) was tried as a spacer and it
allowed preparation of a water-soluble PDM-PGA-Ig
conjugate in molar ratio of 90 : 2 : 1 retaining 66% of
the original antibody activity.[24]

In the case of immunotoxins and other protein–
antibody conjugates, a unique choice exists for their
construction, viz. the conjugate can be made entirely
by recombinant DNA techniques. This would require
splicing the two genes together and expression of the
chimeric gene in a monoclonal system. For example,
the gene for angiogenin (a human toxin-like molecule)
was fused to the gene for an antitransferrin receptor,
and the chimeric gene was introduced into a trans-
fectoma to clone cell lines that secrete the hybrid
antibody-angiogenin protein. The conjugate was active
as a cytotoxic agent, and the activity was mediated
by the transferrin receptors.[25] Similar techniques
were used to construct a conjugate of urokinase-type
plasminogen activator and a humanized antifibrin
antibody, resulting in a 12-fold enhancement of
fibrinolytic activity of the conjugate relative to the par-
ent (unconjugated) urokinase.[26] Construction of an
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immunoconjugate by this approach has the advantage
that once the clones are expressed, the immunoconjugate
can be made in one step without chemical modification.
Also, a single species is generally produced by this
method. It has the disadvantage that generally only a
1 : 1 or perhaps 2 : 1 ratio of drug to antibody can be
accommodated by the immunoconjugate.

IMMUNOTHERAPY WITH UNCONJUGATED
MONOCLONAL ANTIBODIES AND
RADIOIMMUNOCONJUGATES

Within the last decade, several unconjugated MoAbs
have come to market for treatment of cancer, renal
transplantation, and other applications, as shown in
Table 1. Results from the clinical trials of these and
other MoAbs in development have shown that uncon-
jugated MoAbs are able to kill cancer and other cells.
When the circulating MoAb binds to its target antigen,
several mechanisms may be initiated that are responsible
for the therapeutic effect. One is antibody-dependent
cellular toxicity (ADCC), wherein neutrophils, mono-
nuclear phagocytes, eosinophils, natural killer, and
T-cells, which have receptors for IgG (Fc), are triggered
to mediate cell destruction.[27] Also important is
complement dependent cytotoxicity (CDC) wherein
complement binds to the Fc portion of the MoAb after
antigen binding and initiates the complement cascade
ending in cell death. MoAb binding to the target antigens
on cell surfaces can also act as ‘‘blocking’’ antibodies,
interfering with the binding of certain peptides or growth
factors needed for cell growth, or elicit a regulatory effect
on the metabolism of the cell, especially for B-cell
lymphocytes and B-cell lymphomas. The interaction of
MoAbs with growth factor receptors (such as transferrin
receptors) may also have an antitumor effect via a
regulatory mechanism because transferrin is essential

for the growth of cells and its receptors are predomi-
nantly present on proliferating cells.[28]

Among the most successful has been Rituximab
(Rituxan). This MoAb binds to the CD20 antigen of
B-lymphocytes, which is expressed on >90% of non-
Hodgkin’s lymphoma B-cells. Upon binding, the Fc
region of the MoAb recruits immune effector functions
to mediate B-cell lysis, possibly by both CDC and
ADCC mechanisms. In a multicenter clinical trial with
166 non-Hodgkin’s lymphoma patients, who received
375 mg/m2 over 4 doses, the overall response rate
was 48% (6% complete, 42% partial). A second study
with 37 patients gave similar response rates, and single
doses of up to 500 mg/m2 were well-tolerated.[29]

Tratsuzumab (Herceptin) binds to the extracellular
domain of a transmembrane protein, human epidermal
growth factor receptor 2 (HER2), which is overex-
pressed in 20–30% of primary breast cancer cells. It is
thought to act primarily by ADCC. In a phase III trial,
222 breast cancer patients, who exhibited overexpressed
HER2, were dosed weekly with 2 mg/kg tratsuzumab
after a 4 mg/kg loading dose. There was a 14% overall
response (2% complete response and 12% partial
response), which appeared to be correlated to the degree
of HER2 overexpression. Overall response was much
better when tratsuzumab was combined with standard
chemotherapy (viz., paclitaxel, doxorubicin þ
cyclophosphamide, or epiubicin þ cyclophosphamide):
sphamide): 45% compared to chemotherapy alone.[30]

Similarly, tratsuzumab combined with cisplatin, either
in pegylated liposomes or in saline/mannitol solution,
was significantly better than either treatment alone in
retarding tumor growth in a mouse xenograft tumor
model.[31]

Some workers have proposed use of anti-idiotypic
antibodies as type of ‘‘tumor vaccine.’’ In this approach,
a MoAb is prepared against a given tumor antigen.
Rather than using it for immunotherapy directly, it is

Table 1 Therapeutic MoAb drug currently marketed

Generic name

Trade name

(company) Type of MoAb Application(s)

Rituximab Rituxan (IDEC/Genentech) Chimeric anti-CD20 Non-Hodgkins lymphoma

Trasuzumab Herceptin (Genentech) Humanized anti-HER2 Metastatic breast cancer

Palivizumab Synagis (Medimmune) Humanized anti-RSV
epitope

Antiviral (Pediatric lower
respiratory tract disease)

Muromonab-CD3 Orthoclone OKT3

(Ortho)

Murine ant-CD3 Immunosuppressant (renal

transplantation)

Daclizumab Zenapax (Roche) Humanized anti-CD25 Immunosuppressant (renal
transplantation)

Abciximab ReoPro (Centocor) Fab fragment of chimeric
anti-7E3

Platelet aggregation inhibitor
(Coronary intervention)

Basiliximab Simulect (Novartis) Chimeric anti-CD25 Immunosuppressant (renal

transplantation)
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used to inoculate mice, which produces a second anti-
body against the idiotypic site of the original antibody
(hence, the anti-idiotype). After cloning and administra-
tion to patients, this anti-idiotypic MoAb would mobi-
lize the patient’s own immune system to produce a
third antibody (i.e., an anti-anti-idiotype), that would
have the same idiotype of the first antibody and thus
bind to the original antigen and lead to cytotoxicity.[27]

The perceived advantage of the approach is the multi-
plicative effect of the ‘‘vaccine,’’ and it is believed to
be more specific and safer than using the antigen itself
as a vaccine. When 15 melanoma patients were treated
with a mouse anti-idiotypic antibody homologous to a
melanoma antigen, 7 patients developed the desired
immune response, and there were 3 partial responses.[32]

Thus, although the approach may be promising, it has to
be more fully evaluated to determine its utility.

Although MoAbs have many potential uses for
tumor therapy, there are inherent problems associated
with this approach: i) Cancer cells are heterogeneous,
so those cells that are not recognized by the MoAb
can escape and proliferate; ii) Some tumors contain
semidead cores with poor circulation and thus cannot
be reached by monoclonals; iii) MoAbs can interact
with circulating target antigens before reaching their
target; and iv) Patients can experience possible
immunogenic reactions. For these reasons, it has fre-
quently proven more effective to combine MoAb treat-
ment with standard chemotherapeutic agents.

Radioimmunoconjugates are MoAbs to which radio-
nuclides have been conjugated, to provide cytotoxic
radiation after the MoAb binds to its target antigen.
The isotopes most commonly used are Iodine-131 and
Yttrium-90, both of which are b� emitters having half-
lives of 8 and 2.5 days, respectively. The former is
covalently bound to tyrosine residues of the MoAb by
standard chemical techniques, whereas the latter is
chelated to a ligand that has been conjugated to the
MoAb by techniques described in the previous section
(e.g., diethylenetriaminepentaacetic acid ligand coupled
with a mixed anhydride method).[33,34] Radionuclide
emissions from both 131I and 90Y can extend to
1–5 mm of their final location, corresponding to several
cell diameters. Thus, their chief advantage resides in their
ability to kill tumor cells that are poorly accessible and/
or antigen-negative. Unlike conventional radiation ther-
apy, radioimmunoconjugates provide continuous radi-
ation from the decay of the radionuclide, which allows
less opportunity for the tumor cells to repair sublethal
damage.[35] Depending on the type of MoAb, the anti-
body itself may trigger CDC and ADCC mechanisms
that supplement the effect of the radionuclide.

Although no radioimmunoconjugates have pro-
gressed to the market, a number have been examined
in clinical trials. Bexxar (131I-tositumomab) is an
anti-CD20 MoAb examined in Phase III trials for

non-Hodgkin’s lymphoma.[36] In an early trial of this
radioimmunoconjugate, 19 patients with non-Hodgkin’s
lymphoma, who had been prescreened for favorable bio-
distribution of the MoAb, received 234–777 mCi of the
31I-anti-CD20 MoAb. Because this was considered a
myeloablative dose, the patients received autologous
marrow reinfusion following the therapy. Although
adverse effects were substantial due to the high dose of
radiation, the regimen resulted in a complete response
in 16 patients and a partial response in 2 patients; the
MTD in terms of tissue exposure was determined to be
�2700 cGy.[37,38] A Phase II trial with a similar regimen
in 21 patients achieved 17 complete responses, with an
81% progression-free survival at 12 months.[35]

APPLICATIONS OF MONOCLONAL
ANTIBODIES IN DRUG DELIVERY

Principle of Targeting

Several classes of drugs lack specificity for diseased
cells; for example, the cytotoxic action of chemothera-
peutic agents is directed against any rapidly proliferat-
ing cell population. Due to this non-specificity, many
drugs have low therapeutic indices and often cause
serious side effects. One way of circumventing this
problem is to deliver the drug in a manner such that
it is preferentially localized at the desired site of action,
or it predominantly attacks the diseased cells. This pro-
cess is called targeting. Targeted drug delivery systems
can be classified into three categories, viz. passive,
physical, or active targeting.[39] Passive targeting refers
to the natural in vivo distribution pattern of the drug
delivery system, which is determined by the inherent
properties of the carrier (e.g., hydrophobic and
hydrophilic surface characteristics, particle size and
shape, surface charge, and particle number). For
example, modulation of particle size makes it possible
to passively target the lungs or reticuloendothelial
system (RES) using particles >7 mm or 0.2–7 mm,
respectively.[40]

In physical targeting, some characteristics of the
environment are utilized to guide the carrier to a spe-
cific site or to trigger selective release of its content
at the site. Usually, it is accomplished via an external
mechanism, such as induced local hyperthermia (e.g.,
using thermally sensitive liposomes) or a localized
magnetic field (e.g., using magnetically responsive
albumin microspheres). In active targeting, the natural
disposition pattern of a carrier is modified to target it
to specific organs, tissues, or cells. Athough cell-specific
ligands have been used to target carriers to specific cell
types, this approach is probably limited to a small
number of tumor types. MoAbs would thus appear
to be the more generally applicable mode of active
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targeting. While the field is less advanced than uncon-
jugated MoAb and radioimmunoconjugates, there has
been some success in targeting toxins (i.e., immunotox-
ins) and drugs (i.e., drug immunoconjugates) using
MoAbs as targeting agents.

Toxin Conjugates

Over the last two decades, several toxin proteins like
diphtheria toxin and ricin have been conjugated to
tumor specific antibodies, with moderate to high
degree of success in tumor drug delivery. There are
several toxins produced by plants (e.g., ricin, abrin,
saporin, and gelonin) or bacteria (e.g., diphtheria toxin
and pseudomonas exotoxin) used to construct immu-
notoxins. These toxins are highly potent, and generally
a single toxin molecule is sufficient to lead to cell
death.[36] Most of the native toxins consist of two
chains (e.g., Ricin A and B chains) one of which bind
non-specifically to cell surfaces and the other is respon-
sible for the cytotoxicity. To construct an immuno-
toxin, the non-specific binding chain (viz. Ricin B)
must be removed or masked, and the cytotoxic chain
(viz. Ricin A) conjugated to a MoAb chemically or
by recombinant methods. Most toxins of plant origin
exert their cytotoxicity by deactivating the ribosomal
protein synthesis, and thus require internalization.
A few others do not require internalization and are
membrane-acting by a cytolytic mechanism; these
include bacterial a-hemolysin, streptolysin, and the
equinatoxin of sea anemone.[41] In one of the first
Phase I trials of an immunotoxin, an antiCD22 MoAb
Fab0 fragment was conjugated to Ricin A and adminis-
tered to 15 patients. The MTD was 75 mg/m2 and
there was a 38% partial response.[42,43] Of the total of
200 patients in 9 clinical trials, which examined a var-
iety of ricin-based immunotoxins, there was only a 3%
complete response and a 12% partial response.[43] This
mediocre success may be due in part to the high
inherent immunogenicity of immunotoxins. For ricin-
based conjugates, the dose limiting toxicity arises from
the vascular leak syndrome, a condition characterized
by extravasation of fluid into interstitial space. Clinical
trials have also indicated that poorly vascularized
tumors are not suitable for immunotoxin therapy,[43]

perhaps because of their high molecular weight. To
be more penetrating and to be less immunogenic,
immunotoxins and similar targeting molecules need
to be made smaller.[44]

Drug Immunoconjugates

Over the last several decades, a number of antitumor
agents, including chlorambucil, methotrexate, dauno-
mycin, and doxorubicin conjugated to tumor specific

antibodies, have been investigated, with varying degrees
of success in tumor drug delivery. The most extensively
studied has been a doxorubicin-BR96 immunoconjugate
(BMS-182248-1). BR96 is a chimeric MoAb specific
for a Lewis antigen found on the surface of tumor
cells. The immunoconjugate is formed using an acid-
labile hydrazone linkage attached through the thiol
groups of the MoAb, with 8 moles of doxorubicin/
mole of MoAb. After rapid internalization into anti-
gen-bearing cells, the conjugate is designed to release
free doxorubicin from the MoAb hydrazone linkage
in the acidic environment of the lysosome.[45] When
tested in mice with xenografted human lung, breast,
and colon carcinomas, there was an 89% and 72%
cure rate (tumor reduction to non-detectable levels) in
the lung and colon models, respectively. In breast
carcinoma xenograft, results were less spectacular, with
10% complete response and 60% partial response.
Doxorubicin or MoAb alone gave <1% cures in any
of the models.[46,47] In a rat lung carcinoma xenograft
model, there was a 94% cure rate, even though, unlike
mice, the Lewis antigen is expressed in normal tissue
of rats.[46,47]

Because of the encouraging in vivo results, clinical
development of this immunoconjugate was initiated.
The pH-rate profile was determined using a stability-
indicating size-exclusion HPLC assay, and exhibited
a maximum stability at pH 7.5. The predominant route
of degradation was hydrolysis at the hydrazone linkage
to release free doxorubicin, with aggregation being a
secondary pathway. This was supported by ELISA
assay that demonstrated no loss of conjugate after 1
week of storage at 2–8�C. However, because the
stability even at this temperature was insufficient for
clinical development, a lyophilized formulation was
developed. Formulations that remained amorphous
due to the use of sucrose or lactose as lyoprotectant
showed the greatest stability, with a shelf life of the
lyophilized product of more than 12 months at
2–8�C.[48] In a Phase II study, the BR96 Doxorubicin
conjugate (BMS182248-1) was administered to 14
metastatic breast cancer patients. However, there was
only 1 partial response (7%), in contrast to doxorubicin
alone, which gave 44% response. The toxicity profile of
the two regimens was markedly different, with the dox-
orubicin showing the usual cardiotoxicity and hemato-
logic toxicity, whereas the immunoconjugate showed
GI associated toxicity, similar to the Phase I studies.
It was proposed that the lack of correlation of the
Phase II trial with the preclinical in vivo data could
be because of the presence of the Lewis antigen at sites
in the GI tract. This may act as an ‘‘antigen sink,’’ pre-
venting targeting to the tumor tissues and instead
exacerbate the GI toxicity.[49] Colon and lung
cancer models showed better clinical responses than
the breast cancer models,[46] suggesting that clinical
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trials in these cancers may be more promising than
breast cancer.

Another promising immunoconjugate is CMA-676,
which is a conjugate of an anti-CD33 MoAb and cali-
cheamicin, an anticancer drug shown to be 1000-fold
more potent than doxorubicin in animal models. A
Phase II trial of 39 acute myeloid leukemia patients
resulted in 2 patients with complete remission and 7
patients who showed temporary removal of leukemia
cells from the blood. CMA-676 is now in pivotol clini-
cal studies in a number of centers in North America
and Europe.[36]

Preliminary clinical studies with chlorambucil-
antimelanoma globulin conjugates in patients with
disseminated diseases have also indicated improvement
in patient survival.[50] The evaluation of vindesine-anti-
CEA antibody conjugates in patients with advanced
metastatic cancer (and probably expressing CEA) has
demonstrated positive localization of the conjugate.[51]

In this study, 8 patients received escalating doses of
antibody (1–42 mg) conjugated to 24–1800 mg vinde-
sine, and no toxicity or hypersensitivity was noticed
in any patient.[51] However in most instances, the
tumor versus normal tissue distribution ratio of anti-
bodies approximated 2 : 1, and it rarely demonstrated
specificity leading to a more desirable ratio like 10 : 1.[52]

Some studies have demonstrated synergism in anti-
tumor response with drug–antibody conjugate. For
example, a clinical trial with bronchial carcinoma
patients compared chemotherapy with immunochemo-
therapy. The latter group received chemotherapy
immediately prior to the administration of antibodies
against a resected portion of the primary tumor. The
group receiving chemotherapy alone demonstrated a
60% recurrence rate along with a 41% death rate; how-
ever, the immunochemotherapy group demonstrated
only a 25% recurrence rate along with a 16% death
rate.[53]

Bispecific MoAbs composed of anti-CD3 or
anti-CD2 MoAb, chemically conjugated to antitumor
antibody and coated on lymphokine-activated killer
(LAK) cells, have been clinically investigated for the
treatment of malignant glioma, lymphoma, and ovar-
ian cancer with encouraging results. In a trial involving
malignant glioma therapy, bispecific MoAb-coated LAK
cells were injected intracranially following surgical
removal of tumor and whole brain irradiation and/or
chemotherapy. This resulted in 76% of the patients being
tumor-free after 2 years, as opposed to 33% of the
patients tumor-free with LAK cell treatment alone.[54]

Because of the ability to achieve higher drug–
antibody ratios, various water-soluble polymeric
carriers have been examined as linking agents in immu-
noconjugates. For example, encouraging results have
been demonstrated with daunomycin conjugated to
MoAbs via dextran bridge in rats bearing AH66

hepatoma cells.[55] Similarly, MMC was conjugated
to an anti-a-fetoprotein MoAb via a human serum
albumin carrier in a molar ratio of 30 : 1 : 1. Full anti-
body activity was retained, and the conjugate was 20-
fold more cytotoxic than free MMC in vitro and was
also more effective than free MMC in tumor-bearing
mice.[56] Poly(lysine) has also been successfully used
as a carrier, e.g., for targeting methotrexate.[57] and
muramyl dipeptide.[58] N-(2-hydroxypropyl)-methacry-
lamide copolymers have been extensively examined
as carriers for tumor targeted drug delivery.[59,60]

Enzymatically cleavable spacers (e.g., oligopeptides)
have been incorporated into these conjugates to allow
release of active chemotherapeutic agent.[59,61]

Immunoliposomes

Generally, the antigens expressed by tumor cells are
not specific but are merely present in higher ratio than
on the normal cells. Hence, systems such as immunoli-
posomes have been developed to exploit these opportu-
nities, as they are expected to bind to a greater extent
to high antigen density tumor cells than to low antigen
density normal cells. In immunoliposomes, the number
of antibody molecules per liposome can be varied by as
much as two orders of magnitude.[62] Using egg phos-
phatidylcholine, cholesterol, phosphatidylserine, and
N-4-nitrobenzo-2-oxa-1-1,3-diazole phosphatidyletha-
nolamine in molar ratio of 56 : 33 : 10 : 1, unilamellar
liposomes with 12–55 antibody molecules per vesicle
have been investigated for binding with RDM-4 lym-
phoma cells with varying antigen density. The increase
in the valency of liposomes (i.e., number of antibody
molecules per liposome) increased their binding with
low as well as high antigen density cells, and thus
the low valency immunoliposomes were found to allow
better discrimination between target and normal
cells.[62] An additional advantage of immunoliposomes
is that a relatively high drug loading can potentially be
accommodated, with the result that a small number of
antibody molecules conjugated to the surface of an
immunoliposome can deliver many more drug mole-
cules to the target than is otherwise possible. Once the
drug is released into the target cell, no further trans-
formation is needed, because the entrapment process
does not involve any chemical modification of the drug.

Heath et al. have proposed the use of immunolipo-
somes for the intracellular delivery of compounds that
intrinsically do not enter diseased cells. These com-
pounds are cytotoxic if they are transported intracellu-
larly. Methotrexate-g-aspartate, a good example of this
type of compound, has been encapsulated in liposomes
composed of phosphatidylcholine, cholesterol, and
4-(p-maleimidophenyl)-butyryl-phosphatidylethanol-
amine in a molar ratio of 10 : 10 : 1. The liposomes were
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conjugated to either specific (anti-K2Kk IgG2A) or
non-specific MoAbs (antisheep erythrocyte IgG2A).
The binding of targeted liposomes was found to be
six fold higher to L929 fibroblasts (which express
H2Kk protein) than non-targeted liposomes, whereas
their binding was comparable in a non-specific
BALB/c 3T6 cell lines. The growth inhibition studies
using L929 fibroblasts demonstrated the IC50 of free
drug, targeted immunoliposomes, and non-targeted
immunoliposomes to be 0.68, 0.066, and 1.2 mM,
respectively (Fig. 4). Hence, the targeted immunolipo-
somes appeared to be 10 times more effective than free
drug and 18 times more effective than non-targeted
immunoliposomes, whereas targeted liposomes actu-
ally had the least efficacy in the non-specific BALB/c
3T6 fibroblasts.[63]

Extensive work is being pursued to assess the poten-
tial of immunoliposomes for the targeted drug delivery
to CD4 positive cells in patients with HIV infection.
The HIV infected cells possess CD4, which can be
targeted by conjugating anti-Leu3A (CD4) MoAbs
onto the surface of drug-loaded liposomes. Preliminary
studies showed that immunoliposomes possessing sur-
face-bound anti-Leu3A may be used to target antiviral
agents to cells at risk from HIV infection.[64] Cell
adhesion molecules are glycoproteins expressed on cell
surfaces during pathological inflammatory states such
as rheumatoid arthritis, atopic dermatitis, and asthma;
thus they also provide an opportunity for targeting. An
F10.2 antibody against the cell adhesion molecule
ICAM-1 was conjugated to liposomes; the immunoli-
posomes bound to human bronchial epithelial cells in

a specific, dose-and time-dependent manner, correlat-
ing to the degree of ICAM-1 expression. Immunolipo-
somes of this type therefore have potential for targeted
drug delivery in inflammatory disease states.[65]

Heat-sensitive immunoliposomes have also been
evaluated for the feasibility of drug delivery.[66] These
liposomes release the entrapped drug at temperatures
above the phase transition temperature of the lipid(s).
In vitro cell culture studies based on dipalmitoyl phos-
phatidylcholine liposomes with entrapped 3H-uridine
have demonstrated enhanced intracellular delivery of
drug as compared to that observed with free drug
and liposomes without MoAbs. Similarly, selection
of appropriate lipids can also allow synthesis of pH-
sensitive liposomes. Inclusion of target-cell specific
immunogenic moieties in these colloidal particles leads
to preparation of pH-sensitive immunoliposomes. Huang
and co-workers have used 8 : 2 molar ratios of dioleoyl-
phosphatidyl ethanolamine and oleic acid to develop
pH-sensitive liposomes.[67] Arabinofuranosylcytosine
(ara-C) and methotrexate were encapsulated in the lipo-
somes that were rendered immunospecific against L-929
cells by homing specific MoAbs. Compared to free drug,
drug encapsulated in antibody-free liposomes and pH-
insensitive immunoliposomes, the drug-encapsulated
pH-sensitive immunoliposomes were found to signifi-
cantly enhance the cytotoxic activity. Pretreatment of
target cells with excess free MoAbs or placebo immuno-
liposomes was found to block the cytotoxic effect of the
drug-loaded pH-sensitive immunoliposomes. In addition,
it was shown that the drug release from these specific
carrier particles occurs in cell endosomes.[67]

Because of the complexities involved with distri-
bution, uptake, and pharmacological effects of targe-
ted drug delivery systems, in vitro results do not
always adequately predict the efficacy of a proposed
MoAb-targeted system such as an immunoliposome.
In fact, there are only a few in vivo studies of immuno-
liposomes that clearly demonstrate the promise shown
by in vitro studies. One encouraging example is a study
by Onuma et al. that compared the in vivo efficacy
of doxorubicin loaded immunoliposomes against free
drug in cows. MoAb c143 against the antigen expressed
by bovine leukemia cells was conjugated to liposomes
containing doxorubicin. Two groups of antigen-
positive cows received four i.v. injections of either
0.4 mg/kg free drug or an equivalent dose of drug via
immunoliposomes at an interval of 4 days. Whereas
the two animals receiving free drug demonstrated only
a slight decrease in their antigen positive cells, the three
animals receiving drug-immunoliposomes gradually
became free of antigen-positive cells, and 2 of these
animals became antigen-negative in 6- and 14-week
periods after treatment, respectively.[68] In another study,
MoAbs against tumor-associated antigens expressed on
bovine leukemia cells were conjugated with liposomes

Fig. 4 Effect of treatment type on in vitro growth inhibition
of ( ) specific cell-line, L929 expressing H2Kk protein, and

( ) non-specific cell-line, BALB/c3T6. The targeted and
non-targeted liposomes were conjugated with ‘‘anti-H2Kk
IgG2A’’ and ‘‘anti-sheep erythrocyte IgG2A,’’ respectively.
(Adapted in part from Ref.[63].)
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containing doxorubicin, and the formulation was admi-
nistered intravenously to BALB/c nude mice inoculated
with BLSC-KU cells on day 0, 3, and 7 after the
initiation of treatment. The results were compared with
untreated animals and the animals receiving doxorubicin
liposomes conjugated to normal mouse IgG. The doxor-
ubicin liposomes bearing target antigen specific anti-
bodies significantly suppressed the tumor growth. The
increase in tumor volume with this treatment, over 10
days after the initiation of therapy, was only 27% as
opposed to 166% and 750% in the animals receiving
non-specific therapy and no therapy, respectively
(Fig. 5).[69] Histological screening of the tumors from
animals receiving drug-loaded liposomes with specific
antibody demonstrated scattered focal necrosis and
marked proliferation of macrophages; however, in the
untreated animals, active proliferation of tumor cells
was observed with little involvement of macrophages.[69]

A great deal of attention has been paid in
recent years to long-circulating (also called sterically
stabilized or ‘‘stealth’’) liposomes, in which polyethyl-
ene glycol (PEG) molecules have been grafted to the
surface of the liposomes by covalent attachment of
PEG to liposomal phospholipids (specifically phospha-
tidylethanolamine). These long-circulating liposomes
have been shown to avoid the rapid uptake by the reti-
culoendothelial system (RES), which normally plagues
conventional liposomes without PEG; the circulating

half-life can be increased by an order of magni-
tude.[70,71] In fact, the presence of a MoAb on the sur-
face of a conventional immunoliposome may actually
increase the uptake by the RES system,[72] suggesting
that modification to insure long-circulation may be
especially important for immunoliposomes. When
designing PEG-modified immunoliposomes, the com-
position must be optimized for both antigen binding
and extended circulating lifetimes. Antigen recognition
by the liposomal antibody can be sterically hindered by
the presence of the PEG. This can be overcome by
either reducing the polymer size to 2000, or by moving
the antibody out to the terminus of the PEG rather
than the liposome surface.[72]

Despite the extensive in vitro and in vivo research
on immunoliposomes, these MoAb targeted systems
have apparently not yet reached clinical trials. This
may be because of a variety of factors, including the
difficulty of clearly demonstrating efficacy in suitable
animal models, and the obstacles associated with sca-
leup and manufacture of system as complex as a
sterically stabilized MoAb-targeted liposome. Other
potential problems of immunoliposomes are that they
may not adequately penetrate the vasculature of solid
tumors; they may not adequately release the loaded
drug into the target cells; and they may demonstrate
immunogenicity.[73] Use of humanized antibodies may
alleviate the latter effect to some extent. Recently, steri-
cally stabilized liposomes conjugated to Fab0 fragments
of a humanized anti-HER2 MoAb (similar to Hercep-
tin) were studied in vitro using confocal microscopy
techniques. The immunoliposomes bound selectively
and were internalized by HER2-over-expressing breast
cancer cells, reaching 8000–23,000 vesicles/cell at
saturating liposome concentrations, which was at least
two orders of magnitude greater than cells with low
HER2 expression.[74] These immunoliposomes, con-
taining doxorubicin and optimized with respect to
Fab0/lipid/PEG composition for intracellular tumor
delivery, were subsequently examined in an in vivo
human xenograft breast cancer model; they demon-
strated significantly increased antitumor efficacy com-
pared to free doxorubicin or non-targeted doxorubicin
liposomes, and less systemic toxicity than free doxorubi-
cin.[75] The studies demonstrate the importance of
optimizing a delivery system with respect to binding to
the target epitope as well as uptake and/or release of
available drug at the target site. Such considerations
are necessary before successful demonstration of effi-
cacy of immunoliposomes in the clinic. An ideal immu-
noliposome system should allow efficient encapsulation
of intended compound so as to protect its degradation
prior to and during endothelial transfer, and hence
minimize inherent toxicity; it should also allow con-
trolled release of drug in the extravascular compartment
of target tissue. In this regard, it should be noted that

Fig. 5 Effect of treatment type on the increase in tumor vol-

ume in mice inoculated with BLSC-KU cells. The animals in
treatment groups received i.v. doses of doxorubicin via
tumor-specific or non-specific liposomes on day 0, 3, and 7

after the initiation of treatment. The tumor-specific and
non-specific liposomes were conjugated with MoAbs against
leukemia cells and normal mouse IgG, respectively. (Adapted
in part from Ref.[69].)
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the delivery systems based on particulate carriers may
allow reversal of tumor cell drug resistance (Fig. 6).[76]

Nevertheless, immunoliposomes fall short of meeting
the above ideal criteria and much work remains to be
done before they are clinically useful.

A related approach for lipophilic drugs is MoAb tar-
geted emulsions. For example, a lung-targeted MoAb
34A was conjugated to the surface of a long-circulating
emulsion composed of castor oil, phosphatidylcholine,
and pegylated phosphatidylethanolamine. Upon intra-
venous injection into mice, 30% of the injected emulsion
dose became preferentially associated with lung tissue
within 30 min.[77] A similar long-circulating emulsion
conjugated to an anti-B-cell lymphoma MoAb LL2 was
found to bind in vitro to three different Burkitt’s lym-
phoma cell lines, and thus shows potential for delivery
of anticancer drugs to B-cell malignancies.[78]

Immunomicrospheres

In view of the availability of a wide variety of biocom-
patible and biodegradable polymers, and the ease of
preparation of stable microparticles with predictable
physicochemical characteristics, antibodies have been
conjugated to polymeric microparticles for controlling
their in vivo deposition.

Although a few in vitro studies have demonstrated
promising results with immunomicrospheres,[79,80]

limited information has been published on the in vivo
efficacy of immunomicrospheres for drug delivery.

In one case, following promising in vitro results, an
in vivo study was conducted in mice bearing human
tumor xenografts, using 14C-polyhexylcyanoacrylate
nanoparticles with adsorbed anti-osteogenic sarcoma
MoAbs 971T/36. However, the particles were found
to deposit predominantly in liver and spleen, and hence
the study failed to demonstrate any appreciable
improvements in drug delivery due to the immunocar-
rier.[81] Lack of optimal particle size and/or tumor
tissue permeability, lack of expression of sufficient
Fab portions on the surface of particles, particle opso-
nization leading to a secondary non-interactive coat-
ing, distribution of specific antigens in the liver, and
competitive displacement of the adsorbed MoAbs by
serum components were suggested as possible reasons
for this undesirable in vivo distribution of the immuno-
particles. Another study has evaluated the in vivo drug
delivery potential of albumin immunomicrospheres in
mice.[80] The microspheres bearing Lewis lung carci-
noma MoAbs demonstrated slightly higher localiza-
tion in lung carcinoma at 24 h after its administration.

REGULATORY CONCERNS

While a regulatory agency’s prime concern remains the
safety and efficacy of a new product in its proposed
use, the technological issues concerning the manufac-
ture of monoclonal-based therapeutics are not ignored.
Indeed, because antibody-based systems involve spe-
cific immune reactions for their response, and they
are comprised of components derived from biological
origin, it is obvious that the proposed regulatory guide-
lines for the clinical use of these products are likely to
be extremely strict. The technology for the develop-
ment of antibodies and antibody-based delivery sys-
tems is relatively new and has been continuously
expanding over the last several years. More and more
practical changes in manufacturing process of these
systems can therefore be expected over the next several
years. Although most products are expected to be
handled on a case-by-case basis, the following general
guidelines should apply to all antibody-based systems:
exhaustive characterization of the origin of cell lines,
characterization of production procedures, product
purification and characterization, quality control, and
validation of processes involved during production
and testings. For example, successful approval and
use of a MoAb product will mandate declaration of
the source, name and characteristics of the parent
myeloma cell lines, and all pertinent details regarding
the animal species used for hybridization. The ration-
ale for selecting a particular cell line along with cri-
terion for its acceptance, the genotype and husbandry
of animals used for in vivo production, and steps taken
to control contamination is expected to play a critical

Monoclonal Antibodies for Drug Delivery

Fig. 6 A plot showing 50% inhibitory drug concentration in
vitro, in normal and drug-resistant lines, following treat-

ments with vinblastine solution ( ), or vinblastine encapsu-
lated in liposomes ( ). The data suggest the possibility of
the reversal of drug resistance by using carrier systems like
liposomes. (Adapted in part from Ref.[76].)
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role. Once the product is made, extensive purification
to reduce the level of contamination (using techniques
like affinity, size exclusion or ion-exchange chromato-
graphy and/or ultracentrifugation) is likely to increase
the probability of its approval. Measures would need
to be undertaken to insure that the product does not
contain any biological contaminant transferred from
the original malignant hybridoma cell lines.

Once a bulk lot is in hand, its characterization for
immunoglobulin and subimmunoglobulin class, and
testings for potential aggregation, denaturation, frag-
mentation of immunoglobulin and immunologic speci-
ficity would be required. If a MoAb fragment is used,
its degree of homogeneity would need to be confirmed.
Finally, information on the sterility and polynucleotide
contamination of the lot is likely to be required. It
would be expected that the process validation allows
rejection of lots with viral or nucleic acid contami-
nants. Additional tests may include determination of
the product stability with respect to fragmentation,
aggregation, and loss of potency. The preclinical tox-
icity testing with the final product would be required
in at least one species bearing relevant antigen. Follow-
ing the identification of an appropriate animal model,
GLP-compliant pharmacokinetic evaluations involv-
ing in vivo distribution, metabolism and excretion,
would be desired.

As mentioned earlier, in most instances the antigens
are preferentially associated with the target site rather
than specifically present there, i.e., small amounts of the
same antigens are present in one or more non-target
organs. Because the probability of unacceptable levels
of this cross-reactivity is reasonably high, regulatory
guidelines recommend screening for cross-reactivity.
For in vitro screening, blood cells, cell culture lines,
fluorescent antibody tests, radioaudiography, and/or
similar other techniques would be useful. If possible,
tissues from unrelated human donors could be used
to screen phenotypic expressions of potentially cross-
reactive tissue antigens. If these tests demonstrate
positive cross-reactivity, extensive in vivo testing in
animals sharing similar phenomenon would be required
to determine its frequency as well as intensity. Alterna-
tively, an isolated perfused human organ system could
be used. If these choices are not available, limited clini-
cal testings may be advisable with particular emphasis
on the quantitation of the product’s biodistribution
over a period of time.

It should be realized that the above guidelines,
generally meant to assess and regulate the antibody
or antibody-component of an overall product, would
need to be expanded and/or modified according to
the characteristics of the final product. For example,
in antibody-based drug delivery systems, the effect of
drug and antibody on the potency and biological
activity of the final system would need to be assessed.

CONCLUSIONS

Problems and Possible Solutions

Despite the promise of MoAb-directed drug delivery,
there are still a multitude of problems that need to
be worked out before the technology makes a large
impact on therapy. A MoAb is often not as specific
in vivo as would be predicted from in vitro studies;
i.e., tumor antibodies may bind to normal cells as well
as target cells. Despite the fact that antigens associated
with tumor tissue have been identified, antigens are
rarely specific enough to allow quantitative drug
targeting. For example, CA 19-9, BW 494, and
DU-PAN-2 have been identified as pancreatic tumor
associated antigens. However, MoAb based therapy
of pancreatic tumors has not been encouraging.[82] In
some cases, peak drug concentrations with MoAbs,
in tumor tissue, have been found to be only 2–3 times
higher than the surrounding normal tissues.[83] Current
literature suggests that the availability of high affinity
MoAbs, which recognize specific antigens without
cross-interaction with normal cells, is still scarce.
The only exception to this observation is the surface
immunoglobin idiotype expressed by certain B-cell
lymphomas.[84]

The lack of genetic stability of antigens on tumor
cell surfaces is another cause of low density of target
antigen on the tumor cell. Antigenic modulation may
result in non-tumor specific antigen–antibody reaction,
thus reversing the efficacy anticipated from the delivery
system. Situations of low antigen density may readily
saturate the MoAb-antigen binding. Quantitative
evaluation of the localization of MoAbs in tumor
tissue, at doses <100 mg, have demonstrated a direct
correlation between tumor mass and quantity of anti-
body localized, and at 2–3 days after administration
only 8% of the dose could be detected in the tumor.
However, the administration of larger doses of MoAbs
have been shown to reduce the fraction localized in the
tumor, with 1–2 mg doses almost saturating the
tumor.[83] The presence of circulating tumor-associated
antigens is another factor that may decrease the overall
efficacy of MoAb-directed delivery systems and com-
plicate their evaluation. For example, the presence of
circulating carcinoembryonic antigen has been shown
to complicate the application of MoAbs against this
antigen.[85] In view of these problems, MoAb-directed
delivery systems may ultimately be restricted to those
few cases in which there are relatively high densities
of known antigens in all cells of the target site.

The heterogeneity of tumor cells is another problem
in targeting; i.e., a specific antigen may not be present
in sufficient quantities in all cells of the target tissue to
allow selection of suitable antibody. For example, it is
now appreciated that multiple metastatic proliferation
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in a given host, and perhaps even in the same organ,
can give rise to malignant tumors that contain hetero-
geneous subpopulation of cells with diverse biological
characteristics, such as growth rate, antigenicity or
immunogenicity, cell-surface receptors, response to
individual and combined chemotherapeutic and immu-
nological agents, invasiveness, and their overall meta-
static potential.[86] Trubetskoy et al. have proposed a
method for MoAb-based drug delivery to target areas
with heterogeneous antigens. The proposed method
requires sequential administration of a mixture of
modified antibodies against different antigens in the
target area followed by administration of drug-carrier
that recognizes and interacts with accumulated
antibodies (Fig. 7).[87] The practical feasibility of this
strategy was confirmed following administration of a
mixture of biotinylated antibodies to target compo-
nents followed by administration of biotinylated and
avidin bearing liposomes. The binding of biotinylated
liposomes via avidin was found to be higher than that
achieved with liposomes bearing single antibody.[87]

Solid tumors present special problems due to their
frequent lack of vasculature; there is generally poor
penetration of MoAbs, their fragments, and drug- or
toxin-conjugates into solid tumor tissue. Because of
the relatively intact microvascular barrier, and hence
difficulties in carrier extravasation, the accumulation
and uptake of immunoliposomes by solid tumor tissue
is also generally low.[88] On the other hand, the natural
existence of increased transvascular permeability
favors the use of MoAb-drug conjugates for the treat-
ment of general lymphomas and leukemias.

The uptake of MoAb-based delivery systems by the
reticulo-endothelial system (RES) is another drawback
to these systems. It has been suggested that only
0.1–1% of the administered dose of antibody-based
systems reaches non-RES sites, with �8% dose reaching

non RES sites under optimal situations.[89] However,
a study comparing the in vivo tumor localization of
anti-CEA MoAbs, and their F(ab0)2 and Fab0 fragments,
to human colon carcinoma grafts in nude mice has
demonstrated greater tumor uptake of F(ab0)2 and Fab0

fragments than the intact MoAbs,[90] due to the smaller
molecular size of the former. Often multiple intravenous
injections, over a course of weeks, have been found to be
more effective than single injections,[91] and continuous
infusion is more efficient than bolus regimen.[43]

As mentioned earlier, the immunogenicity of
‘‘foreign’’ MoAbs has always been a major factor in
the lack of success of MoAb-based therapeutic systems.
It has been suggested that use of (Fab0)2 fragments may
improve drug delivery without sacrificing the specificity
of antigen-MoAb binding because elimination of Fc
portion would likely reduce immunogenicity and non-
specific binding to normal cells.[92] Humanized anti-
bodies probably hold the greatest promise in decreasing
the immune response of MoAb-based therapies. While
immunotherapy with these entities is promising and
indicates greatly decreased immune responses, little
work has been reported on humanized immunoconju-
gates. These entities may still be immunogenic due
to the non-antibody portion of the conjugate. For
example, rats injected with an unconjugated murine
MoAb failed to elicit an antibody response, whereas
rats injected with a MoAb-Vinca alkaloid conjugate
mounted a strong antibody response directed against
the linker portion of the conjugate.[93]

Future Prospects

New applications in the field of antibody-directed drug
delivery may be developed by combining the tech-
nology with another form of targeting or other means
of optimization. For example, in photodynamic ther-
apy a photosensitizing drug (e.g., a porphyrin, chlorin,
purpurin, or phthalocyanine) is localized in a tumor,
which is then irradiated to effect cell-killing.[94] Several
reports have described the use of MoAbs to further
increase the localization. For example, Sn (IV) chlorin
e6 was linked to the oligosaccharide moiety of an
antimelanoma MoAb via a dextran carrier. In vitro
studies indicated that phototoxicity was relatively
specific for cells that exhibited the target antigen.[95]

Similarly, a chlorin derivative, meso chlorin e6 mono
(N-2-aminoethylamide), was linked via a tetrapeptide
linker to an antibody directed against ovarian cancer
cells. Targeted conjugates were taken up rapidly by
cells and detected within the lysosomes, and the con-
jugate had higher photodynamic effects on ovarian
carcinoma cells than non-targeted conjugates (IC50

of 0.38, 290, and 0.34 mM for MoAb-HPMA-e6,
HPMA-e6, and free e6, respectively).[96]

A B C

Fig. 7 A schematic representation of the unification of deliv-

ery systems to optimize therapeutic outcome with MoAbs:
(A) exposed target antigens; (B) initial treatment with bridge
molecules; and (C) specific binding of unified carrier systems.
(Adapted in part from Ref.[87].)
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Another recent approach combines MoAb targeting
with enzymatic prodrug activation. In this therapeutic
method, called antibody-directed prodrug therapy
(ADEPT), an enzyme–antibody conjugate is adminis-
tered and allowed to accumulate in the target site
(e.g., tumor). A latent, non-toxic prodrug is then
injected, which on contact with the enzyme is con-
verted into the active parent drug and subsequently
kills the tumor cells.[97] For example, a glutamic acid
derivative of benzoic acid mustard was administered to
choriocarcinoma-bearing mice, followed by a carboxy-
peptidase-antibody conjugate that cleaved glutamic acid
from the active drug. Tumor contained the highest con-
centration of targeted enzyme conjugate, and was the
only site in which all prodrug reaching the site was
activated.[98] The ADEPT technique has been tested clini-
cally in colorectal cancer patients using para-N-(mono-2-
chloroethyl monomesyl)-aminobenzoyl glutamic acid as
the prodrug and an antibody conjugate of glutamate
hydrolase as the activating enzyme, with temporary
regression of disease in two out of five patients.[99]

Despite the problems described in earlier sections,
MoAbs should hold an important place in drug deliv-
ery and therapy in the future. Although the number of
therapeutic applications that will eventually lend them-
selves to this technology may be small, the problems
should not be insurmountable for these applications
and may yield important advantages over other thera-
pies. Proper attention to detail must be taken in the
choice of antibody, coupling method, drug, route of
administration, dose, and other factors in order to
design an effective therapy for a particular disease;
possible mechanisms of distribution, uptake, metab-
olism, and pharmacological effect must be properly
understood to develop a rationale for a particular
MoAb directed therapy. Humanized antibodies hold
great promise to alleviate the immune response
encountered in past clinical trials using murine derived
antibodies. Many of the problems in the scaleup of
MoAb manufacture have been solved, primarily
because of the rapid growth of diagnostic applications
of MoAbs and the coming to market of therapeutic
MoAbs. Much work remains to be done, however, in
the scaleup of immunoconjugates and complex systems
such as immunoliposomes and immunomicrospheres.
Nevertheless, it is likely that the next decade will see a
number of MoAb-directed therapies reach extended
clinical trials and perhaps come to the market.
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Drug Delivery: Monoclonal Antibodies
in Imaging and Therapy
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Boston, Massachusetts, U.S.A.

INTRODUCTION

The concept of targeted drug delivery may be
considered to have originated with the proposed
‘‘magic bullet’’ of Paul Ehrlich for specific eradi-
cation of the spirochete of syphilis at the beginning
of the 20th century.[1] Yet this vision of targeted
drug delivery did not begin until Pressman and
Keighley in 1948[2] demonstrated that radiolabeled
antibodies could be specifically targeted to rat
kidneys. Thus, antibodies became specific pharma-
ceuticals for targeting radioisotopes to various
pathological disorders for diagnosis and therapy
including various tumor. The next major thrust in
the advancement of targeted drug delivery, using
antibodies was provided by the revolutionary pub-
lication of Kohler and Milstein on monoclonal
antibody technology.[3] Monoclonal antibodies have
since dominated the ‘‘targeting’’ in the targeted
drug delivery systems.

The term targeted drug delivery conjures up a
vision of a) a targeting moiety, and b) the drug to be
targeted. The targeting moiety can be receptors,
ligands, oligonucleotides, hormones, or antibodies.
The drug to be targeted could be radioisotopes, phar-
maceuticals, immunochemicals, chemicals, toxins, or
biologicals. Thus, the concept of targeted drug delivery
becomes almost all encompassing. Yet in practice, tar-
geted drug delivery is somewhat restricted. Literature
search of the term ‘‘targeted drug delivery’’ invariably
resulted in the reference of articles relating to antibody
mediated liposomes delivery system. Yet it should
also include antibody, bispecific antibody, or avidin–
biotin antibody delivery system. In oncology, anti-
bodies may provide the primary targeting device for
targeted drug delivery. Similarly antibodies form the
primary targeting reagents in the cardiovascular appli-
cations. This chapter will restrict targeted drug delivery
to targeting with antibodies and stress their appica-
tions in the cardiovascular arena, with cursory intro-
ductory review of the most pertinent targeting
aspects in oncology.

ANTIBODIES IN CANCER IMAGING

Pressman and Keighley were the first to demonstrate
that radioiodinated antibodies to normal rat kidneys
targeted specifically to the kidneys in vivo.[2] The
potential for targeted delivery of radioiostopes for
tumor therapy and diagnosis was immediately recog-
nized by many investigators. However, progress for
the next decade or so was disappointing due to lack
of specific targets associated with tumors, pure anti-
bodies for in vivo trials, and appropriate radiolabels
for tagging the available antibodies. Never the less,
Mach et al.[4], and Goldenberg et al.[5] succeeded in
using polyclonal antibodies to carcinoembryonic anti-
gen (CEA) to image carcinomas. Subsequently these
same investigators used monoclonal antibodies to
show that carcinomas can be imaged with radiolabeled
anti-CEA antibodies.[6–7]

Since those early days of tumor imaging with
immunoglobulin fractions, or affinity purified antibody
fractions radiolabeled with I-131, monoclonal anti-
bodies, and new and improved radiolabeling methods
have enabled investigators to image breast,[8] colon,[9]

lung,[10] ovarian,[11] and prostate cancers.[12] Melano-
mas,[13] T-cell lymphomas,[14] pancreatic cancer,[15]

and indeed every form of cancer have been targeted
with polyclonal or monoclonal antibodies in either
experimental or clinical trails. Improvements in
labeling with radioisotopes, such as Tc-99m, In-111,
and I-123 to antibodies, have also led to better and
more efficient gamma imaging. Further improvements
in radioimmuniscintigraphy include use of bispecific
monoclonal antibodies[16] and multistep avidin–
biotin conjugated antibodies to reduce non-target
organ activities and enhanced target to background
ratios.[17]

In the therapeutic arena, antibodies have also been
used for immunotherapy and radioimmunotherapy.
Immunotherapy itself is essentally targeted drug ther-
apy where specific antibody may activate complement,
attract inflammatory cells, and/or induce production
of cytokines, or as in the case of Herceptin inhibit cell
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growth by binding to ErbB2 that are overexpressed in
metastatic breast cancer.[18] Similarly, Rituxan is an
antibody that binds to overexpressed CD20 in non-
Hodgkins lymphoma[19] inducing apoptosis in these
cancer cells.[20] On the other hand, radioimmunother-
apy may under certain oncologic conditions provide
greater benefit. Use of murine–human chimeric mono-
clonal antibodies for targeting of ovarian cancer with b
emitters for therapy has also been encouraging.[21]

Immunotoxins consisting of tumor associated anti-
gen specific antibody linked to the toxic chains of ricin,
abrin, or other toxins have also been tested. Although
phenomenal results in cancer therapy were anticipated,
the progress has been disappointing. The only
unequivocal success has been the in vitro treatment
of bone marrow cells to rid them of malignant cells
for subsequent injection into patients with hematologi-
cal malignant cancer after whole body irradiation.[22]

Targeting of cancer cells with immunoconjugates of
target specific antibody covalently linked with drugs,
such as doxorubicin, have also been undertaken.[23]

Other methods for targeted drug delivery include use
of immunoliposomes for delivery to specific tumors.[24]

Despite these novel methods for targeted drug deliv-
ery directed with monoclonal antibodies, monoclonal
antibodies have not totally met the expectations of
the ‘‘magic bullet’’ of Paul Elrlich in oncology. There-
fore, apart from diagnostic imaging with radiolabeled
monoclonal antibodies and direct immunotherapy,
other innovative targeted drug delivery systems have
had only limited clinical success.

TARGETED DRUG DELIVERY IN THE
CARDIOVASCULAR SYSTEM

As indicated above, antibodies can provide target
specificity as well as function as carriers of those drugs
for targeted delivery. Whether the drug to be delivered
is a radioisotope for imaging or therapy, or an anti-
metabolyte, the prototypical model exemplified will be
the radiolabeled antibodies for targeted drug delivery.

The application of antibodies in cardiovascular
targeting in vivo originated with the experimental
demonstration of the feasibility of using radiolabeled
antimyosin antibody for diagnosis of acute myocardial
infarction in 1976.[25] Since then, the use of antibodies
in the cardiovascular system has encompassed imaging
of myocarditis,[26] heart transplant rejection,[27] dilated
cardiomyopathy,[28] alcohol induced cardiomyo-
pathy,[29] adriamycin cardiotoxicity,[30] various other
cardiomyopathies,[31] vascular clots,[32] atherosclerotic
lesions,[33] and even certain cancers such as soft tissue
sarcomas.[34] Yet the best characterized and studied
antibody for cardiovascular diagnostic targeting is
monoclonal antimyosin Fab for its exquisite specificity

in the detection of myocardial cell death associated
with various forms of cardiomyopathies.

Targeted Delivery of Radiolabeled Antimyosin
Antibody in Acute Myocardial Infarction

To enable targeted delivery of any drug, there must be
target specific structures not present on normal non-
target organs or cells that can be recognized by the
targeting reagents, or neostructures must be exposed
during the development of the pathological conditions.
Since the cell membrane of normal cardiac cells are
composed of the same lipid bilayer as that found in
necrotic cells, one cannot envision a target specific cell
membrane structure that is present only on the mem-
branes of necrotic cells. However, it is reasonable to
assume that structures such as the cardiac myofila-
ments are not exposed to the extracellular environment
in viable cardiocyte, but following myocardial necrosis
they would become exposed to the extracellular
milieu.[35] Therefore, such structures should provide
new targets for delineation of the necrotic from non-
necrotic myocardium. Anticardiac myosin antibody
was chosen as the model targeting moiety for the deliv-
ery of the model drug for diagnostic imaging of acute
myocardial infarction.[25] The above hypothesis was
validated using hypoxic neonatal murine myocytes in
primary cultures treated with antimyosin antibody
attached covalently to 1 mm diameter polystyrene
beads, where the beads prepresented potential drugs
for targeting.[35] Normal myocytes with intact sarco-
lemma prevented accumulation of antimyosin beads
(Fig. 1A) whereas hypoxic myocytes with sarcolemmal
lesions were targeted by antimyosin beads at the
lesions sites (Fig. 1B). Upon higher magnification
(�100,000), targeting of the beads can be discerned
as the myofilaments are seen wrapped around the
antimyosin-beads (Fig. 1C). Such specific targeting of
the necrotic myocardium can also be demonstrated in
vivo in experimental and clinical situations by gamma
imaging technology.

To establish without equivocation that antimyosin
Fab can target the necrotic myocardium with highest
specificity, a mixture antimyosin antibody labeled
with I-125 and normal IgG labeled with I-131 was
administered by intracoronary delivery into dogs with
experimental acute myocardial infarction.[36] Targeting
of both radiolabeled immunoglobulin species was
assessed by gamma scintillation counting.[36] I-125
labeled antimyosin antibody localized in the necrotic
myocardium with a target to non-target ratio of
w 32 : 1 at the infarct center, whereas non-specific locali-
zation was only about 6.5 : 1 in the same tissue samples.[36]

Similarly, in vivo demonstration of the specificity of
antimyosin antibody for the necrotic myocardium was

1150 Drug Delivery: Monoclonal Antibodies in Imaging and Therapy



D
ru

g
D

el
iv

er
y

B
uc

ca
l–

M
on

o

performed with antimyosin Fab (Fig. 2A) and non-
specific Fab radiolabeled with In-111 (Fig. 2B). Dogs with
experimental acute myocardial infarction injected with
In-111 labeled antimyosin Fab showed in vivo
localization of the radiolabel conjugated to antimyosin
Fab in the infarct. The non-specific Fab control also radi-
olabeled with In-111 did not localize in the infarcted
region of the myocardium in control infarcted dogs.[37]

To further demonstrate the exquisite specificity of
antimyosin for targeting acute myocardial infarction,
two monoclonal antimyosin antibodies, one with high
and the other with low affinity, were employed to
visualize canine acute myocardial infarction. The low
affinity antimyosin Fab (3H31E6) despite being
specific for myosin, with an apparent affinity of ’6.5
� 106 L/mole, showed no in vivo targeting of the radi-
olabeled antibody even at 5 h after antibody adminis-
tration (Fig. 2D). On-the-other-hand, with the higher
apparent affinity antimyosin Fab (R11D10) (1 � 109

L/mole), the infarct may be visualized as early as 1
hour but unequivocally some time later after intra-
venous administration (Fig. 2C).[37] The ratios of target
(T) to blood pool (B) activities of the in vivo gamma
images were determined by computer planimetry to
be 1.7 � 0.38 (mean � SD) for R11D10 Fab, which
was significantly greater than that of 3H31E6 Fab
(0.85 � 0.12). The latter was the same as the T/B
ratios obtained with non-specific Fab (0.75–0.771).[37]

Another monoclonal antimyosin Fab (2G42D7) with
an apparent affinity similar to R11D10 also provided
T/B ratio of 1.5 þ 0.27 (p ¼ 0.13). These studies con-
firmed that not only is antimyosin specific for targeting
acute myocardial necrosis, the requirement of suffi-
ciently high affinity for successful in vivo visualization
makes this targeting phenomenon exquisitely target
specific.

Similarly, gamma images of patients with persis-
tently occluded left anterior descending coronary artery
(LAD) and another with reperfused LAD injected with
In-111 labeled monoclonal antimyosin R11D10 Fab[38]

showed unequivocal targeting of the radiopharma-
ceutical in the region of the hearts corresponding to
the areas subtended by the occluded coronary vessels
(Fig. 3). In patients with no infarction, no targeting
of radioactivity in the myocardial region was
obtained.

Despite the ability of antimyosin Fab to specifically
delineate acute myocardial infarction, its utility is ham-
pered by the slow blood clearance of the Fab frag-
ments.[38] This causes delayed development of high
enough target to background ratios for in vivo visuali-
zation by gamma scintigraphy, especially in clinical use
to >12 h after intravenous administration. Usually,
images were acquired 18–24 h after IV administration,

Fig. 1 Scanning electron micrographs of murine neonatal
primary myocytes in culture treated with antimyosin linked
1m diameter fluorescent polystyrene beads. (A) A normal
myocyte showing the intact cell membrane and a lack of anti-

myosin-bead binding. (B) A necrotic myocyte with a region
of sarcolemmal disruption showing antimyosin-bead binding
in that region. (C)100,000 times magnification of the region

of cell membrane disruption showing antimyosin-beads
wrapped around by the myofilaments that contain myosin.
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however, small MI may require 48 h of blood clearance
to enable unequivocal diagnosis. If on the other hand,
qualitative diagnostic end-point is the desired outcome,
irrespective of visual confirmation of the infarct size,
then infarcts may be detected rather early after intra-
venous antibody administration over and above the
blood pool activity.[39] These rate-limiting steps may
be overcome by using smaller antibody fragments,
such as sFv,[40] CDR,[41] and mimetics.[42] However,
by increasing the clearance rate, there is a concomitant
decrease in the absolute available antibody for target
localization. Therefore, we developed a new approach
to improve target to background ratios in experimental

myocardial infarct visualization by decreasing the
background activity without affecting the target
activity at any time point.

ENHANCING IN VIVO TARGETED
DRUG DELIVERY WITH
NEGATIVE CHARGE-MODIFIED
MONOCLONAL ANTIBODIES

Since antibodies are basic glycoproteins, under physio-
logical conditions they are positively charged.[43]

Cells and extracellular matrices, on the other hand

Fig. 2 Gamma images of four dogs with acute experimental myocardial infarction, injected with high affinity 111In-labeled anti-
myosin Fab (Ka ¼ 0.5–1 � 109 L/M) (A and C), 111In-labeled non-specific monoclonal Fab (B) and the low affinity 111In

labeled 3H3 antimyosin Fab (Ka ¼ 5 � 106 L/M) (D). At 5 h post intravenous administration of these antibodies, only the
images with high affinity antimyosin showed unequivocal infarct uptake, whereas the images with non-antimyosin specific mono-
clonal Fab and the low affinity antimyosin Fab showed only blood pool activity. (From Ref.[37].)
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are negatively charged due to the presence of cell mem-
brane bound acidic residues such as sialic acids [44,45]

and heparan sulfate proteoglycans,[46] respectively.
Therefore, the potential for non-specific ionic interac-
tion between the positively charged molecules and
the negatively charged cell surfaces or extracellular
matrices exists. Such non-specific interaction has been
utilized to deliver methotrexate–polylysine conjugates
to malignant cells,[47] protracted release of basic fibro-
blast growth factor for the salvage of the infarcted
myocardium,[46] as well as for the delivery of genetic
constructs by lipofection or cationic liposomes.[48]

Alternatively, we proposed that if the basic (positively
charged) antibodies were to be modified to carry a
highly anionic polymer so that the isoelectric point of
the modified antibody becomes low (e.g., PI < 5),
then this modified antibody should have reduced
non-specific ionic interaction with non-target cells
and extracellular matrices.[49] However, the affinity of
the antibody at ’1 � 109 L/mole can easily overcome

the repulsive ionic forces when the charge-modified
antibody approaches its homologous antigen. This
would permit the same targeting of the charge-
modified antibody as with the non-charge modified
antibody due to the same antigenic specificity and
affinity, but should result in lower non-target back-
ground activity and thereby allow earlier development
of high enough target to background ratios for visua-
lization of the target.[49] Furthermore, since negatively
charged diethylene triamine pentaacetic acid chelate
modified polymers are used, very high specific radio-
activity radiolabeled antibody preparations can be
prepared.

Antimyosin Fab was covalently modified with
multi-DTPA conjugated polylysine that has been
made totally anionic by succinylation.[50] The immuno-
reactivity of the negatively-charge-modified AM-Fab
carrying a polymer of approximate 3.3 or 17 kD was
identical to that of the unmodified AM-Fab.[50] When
these negative charge-modified AM-Fab preparations
were labeled with In-111, a specific radioactivity of
50–100 mCi/mg AM-Fab was obtained. The specific
radioactivity of the conventional AM-Fab was only
2–10 mCi/mg AM-Fab. Thus, less negative charge-
modified AM-Fab was needed to deliver the same
radioactivity relative to the conventional dose. When
the negative charge-modified AM-Fab was adminis-
tered into dogs with reperfused experimental MI, myo-
cardial infarcts were visualized within 30 min of
intravenous administration of the antibody prep-
aration (Fig. 4), whereas the conventional In-111
labeled AM-Fab required 1–2 h of antibody circulation
and clearance before infarcts were visualized.

This earlier target visualization could be, as stated
previously, due to quicker development of high target
to background ratios for visualization by gamma imag-
ing, which requires a ratio of about 10:1. It could also
be due to a new concept developed in our laboratory
where visualization could be achieved not based on
target to background ratios, but on the absolute
difference in the radioactivity between target and back-
ground.[51] Assuming that the same amount (500 mg) of
charged modified and unmodified antimyosin Fab
radiolabeled with In-111, were injected into dogs with
experimental MI, and at 5 h post injection there were
0.1718 � 0.0201% ID/g[52] of negative-charge modi-
fied antimyosin Fab in the infarct, since the specific
radioactivity of negative-charge modified antimyosin
Fab was 100 mCi/mg, the absolute radioactivity in
1 g of infarct would be 85.9 mCi. On the other hand,
500 mg of unmodified antimyosin Fab with a specific
radioactivity of 5 mCi/mg with 0.2041 � 0.0204% ID/
g would only have 5mCi/g of the infarcted myocardium.
Since normal myocardial activities were 0.0056 �
0.0004% ID/g with charge-modified antimyosin Fab and
0.0263 � 0.0037% ID/g with unmodified antimyosin

Fig. 3 Anterior and 45� LAO images of two patient with

acute MI at 24 and 26 h after intravenous administration of
In-111 labeled antimyosin Fab. Images of a patient with per-
sistently occluded LAD (no reperfusion) (A) and those of a

patient with successful reperfusion (B). (From Ref.[38].)
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Fab, the absolute background radioactivities were 2.8
and 0.658mCi, respectively. Therefore, the difference
between target and background for charge-modified
antimyosin Fab would be 83.1mCi and the ratio
between target to background would be 30.7 : 1. The
difference in the absolute activity between target and
background on the other hand for unmodified anti-
myosin Fab would be only 4.34mCi and the ratio
7.6 : 1. Therefore, with a differential of 83mCi/g be-
tween target to background, one should be able to clearly
visualize the target quite early, whereas a differential of
4.34mCi may not permit easy early visualization.

To determine whether earlier visualization was due
to increased infarct activity or decreased non-target

organ activities, biodistribution data were also com-
pared. Fig. 5 shows that even in the normal myo-
cardium (non-target tissue), the radioactivity was
significantly lower for 3.3 and 17 kD negative
charge-modified polymer-AM-Fab than that of the
conventionally labeled AM-Fab (p < 0.001).[50] The
applicability of negative charge modification was
further demonstrated in a rabbit model where an
infarct as small as 216 mg was visualized by in vivo
imaging within 3 h after intravenous administration
(Fig. 6).[52] The percent injected dose localization in
this animal was as high as 1.73% ID/g providing
w 86.3 mCi/g of the target. The mean maximal target
to non-target (minimal) ratio from the seven rabbits
was 53.9 � 18.4.[52]

Therefore, negative charge modification of AM-Fab
not only imparted lower non-target organ activity
without affecting the target activity, it also provided
antibody preparations with very high specific radio-
activity enabling the use of less proteinaceous com-
pounds for in vivo administration. Furthermore, it
also showed that when high target activity is achieved,
visualization was possible earlier based on the differ-
ence between target and background activities, rather
than target to background ratios. Whether this process
of negative charge modification will ever find clinical
application may not be determined by scientific feasi-
bility but more by commercial considerations. Never-
theless, a murine–human chimeric antibody F(ab’)2

specific for proliferating smooth muscle cells associated
with atherosclerotic lesions has been negatively charge
modified, labeled with In-111 and shown to localize in
the carotid artery atherosclerotic lesions in all nine
patients studied to date.[53]

Antimyosin is highly specific and sensitive for diag-
nosis of myocardial necrosis associated with acute
myocardial infarction. Despite its requirement of
approximately 24 h lag time for unequivocal diagnostic
imaging, it is highly useful for diagnosis of equivocal
myocardial infarction, myocardial necrosis associated
with unstable angina, right ventricular infarction,[54]
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Fig. 5 Normal myocardial activity of polymer modified
antimyosin Fab and conventionally In-111 labeled antimyo-
sin Fab. (From Ref.[50].)

Fig. 4 Serial left lateral gamma images of two dogs with
acute experimental myocardial infarction injected with nega-

tive charge-modified In-111 labeled antimyosin Fab (right
panels) and conventionally In-111 labeled antimyosin Fab
(left panels); A and B ¼ 30 min images, C and D ¼ 1 h,

E and F ¼ 2 h, and G and H ¼ 3 h post intravenous
administration. (From Ref.[50].)
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and perioperative myocardial infarction in by-pass
surgery.[55]

ANTIMYOSIN IMAGING IN DIAGNOSIS
OF VARIOUS CARDIOMYOPATHIES

Myocarditis

Myocarditis is a cardiomyopathy of highly variable
clinical manifestations that can in more severe cases,

lead to dilated cardiomyopathy and heart failure.[56]

It is believed to have a viral origin but the chronic
component of the etiology is believed to be autoimm-
nue in nature. To unify the diagnosis of the disease,
the Dallas Criteria were formulated.[57] The criteria
mandated the presence of mononuclear cell infiltration
and myonecrosis demonstrated in endomyocardial
biopsies for unequivocal diagnosis of myocarditis.
However, the criteria focused only at a limited phase
of myocarditogenesis. Irrespective of the inflammatory
obligatory component of the criteria, the presence of
myonecrosis led us to propose that antimyosin immu-
noscintigraphy should be able to target the myone-
crotic component of the disease and provide a very
sensitive diagnostic indicator for non-invasive diag-
nosis of myocarditis. In the initial study of 28 patients
with histories and clinical findings suggestive of
myocarditis, In-111 antimyosin immunoscintigraphy
was positive in 17 patients (61%) (Fig. 7A) and nega-
tive in 11 (39%) (Fig. 7B).[26] All antimyosin negative
patients were also negative by endomyocardial
biopsy criteria, whereas all biopsy positive patients
were also positive by biopsy criteria.[26] A potential
complication in the use of In-111 antimyosin Fab for
diagnosis of acute myocarditis is the misinterpretation
of residual blood pool activity for myocardial uptake.
Since myonecrosis associate with myocarditis is
generally diffused and not as intense as seen in acute
myocardial infarction, uptake of In-111 labeled anti-
myosin could also be diffused and of low contrast.
Therefore, it is recommended that single photon emis-
sion tomographic imaging be performed in case of
equivocation. The tomographic reconstruction images
in the transverse, sagittal, and coronal views should
show myocardial activities rather than blood pool
activities.

Fig. 6 Left lateral gamma image of a rabbit with a 216 mg
experimental myocardial infarct visualized with In-111
labeled negative charge-modified antimyosin Fab. Arrow

points to the small infarct visualized in vivo. (From Ref.[52].)

Fig. 7 In-111 Antimyosin gamma images of two patients suspected of having myocarditis: (A) positive image, and (B) a negative
image. The arrows point the myocardial activity.
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Dilated Cardiomyopathy

It has been clinically suspected that active myocarditis
is capable of resulting in heart failure and acute dilated
cardiomyopathy. Although the exact number of
cases of active myocarditis or ongoing inflammation
that ultimately resulted in ideopathic cardiomyopathy
is not known. Dec et al.[28] studied 74 patients (50
men and 24 women) with dilated cardiomyopathy
with global ejection fraction less than 0.45 with In-
111 antimyosin Fab. Thirty-nine patients (53%) were
positive by imaging criteria. Of these 39, 11 patients
had histologically verified myocarditis, whereas 28
showed no evidence of myocarditis on biopsy. Out of
the remaining 35 patients with normal antimyosin
images, 33 were also negative by endomyocardial
biopsy criteria. However, two were false negative
since they had biopsy verified myocarditis. Thus, the
sensitivity of antimyosin imaging was 85% and the
predictive value of a normal scan was 94%. However,
the specificity was only 54%, using the Dallas Criteria
as the gold standard. This low specificity is most prob-
ably due to the need to use a Gold Standard that is
highly insensitive and because myocarditis is a disease
of either right or left or both ventricles, and endomyo-
cardial biopsies are primarily obtained from the right
ventricles. Irrespective of this low specificity of anti-
myosin imaging for diagnosis of myocarditis, patients
with abnormal antimyosin scan and biopsy results
showed significant improvement in the mean ejection
fraction form 0.27 � 0.02 to 0.43 � 0.04 within
6 months follow-up examination. Whereas, patients
with normal scans and non-diagnostic biopsy results
had only slight improvement in the ejection fraction
from 0.19 � 0.02 to 0.24 � 0.03. Furthermore, those
patients with positive antimyosin scans and negative
biopsy results showed significant improvement in

ejection fraction at follow-up indicating that since
spontaneous improvement in cardiac function is a
recognized feature of active myocarditis, the subset of
patients with antimyosin scan positivity and spon-
taneous improvement in the cardiac function had
myocarditis, which biopsy failed to detect. Negative
antimyosin imaging can also be used to follow efficacy
of therapy. Fig. 8 shows that although the initial anti-
myosin images were positive, after 6 months of steroid
therapy, the images were negative for myonecrosis
component of the Dallas Criteria.

Heart Transplant Rejection

Since commencement of immunosuppressive treat-
ments for acute heart transplant rejection is predicated
on the presence of myonecrosis on endomyocardial
biopsies, antimyosin imaging should also be applicable
for directing therapy. Frist et al.[58] showed that anti-
myosin could be used to detect myonecrosis associated
with acute rejection. However, they also noted that
immediately after transplantation, there appeared to
be a basal uptake of In-111 labeled antimyosin Fab
probably due to myocardial injury associated with
transplantation related procedures. Subsequently
Ballester et al. showed systematically that this initial
antimyosin positivity could return to baseline as quickly
as 3 months after transplantation.[59] Furthermore, they
showed that if antimyosin uptake assessed as Heart to
Lung activity ratios remained elevated for greater than
1 year after transplantation, prognosis for the patient
was poor and that patient was a prime candidate for
re-transplantation. Various degrees of intensity of In-
111 antimyosin uptake were shown in Fig. 9, ranging
form normal antimyosin scan (A), to mild uptake (B),
to moderate uptake (C), to significant uptake (D).[60]

Fig. 8 Planar anterior and LAO In-111 antimyosin gamma images of a patient with biopsy positivity for myocarditis obtained
initially when the left ventricular ejection fraction was only 34% (A) and after 6 months of steroid therapy (B) when the LVEF
had normalized to 55% are shown.
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Antimyosin imaging appears to be highly sensitive
for the detection of acute heart transplant rejection.
Relative to the gold standard of endomyocardial
biopsy, antimyosin has a sensitivity of 95%,[61] how-
ever, specificity was only 33%. This discrepancy may
be due to a lack of specificity of antimyosin or to a
low sensitivity of biopsy in the detection of rejection.
However, sampling error of endomyocardial biopsy is
a distinct possibility that may account for the discrep-
ancy since transplant rejection is histologically a pat-
chy process. Therefore, if antimyosin were taken as
the gold standard, then the sensitivity and specificity
of endomyocardial biopsy would be 31 and 95%,
respectively.[61] This is consistent with the low diagnos-
tic yield of endomyocardial biopsy reported for the
diagnosis of active myocarditis.[62–63]

Other Cardiomyopathies

Due to the mechanism of targeting of antimyosin Fab,
it appears that antimyosin could also be used to delin-
eate various cardiomyopathies as long as there is an
association of the disease process with irreversible
myocardial injury where the integrity of the cell

membrane has been compromised. Therefore, anti-
myosin Fab has been used successfully to demonstrate
myocardial injury due to Adriamycin cardiotoxicity,[64]

in Rheumatic carditis,[65] in Lyme carditis,[66] Churg–
Strauss disease[67] and Cardiac contusion.[68]

TARGETING VASCULAR DISORDERS WITH
RADIOLABELED ANTIBODIES

Imaging Blood Clots

Attempts to image blood clots preceded the era of
monoclonal antibodies. Spar et al. used polyclonal
antifibrinogen antibodies to detect thrombi in vivo in
the mid 1960s.[69] Since the antibody reacted with
fibrinogen as well as fibrin, the specificity for the detec-
tion of preformed clots was poor. Hui et al. in 1983[70]

developed monoclonal antibodies (59D8 and 64C5)
specific for the b chain of the fibrin molecule. They
were made to a 7 amino acid N-terminal sequence of
the b chain of fibrin. Since the N-terminus of the b
chain of fibrin constitutes neoantigen generated when
fibrinogen is cleaved by thrombin, these monoclonal
antibodies did not cross react with fibrinogen.

Fig. 9 Anterior gamma images of

patients with various degrees of rejec-
tion detected by In-111 antimyosin
imaging. A ¼ normal scan, B ¼ mild

uptake, C ¼ moderate uptake and
D ¼ significant uptake. (From
Ref.[60].)
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Kudryk et al.[71] also generated a similar monoclonal
antifibrin T2G1S that also reacted with the same N-
terminal of the b chain of fibrin. Although there are
other monoclonal antibodies with varying specificities
for fibrin, only 59D8 and T2G1S have seen clinical
studies. Fig. 10A shows a 24-h-image of the lower extre-
mities of a normal subject, whereas Fig. 10B shows a set
of spot images in a patient with venographically docu-
mented DVT.

It appears that imaging DVT was quite easily
feasible in experimental and clinical trials. Whether
imaging of pulmonary emboli in a clinical situation
with monoclonal antifibrin antibody would be suc-
cessful is not known. Experimentally, Kanke et al.[72]

showed that 64C5 monoclonal antifibrin was able to
image PE. However, small PE of <50 mg were not
visualized in vivo by gamma imaging despite a corre-
lation between clot size and total antifibrin uptake.
Further improvements are needed to make this method
of detection of DVT or PE a clinical reality.

Targeting Atherosclerotic Lesions
with Radiolabeled Antibodies

Atherosclerosis is another intravascular pathological
disorder that appears to be amenable to targeting with
monoclonal antibodies. It was initially thought that
atherosclerotic lesions possessed no unique compounds
that could serve as specific targets. These lesions are

composed of macrophages that had become foam cells
by the ingestion of oxidized LDL, and smooth muscles
cells of the synthetic phenotype. No differentiated
antigens were thought to exist in the lesions. Therefore,
conventional modes of diagnosis, such as arterio-
graphy or ultrasonography, were believed to suffice
for providing information on the anatomical narrow-
ing of the affected vessels. Although these methods
are effective, they cannot provide pathophysiologic
information that may shed light on the stability as well
as the pathogenesis of the lesions.

To elucidate the potential metabolic component of
the pathogenesis of atherosclerotic lesions, several
approaches have been taken experimentally. Radio-
labeled oxidized LDL[73] as well as antibodies to the
activated macrophages[74] have been tried with some
results. A monoclonal antibody that is specific for a
complex antigen produced only by the proliferating
smooth muscle cells of atherosclerotic lesions was
developed by Scotgen Biopharmaceuticals, Inc.[75] This
IgM isotype antibody designated Z2D3[76] was shown
to be able to target experimental atherosclerotic lesions
in a rabbit model.[77] The IgM subclass of Z2D3 was
class switched to IgG as well as genetically engineered
to produce a murine–human chimeric IgG Z2D3 anti-
body. Figs. 11A and C shows a set of gamma images of
a rabbit with experimental atherosclerotic lesions tar-
geted with In-111 labeled chimeric Z2D3 F(ab’)2.
The lesions could be visualized in the region of the des-
cending aorta that was the site of experimentally

Fig. 10 Anterior gamma images of nor-
mal control (A) and patient with DVT

(B) with Tc-99m labeled antifibrin Fab.
Radiolabeled antifibrin uptake can be seen
in the left thigh and calf regions. (From

Ref.[32].)
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induced lesions. In this model, the lesions were induced
by de-endothelialization of the descending aorta from
the region of the diaphragm to the bifurcation of
the femoral arteries.[75] The rabbits were kept on 6%
peanut oil, 2% cholesterol enriched chow for at least
3 months. This protocol produced lesions that are
more akin to human fibrous lesions, unlike the fatty
streak lesions observed in Watanabi hyperlipidemic
rabbits. As controls, rabbits with similar lesions were
injected with In-111 labeled charge-modified normal
human IgG F(ab’)2 (Figs. 11B and D). No specific tar-
geting was seen in vivo in the region of the experi-
mental lesions. Immunohistologically, this antibody

stains the region of smooth muscle cell proliferation
and not the quiscent smooth muscles of the contractile
phenotype of the media (Fig. 12). Ultimately, the nega-
tive charge-modified chimeric Z2D3 F(ab’)2 was used
to determine whether it could delineate atherosclerotic
lesions in carotid lesions in patients.[78] Using planar
and SPECT imaging, it was observed that the lesions
were better detected with SPECT imaging (Fig. 13).[79]

Whether this antibody Z2D3 will have wide clinical
application must await additional trials.

TARGETING CELL MEMBRANE LESION
WITH CYTOSKELETAL-ANTIGEN
SPECIFIC IMMUNOLIPOSOMES

Two primary kinds of cell deaths are now known to
exist in the animal kingdom. Oncotic (formerly known
as necrotic) and apoptotic cell deaths differ in that the
former is due to external non-physiological injury to
the cell[80] and the latter ‘‘apoptosis is due to internally
mandated process of suicide cell attrition or pro-
grammed cell death known.’’[81] Under pathological
conditions of an ischemic insult to organs, such as
the heart and the brain, the primary mode of cell death
in the center of infarction is oncotic.[82] Apoptosis
plays a role in the periphery and in reperfused
regions.[83] Acute myocardial infarction is believed to
be the result of oncosis, where development of cell
membrane lesions constitute the irreversible phase.
The presence of these lesions, which is initially
represented by sub-microscopic holes in the sarco-
lemma in the acute phase of myocardial injury, permits
washout of intracellular macromolecules into the cir-
culation. At the same time, certain intracellular pro-
teins including the components of the cytoskeleton,
such as myosin and vimentin, become exposed through
these holes to the surroundings milieur. Appropriately
labeled antibodies against intracellular cytoskeletal
antigens have been used to demarcate these cell
membrane lesions.[25]

Therefore, we hypothesized that if these cell
membrane lesions could be sealed at the time or prior
to reperfusion, then viability of myocardial cells should
be preserved.[84] To achieve cell membrane lesion seal-
ing, we proposed that liposomes would be the ideal
agent. However, the liposomes must be provided with
target recognition sites that are specific for the lesions
in the cell membrane. To achieve this, a monoclonal
antibody that specifically recognizes myosin of the
myofilaments that constitutes the cytoskeleton of the
muscle cells was used. Thus, antimyosin immunolipo-
somes should be able to target the cytoskeletal myosin
exposed through the small lesions of the cell membrane
during the process of ischemic injury before the lesions
become too large for repair (Fig. 14).

Fig. 11 Left lateral oblique images of rabbits with experi-
mental atherosclerotic lesions induced in the descending
aorta imaged with In-111 labeled murine-human chimeric

Z2D3 F(ab’)2 (A and C) and In-111 labeled human IgG
F(ab’)2 (B and D). The in vivo gamma images are shown
in A and B (k ¼ kidney, U ¼ urinary bladder activity, solid

thin arrows ¼ atherosclerotic lesions, and open larger
arrow ¼ spinal activity), and the ex vivo images of the
excised aortas from the aortic arch to the femoral bifurcation
are shown in C and D.
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Preservation of Cell Viability by Cytoskeleton-
Specific Immunoliposomes

Proof of concept studies were performed in vitro in cell
cultures of H9C2 rat embryonic cardiocytes. Two million

H9C2 cardiocytes were incubated in aliquots of 10%
fetal calf serum in DMEM at 37�C, 5% CO2. After
overnight incubation, the cells were washed in phos-
phate-buffered saline and recultured in fresh medium
(with or without different liposome preparations).[84]

Fig. 12 Immunoperoxidase staining of frozen sections of atherosclerotic rabbit descending aorta (A) and normal rabbit

aorta (B).

Fig. 13 Coronal tomographic image of a patient with carotid atherosclerotic lesions obtained 4 h after IV administration of In-
111 labeled negative-charge modified murine–human chimeric Z2D3 F(ab’)2 (B). The arrow denotes the carotid lesion. (A) The
crotid angiogram demonstrating a severe right internal carotid artery lesion (arrow) is shown.
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ously for 4 min dislodging all cells (>95%) from the
bottom of the flasks. The flasks were then closed
tightly to maintain hypoxia through overnight incu-
bation at 37�C. H9C2 cardiocytes in hypoxic
culture conditions were incubated with antimyosin-
immunoliposomes (IL), plain liposomes (PL) and
control non-specific IgG liposomes (IgL). Hypoxic
and normoxic cardiocytes without liposome treatment
were included as additional controls. Liposomes were
prepared from a mixture of egg phosphatidylcholine
and cholesterol at a molar ratio of 7 : 3. For incorpor-
ation of antimyosin antibody 2G42D7 into liposomes,
the antibody was modified with N-glutaryl phosphati-
dyl ethanolamine (NGPE)[85–86] and added to the
detergent-solubilized lipids. Liposome preparations
containing fluorescent rhodamin-labeled lipids were
also used for fluorescent microscopy and confocal
microscopy.[84]

At the end of the hypoxic period, viability of the
cells were assessed by the Trypan Blue dye exclusion
criteria. Fig. 15 demonstrated that the viability of hyp-
oxic cells treated with IL were not significantly dif-
ferent form the viability of the normoxically cultured
H9C2 cardiocytes. The viability of hypoxic cardiocytes
treated with plain liposomes or IgG-liposomes was sig-
nificantly lower than either those of immunoliposome
treated hypoxic cells or normoxica cells. Since there
was no difference in viability in cardiocytes treated

with PL or IgG-liposomes, subsequent studies utilized
only PL treatment as control. The phenomenon of
preservation of cell viability with IL treatment was
reaffirmed by 3H-thymidine uptake studies.[84] DNA
replication as reflected by 3H-thymidine uptake, was
similar in the normoxic cells and the hypoxic cells
treated with IL. However, cells treated with PL had only

Fig. 14 Diagrammatic representation of the hypothesized mechanism of cell membrane sealing and salvage by antimyosin
liposomes. (Adapted from Ref.[84].)
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Fig. 15 Comparison of cell viability of H9C2 cardiocytes in
culture by Trypan Blue dye uptake criteria. Viability of

hypoxic (24 h) cells treated the IL were compared to PL or
IgG-liposome. Positive control was the normoxic cultures
and the negative control was hypoxic cells with no treatment.
(From Ref.[84].)
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about 10% of 3H-thymidine uptake of either the nor-
moxic or IL treated hypoxic cells. Hypoxic cells with
no treatment at all showed almost no 3H-thymidine
uptake, indicative of a lack of viable cells (Fig. 16).

The sites of targeting of IL on hypoxic cardiocytes
was visualized by fluorescent microscopy, using rhoda-
mine labeled antimyosin immunoliposomes. Fig. 17
shows that only cells treated with antimyosin–rhoda-
mine labeled IL were still confluent in the culture and
that almost all cells were labeled with fluoresent lipo-
somes. Those cells treated with rhodamine labeled PL
showed extremely sparse number of cells still attached
to the culture plates at 24 h of incubation, with essen-
tially no or minimal fluorescence. Confocal micro-
scopic examination of the cultures treated with
rhodamine labeled IL showed that the cells still
retained their morphology and shape with scattered
fluorescent liposomes attached to the cell membranes
(Fig. 18A). Those cells treated with rhodamine labeled
PL were shrunken and only a few random cells showed
some non-specific attachment of fluorescent PL
(Fig. 18B). In this study, untreated hypoxic cells were
all dead and since there was no fluorescent compounds
added in them, no micrographs were obtained.

It is also very important, how efficacious this pro-
tective effect can last. Therefore, we undertook a study
to determine whether antimyosin IL can protect
severely injured cardiocytes cultured under hypoxic
conditions for 1–5 days.[87] The experiment was
designed as already described, however, cells were kept
under hypoxic conditions during different times. Cell
viability was assessed by 3H-Thymidine (3H-T) uptake.
Untreated hypoxic cardiocytes (HC), normoxic cardio-
cytes (NC), and cardiocytes treated with PL were used
as controls. Survival of NC increased from 100%

(the mean 3H-T uptake in control NC was assigned
100%) to ca. 250% after 24 h indicative of cell repli-
cation, whereas virtually no cardiocytes survived after
24 h of hypoxia. PL added to HC provided some pro-
tection. Cell viability after 24 h was ca. 78%, which
dropped to ca. 4% after 2 days of hypoxia, and to less
than 1% after 3 or more days. However, when hypoxic
cells were treated with IL, not only did IL conferred
protection, IL also permitted cell replication. This is
evidenced by the similarity in the increase of
3HT uptake after 24 h in NC (250%) and in IL-treated
HC (ca. 225%, p ¼ NS). These data show that the
protective effect imparted by IL on hypoxic cells
leads to a long-term preservation of cardiocyte
viability that might be especially apropos for preser-
vation of cell viability during organ transportation
for transplantation.

Preliminary In Vivo Experiments on
Decreasing Infarct Size with CSIL

In our preliminary study utilizing a model of myocar-
dial infarction in rabbits, when antimyosin IL, IgG-L,
PL, or saline placebo were delivered concomitant
with circumflex coronary artery occlusion for 45 min

Fig. 17 Epifluorescent micrographs of 24 h hypoxic H9C2

cardiocytes treated with rhodamine labeled IL (B) or rhoda-
mine labeled PL (A). Cells treated with IL were all viable;
however, they all showed attached rhidamine fluorescent

indicating attachment of IL to the cells. (From Ref.[84].)
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Fig. 16 Comparison of cell viability of H9C2 cardiocytes by
3H-Thymidine uptake criteria. Viability of hypoxic cells
(24 h) treated with IL was compared to Normoxic
cells (p ¼ NS), PL treated hypoxic cells (p < 0.01)
and untreated hypoxic cells (p < 0.01). (From Ref.[84].)

1162 Drug Delivery: Monoclonal Antibodies in Imaging and Therapy



D
ru

g
D

el
iv

er
y

B
uc

ca
l–

M
on

o

followed by reperfusion, the infarct size determined at
6 h of reperfusion, of IL treated rabbit hearts were
approximately 5–10% of the control PL, IgG-L, or
saline placebo treated rabbit hearts.[88] Fig. 19 shows
nitroblue tetrazolium stained heart sections of IL
treated rabbit (top left panel) relative to PL (top right
panel), IgG-L (bottom left panel), or saline placebo
(bottom right panel) treated rabbit hearts. In nitroblue

tetrazolium staining, normal myocardium stained as
purple to dark brown, where as the infarcted myocar-
dium is seen as light colored regions. Whether intrave-
nously delivered IL would have any efficacy relative to
direct intraatrial delivery of the liposomes is not know
at this time. None the less, in acute myocardial infarction,
angioplasty is an alternative method to thrombolytic
reperfusion therapy, therefore, in combination with

Fig. 18 Confocal micrographs of 24 h hypoxic H9C2 cardiocytes treated with rhodamine labeled IL (B) or rhodamine labeled

PL (A). The micrographs are shown in pseudocolors. Cells treated with IL showed retention of membrane integrity and cell mor-
phology (A). Liposomes represented as yellow colored regions are also discernable on the cells. Cells treated with PL showed
presence of only dead cells with only a few cells having non-specifically attached PL (B). (From Ref.[84].)

Fig. 19 Nitroblue tetrazolium
stained heart sections of rabbits with

acute myocardial infarction treated
with PL (left panel), saline placebo
(middle panel) and IL (right panel).

The sites of left circumflex coronary
artery occlusion can be seen in the
middle and right panels to be at the

4th slices by the presence of the silk
sutures. Normal myocardium is
stained purple or brown, whereas
the infarcted regions remain as light

colored regions.
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angioplasty, it may be possible to deliver the IL directly
into the infarct zone at the time of angioplasty.

Fusion of Cytoskeleton-Specific
Immunoliposomes with Hypoxic Cells

To demonstrate that preservation of cell viability is due
to fusion of IL with the cell membranes, IL were pre-
pared with intraliposomal silver grains. The rationale
was that the only way silver grains can enter the treated
hypoxic cardiocytes is by fusion of the IL with the cell
membrane that resulted in preservation of cardiocyte
viability. If endocytosis of the IL is the process of inter-
nalization without fusion, then plain liposomes should
also show internalization of the silver grains. To pre-
pare such liposomes,[84] silver nitrate was added in a
buffer solution during liposome preparation by soni-
cation. Liposomes, purified from the non-entrapped
silver nitrate by dialysis were dialyzed in 0.12 M NaCl
solution and exposed to light for 1 h that led to the
formation of fine electron-dense precipitate of silver
oxide inside liposomes.

Fig. 20 shows that only cells treated with silver
grains impregnated antimyosin IL retained the cell
morphology and showed internalization of the silver
grains (Fig. 20A). Cardiocytes treated with silver
grains impregnated PL showed no viable cells. How-
ever, after extensive search one viable cell as identified.
The silver grains were observed out side the cell
(Fig. 20B).[89] The size of each clump of silver grains
seen in Fig. 20A is consistent with the size of the
liposomes that were prepared and was approximately
200–300 mm in diameter. From this study, it was not
possible to determine whether silver grains would also
migrate to the nucleus. Silver grains, once internalized
may not be as mobile as soluble pharmaceuticals or

genetic constructs. Furthermore, since no internaliza-
tion of silver grains was observed with PL, the mech-
anism of internalization seen with IL does not appear
to be due to endocytosis or pinocytosis. Therefore,
internalization of the silver grains delivered by IL is
consistent with the proposal that cytoskeleton-specific
IL is able to fuse with the membrane of hypoxic cells
releasing their contents into the cytoplasm.

Intracytoplasmic DNA Delivery

Since antimyosin immunoliposomes can be used to seal
cell membrane lesions[84] and intraliposomally
entrapped silver grains can be delivered directly into
the cytoplasm,[88] we also hypothesize that if we substi-
tute genetic constructs for the silver grains, then such
constructs should also be deliverable directly into the
cytosol.[90] Delivery of genetic constructs directly into
the cytosol, bypassing the endocytic route, might result
in higher efficiency of gene expression. To demonstrate
this hypothesis, we initially used antimyosin sFc
vector,[90] then pGL2 luciferase vector[91] and finally
bacterial beta galactosidase vector.[92] The rationale
for using three different vectors is to show that irrespec-
tive of the origin of the vectors, one murine, one insect,
and one bacteria origin, they all can transfect the
cardiocytes and result in very efficient gene expression.
All these in vitro studies showed that vectors delivered
directly into the cytoplasm were expressed with very
high efficiency. Comparative studies with standard
cationic liposomes showed that although transfection
efficiency of cationic liposomes was very efficient, due
to the over-loading of the cell membrane with approxi-
mately 40,000 liposomes per cell,[93] the viability of
transfected cells declined dramatically. Furthermore,
since internalization of the vectors is via endosomes,

Fig. 20 Transmission electronmicrographs of hypoxic H9C2 cardiocytes treated with silver grains impregnated IL or PL. Silver
grains in seen intracellularly in IL treated cells; arrows, arrow heads represents 1mm. (From Ref.[84].)
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the factor of vector loss due to lysosomal activity was
considerable as evidence by a lower number of cells
expressing the gene products.

When IL was used for transfection of bacterial b-gal
vector into hypoxic cells, the majority of the cells
showed bacterial b-galactosidase activity when stained
with X-gal color reagent. Although individual cells
transfected with IL displayed less b-galactosidase
activity than those few cells expressing the enzyme
activity after cationic liposome transfection, the total
number of cells demonstrating gene expression were at
least 40 times more (94). This result is consistent with
our calculation that only 3–4 copies of vectors were
delivered per cell by IL transfection, whereas when catio-
nic liposomes were used, more than 3000 copies of the
vectors were delivered per cell (94). Fig. 21 shows the
comparison of the photomicrographs of cells with
successful expression of the b-galactosidase vector trans-
fected with IL (A) or cationic liposomes (B) and IgG
liposomes (C). Those cells treated with PL similar to
IgG-L also showed no transfection.

Although the present novel method of gene trans-
fection requires institution of an insult to the cell mem-
brane, our studies with cell viability already showed
that almost no cells were lost due to cell death in these
treated cultures. Therefore, for efficient in vitro cell
transfection and gene expression, this immunolipo-
some method would be highly desirable. Whether this
method would be valuable in vivo, additional studies
are necessary.

CONCLUSIONS

Monoclonal antibodies are the targeting moieties of
the ‘‘targeted drug delivery systems.’’ Whether the
drugs to be targeted are radioisotopes for diagnosis
or therapy, or chemotherapeutic agents such as doxor-
uibicin that are directly attached to the antibodies
as immunoconjugates or entrapped in liposomes and
targeted as immunoliposomes, the antibodies provide
the most easily available and versatile targeting reagent.
Although this article has concentrated on the demon-
stration of antibodies in targeted drug delivery in the
cardiovascular system, their potential is by no means
restricted to this system. The imaging and therapeoutic
applications described for the cardiovascular system
should be ameanable to adaptation to other organ sys-
tems. A cursory discussion of monoclonal antibodies in
oncological uses was provided. Although the potential
trageted drug delivery applications in neurological and
other systems were not discussed in this article, their uti-
lities are by no means negligible. However, it would be
the subject of another article. Therefore, only the car-
diovascular application of monoclonal antibodies in
targeted drug delivery has been attempted in this article.
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INTRODUCTION

This article focuses on defining the principles of
bioadhesive delivery systems based on hydrogels to
biological surfaces that are covered by mucus. An
overview of the last decade’s discoveries on mucoadhe-
sion and applications of mucoadhesive hydrogels as
drug carriers is given. Techniques that are frequently
used to study the adhesion forces and physicochemical
interactions between hydrogel, mucus, and the underly-
ing mucosa are reviewed. Typical examples of applica-
tions of mucoadhesive hydrogels to mucosal routes of
delivery are given. Finally, the perspectives of the appli-
cation of these polymers in drug delivery are discussed.

Non-invasive drug delivery may require the admin-
istration of the drug delivery system (DDS) at an epi-
thelium as a suitable site of absorption of the active
compound. Such regions are usually called mucosae.
In the human body several mucosal sites can be ident-
ified, the one mostly used for administration and
absorption of therapeutics being the gastrointestinal
route. In order to increase the residence time at these
absorption sites, a so-called mucoadhesive delivery
system has to be used. Generally, these systems consist
of one or more types of hydrogels.

By definition, mucoadhesive hydrogels are a class of
polymeric biomaterials that exhibit the basic character-
istic of a hydrogel to swell by absorbing water and
interacting by means of adhesion with the mucus that
covers epithelia.

Bioadhesion has been defined as the attachment of
synthetic or biological macromolecules to a biological
tissue.[1] The term mucoadhesion refers to the special
case of bioadhesion where the biological tissue is an
epithelium covered by mucus. Mucus is a thin blanket
covering all epithelia that are in contact with the exter-
nal environment in the gastrointestinal, respiratory,
and urogenital tracts. The function of mucus is mainly
the protection and lubrication of the underlying
epithelium, but it may have additional functions
dependent on the type of the covered epithelia. In each

case of these mucosal routes, mucus characteristics
(i.e., thickness) and functions are different. By this
definition, the mucosal routes for drug delivery are:

� Buccal/oral route
� Nasal route
� Ocular route
� Vaginal route
� Gastrointestinal route

The concept of mucoadhesion in drug delivery was
introduced in the field of controlled-release drug deliv-
ery systems in the early 1980s.[2,3] Thereafter, several
researchers have focused on the investigations of the
interfacial phenomena of mucoadhesive hydrogels (and
of other type mucoadhesive compounds) with the mucus.
Several techniques of studying these interactions were
evaluated both in vitro and in vivo. These techniques
have been recently reviewed by Harding et al.[4] and are
given in Table 1.

A mucoadhesive hydrogel used as a drug delivery
system should

1. Be loaded substantially by the active com-
pound;

2. Not interact physicochemically with the active
compound or create a hostile artificial environ-
ment that would lead to inactivation and degra-
dation of the active compound;

3. Swell in the aqueous biological environment of
the delivery–absorption site;

4. Interact with mucus or its components for
adequate adhesion;

5. Allow, when swelled, controlled release of the
active compound;

6. Be biocompatible (biomaterial) with the under-
lying epithelia by means of complete absence
of cytotoxicity, ciliotoxicity, or other type of
irreversible alterations of the cell membrane
components;
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7. Have the appropriate molecular size and con-
formation in order to escape systemic absorp-
tion from the administration site; and

8. Be excreted unaltered or biologically degraded
to inactive, non-toxic oligomers/monomers
that will be further subject of physical clearance.

Additionally, a mucoadhesive delivery system designed
for controlled release of active compounds should be
localized at specific sites of administration and absorp-
tion, and should prolong the residence time of the active
compound at the site of administration to permit, if
possible for one daily dosing.

The mucoadhesive delivery system, designed for the
administration of macromolecular therapeutics like pep-
tide or protein drugs, should have permeation-enhancing
properties by means of alteration of the permeability
properties of the underlying epithelium, and should pro-
tect the peptide drug from degradation by inhibiting the
proteolytic enzymes usually present at the site of admin-
istration or by stabilizing the intrinsic environment of
the delivery system by sustaining the suitable pH.

Solid dosage forms based on mucoadhesive poly-
mers are used mainly for buccal delivery of drugs,
whereas micro- or nanoparticulate formulations are
preferred for the delivery of therapeutics in the nasal
and intestinal tract.[5]

During the last decade research was particularly
focused on the delivery of mucoadhesive dosage forms
in the gastrointestinal tract, which is the most favorable
route of delivery with regard to patient compliance and
ease of application. For this reason microparticulate
formulations, consisting of mucoadhesive hydrogels,

were designed and evaluated by different techniques.[6,7]

However, solid dosage forms are more suitable for
smaller cavities in the human body, like the oral cavity,
either for systemic absorption of compounds or for
local treatment of inflammatory diseases. In this case,
monolithic devices (tablets) made from mucoadhesive
hydrogels were evaluated.[8] Ocular and vaginal appli-
cations (for local or systemic absorption) of mucoadhe-
sive hydrogels were also investigated.

The mucoadhesive properties of several classes of
hydrogels have been identified, and two types of poly-
mers have attracted special attention. Polyacrylates
and their cross-linked modifications represent the
anionic type, chitosan and its derivatives the cationic
group. In addition, both types of polymers show a
number of interesting characteristics beneficial for the
administration of a wide range of therapeutics.

Specific type of mucoadhesive compounds, like
lectins, have been evaluated to solve the difficulties
presented by conventional mucoadhesive hydrogel
systems, for instance in the gastrointestinal route. Since
these compounds do not belong to the class of hydro-
gels, they are not extensively discussed here.

MUCUS

In higher organisms epithelia are covered by a pro-
tective gel layer defined as mucus. By weight, mucus
consists mainly of water (95–99.5%) in which the
mucous glycoprotein mucin (0.5–5%) is dispersed.
Mucins are the major components responsible for the
gel-like structure of the mucus. They possess a linear

Table 1 Methods of studying mucoadhesion

Method Comment

Direct assays
Tensiometry Force required to dislodge two surfaces, one coated with mucus, the other solid

dosage form consisting of mucoadhesive hydrogel
Flow through Flow rate dV/dt required to dislodge two surfaces; useful for microparticulate

dosage forms
Colloidal gold staining Measures the ‘‘adhesion number’’
In vivo techniques Endoscopy, gamma scintigraphy

Molecular mucin-based assays

Viscometry and rheology Intrinsic viscosity [Z] can be related to complex size via MHKS,a a coefficient
Dynamic light scattering Diffusion coefficient, D, can be related to complex size via MHKS c. coefficient
Turbidity, light scattering SEC MALLSb particularly useful for determining MW

of mucin, turbidity, semiquantitative indicator
Analytical ultracentrifugation Change in MW (sedimentation equilibrium), sedimentation coefficient

ratio of complex to mucin

Surface plasmon resonance
imaging methods

Needs mobile and immobile phase, atomic force microscopy
(conventional and gold labeled), scanning tunneling microscopy

aMark-Houwink-Kuhn-Sakurada.
bSize exclusion chromatography multiangle laser light scattering.

(Adapted from Ref.[4].)
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protein heavily glycosylated by oligosaccharide side
chains. This protein core consists of a single polypep-
tide chain. One in every three residues is L-serine or
L-threonine, in which the O-3 atoms provide the sites
for glycosidic linkage. A mucus glycoprotein is com-
posed typically of about 80% of carbohydrates, which
for humans are restricted to five monosaccharides:

� L-Fucose
� N-Acetylglucosamine
� D-Galactose
� N-Acetylgalactosamine
� Sialic acid

The sialic acid residues are usually in a terminal
position on the carbohydrate chain whereas the ester
sulfate residues are in a more internal position; both
contribute to give the molecule a net negative charge.
The molecular weights of mucus glycoproteins range
from 0.5 to 16 � 106 Da.[4]

Mucins can be divided into two classes, membrane
bound and secretory forms. Membrane-bound mucins
are attached to cell surfaces and may affect immune
responses or inflammation. It has been suggested that
the high expression of cell-surface mucins, such as sia-
lomucin MUC1, may result in cell–cell and cell–matrix
interactions.[9] Secretory mucins eminate from mucosal
absorptive cells and specialized goblet cells. They con-
stitute the major component of mucous gels in the gas-
trointestinal, ocular, respiratory, and urogenital
epithelia. This type of mucus gel layer is functioning
mainly as a physical barrier and lubricant. Important
constituents in the mucus include growth factors and
trefoil peptides, both secreted by the specialized cells
located next to ulcerated mucosal tissue. This appears
to be an adaptive phenomenon, important in main-
taining the barrier function of the mucosal tissue,
enhancing cell migration, and healing after injury. Other
substances present in mucus include secretory immuno-
globulin A (IgA), lysozyme, lactoferin, a1-Antitrypsin,
salts, and N-Glycosylated glycoproteins.[9]

At present, nine different human epithelial mucin
genes have been identified, each of which contains
distinct sequences repeated in tandem that encode
(apo)mucin core polypeptides (MUC).[9]

Leung and Robinson[10] defined four characteristics
of the mucus layer related to mucoadhesion:

1. Mucus is a network of linear, flexible, and
random-coil macromolecules.

2. Mucin is negatively charged due to sialic acid
and sulfate residues.

3. Mucus is a cross-linked network connected by
disulfide bonds between mucin molecules.

4. Mucin is heavily hydrated.

Several techniques have been used to estimate the
rate of mucus secretion, but their accuracy seems to
be doubtful. Nevertheless, it has been concluded that
a slow baseline secretion of mucus is maintained by
exocytosis from goblet cells in the gastrointestinal
tract, which appears to be under cholinergic control.[11]

Rubinstein and Tirosh used carbachol (cholinergic
agonist) at different doses to increase the mucus thick-
ness in different parts of the gastrointestinal tract.[12]

Attempts were also made to estimate the rate of
turnover of the mucus gel. Lehr et al.[13] measured
the amount of mucus produced per time unit, using
an in situ perfused intestinal loop model in the rat.
They found that this turnover time varies between
0.8 and 4.5 h.

MECHANISM AND THEORIES
OF MUCOADHESION

The mechanistic processes involved in mucoadhesion
between hydrogels and mucosa can be described in
three steps:

1. Wetting and swelling of the polymer to allow
for intimate contact with the biological tissue.

2. Interpenetration of the bioadhesive polymer
chains and entanglement of polymer and mucin
chains, and

3. Formation of weak chemical bonds between
entangled chains (Fig. 1).

Several theories have been proposed to explain the
biomucoadhesive phenomena.[1,14–16]

The electronic theory is based on the assumption that
the mucoadhesive hydrogel and the target biological

Fig. 1 Three stages in the interaction between a muco-
adhesive polymer and mucin glycoprotein according to the
interpenetration theory.
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tissue have different electronic structures. When two
materials come into contact with each other, electron
transfer occurs, causing the formation of a double
layer of electrical charge at the bioadhesive–biological
interface. The bioadhesive force is believed to be due
to attractive forces across this electrical double layer.

The adsorption theory states that the bioadhesive
bond formed between an adhesive substrate and tissue
or mucosae is due to van der Waals interactions,
hydrogen bonds, and related forces. Alternatively,
when mucus or saliva are interacting with a solid dos-
age form, the molecules of the liquid are adsorbed on
the solid surface. This is anexothermic process. The
free energy of adsorption is given by

DGAD ¼ DHAD � T DSAD ð1Þ

where DHAD and DSAD are the enthalpy and entropy
changes, respectively. When adsorption takes place
spontaneously, DGAD is negative.

The contact angle y of a liquid on a solid is the
reflection of its wetting power. If y ¼ 0, the liquid
spreads freely on the solid surface and wets it. The
relationship between the contact angle of a liquid on
a solid and the surface tensions in the presence of
saturated vapor of the liquid is given by the Young
equation

gsv ¼ gsl þ glv cos y ð2Þ

where gsv is the solid/vapor surface tension, gsl the
solid/liquid surface tension, and glv the liquid/vapor
surface tension.

Another way to relate the interfacial tension gsl to
the individual surface tensions of a liquid and solid is
given by the Good equation.

gsl ¼ gsv þ glv � 2fðgsvglvÞ1=2 ð3Þ

Eq. (3) represents the reduction in interfacial tension
resulting from molecular attraction between liquid
and solid. The term f is defined by

f ¼ Wa=ðWclWcsÞ1=2 ð4Þ

where Wcl and Wcs are the work of cohesion of the
liquid and the solid, respectively, and Wa is the work
of adhesion.

The diffusion theory states that interpenetration
and entanglement of polymer chains are additionally
responsible for bioadhesion. The intimate contact of
the two substrates is essential for diffusion to occur;
that is, the driving force for the interdiffusion is the

concentration gradient across the interface. The pen-
etration of polymer chains into the mucus network,
and vice versa, is dependent on concentration gradients
and diffusion coefficients. It is believed that for an
effective adhesion bond the interpenetration of the
polymer chain should be in the range of 0.2–0.5 mm.
It is possible to estimate the penetration depth (l) by

l ¼ ðtDbÞ1=2 ð5Þ

where t is the time of contact and Db is the diffusion
coefficient of the bioadhesive material in the mucus.

The fracture theory is the most widely applied theory
in studying mucoadhesion mechanisms. It accounts for
the forces required to separate two surfaces after
adhesion. The maximum tensile stress (s) produced
during detachment can be determined by Eq. (6) by
dividing the maximum force of detachment Fm by
the total surface area (A0) involved in the adhesive
interaction:

s ¼ Fm=A0 ð6Þ

According to Duchêne and Ponchel,[16] when tensiome-
try is used to measure the maximum detachment force
as a function of the displacement of the upper support
(function of the joint elongation), the work of bioadhe-
sion can be defined as

Wb ¼ F � l ð7Þ

Additionally, the fracture energy for a zero extension
rate can be defined as the bioadhesion work to the
initial surface between the bioadhesive material (in
the form of a tablet or disk) and the biological support
of a surface A0, which allows for calculation of the frac-
ture energy (E) using

E ¼ Wb=A0 ð8Þ

Thermodynamically, the fracture energy is the sum of
the reversible work (Wr, representing the reversible
molecular interactions at the interface) and irreversible
work (Wi representing the irreversible deformation of
the interfacial joint); both Wr and Wi are expressed
per unit area of the fracture energy by

E ¼ Wr þ Wi ð9Þ

When a low extension rate is used for the measurements
(for instance 1 mm/min), Wi can be considered as negli-
gible and the fracture energy for zero extension rate (E0)
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is then equal to the reversible work of bioadhesion Wr,
as shown by

E0 ¼ Wr ¼ Wb=A0 ð10Þ

The fracture theory does not take into account biologi-
cal phenomena such as stress caused, for example, by
movement of the tissue.

THE STUDY OF MUCOADHESION
OF HYDROGELS

During the last decade several methods to study
mucoadhesion phenomena or mucoadhesive properties
of hydrogels were used (Table 1). Tensiometry has
already been reported as a suitable method during late
1980s and is still the most frequently used technique to
study mucoadhesiveness of hydrogels. Peppas and
coworkers developed a tensile technique for measure-
ments of the bioadhesive strength of tablets containing
polyacrylic acid to bovine mucosae.[15,17] A tensiome-
try setup for the investigation of solid devices is shown
in Fig. 2. The system is better mimicking the in vivo
conditions when the experiment is performed in an
aqueous environment and the mucosa of interest is
originating from freshly prepared biological tissue. It
has been suggested that this system is most suitable
for buccal or vaginal application, where biological
liquid is controllable. Tensiometry has been shown to
be very useful in comparing the mucoadhesive proper-
ties of different hydrogels.[18]

Mikos and Peppas[19] described the flow channel to
measure the bioadhesion of polymer microparticles on
mucin gels. Later Lehr et al.[20] used an in situ loop
model in the rat for the investigation of mucoadhesive
microspheres (Fig. 3). They concluded that this
approach allowed the study of the transit of particles.
Another technique to study the mucoadhesive proper-
ties of microspheres is the electrobalance method, as

described by Chickering and Mathiowitz.[21,22] Environ-
mental conditions like temperature and pH can be easily
controlled and several parameters can be obtained from
one single experiment. The authors suggested that
mucoadhesion in the bioerodible materials used to con-
duct the studies is not attributable to chain entanglement
but to hydrogen bonding between hydrophilic functional
groups (COOH) and mucus glycoproteins.

Colloidal gold staining has been introduced by Park[23]

for studying the ‘‘adhesion number.’’ The polymer in a
form of strips is incubated with colloidal gold–mucin
conjugates, and after a rinsing procedure the absorbance
of strips is measured. Colloidal gold staining has also
been used to investigate mucin–chitosan interactions.[24]

Rheology measurements were used by Mortazavi,
Carpenter, and Smart[25,26] to investigate mucus–
Carbopol 934P interactions at different pH values and
the role of water movement in mucoadhesion. Similar
rheological techniques were applied for studying four
different types of polymers, and it was concluded that
molecular interpenetration is an important factor in
mucoadhesion by strengthening the mucus in the
mucoadhesive–mucosal interface.[27] Rheological meth-
ods were used to investigate the interpenetration
between ion-sensitive polymers (Carbopol and deacety-
lated gellan gum, Gerlite) with two commercially avail-
able mucins: submaxillary gland mucin and porcine
gastric mucin.[28] It was suggested that the increase in
the elastic modulus of a polymer–mucin mixture (com-
pared to the elastic modulus of polymer alone) indicates
a positive interaction caused by mucoadhesion. How-
ever, the concentration of the polymer, the type of the
mucin used, and the quantity of ions present appeared
to have a strong influence on the interactions between

Support with
polymer-coated

cover glassDelrin cap
with

central hole

Metal block

Force

Tissue

O-ring

Water-jacketed glass vessel 37ºC
filled with isotonic saline

Fig. 2 Experimental setup to measure the force of detach-
ment of mucoadhesive polymer films from mucosal tissue.

Rat in
restraining cage

Small catheter

Injector

Waterbath for
heat-exchanger

PumpReservoirFraction collector

Fig. 3 Experimental setup to study the intestinal transit of
mucoadhesive microspheres in a chronically isolated loop.

(Adapted from Ref.[20].)
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mucins and ion-sensitive polymers, indicating that the
explanation of mucoadhesion by means of interpenetra-
tion should be applied only to interpret special cases of
mucoadhesion between polymers and mucins.

Rossi et al.[29] evaluated rheologically mucins of
different origin with polyacrylic acid and sodium car-
boxymethyl cellulose. The same group also reported a
novel rheological approach based on a stationary visco-
elastic test (creep test) to describe the interaction
between mucoadhesive polymers and mucins.[30,31]

Jabbari, Wisniewski, and Peppas[32] used attenuated
total-reflection infrared spectroscopy to investigate the
chain interpenetration of polyacrylic acid in the mucin
interface.

Other techniques used for studying molecular interac-
tions between polymers and mucus include ultracentri-
fugation, surface plasmon resonance, and electromagnetic
transduction.[4,33] Illum and coworkers[34] investigated the
interaction of chitosan microspheres, using turbidimetric
measurements and adsorption studies of mucin to the
microspheres.

Microscopic visualization techniques have also been
used to investigate mucus–polymer interactions.[35–38]

Transmission electron microscopy was used by Fiebrig
et al.[35], whereas different microscopical techniques
were used by Lehr et al.[36] for the visualization of
mucoadhesive interfaces. Transmission electron
microscopy in combination with near-field Fourier
transform infrared microscopy (FTIR) has been shown
to be suitable for investigating the adhesion-promoting
effect of polyethyleneglycol added in a hydrogel.[37]

Moreover, scanning force microscopy may be a valu-
able approach to obtain information on mucoadhesion
and specific adhesion phenomena.[38]

THE MUCOSAL ROUTES OF DELIVERY

Buccal Route

The buccal route of drug administration is the most
widely used method for application of mucoadhesive

delivery systems. Both for local treatment of inflam-
mation (i.e., apthae) and for rapid absorption of
compounds (nitroglycerin), formulation technologies
have employed the buccal route for over two decades,
and sublingual or gingival dosage forms are already
established in the market (Table 2).[8]

Oral mucosae are composed of multiple layers of
cells, which show various patterns of differentiation
dependent on the functions of different regions in the
oral cavity.[39] The oral mucosa is covered by a stratified,
squamous epithelium, and three different types of
mucosa can be distinguished: the masticatory, the lining,
and the specialized mucosa. Blood supply to the oral
cavity tissues is delivered via the external carotid artery,
which branches to the maxiliary lingual and facial artery.
There are no mucus-secreting goblet cells in the oral
mucosa, but mucins are found in human saliva. These
mucins are water-soluble and form a gel of 10–200mm
thickness. Saliva, mainly composed of water (99%), is
continuously secreted in the oral cavity and exists as a
film with a thickness of 0.07–0.1 mm.[39]

In the 1980s, Machida and Nagai[40] evaluated spray
dosage forms based on hydroxypropyl cellulose (HPC)
for the delivery of beclomethasone to treat recurrent
and multiple apthae. Previously a double-layered tab-
let of HPC and Carbopol 934P was introduced in the
market for the treatment of apthous stomatitis.[40]

Bouckaert, Lefebvre, and Remon[41] tested buccal
tablets of miconazole based on modified starch–
polyacrylic acid mixtures. Although these tablets
showed different mucoadhesion properties in vitro,
no significant differences in the salivary content of
miconazole could be observed in human volunteers.

Lee and Chien[42] evaluated mucoadhesive devices
of a bilayer type, consisting of a fast-release layer con-
taining polyvinylpyrrolidone (PVP) and a sustained-
release layer of Carbopol 934P and PVP for prolonged
delivery of luteinizing hormone-releasing hormone
(LHRH) onto the porcine gingival and alveolar mucosa
for 24 h. This device contained also an absorption
enhancer (sodium cholate) and cetylpyridinium chlor-
ide to protect LHRH from degradation by microflora.

Table 2 Drug products available for buccal and/or sublingual application using mucoadhesive polymers

Drug Therapeutic area Product names

Nitroglycerin Angina pectoris Suscard, Cardilate, Nitrobid, Nitromex, Nitrong

Isosorbide mononitrate Angina pectoris Imdur, Isordil, ISMO

Buprenorphine Analgesia Temgesic, Buprenex

Nicotine Smoking cessation Nicotinelle, Nicorette

Ergotamine Migraine Ergostat, Ergomar

Methyl testosterone Hypogonadism, delayed puberty Oroton Methyl, Testred, Virilon

Lorazepam Anxiety, insomnia Ativan

(Adapted from Ref.[8].)
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The LHRH permeation appeared to increase by raising
the loading of LHRH or enhancer in the fast-release
layer. The formulation of the devices could be varied
to achieve specific rates of transmucosal peptide drug
permeation.

Nair and Chien[43] compared patches and tablets of
different polymers (sodium carboxymethylcellulose, car-
bopol, polyethylene oxide, polymethyl vinyl ether–maleic
anhydride, tragacanth) regarding their release character-
istics of four drugs (chlorheximide, clotrimazole, benzo-
caine, and hydrocortisone). They observed sustained
release of all four compounds from the mucoadhesive
tablets, but only two of the active compounds, chlorhex-
imide and clotrimazole, could be released in a controlled
manner from the mucoadhesive patches.

Buccal bilayer devices (films and tablets) are
comprised of a drug-containing mucoadhesive layer
and a drug-free backing layer.[44] The former consists
of chitosan, free or cross-linked by an anionic polymer
(polycarbophil, sodium alginate, gellan gum), and the
latter of ethylcellulose. The in situ cross-linking of
chitosan by polycarbophil gives tablets that exhibit con-
trolled swelling, drug release, and adequate mucoadhesion
to bovine sublingual mucosa.

The periodontal pocket is another site for drug
delivery in the oral cavity. Needleman, Martin, and
Smales[45] investigated three mucoadhesive polymers
(cationic chitosan, anionic xanthan gum, neutral poly-
ethylene oxide) in vitro, using organ cultures, and
in vivo in patients on their periodontal and oral
mucosa. Of the polymers studied, chitosan displayed
the longest adhesion in vitro and on the periodontal
pockets, and the shortest adhesion on oral mucosa.

Nasal Route

The nasal route of drug administration is the most
suitable alternative of delivery for poorly absorbale
compounds such as peptide or protein drugs. The nasal
epithelium exhibits relatively high permeability, and
only two cell layers separate the nasal lumen from
the dense blood-vessel network in the lamina propria.
The respiratory epithelium is the major lining of the
human nasal cavity and is essential in the clearance
of mucus by the mucociliary system. This epithelium
is composed of ciliated and non-ciliated columnar cells,
goblet cells, and basal cells. The respiratory epithelium
is covered by a mucus layer, which can be divided into
two distinctive layers (the periciliary layer and a more
gel-like upper layer). The periciliary layer consists of a
liquid of lower viscosity. Mucus is secreted from goblet
cells as highly condensed granules by exocytosis.
The mucus layer is propelled by the cilia toward the
nasopharynx, and the function of the mucociliary
clearance is to remove foreign substances and particles

from the nasal cavity, preventing them to reach the
upper airways.[46]

Various structurally different mucoadhesive poly-
mers were tested for their ability to retard the nasal
mucociliary clearance in rats.[47] Methylcellulose, sodium
carboxymethyl cellulose, hydroxypropyl methylcellulose,
chitosan glutamate, Carbopol 934P, polyethylene oxide
600 K, and Pluronic F127 were applied in gel form,
and their clearance was measured using microspheres
labeled with a fluorescent marker incorporated into the
formulation. The clearance rate of each polymer gel
was found to be lower than that of a control microsphere
suspension, resulting in an increased residence time of
the gel formulations in the nasal cavity. Methylcellulose
(3%) gel gave the longest nasal residence time, whereas a
Carbopol 934P (0.2%) aqueous gel was the least effective.

Illum, Farraj, and Davis[48] evaluated chitosan
solutions as delivery platforms for nasal adminis-
tration of insulin to rats and sheep. They reported a
concentration-dependent absorption-enhancing effect
with minimal histological changes of the nasal mucosa
in all concentrations applied.

Oechslein, Fricker, and Kissel[49] studied various
powder formulations of mucoadhesive polymers for
their efficacy to increase the nasal absorption of
octreotide in rats. Although chitosan showed the
highest water uptake (chitosan > microcrystalline
cellulose > semicrystalline cellulose � pectin ¼
hydroxyethyl starch ¼ alginic acid ¼ Sephadex
G25), the highest peptide drug bioavailability was
found after coadministration of alginic acid and
Sephadex G25 powders (4.1 and 5.56%, respectively).
The authors concluded that the calcium-binding
properties of the polymers used correlated better with
the increased octreotide bioavailability.

Nakamura et al.[50] studied the adhesion of water-
soluble and neutral polymers, hydroxypropyl cellulose
(HPC), xanthan gum (XG), tamarind gum (TG), and
polyvinyl alcohol (PVA) to nasal mucosa in vitro and
in vivo. The polymers, mixed with a dye, were applied
as powders to the nasal cavity of rabbits, and the
remaining dye residue was determined at 2, 4, and 6 h
after nasal instillation with a thin fiberscope. The poly-
mer XG showed the longest residence time of the dye
in the cavity, followed by TG, HPC, and PVA in
decreasing order. For the mixture XG and XG–PVA
(2 : 8), some residue of dye could still be observed
6 h after administration. The order of adhesion of
these polymers to agar plates in vitro agreed with that
of their mucoadhesion in vivo. Illum et al.[51] intro-
duced bioadhesive microspheres for nasal delivery of
poorly absorbable drugs. Radiolabelled microspheres
made from diethylaminoethyl (DEAE)-dextran,
starch microspheres, and albumin microspheres were
administered to human volunteers and appeared to
be cleared significantly slower than solutions or
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non-mucoadhesive powder formulations. However,
starch or hyaluronic acid microspheres significantly
increased the absorption of peptide drugs from nasal
mucosa.[52]

Nakamura et al.[53] described a microparticulate
dosage form of budesonide, consisting of novel bio-
adhesive and pH-dependent graft copolymers of
polymethacrylic acid and polyethylene glycol, resulting
in elevated and constant plasma levels of budesonide
for 8 h after nasal administration in rabbits.

Recently, starch and chitosan microspheres as well as
chitosan solutions were tested for their clearance charac-
teristics in human volunteers using gamma scintigra-
phy.[54] The results revealed a 4-, 3-, and 2-times longer
clearance half-life (compared to controls) for chitosan
microspheres, starch microspheres, and chitosan solu-
tions (Fig. 4). These observations support the hypothesis
that chitosan delivery systems can reduce the rate of
clearance from the nasal cavity, thereby increasing the
contact time of the delivery system with the nasal mucosa
and providing the potential for raising the bioavailability
of drugs incorporated into these systems.

Ocular Route

The ocular route is used mainly for the local treatment
of eye pathologies. Absorption of drugs administered
by conventional eyedrops can result in poor ocular

bioavailabilities (2–10%). This is due to the limited
area of absorption, the lipophilic character of the cor-
neal epithelium, and a series of elimination factors that
reduce the contact time of the medication with the cor-
neal surface, such as drainage of instilled solutions,
lacrimation, and tear turnover and tear evaporation.[55]

The first structure encountered by an ocular dosage
form is the precorneal tear film, consisting of three
layers:

Outer layer, oily and lipid, mainly prevents tear
evaporation.

Middle layer, which is an aqueous salt solution
layer, and

Inner layer, a mucus layer secreted by the conjuc-
tiva goblet cells and the lacrymal gland. This
layer is important for wetting the corneal and
conjuctival epithelia.

The ocular membranes comprise the cornea (not vascu-
larized) and the conjuctiva (vascularized). The corneal
epithelium consists of five or six layers of non-keratinized
squamous cells, and it is considered to be the major path-
way for ocular drug penetration.[56]

The following types of mucoadhesive preparations
have been evaluated for ocular drug delivery: hydrogels,
viscous liquids, solids (inserts), and particulate formula-
tions.[56] Hui and Robinson[57] introduced hydrogels
consisting of cross-linked polyacrylic acid for ocular
delivery of progesterone in rabbits. These preparations
increased progesterone concentrations in the aqueous
humor four times over aqueous suspensions.

Davies et al.[58] compared the precorneal clearance
of Carbopol 934P to that of an equiviscous non-
mucoadhesive PVA solution and phosphate buffered
saline (PBS) using lacrimal dacryoscintigraphy in the
rabbit. The precorneal retention of the Carbopol
934P was shown to be significantly longer than that
of PVA, which, in turn, was significantly longer than
that of PBS. In the same study, Carbopol 934P solu-
tion produced a significant increase in bioavailability
of pilocarpine as compared to PVA and PBS. The same
authors[59] described phospholipid vesicles coated with
Carbopol 934P or Carbopol 1342 (a hydrophobic
modified Carbopol resin). The mucoadhesive polymer-
coated vesicles demonstrated substantially enhanced
precorneal retention compared to non-coated vesicles
at pH 5. However, the polymer-coated vesicles did
not increase the ocular bioavailability of entrapped
tropicamide compared to non-coated vesicles and
aqueous solutions.

Lehr, Lee, and Lee[60] investigated two gentamicin
formulations of polycarbophil (neutralized vs. non-
neutralized) to pigmented rabbit eye. Both polymeric
formulations doubled the uptake of gentamicin by
the bulbar conjunctiva.
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Fig. 4 The nasal clearance of bioadhesive formulations and a
control in human volunteers. DTPA ¼ diethylenetriamine-
pentaacetic acid. (From Ref.[54].)
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Saettone et al.[61] evaluated low viscosity polymers
(polygalacturonic acid, hyaluronic acid, carboxy-
methylamylose, carboxymethylchitin, chondroitin sul-
fate, heparan sulfate, and mesoglycan) as potential
mucoadhesive carriers for cyclopentolate and pilocar-
pine in a study of their influence on miotic activity in
rabbits. Small but significant increases in bioavailabil-
ity were observed and a correlation was found between
the bioavailability of the two drugs and the mucoadhe-
sive bond strength of the polymers investigated.

Calvo, VilaJato, and Alonso[62] studied chitosan-
and poly-L-Lysine (PLL)-coated poly-E-Caprolactone
(PECL) nanocapsules for ocular application. In com-
parison with commercial eyedrops, the systems investi-
gated (uncoated, PLL-coated, and chitosan-coated
nanocapsules) significantly increased the concentra-
tions of indomethacin in the cornea and aqueous
humor of rabbit eyes. The chitosan-coated formulation
doubled the ocular bioavailability of indomethacin
over the uncoated particles, whereas the PLL coating
was ineffective. The authors concluded that the specific
nature of chitosan was responsible for the enhanced
indomethacin uptake and not the positive surface
charge. Both the PLL- and chitosan-coated nanocap-
sules displayed good ocular tolerance.[62]

A recent approach to ocular inserts was presented
by Chetoni et al.[63] in a study of cylindrical devices
for oxytetracycline, made from mixtures of silicone
clastomer and grafted on the surface of the inserts with
an interpenetrating mucoadhesive polymeric network
of polyacrylic acid or polymethacrylic acid. The inserts
were tested for drug release and retention at rabbit
eyes. It was shown that some of the inserts are able
to maintain prolonged oxytetracycline concentrations
in the lacrimal fluid for 36 h.

Vaginal Route

The vaginal route is considered to be suitable for the
local application and absorption of therapeutics like
estrogens for hormone replacement therapy or contra-
ception. Systemic absorption of peptide drugs such as
LHRH agonists and calcitonin can also be achieved.[64]

The vagina offers a substantial area for drug
absorption because numerous folds in the epithelium
increase the total surface area. A rich vascular network
surrounds the vagina whereas the vaginal epithelium is
covered by a film of moisture consisting mainly of cer-
vical mucus and fluid secreted from the vaginal wall.

Conventional vaginal delivery systems include
tablets, foam gels, suspensions, and pessaries. Muco-
adhesive gel formulations based on polycarbophil
have been reported to remain 3–4 days at the vaginal
tissue, providing an excellent vehicle for the delivery
of progesterone and non-oxynol-9.[65]

The benzyl ester of hyaluronic acid (HYAFF 11) is a
highly mucoadhesive polymer which can be processed
into microspheres. Such microspheres containing
salmon calcitonin were intravaginally administered to
rats as a dosage form for the prevention of ovariectomy
osteopenia.[64] In recent studies, HYAFF 11–salmon
calcitonin microspheres were formulated as single-dose
pessaries, resulting in sustained plasma concentrations
of calcitonin.[66]

Gastrointestinal Route

The peroral route represents the most convenient route
of drug administration, being characterized by high
patient compliance. The mucosal epithelium along
the gastrointestinal tract varies. In the stomach the sur-
face epithelium consists of a single layer of columnar
cells whose apical membrane is covered by a conspicu-
ous glycocalyx. A thick layer of mucus covers the sur-
face to protect against aggressive luminal content. This
site of the tract is of minor interest for drug delivery
since the low pH and the presence of proteolytic
enzymes make the stomach a rather hostile environ-
ment. However, there are examples of dosage forms
specially designed to be retained in the stomach such
as some gastroretentive systems consisting of mucoad-
hesive hydrogels.[67] Akiyama et al.[68] evaluated micro-
spheres for prolonged residence time in the
gastrointestinal tract of rats. They prepared two types
of polyglycerol fatty acid ester (PGEF)-based micro-
spheres, Carbopol 934P-coated microspheres, and Car-
bopol 934P-dispersion microspheres. Significantly
longer residence times were observed after administra-
tion of the dispersion-microspheres than with the
coated ones. Additionally, it was shown that the micro-
spheres were retained in the stomach of the animals.

The small intestine is characterized by an enormous
surface area available for the absorption of nutrients
and drugs. This large area is formed by crypts and villi.
The intestinal epithelium consists of a single layer of
three types of columnar cells: enterocytes, goblet cells,
and enteroendocrine cells. The enterocytes are linked
to each other by tight junctions and desmosomes.
The goblet cells are mucin-producing unicellular
glands intercalated between the enterocytes. The entero-
endocrine cells are scattered between the enterocytes
and goblet cells and release hormones that can modify
the local environment or influence the intestinal
motility. At the terminal ileum, the Peyer’s patches, a
particular specialization of the gut-immune system,
are located. This domain contains the M cells, which
are specialized in endocytosis and processing luminal
antigens. The large intestine (colon) has the same
cell populations as the small intestine, and its main
function is the absorption of water and electrolytes.
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The role of mucus in the intestine is to facilitate the
passage of food along the intestinal tract and to protect
the gut from bacterial infections.[69]

In the past decade several difficulties have been
encountered in the design of successful mucoadhesive
delivery systems for peroral applications. The reasons
may be due to shortcomings of the mucoadhesive
properties of the polymers or to the peculiar physio-
logical limits of the digestive tract, soluble mucins,
and shed-off mucus, food, or other contents of the
intestinal lumen which would inactivate the mucoadhe-
sive properties of the delivery system before having
reached the absorbing membrane. Furthermore, the
adhesion of the delivery system can last as long as
the gel-state mucus itself remains attached to the intes-
tinal mucosal tissue. Mucus turnover is continuously
removing the mucus gel layer attached to the epi-
thelium by a steady-state process.[70]

The failure in increasing residence time of mucoad-
hesive systems in the human intestinal tract has led
scientists to the evaluation of multifunctional mucoad-
hesive polymers. Research in the area of mucoadhesive
drug delivery systems has shed light on other properties
of some of the mucoadhesive polymers. One important
class of mucoadhesive polymers, poly(acrylic acid)
derivatives, has been identified as potent inhibitors of
proteolytic enzymes.[71–73] The interaction between
various types of mucoadhesive polymers, and epithelial
cells has a direct influence on the permeability of muco-
sal epithelia by means of changing the gating properties
of the tight junctions. More than being only adhesives,
some mucoadhesive polymers can therefore be con-
sidered as a novel class of ‘‘multifunctional macro-
molecules’’ with a number of desirable properties for
their use as delivery adjuvants.[71,74]

Lueßen et al.[72,73] evaluated the mucoadhesive
polyacrylates, polycarbophil and Carbopol 934P, for
their potency to inhibit intestinal proteases. These
polymers are able to inhibit the activities of trypsin,
a-chymotrypsin, and carboxypeptidase A and B as well
as of cytosolic leucine aminopeptidase. Carbopol 934P
was found to be more efficient in reducing proteolytic
activity than polycarbophi.[73] The pronounced bind-
ing properties of polycarbophil and Carbopol 934P
for bivalent cations, such as zinc and calcium, were
demonstrated to be a major reason for the observed
inhibitory effect. These polymers have been shown to
remove Ca2þ and Zn2þ, respectively, from the enzyme
structures, thereby inhibiting their activities. Carboxy-
peptidase A and a-chymotrypsin activities were observed
to be reversible upon the addition of Zn2þ and Ca2þ

ions, respectively. Therefore, it was concluded that poly-
acrylates are promising excipients to protect peptide
drugs from intestinal degradation. In vitro studies, using
the Caco-2 cell intestinal epithelium model, showed that
Carbopol 934P was able to substantially increase the

transport of a macromolecular paracellular fluorescent
marker (dextran) and the peptide drug 9-desglycinamide,
8-L-arginine vasopressin.[75]

Carbopol 934P and chitosan gels were also tested in
vivo for their ability to increase the absorption of the
peptide analog buserelin when administered intraduo-
denally in rats.[76] Both polymers increased the absorp-
tion of the peptide significantly, probably due to both
permeation-enhancing and enzyme-inhibition proper-
ties; mucoadhesion played a secondary role. Chitosan
was found to remarkably increase the peroral bioavail-
ability of the peptide in comparison to Carbopol
934P,[76] indicative of a more specific effect of chitosan
with the tight junctions, than previously suggested by
Artursson et al.[77]

Chitosan and chitosan salts, however, lack the
advantage of good solubility at neutral pH values.
They aggregate in solutions at pH values above 6.5,
and recent studies have shown that only protonated
chitosan (i.e., in its uncoiled configuration) can trigger
the opening of the tight junctions, thereby facilitating
the paracellular transport of hydrophilic compounds.[78]

This property implies that chitosan can be effective as an
absorption enhancer only in a limited area of the intesti-
nal lumen where the pH values are close to its pKa. For
this reason, chitosan and its salts may not be suitable
carriers for targeted peptide drug delivery to specific sites
of the intestine, for instance, the jejunum or ileum. To
overcome this problem the chitosan derivative N,N,N-
trimethylchitosan chloride (TMC) has been synthesized
and characterized.[79] This quaternized chitosan shows
higher aqueous solubility than chitosan in a much
broader pH range. Chitosan HCl and TMCs of different
degrees of trimethylation were tested for enhancing the
permeability of the radiolabelled marker 14C-mannitol
in Caco-2 intestinal epithelia at neutral pH values (for
instance, pH 7.2). Chitosan HCl failed to increase the
permeation of these monolayers and so did TMC with
a degree of trimethylation of 12.8%. However, TMC
with a degree of trimethylation of 60% significantly
increased the permeability of the Caco-2 intestinal
monolayers, indicating that a threshold value at the
charge density of the polymer is necessary to trigger the
opening of the tight junctions.[80] Because of the absence
of significant cyto- and ciliotoxicity, TMC polymers
(particularly with a high degree of trimethylation) are
expected to be safe absorption enhancers for improved
transmucosal delivery of peptide drugs.[81]

In recent studies, both in vitro (Caco-2 cells) and
in vivo in rats, TMC with a degree of trimethylation
of 60% was proven to be an excellent intestinal absorp-
tion enhancer of the peptide drugs buserelin and
octreotide. The observed absolute bioavailability
values were 13 and 16% for buserelin and octreotide,
respectively[82] (unpublished data; Fig. 5). Permeation-
enhancing effects were more responsible for these
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increased bioavailabilities, rather than the mucoadhe-
sive properties of the TMC polymers. Nevertheless,
mucoadhesion is a prerequisite for these polymers in
order to further act as absorption enhancers.

Mucus also appears to be a barrier to the permeation
enhancing effect of polymeric or monomeric absorp-
tion enhancers. In the aforementioned TMC studies, the
enhancement effect (enhancement ratio ¼ permeation
rate of the drug in the presence of polymer vs. per-
meation rate of the drug alone) was higher in vitro
(Caco-2 cells; no mucus secretion) than the absorption
enhancement in vivo. Meaney and O’Driscoll[83] stud-
ied the effect of mucus on the permeation properties
of a micellar system consisting of sodium taurocholate
in a coculture of Caco-2 and Ht29GlucH (mucin-
secreting) cells. They found that the effect of bile salts
on the permeation of hydrophilic paracellular markers
was increased in the cocultures that were pretreated
with the mucolytic compound N-acetylcysteine.

Bernkop-Schnürch[84] prepared a series of conju-
gates of protease inhibitors (pepstatin, Bowman-Birk,
chymostatin, elastatinal, antipain bacitracin) and/or
EDTA to three different types of polymers (carboxy-
methyl cellulose, polyacrylic acid, and chitosan). In
addition to their mucoadhesive properties, most of
these conjugates exhibited enzyme-inhibitory proper-
ties. Furthermore, the toxicity of these protease inhibi-
tors was reduced by being covalently bound to the
polymers. Chitosan–EDTA conjugates have proven
to be potent inhibitors of the zinc-containing proteases
as well as to be strong mucoadhesives.[85]

In order to design highly mucoadhesive platforms
for peroral drug delivery, Bernkop-Schnürch, Schwarz,
and Steininger[86] proposed thiol groups-bearing
polycarbophil modifications, based on the mucolytic
activity of thiols caused by disulfide exchange reactions
between mucin glycoproteins and the mucolytic agent.

Polycarbophil–cysteine conjugates appeared to exhibit
superior mucoadhesiveness compared to polycarbophil
itself, due to improved cohesion and rapid hydration of
the gels. However, again mucus turnover is still the
limiting factor of adhesion to the cell surfaces.

All the aforementioned polymers have been evalua-
ted mainly for application in the intestine. Finally,
the last part of the gastrointestinal tract, the rectum,
should also be mentioned as a suitable site for delivery
and fast absorption of therapeutics. Kim et al.[87]

developed an in situ gelling and mucoadhesive aceta-
minophen liquid suppository prepared with poloxa-
mers and sodium alginate. It was found that this
particular formulation of acetaminophen in humans
resulted in shorter Tmax and higher maximum plasma
concentrations of drug (Cmax) than the conventional
acetaminophen suppositories.

Suppositories are the preferable dosage form for
patients that experience nausea. Yahagi, Machida,
and Onishi[88] evaluated a mucoadhesive suppository
consisting of Witepsol H-15 and 2% Carbopol 934P
for rectal delivery and absorption of the anti-emetic
drug rumosclron hydrochloride (serotonin antagonist)
in rabbits. These suppositories increased the AUC(0–24h)

2.5 times and prolonged the residence time compared to
supposiories without mucoadhesive polymer. The anti-
emetic effect of the formulation was tested in ferrets,
and it was found that the Carbopol 934P-containing
suppositories had the same effect as intravenous adminis-
tration. This formulation was suggested as a once-a-day
dosage form for the treatment of chemotherapy-induced
nausea.

TRENDS AND PERSPECTIVES

In this article a number of polymer modifications have
been described as novel drug delivery platforms, being
second-generation mucoadhesive hydrogels. These
polymers, both as safe absorption enhancers[74] or as
improved mucoadhesive hydrogels, are the most recent
developments in mucoadhesive delivery platforms for
intestinal absorption of drugs.

Another trend observed during the past decade was
the coating of liposomes with mucoadhesive polymers.
Liposomes are coated with chitosan, long-chain PVA,
and polyacrylates bearing a cholesteryl group.[89]

Chitosan-coated liposomes showed superior adhesion
properties to rat intestine in vitro than the other polymer-
coated liposomes. In vivo, chitosan-coated liposomes
containing insulin substantially reduced blood glucose
levels after oral administration in rats, which were
sustained up to 12 h after administration.[89]

Another type of novel mucoadhesive formulations
was suggested to be submicron emulsions (o/w), bearing
droplets coated with Carbopol 940. These formulations
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Fig. 5 Intestinal absorption of octreotide acetate in rats
using mucoadhesive polymers. (From Thanou et al., unpub-
lished data.)
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have been shown to generate a 12-fold enhancement in
rats in the oral bioavailability of the antidiuretic peptide
drug desmopressin.[90]

Specific adhesion approaches also show promise.
The more specific bindings of plant lectins, mussel glue
protein, and K99-fimbriae have been suggested as an
alternative to the classical non-specific mucoadhesive
hydrogels. Tomato lectins were found to bind specifi-
cally onto both isolated porcine enterocytes and
Caco-2 cells with the same affinity.[91] However, lectin
binding was inhibited in the presence of crude porcine
gastric mucin, indicative of a marked cross-reactivity.
Irache et al.[92] investigated three different plant lectins
conjugated to latex, tomato lectin, Asparagus pea lec-
tin, and Mycoplasma gallisepticum lectin. The extent
of interactions of these three lectin–latex conjugates
decreased from the duodenum to the ileum, when
tested on rat intestinal mucosa without Peyer’s
patches. However, when mucosa containing Peyer’s
patches was used, a substantial increase in the interac-
tion of the conjugates with the mucosa was found,
which was more pronounced for the mycoplasma and
asparagus lectins than for the tomato lectin.[92]

A natural example of mucoadhesion can be the
colonization of the small intestine by Escherichia coli
strains mediated by cell-surface antigens called fim-
briae.[93] Fimbriae are long, thread-like protein poly-
mers found on the surface of many bacterial strains.
They enable bacteria to adhere to the brush border of
epithelial cells. A special fimbriae antigen, K99-fimbriae,
has been isolated from E. coli and bound to polyacrylic
acid. The conjugate was tested by a hemagglutination
assay for its ability to bind to equine erythrocytes, which
have the same K-99-receptor structures as gastrointes-
tinal epithelial cells. A 10-times stronger retention of
erythrocytes was observed for the matrix-bound K-99
antigen than for the matrix-bound ovalbumin.[93]

Mussel adhesive protein (MAP) is a 130-kDa pro-
tein produced by the blue mussel (Mytilus edulis),
which provides strong adhesion to submerged surfaces.
MAP films were prepared by drying and stored under
nitrogen atmosphere. These films showed twice the
adhesion strength of polycarbophil when tested on
porcine duodenum in vitro.[94]

All these examples of the applications of muco-
adhesive polymers demonstrate that the use of
mucoadhesive hydrogels is a powerful strategy to
improve the absorption of therapeutics across mucosal
epithelia. With respect to buccal, nasal, or ocular deliv-
ery of drugs, the use of such carriers has already been
successfully established. However, the application of
the mucoadhesive polymers in the gastrointestinal tract
is still waiting for a breakthrough. Specific-binding
principles may be applied in the near future to design
a third generation of mucoadhesive polymers for
application in the gastrointestinal tract.
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Drug Delivery: Nanoparticles
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School of Pharmacy, University of Paris XI, Châtenay-Malabry, France

INTRODUCTION

Nanoparticles are small colloidal particles which are
made of non-biodegradable and biodegradable poly-
mers. Their diameter is generally around 200 nm. One
can distinguish two types of nanoparticles (Fig. 1):
nanospheres, which are matrix systems; and nanocap-
sules, which are reservoir systems composed of a poly-
mer membrane surrounding an oily or aqueous core.
These systems were developed in the early 1970s. This
approach was attractive because the methods of
preparation of particles were simple and easy to
scale-up. The particles formed were stable and easily
freeze-dried. Due to these reasons, nanoparticles made
of biodegradable polymers were developed for drug
delivery. Indeed, nanoparticles were able to achieve
with success tissue targeting of many drugs (antibio-
tics, cytostatics, peptides and proteins, nucleic acids,
etc.). In addition, nanoparticles were able to protect
drugs against chemical and enzymatic degradation
and were also able to reduce side effects of some active
drugs. This review focuses on the preparation and
characterization methods of nanoparticles. The main
applications of these systems are also described.

PREPARATION OF NANOPARTICLES

Polymer nanoparticles including nanospheres and
nanocapsules (Fig. 1) can be prepared according to
numerous methods that have been developed over
the last 30 years. The development of these methods
occurred in several steps. Historically, the first nano-
particles proposed as carriers for therapeutic applica-
tions were made of gelatin and cross-linked albumin.[1,2]

Then, to avoid the use of proteins that may stimulate
the immune system and to limit the toxicity of the
cross-linking agents, nanoparticles made from synthetic
polymers were developed. At first, the nanoparticles
were made by emulsion polymerization of acrylamide
and by dispersion polymerization of methylmethacry-
late.[3,4] These nanoparticles were proposed as adju-
vants for vaccines. However, since they were made of
non-biodegradable polymers, these nanoparticles were
rapidly substituted by particles made of biodegradable

synthetic polymers. Couvreur et al.[5] proposed to make
nanoparticles by polymerization of monomers from the
family of alkylcyanoacrylates already used in vivo as
surgical glue. They succeeded in making nanoparticles
by polymerization of the monomers in oil-in-water type
emulsions prepared with an acidified aqueous phase.
During the same period of time, Gurny et al.[6] pro-
posed a method based on the use of another biodegrad-
able polymer consisting of poly(lactic acid) used as
surgical sutures in humans. In this method, nanoparti-
cles were formed directly from the polymer. Based on
these initial investigations, several groups improved
and modified the original processes mainly by reducing
the amount of surfactant and organic solvents. At that
time, the methods developed were only able to produce
nanospheres (Fig. 1A). A breakthrough in the develop-
ment of nanoparticles occurred in 1986 with the
development of methods allowing the preparation of
nanocapsules corresponding to particles displaying a
core-shell structure with a liquid core surrounded by
a polymer shell (Fig. 1B).[7–9] From 1986, there was also
an acceleration in the development of new methodolo-
gies for the preparation of all types of nanoparticles.
The nanoprecipitation technique was proposed[10] as
well as the first method of interfacial polymerization
in inverse microemulsion.[11] In the following years,
the methods based on salting-out,[12] emulsion–
diffusion,[13,14] and double emulsion[15] were described.
Finally, during the last decade, new approaches were
considered to develop nanoparticles made from polysac-
charides based on the gelation properties of these natural
macromolecules.[16] These nanoparticles were developed
for peptides and nucleic acid delivery. Another goal was
the development of surface modified nanoparticles to
produce long circulating particles able to avoid the cap-
ture by the macrophages of the mononuclear phagocyte
system after intravenous administration.[17]

All the methods can be classified into two groups
depending on whether the nanoparticles are formed
at the same time than the polymer itself requiring a
polymerization reaction or are directly obtained from
a polymer. There are numerous valuable reviews on
the subject.[9,18–21] The general principles of the meth-
ods leading to nanoparticle preparation are described
and details of the most representative over are given.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001718
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 1183



D
rug

D
elivery

M
uco–O

ral

Preparation of Nanoparticles
by Polymerization

Nanospheres are mostly prepared by emulsion poly-
merization whereas nanocapsules are obtained by
interfacial polymerization performed in emulsion or
in microemulsion. In emulsion polymerization, the
monomer itself, if liquid, is dispersed under agitation
in a continuous phase in which it is non-miscible.
The polymerization is usually initiated by the reaction
of the initiators with the monomer molecules that are
dissolved in the continuous phase of the emulsion.
The polymerization continues by further addition of
monomer molecules that diffuse toward the growing
polymer chain through the continuous phase. The
growing polymer chain remains soluble until it reaches
a certain molecular weight for which it becomes
insoluble. Therefore, phase separation occurs leading
to the nucleation of the polymer particles and the
formation of the tyndall scattering effect. Further
growth of the nucleated particles occurs according to
a mechanism that depends on the stability conditions
of the whole system. This includes capture of new
growing polymer chains, fusion or collision between
nucleated particles.[22] Throughout the polymerization,
the monomer input in the continuous phase of the
emulsion takes place by diffusion from the monomer
droplets, which play the role of monomer reservoirs.
When the reaction is completed, the particles formed
contains a large number of polymer chains.[19,22]

Emulsion polymerization can be performed in emulsi-
fier free systems and in both oil-in-water and water-
in-oil emulsions.

The poly(alkylcyanoacrylate) nanospheres, widely
used as drug carriers, are prepared by emulsion poly-
merization according to a method initially introduced
by Couvreur et al.[5] The monomers (isobutylcyano-
acrylate, isohexylcyanoacrylate, n-butylcyanoacrylate)
are dispersed in a continuous acidified aqueous phase
under magnetic agitation. The anionic polymerization

of the alkylcyanoacrylate is rapidly and spontaneously
initiated by the remaining OH� ions of the acidified
water and is completed within 3–4 h depending
on the monomer type (Fig. 2). The preparation is
performed at low pH (pH � 2.5) to slow down the
anionic polymerization of the alkylcyanoacrylate,
therefore allowing the polymer to arrange as colloidal
particles. Dextran 70 or Pluronic� F68 are usually dis-
solved in the aqueous phase to ensure the stability of
the polymer particles. The size of the nanospheres
can be controlled by the amount of Pluronic� F68
from a diameter of 40–250 nm for concentrations ran-
ging from 3 to 0%, respectively.[23] Numerous drugs
have been associated with these nanospheres including
doxorubicin, an anticancer agent, a peptide growth
hormone, and several antibiotics. Antisense oligonu-
cleotides were adsorbed on the nanosphere surface
via the formation of an ion-pair with a cationic surfac-
tant, cethyltrimethylammonium bromide. Finally, it
should be mentioned that some drugs can lose their
biological activity during the preparation of poly(alk-
ylcyanoacrylate) nanospheres. Generally, these mole-
cules contain chemical functions that are able to
initiate the polymerization of alkylcyanoacrylates and
be covalently attached to the polymer constituting
the nanospheres. The mode of such an interaction
has been elucidated for two molecules including phe-
nylbutazone (an anti-inflammatory drug) and vidara-
bine (an antiviral molecule). In contrast, the side
reactions can be used to achieve the covalent linkage
of defined compounds to give specific properties to
the nanospheres. This has been used with poly(ethylene
glycol) that initiated the polymerization of isobutylcya-
noacrylate to give poly(ethylene glycol)-coated nano-
spheres, therefore presenting a more hydrophilic
surface than those prepared according to the original
method.[24]

Methylidene malonates are other monomers that
give biodegradable polymers and polymerize according
to a similar mechanism than alkylcyanoacrylates.

Fig. 1 Schematic representation of a nanosphere (A) and of
a nanocapsule (B). In nanospheres, the whole particle con-

sists of a continuous polymer network. Nanocapsules present
a core-shell structure with a liquid core surrounded by a
polymer shell.

Fig. 2 Anionic polymerization of alkylcyanoacrylate
initiated by the OH� from the dissociation of the water molecule.
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These monomers were also used to make nanospheres
by emulsion polymerization for drug delivery.[25]

Nanocapsules can be prepared by interfacial poly-
merization of alkylcyanoacrylates.[7] The main advan-
tage of using these monomers is their very fast
polymerization rate when they come into contact with
water. Oil containing nanocapsules were prepared by
the rapid dispersion of an ethanol phase including
ethanol, the oil, the monomer, and the molecule to
be encapsulated in an aqueous solution of surfactant.
When the ethanol diffuses in the aqueous phase, tiny
individual oil droplets form, and because of the contact
with water at the oil/water interface, the polymeriza-
tion of the alkylcyanoacrylate takes place on the drop-
let surface.[26] This method is mainly adapted for the
encapsulation of oily soluble substances.[9] However,
surprisingly, highly water-soluble molecules such as
insulin could be entrapped in these nanocapsules with
high encapsulation yields (up to 97%).[27]

Water containing nanocapsules were prepared by
interfacial polymerization of the alkylcyanoacrylate
in water-in-oil microemulsions. In these systems,
water swollen micelles of surfactants of small and
uniform sizes are dispersed in an organic phase. To
prepare nanocapsules, the monomer is added to the
oily phase of the already prepared microemulsion.
The anionic polymerization of the alkylcyanoacrylate
is initiated at the surface of the water swollen micelles
and the polymer formed locally to make the shells of
the nanocapsules. In the method first introduced by
Gasco and Trotta,[11] the microemulsions were pre-
pared with hexane as the organic phase and Aerosol-
OT as the surfactant. Both of these constituents
are not compatible for the development of an accept-
able drug carrier system. Thus, the method was
recently adapted to microemulsions formulated with
more biocompatible compounds, but still quite high
concentrations of surfactant (up to 14 wt%) are
required for their preparation.[28] The nanocapsules
obtained by this method are dispersed in an organic
medium and can mainly be used for oral administra-
tion. Indeed, for intravenous administrations, it is
necessary to transfer the nanocapsules into an aqueous
continuous phase. Such a transfer still remained a
problem until recently, since the total elimination of
the organic phase and the redispersion of the nano-
capsules, in water is a difficult task to achieve avoiding
the aggregation of the nanocapsules. Recently,
Lambert et al.[29] proposed to perform this operation
by ultracentrifugation of the nanocapsule dispersion
over a layer of pure water. Using this simple approach,
the nanocapsules transferred from the organic phase
to the aqueous phase without any aggregation problem
during the centrifugation. In addition, this technique
allows the elimination of the excess surfactant, which
remains in the organic phase. This nanoencapsulation

method has special interest for the encapsulation of
water soluble molecules such as peptides[28] and nucleic
acids including antisense oligonucleotides.[29]

Preparation of Nanoparticles
Using a Polymer

In this group of methods, the nanoparticles are
obtained from a polymer, which was prepared accord-
ing to a totally independent method. This approach
presents the major advantage that the polymers enter-
ing the composition of the nanoparticles are well
characterized and their intrinsic physicochemical char-
acteristics will not depend on the conditions encoun-
tered during the preparation of the nanoparticles as
it can be the case with the previously described meth-
ods. Most methods starting from polymers have taken
advantages of the physicochemical properties of the
polymer used in terms of its solubility or its faculty
to form a gel under certain conditions. Basically, two
approaches are followed. One is based on the spon-
taneous formation of colloidal particles of the polymer
that are then stabilized in a second step of the
procedure. The second approach is based on the adap-
tation of methods initially developed to make micro-
particles. In this case, the goal is to reduce the size of
the particles formed with these methods. A third
approach leading to the formation of very specific
particles named SupraMolecular BioVectors by their
authors[30] is described separately. The different ways
to produce nanoparticles from a polymer is summar-
ized in Fig. 3.

Methods based on the spontaneous
formation of the nanoparticles

Spontaneous formation of nanoparticles can be
achieved by taking advantage of the solubility and gel-
ling properties of a dissolved polymer. Usually, the
step allowing polymer colloidal particles to form is
reversible, and it is necessary to complete the procedure
by a second step required to stabilize the particles.

Based on the solubility properties of a polymer, the
general principle is to prepare a solution of the poly-
mer and to induce a phase separation by the addition
of a non-solvent of the polymer[10] or by a salting-out
effect.[2] The occurrence of the phase separation can
be followed by turbidimetric measurements[2] or inves-
tigated using ternary phase diagrams.[31] Phase separa-
tions leading to polymer colloid particles are usually
obtained with diluted solutions of polymers. In a ter-
nary phase diagram, it corresponds to a small domain.
Using higher polymer concentrations in the solvent,
the colloidal particles formed at the limit of the phase
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separation as followed by turbidimetric measurements
in the case of proteins. To facilitate the formation of
colloidal dispersion of polymer particles, it is better
to induce the phase separation in totally miscible
solvent–non-solvent systems. At that stage, the parti-
cles form spontaneously and quasi-instantaneously.

Once the proper conditions to obtain the polymer
colloidal nanoparticles are identified, the particles must
be stabilized. This is usually achieved either by the
elimination of the polymer solvent by evaporation or
by chemical cross-linking of the polymer as it is the
case with proteins.[32]

This method, also known as the nanoprecipitation
method, can be applied to numerous synthetic poly-
mers.[10,31] In general, the polymer is dissolved in
acetone and the polymer solution is added into water.
The acetone is then evaporated to complete the forma-
tion of the particles. Surface active agents are usually
added to water to ensure the stability of the polymer
particles. This easy technique of nanoparticle prep-
aration was scaled up for large batch production. It
leads to the formation of nanospheres. Nanocapsules
can easily be prepared by the same method just by add-
ing a small amount of an organic oil in the polymer
solution.[8,9] When the polymer solution is poured into
the water phase, the oil is dispersed as tiny droplets
in the solvent–non-solvent mixture and the polymer
precipitates on the oil droplet surface. This method
leads to the preparation of oil-containing nanocapsules

and can be valuably used for the encapsulation of lipo-
soluble drugs.

Techniques based on the use of proteins are much
more adapted to the encapsulation of hydrosoluble
compounds and were recently developed to produce
gelatin nanospheres as carrier systems for gene
delivery.[33,34]

Based on the gelation properties displayed by cer-
tain polymers, nanoparticles are formed spontaneously
by controlling the gelation process. This approach
has been developed with alginate and chitosan that
form highly water-swollen gels. The gelling agents for
these two natural polysaccharides are respectively cal-
cium and tripolyphosphate. Nanoparticles are formed
in a certain domain of concentrations of the polysac-
charide and of the gelling agent.[35,36] With the algi-
nate, it has been shown that nanoparticles can be
prepared when the respective concentrations of algi-
nate and calcium are comprised in the domain of the
pregel stage of the alginate gelling process (alginate
0.6 wt%, calcium chloride 0.9 mM). At this compo-
sition, tiny particles of gels form resulting from inter
and intramolecular aggregations of alginate molecules
caused by the interaction with calcium. These aggre-
gates are stabilized by the formation of a polyelectro-
lyte complex with polylysine. Alginate and chitosan
nanoparticles are interested for nucleic acid and pro-
tein delivery as recently reviewed by Vauthier and
Couvreur.[16]

Fig. 3 Summary of the different methods to prepare nanospheres and nanocapsules from a polymer. W/O: water-in-oil, O/W:
oil-in-water, W/O/W: water-in-oil-in-water.
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Methods derived from microencapsulation
techniques

Methods derived from microencapsulation techniques
require the formation of an emulsion as a first step
of the procedure. To produce nanometer-scale-sized
particles, the size of the emulsion droplets must be
small enough. This can be achieved by the use of spe-
cial equipments such as high pressure homogenizers
and microfluidizers. The energy input produced by
these apparatus is important and is mainly due to high
turbulence and cavitation forces. It allows an efficient
dispersion of the polymer solution in the continuous
phase. Once the desired emulsion is prepared, the for-
mation of the nanoparticles can be induced according
to two routes including the gelation of the polymer
and the precipitation of the polymer either by solvent
displacement or by solvent evaporation. Gelation can
be induced by increasing the pH, adding calcium, or
decreasing the temperature of emulsions containing
respectively, chitosan, alginate, and agarose.[16] In the
solvent displacement technique, the emulsion is formed
with a solvent of the polymer, which is partially soluble
in water and with an aqueous phase saturated with the
solvent. Once the emulsion is formed with ethylacetate
as an example, it is diluted by the further addition of
water to displace the solvent from the dispersed phase
inducing the polymer precipitation.[14] This principle
was also developed on the base of an inverse salting-
out method.[12] In this procedure, a solution of polymer
in acetone is dispersed in an aqueous phase containing
a high concentration of salt to keep the acetone non-
miscible with water. Just by diluting the emulsion with
a large amount of pure water, the acetone is then
extracted from the dispersed phase inducing the poly-
mer precipitation. The total elimination of the acetone
can be achieved by evaporation. Finally, precipitation
of the polymer solubilized in the dispersed phase can
also be induced by the removal of the solvent by evap-
oration.[6,37] In this method named emulsification-
solvent evaporation, the polymer solvent diffuses
through the aqueous continuous phase and evaporates
at the air/water interface. The emulsion should remain
under agitation during the time required for the total
evaporation of the solvent. These methods produce
nanospheres. To make nanocapsules, small amounts
of oil can be added in the dispersed phase of the emul-
sion that will form the nanocapsules by solvent dis-
placement.[13] Nanocapsules can also be prepared
with the solvent evaporation technique from a double
water-in-oil-in-water emulsion.[15] The removal of the
organic solvent of the intermediate phase of this dou-
ble emulsion by evaporation causes the polymer to pre-
cipitate at the surface of the inner aqueous phase.
Whereas nanocapsules made by the solvent displace-
ment method is more adapted for the encapsulation

of lipophilic compounds, this last method allows the
encapsulation of hydrosoluble compounds.

Preparation of SupraMolecular BioVector

SupraMolecular BioVector consists of polysaccharide
nanospheres surrounded by a bilayer of phospholi-
pids.[30] At the origin, these systems were developed
to mimic the low density lipoproteins that are natural
colloidal structures encountered in the blood circu-
lation and designed for the transport of cholesterol
and cholesterol esters in vivo. SupraMolecular Bio-
Vector are prepared in several steps including the
functionnalization and chemical cross-linking of a
polysaccharide (starch or dextran), the purification
and the drying of the modified polysaccharide followed
by the fragmentation of the resulted powder under
high pressure to produce small polysaccharide nano-
particles. Finally, a lipid bilayer is adsorbed on the sur-
face of the nanoparticles. The chemical modification of
the polysaccharide forming the core of the Supra
Molecular BioVector lead to various possibilities in
terms of the type of molecules that can be associated
with such a carrier system. Indeed, the polysaccharide
core can be either negatively or positively charged or
even neutral opening large application potential.

Preparation of Surface Modified Nanoparticles

Once intravenously administered, the body distri-
bution of the nanoparticles is controlled by their sur-
face properties. Indeed, despite their small size,
nanoparticles display an enormous specific surface
area that makes the interaction with the surrounding
medium very important especially for their fate in vivo.
Thus, the preparation of surface modified nanoparti-
cles received much attention during the last decade to
produce nanoparticles that are able to circulate for a
long period of time in the blood stream at first and,
more recently, to achieve an effective targeting of the
device or to improve their bioadhesivity to mucosae.

Nanoparticles that are able to circulate for a long
time in the blood stream should not be recognized by
macrophages of the mononuclear phagocyte system.
To achieve this goal, at least one of the two major
known mechanisms involved in the recognition of
foreign particles by macrophages should be avoided.
These two mechanisms include the particle opsoniza-
tion and the complement activation, which consists in
protein adsorption and subsequent recognition by
macrophages. A barrier to protein adsorption could
be achieved by creating an efficient barrier of steric
hindrance, therefore, by coating or adsorbing hydro-
philic polymers to nanoparticle surface.
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Nanospheres coated with poly(ethylene glycol) were
first obtained by the simple adsorption of triblock
copolymers of poly(ethylene glycol)–poly(propylene
glycol)–poly(ethylene glycol) on the surface of already
prepared nanospheres.[38] To improve the stability of
the poly(ethylene glycol) coating, nanospheres were
prepared by nanoprecipitation or by emulsification-
solvent evaporation using copolymers of poly(lactic
acid)–co-poly (ethylene glycol) or of poly(alkylcyano-
acrylate)–co-poly(ethylene glycol).[17,39–41] Finally, poly
(ethylene glycol) can initiate the polymerization of
alkylcyanoacrylate to produce poly(ethylene glycol)-
coated poly-(alkylcyanoacrylate) nanoparticles by
emulsion polymerization.[24,41]

To make nanoparticles able to escape complement
activation, Passirani et al.[42] proposed to coat nano-
spheres with heparin. This compound, which is a poly-
saccharide, is a physiological inhibitor of complement
activation in vivo. Heparin-coated poly(methylmetha-
crylate) nanoparticles were prepared by emulsion poly-
merization. In the method, the radical polymerization
of methylmethacrylate was initiated by heparin accord-
ing to an original method involving cerium ions and
allowing heparin to covalently attach to poly(methyl-
methacrylate).

The next step now is the development of targeted
nanoparticles toward a specific cell type. This has
recently been investigated by Stella et al.[43] who pre-
pared poly(alkylcyanoacrylate) nanoparticles showing
residues of folic acid on their surface. These nanopar-
ticles will be used to target cancer cells overexpressing
a membrane receptor for the folic acid. The targeting
moiety, consisting on the folic acid, was grafted on
the surface of poly(aminopoly(ethylene glycol) cyano-
co-hexadecylcyanoacrylate) nanoparticles that were
obtained by nanoprecipitation.

In another way, chitosan was used as a coating
agent for nanoparticles to improve their bioadhesive
properties after oral and nasal administration.[44] Indeed,
chitosan is known to have bioadhesive properties as
well as an interesting absorption enhancing capacity.

CHARACTERIZATION OF NANOPARTICULATE
DRUG CARRIERS

Nanoparticles can be characterized by all the different
physico chemical techniques that apply for polymer
colloids.[45] Concerning the development procedure of
nanoparticles as drug carriers, the main physico chemi-
cal parameters that are investigated are the shape, the
size, the surface properties, the density, and the con-
centration of the particles.[19] The size as well as the
size distribution are important parameters to be
determined to achieve safe intravenous administration.
Surface properties are also important to consider as

nanoparticles display considerable specific surface area
responsible for the interactions with the surrounding
medium. Finally, the density and the concentration
are required to deduce the specific surface area of the
particles together with the size.

Nanoparticles can be visualized using different micros-
copy techniques. Transmission electron microscopy is
usually applied to nanoparticles after negative staining
with phosphotungstate acid or with uranyl acetate after
it has been checked that the staining agents do not
modify the particles. Recent progress in transmission
electron microscopy now allows direct observations of
the nanoparticles without the use of any staining agent
that may cause artefacts in some cases. In particular,
direct observations of the nanoparticles after a sample
of the nanoparticle dispersion has been freezing at very
low temperature can be carried out by cryotransmission
electron microscopy. Scanning electron microscopy is
performed on samples coated with a thin layer of
gold metal to produce the contrast. These techniques
as well as those based on atomic force microscopy give
useful images of the nanoparticles showing their shape.
Measurements of the size and of the size distribution
require determination of the diameters number of indi-
vidual nanoparticles that may be assisted by the use of
valuable image analysis softwares. The internal structure
of the nanoparticles can be observed by freeze fracture
and cryotransmission electron microscopy.

Generally, mean size and size distribution of nano-
particles are evaluated by quasi-elastic light scattering
also named photocorrelation spectroscopy. This
method is based on the evaluation of the translation
diffusion coefficient, D, characterizing the Brownian
motion of the nanoparticles. The nanoparticle hydro-
dynamic diameter, dH is then deduced from this
parameter from the Stokes Einstein law.

Other techniques can be used to determine the size
and the size distribution of the nanoparticles. The field
flow fractionation method is based on the separation
of particles according to their size in a thin glass chan-
nel in which the flow carrying on the nanoparticles is
submitted to an external perpendicular force produced
either by a crossed flow or a sedimentation.[46,47] This
technique, which can be applied for particles in a wide
range of size (10 nm to several hundred mm), will gain
more attention in the future for size determination and
also for nanoparticle surface analysis.[48] Size and size
distribution of nanoparticles can also be determined
by size exclusion chromatography performed on
appropriate gels. This approach, requiring less equip-
ment than the previous methods, presents the main
limitation that only particles having a diameter lower
than 120 nm can be characterized by this method.[49]

As mentioned earlier, surface characteristics of
the nanoparticles are of primary importance for the
interaction of the nanoparticles with the surrounding
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medium. The main nanoparticle surface characteristics
that are considered are the charge, the hydrophilicity,
the chemical composition and the capacity to adsorb
proteins and to induce complement activation.

The charge of the nanoparticle surface is usually
evaluated by the measurement of their zeta potential,
which gives information about the overall surface
charge of the particles and how it is affected by
changes in the environment.[50] Zeta potential is affec-
ted by the surface composition of the nanoparticles,
the presence or the absence of adsorbed compounds,
and the composition of the dispersing phase, mainly
the ionic strength and the pH.

The hydrophilicity of the nanoparticle surface can
be evaluated by hydrophobic interaction chromatog-
raphy.[51] This technique, based on affinity chromatog-
raphy, allows a very rapid discrimination between
hydrophilic and hydrophobic nanoparticles. The nano-
particles are passed through a column containing a
hydrophobic interaction chromatography gel. The
nanoparticles that are retained by the gel and only
eluted after the addition of a surfactant are considered
as hydrophobic, whereas the nanoparticles that do
not interact with the gel and that are directly eluted
from the column are considered as hydrophilic.
Apart from the hydrophobic interaction chromatog-
raphy, the field flow fractionation techniques recently
appeared to present interesting potential for the
characterization of nanoparticles with different surface
characteristics.[48]

X-ray photoelectron spectroscopy (ESCA) can be
use to determine the chemical composition of the
nanoparticle surface. This technique is a very useful
tool for the development of surface modified nano-
particles providing a direct evidence of the presence
of the components that are believed to be on the nano-
particle surface.[38,41]

The capacity of the nanoparticles to adsorb proteins
and to activate the complement in vivo after intra-
venous administration will influence the fate of the car-
rier and its body distribution. To approach this aspect,
in vitro tests have been developed to investigate the
profile of the type of serum proteins that adsorbed
onto the nanoparticle surface after incubation in serum
and to evaluate the capacity of the nanoparticles to
induce complement activation. The analysis of the pro-
tein adsorbed onto the nanoparticle surface can be
performed by 2D-polyacrylamide gel electrophoresis.
This technique allows the identification of the proteins
that adsorbed onto the nanoparticle surface.[52] To
evaluate modifications of the composition of the
adsorbed protein with time, a faster method based on
capillary electrophoresis can also be used.[53] Finally,
the activation of the complement produced by nano-
particles can be evaluated either by a global technique
or by a specific method measuring the specific activation

of the component C3. In the global technique, nano-
particles are incubated with serum and, after the incu-
bation, the remaining non-activated complement in the
serum is evaluated using a red blood cell lysis test.[54,55]

The concentration of nanoparticle in the dispersion
can be deduced from gravimetric determination or by
turbidimetric measurements based on the application
of the Mie’s law.[48,56] Density of the nanoparticles is
evaluated either by pycnometry[57] or by isopycnic
centrifugation.[13,58]

PHARMACEUTICAL APPLICATIONS
OF NANOPARTICLES

Nanoparticles were first developed in the mid-seventies
by Birrenbach and Speiser.[3] Later on, their appli-
cation for the design of drug delivery systems was
made available by the use of biodegradable polymers
that were considered to be highly suitable for human
applications.[5] At that time, the research on colloidal
carriers was mainly focusing on liposomes, but no
one was able to produce stable lipid vesicles suitable
for clinical applications. In some cases, nanoparticles
have been shown to be more active than liposomes
due to their better stability.[59] This is the reason why
in the last decades many drugs (e.g., antibiotics, anti-
viral and antiparasitic drugs, cytostatics, protein and
peptides) were associated to nanoparticles.

Intravenous Administration

Fate of nanoparticles and their content after
intravenous administration

The main interest of nanoparticles is their ability to
achieve tissue targeting and enhance the intracellular
penetration of drugs. After intravenous administra-
tion, nanoparticules are taken up by the liver, spleen
and to a lower extent the bone marrow.[60] Within these
tissues, nanoparticles are mainly taken up by cells
of the mononuclear phagocyte system (MPS).[61] The
uptake occurs through an endocytosis process after
which the particles end up in the lysosomal compart-
ment[61] where they are degraded producing low
molecular weight soluble compounds that are elimi-
nated from the body by renal excretion.[62] As a result
of the MPS site specific targeting, avoidance of some
organs was made possible, thus reducing the side
effects and toxicity of some active compounds. Due
to their strong lysosomal localization, one could
imagine that nanoparticles are not suitable to target
to the cytoplasm. To avoid their trapping within
the lysosomal compartment, several compounds able
to destabilize the lysosomal membrane were added to
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the nanoparticulate systems (e.g., cationic surfactant)[63]

allowing some drugs to be delivered to the cytoplasm.
Recently, to avoid MPS uptake, several groups have
developed a strategy consisting of the linkage to the
nanoparticles of poly(ethylene glycol) derivatives.[39,64,65]

This linkage results in a lower uptake of nanoparticles
by the MPS and in a longer circulation time. As a conse-
quence, these so-called stealth� nanoparticles would be
able to extravasate across endothelium that becomes
permeable due to the presence of solid tumors.

Application to the treatment of
intracellular infections

Intracellular infections were found to be a field of
interest for drug delivery by means of nanospheres.
Indeed, infected cells may constitute a ‘‘reservoir’’
for micro organisms, which are protected from antibio-
tics inside lysosomes. The resistance of intracellular
infections to chemotherapy is often related to the low
uptake of commonly used antibiotics or to their
reduced activity at the acidic pH of lysosomes. To
overcome these effects, the use of ampicillin, a b lactam
antibiotic, bound to nanospheres was proposed as
endocytozable formulation.[66] The effectiveness of
polyisohexylcyanoacrylate (PIHCA) nanospheres was
tested in the treatment of two experimental intracellular
infections.

Firstly, ampicillin-loaded nanospheres were tested
in the treatment of experimental Listeria monocyto-
genes infection in congenitally athymic nude mice, a
model involving a chronic infection of both liver and
spleen macrophages.[67] After adsorption of ampicillin
onto nanospheres, the therapeutic activity of ampicillin
was found to increase dramatically over that of the free
drug. Bacterial counts in the liver were at least 20-fold
reduced after linkage of ampicillin to PIHCA nano-
spheres. In addition, nanoparticulate ampicillin was
capable of ensuring liver sterilization after two injec-
tions of 0.8 mg of nanospheres bound drug, whereas
no such sterilization was ever observed with any of
other regimens tested. Reappearance of living bacteria
in the liver after the end of the treatment was probably
due to a secondary infection derived from other organs
such as the spleen, which was not completely sterilized
by the treatment.[67]

Secondly, nanosphere-bound ampicillin was tested
in the treatment of experimental salmonellosis in
C57/BL6 mice, a model involving an acute fatal infec-
tion.[66] All mice treated with a single injection of
nanoparticle-bound ampicillin survived, whereas all
control mice and all those treated with unloaded nano-
spheres died within 10 days postinfection. With free ampi-
cillin, an effective-curative effect required three doses of
32 mg each. Lower doses (3 � 0.8 mg and 3 � 16 mg)
delayed but did not reduce mortality. Thus, the

therapeutic index of ampicillin, calculated on the basis of
mice mortality, was increased by 120-fold when the drug
was bound to nanospheres.

In order to clarify the mechanism by which nano-
spheres improved the antimicrobial efficacy of ampicil-
lin, Forestier et al.[68] have compared in vitro the
efficacy of ampicillin bound to poly(isobutylcyano-
acrylate) (PIBCA) nanospheres with that of free ampi-
cillin in terms of survival of L. monocytogenes in
mouse peritoneal macrophages. After 30 h of incu-
bation, nanospheres-bound ampicillin decreased the
number of viable bacteria by 99% as compared to the
controls whereas with free ampicillin, the number of
bacteria was slightly lower than in the controls.
Nanoparticle-ampicillin thus appeared to be much more
effective than free ampicillin for inhibiting intracellular
growth of L. monocytogenes. With in vitro Salmonella
typhimurium infected macrophages, the situation was
a little bit more complicated since the bactericidal
effect of ampicillin-bound PIHCA nanospheres was
poor although the intracellular capture of ampicillin
was dramatically increased and its efflux in the extra-
cellular medium reduced.[69] In another study, confocal
microscopy and transmission electron microscopy were
used to establish the intracellular traffic of ampicillin-
bound PIHCA nanospheres and its relation with the
bacteria within the subcellular compartments.[70] The
data obtained clearly demonstrated the active uptake
by phagocytosis of ampicillin-bound PIHCA nano-
spheres by murine macrophages and their localization
in the same vacuoles as the infecting bacteria, but in a
restrictive way.[70] Thus, it was difficult to understand
the limited bactericidal effect of ampicillin-bound
nanospheres. The most probable explanation is to be
found in the resistance mechanism of S. typhimurium
involving the inhibition of the phagosome–lysosome
fusion,[71] which lets some bacteria in phagosomes free
of nanospheres. If this proposed hypothesis (inhibition
of phagosome–lysosome fusion) is correct, the dra-
matic efficiency observed in vivo should rather be
due to the specific targeting of the infected tissues (rich
in reticuloendothelial cells), than to an efficient intra-
cellular targeting as it could be supposed.

In order to eliminate both dividing and non-dividing
bacteria, a fluoroquinolone antibiotic, ciprofloxacin,
has been associated with PIBCA and PIHCA nano-
spheres. In an animal model of persisting Salmonella
infection, although an effect on the early phase of the
infection was observed, neither free nor nanosphere-
bound ciprofloxacin was able to eradicate truly persist-
ing bacteria.[72]

Since they accumulate in the MPS, nanospheres
hold promise as drug carriers for the treatment of vis-
ceral leishmaniosis.[73] Thus, it has been shown that
PIHCA nanospheres can be used as a carrier of prima-
quine whose activity was increased 21-fold against
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intracellular Leishmania donovani when associated
with nanospheres.[74] A part of the activity was attrib-
uted to the fact that phagocytosis of nanospheres led to
the induction of a respiratory burst, which was more
pronounced in infected than in non-infected macro-
phages.[74] Dehydroemetine is also one of the drug
candidates for this treatment but has some side effects
involving the heart, which were reduced after linkage
with nanospheres.[75]

Application to the treatment of cancer

When given intravenously, anticancer drugs are dis-
tributed throughout the body as a function of the
physicochemical properties of the molecule. A pharma-
cologically active concentration is reached in the tumor
tissue at the expense of massive contamination of
the rest of the body. For cytostatic compounds, this
poor specificity raises a toxicological problem, which
presents a serious obstacle to effective therapy. The
use of colloidal drug carriers could represent a more
rational approach to specific cancer therapy. In addition,
the possibility of overcoming multidrug resistance might
be achieved by using cytostatics-loaded nanospheres.

The antitumor efficacy of doxorubicin-loaded nano-
spheres was first tested using the lymphoid leukemia L-
1210 as a tumor model. In this study, one intravenous
injection of doxorubicin-loaded PIBCA nanospheres
was found to be more effective against L1210 leukemia
than when the drug was administered in its free form
following the same dosing schedule.[76] Although
the increased life span (ILS %) of mice injected with
doxorubicin-loaded PIBCA nanospheres was twice as
high as the ILS % for free doxorubicin, there were
no long-term survivors.

The effectiveness of doxorubicin-loaded PIHCA
nanospheres against L1210 leukemia was even more
pronounced than that of doxorubicin loaded onto
PIBCA nanospheres. The drug toxicity was markedly
decreased when it was bound to this sort of nano-
spheres, so that impressive results were obtained with
this formulation at doses for which the therapeutic
efficiency of free doxorubicin was completely masked
by the overpowering toxicity of the drug.[76] Further-
more, preliminary experiments suggested that one i.v.
bolus injection of doxorubicin-loaded nanospheres
was more active, in L1210-bearing mice, than
perfusion of the free drug for 24 h.

The superiority of doxorubicin targeted with the aid
of poly(alkylcyanoacrylate) nanospheres was later con-
firmed in a murine hepatic metastases model (M5076
reticulosarcoma).[77] Irrespective of the dose and the
administration schedule, the reduction in the number of
metastases was much greater with doxorubicin-loaded
nanospheres than with free doxorubicin, particularly if
treatment was given only when the metastases were

well established. The improved efficacy of the targeted
drug, as clearly confirmed by histological examina-
tions, shows that both the number and the size of
the tumor nodules were lower when doxorubicin was
administered in its nanoparticulate form.[77] Further-
more, liver biopsies of animals treated with the
nanosphere-targeted drug showed a lower cancer cell
density inside tumor tissue. Necrosis was often less
widespread with the nanosphere-associated drug than
in the control group and the group treated with free
doxorubicin.

Studies performed on total homogenates of livers
from both healthy and metastases-bearing mice
showed extensive capture of nanoparticulate doxorubi-
cin by the liver; no difference in hepatic concentrations
was noted between healthy and tumor-bearing ani-
mals.[77] In order to elucidate the mechanism behind
the enhanced efficiency of doxorubicin-loaded nano-
spheres, doxorubicin measurements were made in both
metastatic nodules and neighboring healthy hepatic
tissue. This provided quantitative information con-
cerning the drug distribution within these tissues.[78]

During the first 6 h after administration, the exposure
of the liver to doxorubicin was 18 times greater for
nanosphere-associated doxorubicin. However, no spe-
cial affinity for the tumor tissue was detected and the
nanospheres were seen by electron microscopy to be
located within Kupffer cells (macrophages). However,
at later time-points, the amount of drug in the tumor
tissue increased in nanosphere-treated animals to 2.5
times the level found in animals given free doxorubicin.
Since uptake of nanospheres by neoplastic tissue is
unlikely, this increase in the doxorubicin concentration
in tumor tissue probably resulted from doxorubicin
released from healthy tissue, in particular Kupffer
cells. Hepatic tissue could play the role of drug reser-
voir from which prolonged diffusion of the free drug
(from nanospheres entrapped in Küpffer cell lyso-
somes) toward the neighboring malignant cells occurs.

This hypothesis raises the question of the long-term
effect of an 18-fold increase of doxorubicin concen-
tration in the liver. Although toxicological data have
shown that doxorubicin-loaded nanospheres were not
significantly or unexpectedly toxic to the liver in terms
of survival rate at high doses, body weight loss, and
histological appearance,[79] this possibility should be
borne in mind, especially since a temporary depletion
in the number of Kupffer cells, and hence the ability
to clear bacteria, was observed in rats treated with
doxorubicin-loaded liposomes.[80] A systematic study
using unloaded poly(alkylcyanoacrylate) nanoparticles
confirmed a reversible decline in the phagocytic capacity
of the liver after repeated dosing, as well as a slight
inflammatory response.[81,82] Nanoparticle-associated
doxorubicin also accumulated in bone marrow, leading
to a myelosuppressive effect.[83] However, this tropism
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of carriers might be useful to deliver myelostimulating
compounds such as granulocyte colony stimulating fac-
tor to reverse the suppressive effects of intense chemo-
therapy.[84] Nanospheres are also captured by splenic
macrophages.[85] In this study, the spleen architecture
was shown to play a role in the localization of the nano-
spheres: in mice, uptake was mainly observed in metallo-
philic macrophages of the marginal zone whereas in rats,
which have sinusoidal spleens similar to that of humans,
particles were found in the red pulp macrophages.

On the other hand, alteration of the drug distri-
bution profile by linkage to nanospheres can, in some
cases, considerably reduce the toxicity of a drug
because of reduced accumulation in organs where the
most acute toxic effects are exerted. This concept was
indeed illustrated with doxorubicin, which displays
severe acute and chronic cardiomyopathy. After intra-
venous administration to mice, plasma levels of doxoru-
bicin were higher when the drug was adsorbed onto
nanospheres and at the same time the cardiac concen-
tration of the drug was dramatically reduced.[86] In
accordance with the observed distribution profile,
doxorubicin associated with nanospheres was found to
be less toxic than free doxorubicin.[78]

The ability of tumor cells to develop simultaneous
resistance to multiple lipophilic compounds represents
a major problem in cancer chemotherapy. Cellular
resistance to anthracyclines has been attributed to an
active drug efflux from resistant cells linked to the
presence of transmembrane P-glycoprotein, which
was not detectable in the parental drug-sensitive cell
line. Drugs, such as doxorubicin, appear to enter the
cell by passive diffusion through the lipid bilayer. Upon
entering the cell, these drugs bind to P-glycoprotein,
which forms transmembrane channels and uses energy
from ATP hydrolysis to pump these compounds out
of the cell.[87] To solve this problem, many authors have
proposed the use of competitive P-glycoprotein inhibi-
tors, such as the calcium channel blocker verapamil,
which are able to bind to P-glycoprotein and to
overcome pleiotropic resistance. However, since the
adverse effects of verapamil are serious, its clinical use
to overcome multidrug resistance is limited.

During the past few years, many studies have been
devoted to evaluating the antitumor potential of
carrier-drug complexes.[88] The effect of nanospheres
loaded with doxorubicin, resistance to which is known
to be related to the presence of P-glycoprotein, was
evaluated. The cytotoxicity of free-doxorubicin, doxoru-
bicin-loaded PIHCA nanospheres (NP-Doxorubicin)
(mean diameter 300 nm), and nanospheres without
drug (NP), against sensitive (MCF7) and multidrug
resistant (Doxorubicin R MCF7) human breast cancer
cell lines was compared.[89] MCF7 cells were more
sensitive to free-doxorubicin than Doxorubicin R
MCF7 cells with a 150-fold difference in the IC50.

No significant difference was observed in the survival
rate of MCF7 treated with free-Doxorubicin or NP-
doxorubicin. In contrast, for doxorubicin R MCF7,
the IC50 for doxorubicin was 130-fold lower when NP-
doxorubicin were used instead of free-doxorubicin.[89]

These results indicated that nanospheres provided an
effective carrier for introducing a cytotoxic dose of
doxorubicin into the pleiotropic resistant human cancer
cell line Doxorubicin R MCF7.

Complementary experiments, conducted with other
sensitive and resistant cell lines, have confirmed this
efficacy of nanospheres.[90,91] Doxorubicin resistance
was circumvented in the majority of the cell lines
tested, and some encouraging results were obtained
in vivo in a P388 model growing as ascites.[90] Further
studies were undertaken to elucidate the mechanism of
action of polyalkylcyanoacrylate nanospheres. The
incubation time and number of particles per cell were
important factors[92] and, when PIBCA nanospheres
were used, doxorubicin accumulation within P388/
ADR resistant leukemic cells was increased compared
with free drug, although no endocytosis of nano-
spheres occurred.[93] On the other hand, when the less
rapidly degradable PIHCA nanospheres were used,
reversion was observed in the absence of increased
intracellular drug.[94] The degradation products of poly
(alkylcyanoacrylate) nanospheres [mainly poly(cya-
noacrylic acid)] were also able to increase both accumu-
lation and cytotoxicity of doxorubicin, although they
were soluble in the culture medium. Hence, the reversion
of resistance seems to be due both to the adsorption of
nanospheres on the cell surface and to theformation of
a doxorubicin-poly(cyanoacrylic acid) ion pair, which
facilitates the transport of the drug across the cell
membrane.[94]

In the light of the results obtained with doxorubicin-
loaded nanospheres in the liver metastases model
described earlier,[77] the role of macrophages as a reser-
voir for doxorubicin was tested in a two-compartment
coculture system in vitro with both resistant and sensi-
tive P388 cells.[95] Even after prior uptake by macro-
phages, doxorubicin-loaded PIBCA nanospheres were
able to overcome resistance. However, this reversion
was only partial. It was decided to take advantage of
the particulate drug carrier offers to associate an antic-
ancer drug and a compound capable of inhibiting the
P-glycoprotein. This approach was tested with doxoru-
bicin and cyclosporin A bound to the same nano-
spheres and was found to be extremely effective in
reversing P388 resistance.[95] The association of cyclos-
porin A with nanospheres would ensure that it reaches
the same sites as the anticancer drug at the same time
and would also reduce its toxic side effects.

As early as 1986, al Khouri et al.[96] observed that
like other colloidal carriers, nanocapsules, administered
by the IV route in rabbits, were taken up rapidly by
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organs of the mononuclear phagocyte system. One
application that takes advantage of this uptake con-
cerns nanocapsules of (muramyl tripeptide cholesterol)
(MTP-Chol). This immunostimulating agent is able to
activate macrophages and induce toxicity toward
tumor cells, and would therefore be a useful agent to
treat metastatic cancer. The mechanisms by which
activated macrophages arrest tumor proliferation
include production of nitric oxide and TNF-a. It was
showed in in vitro models of rat alveolar macrophages
and RAW 264.7 mouse monocyte macrophage line that
nanocapsules based on poly(D,L-lactide) containing
MTP-Chol are more efficient activators than the free
drug.[97,98] This action could be due to an intracellular
delivery of the immunomodulator encapsulated in
nanocapsules after phagocytosis and to an intermediate
transfer of the drug to serum proteins.[99] This system
has also demonstrated its efficiency in vivo; in fact,
Barratt et al.[100] reported that antimetastatic effects
of nanocapsules contained MTP-Chol in a model of
liver metastases. Some antimetastatic activity was also
seen after oral administration.

Nanospheres for oligonucleotide delivery

Oligodeoxynucleotides are potentially powerful new
drugs because of their selectivity for particular gene
products in both sense and antisense strategies. How-
ever, using antisense oligonucleotides in therapeutics
is a challenge to pharmaceutical technology because
of their susceptibility to enzymatic degradation and
their poor penetration across biological membranes.
Nanoparticulate preparations might be an interesting
alternative because of better stability in the presence
of biological fluids. In the case ofnanospheres made
of synthetic polymers [poly(alkylcyanoacrylate), poly
(lactic acid)], since oligonucleotides have no affinity
for the polymeric matrix, association with nanoparti-
cles has been achieved by ion pairing with a cationic
surfactant, cetyltimethylammonium bromide (CTAB)
adsorbed onto the nanoparticle surface.[101] Oligonu-
cleotides bound to poly(alkylcyanoacrylate) nano-
spheres in this way were protected from nucleases in
vitro[63] and their intracellular uptake was incre-
ased.[102] In addition, nanospheres were able to concen-
trate intact oligonucleotides in the liver and in the
spleen.[103] Antisense oligonucleotides formulated in
this way were able to specifically inhibit mutated
Ha-ras-mediated cell proliferation and tumorigenicity
in nude mice.[104]

This approach has recently been applied to the
association of a phosphodiester antisense oligonucleotide
directed against the 30 non-translated region of the
PKCa gene with nanospheres prepared from PIBCA.
These nanospheres were able to inhibit PKCa neo-
expression in cultured Hep G6 cells.[105]

Nanospheres containing oligonucleotides have also
been formulated from a naturally occurring polysac-
charide, alginate, which forms a gel in the presence
of calcium ions. In this case, the oligonucleotides
penetrate into the gel matrix by reptation, thus provid-
ing a high loading yield and good protection against
nucleases.[106]

Subcutaneous/Intramuscular
Administration

Subcutaneous administration of nanoparticles was
achieved mainly for the delivery of peptides and vac-
cines. It allows slow release of the entrapped drugs
therefore reducing the number of administrations,
increasing blood half-life of the active drug, and
finally, in some cases, reducing side effects.

PIBCA nanospheres were injected subcutaneously
to rats. Autoradiographic pictures obtained after using
radiolabelled polymer have shown a progressive stain-
ing reduction in the muscular tissue suggesting that
nanospheres were slowly biodegraded.[107] In the same
study, nanospheres were found to release a peptide
(GRF) in a sustained manner. Comparison of the
AUC of free GRF and GRF-loaded nanospheres
showed that in addition to the slow release process
nanospheres were able to improve the bioavailability
of the peptide. This improvement could be attributed
to the fact that free administered GRF is very quickly
metabolized at the injection site, whereas it is partly
protected from massive enzymatic degradation when
it is administered associated with nanospheres.[107]

A few examples of the use of nanospheres as adju-
vant for antigens/allergens delivery were described in
the literature. The main advantage of this approach
is to design single shot vaccine. In this case the drug
carrier has to remain at the site of administration
and deliver either continuously or pulsatively the anti-
gen. The use of slowly degradable polymers (PLA,
PMMA) is suitable for this application, since peptide
or protein release is more adequate. Poly(methyl meth-
acrylate) were first investigated as adjuvants for inject-
able vaccines.[108,109] These nanospheres were claimed
to be biodegradable after subcutaneous or intramuscu-
lar injection and shown to exhibit very powerful adju-
vant properties for a number of antigens. However, the
adjuvant properties were shown to be better when the
antigen was incorporated during the polymerization
process than when adsorbed onto nanospheres.[110]

When comparing the effect of PMMA with other poly-
mers (polystyrene and 2-hydroxyethyl methacrylate/
methyl methacrylate copolymer, HEMA: MMA), it
was also demonstrated that a decrease in particle size
and an increase in the hydrophobicity of nanospheres
increased the antibody response after immunization
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against influenza whole and split virus, bovine serum
albumin, and HIV2 split virus.[111–113]

Oral Route

There are numerous reports showing that uptake and
translocation of nanoparticles and microparticles take
place after oral administration to animals.[114–116]

Different mechanisms have been proposed to explain
the translocation of particulate material across the
intestine: i) uptake via Peyer’s patches or isolated
lymphoid follicles; ii) intracellular uptake; and iii)
intracellular/paracellular passage. The uptake of
poly(alkylcyanoacrylate) nanocapsules by Peyer’s
patches has been shown by Damgé et al.[116] When
administered in the lumen of an isolated ileal segment
of the rat, polylalkylcyanoacrylate nanocapsules were
found preferentially over Peyer’s patches through
which they passed massively and rapidly.[116] Nanocap-
sules were clearly visible in M-cells and in intercellular
spaces around the lymph cells. Intracellular uptake of
nanospheres has been proposed by Kreuter, Muller,
and Munz[117] based on electron-microscopic autora-
diographic investigations showing radioactivity into
epithelial and goblet cells after oral administration
of poly(hexylcyanoacrylate) (PHCA) nanospheres
labeled with 14C. The translocation of particles by a
paracellular pathway has been evidenced in a study
done by Aprahamian et al.[118] using PIBCA nano-
capsules. Nanocapsules were filled with an iodinized
oil (lipiodol) in order to render them detectable using
a scanning electron microscope equipped with an
energy-dispersive X-ray spectrometer. When they were
administered in an isolated segment of a dog jejunum,
they appeared as vesicles associated with intraluminal
mucus. Subsequently, they were observed in intravillus
capillaries in close contact with red cells or adsorbed to
the inner wall of endothelial cells. Among these three
mechanisms and according to many studies involving
nanoparticles made of other biodegradable and non-
degradable polymers, translocation via the uptake in
Peyer’s patches seems to be the major pathway for a
rapid and substantial passage after oral administration
of nanoparticles. Although it might exist in certain
situations, the passage of particles between the absorp-
tive cells is rather less likely if the barrier of tight
junctions has not been disrupted. Although there are
abundant reports from various independent workers
showing evidence of absorption of particulate systems
by the gastrointestinal tract, the oral absorption of
nanoparticles remains a controversial issue. However,
even if a more clear estimation of the quantity of
absorbed particles is needed as well as a better under-
standing of the factors affecting particles uptake, it
must be concluded that translocation of small sized

particles like poly(alkylcyanoacrylate) nanoparticles
is possible. The question remains if the extent of par-
ticle translocation is compatible with a strategy of drug
administration with therapeutic perspectives. This will
be discussed below.

Oral Delivery of Peptides and Proteins
and Vaccines

Poly(isobutylcyanoacrylate) nanocapsules were shown
10 years ago to be able to encapsulate insulin and to
increase its activity as assessed by a reduction of glyce-
mia.[119] Several aspects of this phenomenon are
surprising: encapsulation of a hydrophilic drug in the
oily core of nanocapsules; reduction of glycemia was
only obtained with diabetic animals; hypoglycemia
appeared two days after a single administration
and was maintained for up to 20 days depending on
the insulin doses, although the amplitude of the phar-
macological effect (minimum level of blood glucose)
did not depend on the insulin dose. Damgé et al.[116]

and Lowe and Temple[120] suggested that nanocapsules
could protect insulin from proteolytic degradation in
intestinal fluids, based on the protection of encapsulated
insulin, observed in the presence of different enzymes in
vitro. Later studies showed that insulin did not react
with the alkylcyanoacrylate monomer during the forma-
tion of nanocapsules and was located within the oily core
rather than adsorbed on their surface.[27,121]

The capacity of insulin nanocapsules to reduce gly-
cemia could be explained by their translocation
through the intestinal barrier, as suggested by Damgé
et al.[116]; for example by paracellular pathway or via
M cells in Peyer’s patches.[122] Recently, the use of
Texas Red�-labeled insulin allowed this translocation
to be visualized more readily.[123] One hour after oral
administration, nanocapsules reached the ileum. The
presence of fluorescent areas within the mucosa and even
in the lamina propria suggested that insulin-loaded
nanocapsules could cross the intestinal epithelium.
Although this passage is certainly an important factor,
it does not explain the duration of the hypoglycemia.
This prolonged action could be due to the retention of
a part of the colloidal system in the gastrointestinal tract.

Interestingly, a prolonged hypoglycemic effect was
also observed with insulin entrapped in poly(alkylcya-
noacrylate) nanospheres when these were dispersed in
an oily phase containing surfactant.[124] This suggests
that some components of nanocapsules could act as
promoters of absorption.

Recently, Damgé et al.[125] showed that the incor-
poration of octreotide, a somatostatin analogue, in
poly(alkylcyanoacrylate) nanocapsules also improved
and prolonged the therapeutic effect of this peptide,
after administration by the oral route.
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Even if the main limitation to oral administration of
poly(alkylcyanoacrylate) nanoparticles is that their
passage through the intestinal barrier is probably
restricted and sometimes erratic, they represent an
interesting tool for oral delivery of antigens. Indeed,
M-cells appear to be the main site for the uptake of
poly(alkylcyanoacrylate) nanoparticles after oral
administration[116] and, furthermore, it is generally
accepted that limited doses of antigen are sufficient
for a mucous immunization. In fact, oral delivery of
antigens may be considered as the most convenient
means of producing an IgA antibody response. How-
ever, it is importantly limited by enzymatic degrada-
tion of antigens in the GI tract and, additionally by
their poor absorption. Thus, it has been postulated
that the use of micro- or nanoparticles for the oral
delivery of antigens should be efficient if those systems
are able to achieve the protection of the antigenic mol-
ecule. Poly(alkylcyanoacrylate) nanoparticles have
been shown to enhance the secretory immune response
after their oral administration in association with oval-
bumin.[126] This result was not fully reproduced in the
case of poly(acrylamide) nanoparticles loaded with the
same antigen. It was postulated that in the case of
poly(acrylamide) nanospheres, much of the antigen
was located at the surface of the polymer and could
have been degraded during its passage through the
gut. The relatively high surface concentration of oval-
bumin adsorbed onto poly(butylcyanoacrylate) nano-
spheres may have reduced the ability of the
proteolytic enzymes in the gut to gain access to and
to degrade the antigen, resulting in a greater antigen
availability.

Ocular Delivery

The anatomical structure and the protective physio-
logical process of the eye exert a strong defense against
ocular drug delivery. This is the reason why conven-
tional ocular dosage forms exhibit extremely low bio-
availability. Limited absorption of the drug through
the lipophilic corneal barrier is mainly because of short
precorneal residence time due to the tear turn-over,
rapid nasolacrimal drainage of instilled drug from
the tear fluid, and non-productive absorption through
the conjonctiva. Only a small proportion (1–3%) of
the applied drug penetrates the cornea and reaches
intraocular tissues. For these reasons, it is necessary
to develop efficient and more acceptable ocular thera-
peutic systems.

Different strategies can be carried out to improve
the precorneal residence time and/or penetration abil-
ity of the active ingredient. Among them, one
approach consists of using colloidal drug delivery sys-
tems such as nanoparticles. Initial studies carried out

with nanocapsules, as ocular drug carriers, attempted
to increase the penetration of lipophilic drugs into
the eye by prolonging the precorneal residence time,
as observed with other colloidal systems, liposomes
and nanospheres. These studies, which concerned anti-
glaucomatous agents, such as betaxolol, carteolol, and
metipranolol encapsulated in nanocapsules, only
showed a reduction of the non-corneal absorption (sys-
temic circulation) leading to reduced side-effects as
compared with the free drug.[127–129] These systemic
side-effects are due to a poor ocular retention of drugs
that are directly absorbed into the systemic circulation
by conjunctival and nasal blood vessels. In two cases
(carteolol and betaxolol), encapsulation in nanocap-
sules produced an improved pharmacological effect
(reduction of intraocular pressure) than produced by
free drug and nanospheres (although the penetration
of nanocapsules was not tested) and reduced cardio-
vascular systemic side-effects.[127,128] Metipranolol
showed the same activity alone and associated with
nanocapsules but, as in the case of carteolol and beta-
xolol, its side-effects were reduced. When betaxolol
was used, the nature of the polymer making up the
nanocapsule wall was found to be important, and poly
(e-caprolactone) was more efficient than PIBCA or
poly(lactic-co-glycolic acid).[127]

Calvo et al.[130] explored the mechanisms of inter-
action of nanocapsules with ocular tissues to better
understand the pharmacological responses obtained
with antiglaucomatous agents. By confocal micros-
copy, they showed that poly(e-caprolactone) nanocap-
sules could specifically penetrate the corneal epithelium
by an endocytic process without causing any damage
to the cells, in contrast with PIBCA nanoparticles,
the uptake of which was associated with cellular
lysis.[131] These results explained the improved thera-
peutic effect and the reduction of systemic side-effects
as a result of drug loss through the conjunctiva pro-
vided by poly(e-caprolactone) nanocapsules by increas-
ing corneal epithelium penetration of lipophilic drugs.
Calvo et al.[132] also excluded the influence of the oily
inner structure in the activity of the nanocapsules, in
the light of the absence of differences in penetration
between nanospheres and nanocapsules, in contrast
with Marchal Heussler et al.[128] who observed a better
therapeutic effect with nanocapsules than with nano-
spheres. Moreover, Calvo et al.[132] demonstrated with
indomethacin-loaded nanocapsules that the colloidal
nature of the carrier was the main factor influencing
its ocular bioavailability. The same authors were also
interested in the influence of the nature and the charge
of the surface of nanocapsules on their physical
stability and on their ocular bioavailability.[133,134]

They found that coating the negatively charged surface
of poly(e-caprolactone) nanocapsules with cationic
polymers could prevent their degradation caused by
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the adsorption of lysozyme, a positively charged
enzyme found in tear fluid.[133] Moreover, they noticed
that a cationic polymer, chitosan, adsorbed on the
surface of nanocapsules was able to provide the best
corneal drug penetration without any local intolerance
as compared to another positively charged polymer.
This was achieved by a combination of effects:
Penetration of particles into the corneal epithelial cells,
mucoadhesion of positively charged particles onto
negatively charged membranes, and a specific effect
on the tight junctions.[134]

This effect of improvement of ocular absorption
was also reported by Calvo et al.[135] with the immuno-
suppressive peptide cyclosporin A. The corneal level of
the drug was increased fivefold as compared with
an oily solution of the drug owing to a highly loaded
nanocapsule preparation, also containing poly
(e-caprolactone). The efficacy of this topical formulation
has also been observed on a penetrating keratoplasty
rejection model in the rat.[136] Le Bourlais et al.[137] also
proposed an alternative preparation of cyclosporin nano-
capsules based on poly(alkylcyanoacrylate) dispersed in
poly(acrylic acid) gel able to drastically reduce toxicity
of poly(alkylcyanocrylates) on the cornea and to pro-
mote absorption of the drug.
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Drug Delivery: Nasal Route

René Bommer
Ing. Erich Pfeiffer GmbH, Radolfzell, Germany

INTRODUCTION

Today, nasal drug delivery is receiving much attention
from the pharmaceutical industry. About 2% of the
overall drug delivery is administered via the nasal
route. A survey[1] among decision makers in the phar-
maceutical industry highlights the importance of this
delivery mode. A transmucosal drug delivery route
(which includes the nasal route) can target tissue and
use active transdermal processes. It is also regarded
as a major influence of the market.

In addition, the most popular view of nasal drug
delivery is the administration of locally acting pro-
ducts. Topical decongestants or anti-inflammatory drugs
used to treat a rhinitis or allergy related indications are
well-known drug products. They expand their effect
directly at the focus of the disease.

On the other hand, the nasal route is an attractive
alternative to invasive administrations, and provides
a direct access to the systemic circulation. Certain
drugs that are administered intranasally are able to
penetrate the nasal mucosa and enter the system. Intra-
nasal application of drugs or pharmacologically active
compounds has been a subject of medical knowledge
since the beginning of human civilization. In India,
ayuverdic medicine uses the advantage of the nasal
route. Sniffing tobacco or hallucinogens is used widely
throughout all cultures in the world. A rapid onset of
action is one advantage of the nasal route for the
administration of systemically acting products.

The attractiveness of this non-invasive route is
clearly reflected in the increase of approval rates over
the past few years. Locally acting products have an
average growth rate of approximately 10% per year.
The growth rate of systemically acting products is
approximately 30%. It is remarkable that more than
half of the systemically acting products were approved
during the 1990s.[2]

The administration of systemically acting products
via the nasal route began in the 1980s. The peptide
oxytocin, which stimulates uterine contraction and
lactation, was one of the first nasally administered
peptide hormones. Meanwhile, several peptide-based
nasal formulations entered the market. Currently, more
attention is being paid to this delivery system due to
the increasing demands of new highly potent drug
formulations. In addition, patients’ expectations for

successful therapy have to be considered. Today’s
requirements for nasal delivery systems include three
key elements: Reliability, safety, and efficacy. These
must be taken into account in the development of
dispensing systems for locally acting products and
systemically acting products.

Nasal drug delivery devices can be divided into
multidose and unit-dose/bi-dose systems. Multidose
systems consist of a container mounted with a mechan-
ical pump dispenser that is designed to deliver multiple
doses from one container (Fig. 1). The various require-
ments of the customer and of the formulation are
respected in the design and performance of the delivery
systems. Unit-dose and bi-dose systems are becoming
increasingly attractive to the pharmaceutical industry.
In particular, therapies that require precise perfor-
mance in their delivery system employ these single/
dual-use disposable systems.

The nose, or more precisely the nasal cavity, is the
target of the administration of a drug product. The
anatomy and the physiology of the nose play a decisive
role in efficient drug administration. The nasal mucosa
is much more sensitive to external influences than the
digestive mucosa in the stomach. On the other side,
nasal administration often requires a smaller amount
of drug; therefore, fewer side effects are expected.
Nasal administration has several advantages. First,
deposition of an active compound in the nasal cavity
results in avoidance of its degradation through the
‘‘first-pass’’ metabolism. Second, enzymatic break-
down of the drug in the nose can be neglected. Third,
the onset of action of the drug is more rapid and even
comparable to an invasive route.

NASAL ANATOMY AND PHYSIOLOGY

The nose actively contributes to two major functions
of the human system. The first function is the sense
of smell (olfaction) and the second is respiration or
breathing.

The nasal septum divides the nasal cavity into left
and right halves. The nasal septum is never a straight
vertical separation of the two cavities. Through normal
growth and development, the nasal septum folds together
and creates an asymmetry of the two cavities, which
results in variations from individual to individual. It is
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important to realize that the nasal cavities are not round
hollow bodies; instead, they are long high slits. The nasal
septum is not very accessible for the penetration of drugs
into the human system since it consists mostly of cartilage
and skin. The most efficient area for drug administration
is the lateral walls of the nasal cavity, which consist of
highly vascularized tissue, the mucosa.

The surface of the nasal cavity is approximately
150 cm2. Inside the cavity, the mucosa is covered with
the ciliary epithelium. The ciliary activity is the driving
force of the secretory transport in the nose. Approxi-
mately 1 L of mucus is transported from the anterior
part to the posterior part of the nose per day. The
mucus in the rear of the cavity is removed by swallow-
ing. The function of the ciliary activity is to remove
any particles that are trapped on the mucus blanket
during inhalation. It takes approximately 20–30 min
for the whole mucus layer to be renewed.

The nasal mucosa is a natural site for the perception
of environmental influences. The nose, with its numer-
ous circulatory and secretory activities, is perfectly
qualified for reflex conditioned reactions. One of the
most remarkable autonomic reflexes is the so-called
nasal cycle. Most people have a cyclic increase in the
resistance of one nasal passage. However, the overall
resistance remains constant. This variation is due to
the swelling of the turbinates. The swelling and sub-
sequent clogging of one nasal passage underlies a cycle
time of approximately 4 h. The nose is a very complex
organ. For an effective administration of therapeutic
drugs through the nasal mucosa, the following must
be taken into consideration:[3]

� The method and technique of administration
� The site of drug deposition

� The rate of clearance through the ciliary activity
� The pathological condition of the nose

TRADITIONAL NASAL
DISPENSING SYSTEMS

Traditional application systems consist of nasal drops,
pipettes, or squeeze bottles. The use of pipettes and
nasal drops may work for certain drug formulations
but the benefit in terms of reliability, safety, and
efficacy is controversial. From an anatomical view-
point, nasal drops may be suitable for infants only.
Since the nasal cavity of an infant is so small, one or
two drops can cover the whole mucosa. From the
pharmacological viewpoint, the administration of drops
to infants and children is controversial. For example,
due to insufficient dosing accuracy, scientists do not
recommend administering steroids as nasal drops to
children.[4] In adults, drops into the nasal cavity mostly
lead to a rapid clearance of the drug along the floor of
the nasal cavity toward the throat. Studies demonstrate
a longer duration of sprayed products on the nasal
mucosa than formulations administered as drops.[5] To
achieve a comparable administration mode in adults,
the whole nasal cavity has to be flooded with an amount
of 20–30 mL. This is pharmacologically not realistic, nor
is it acceptable to the patient.

The squeeze bottle was an improvement in the
deposition of drugs. The expelled spray-like product
is able to reach a larger surface of the nasal mucosa
than a drop. One of the major disadvantages of the
squeeze bottle is its dose variability. The spray volume
and plume geometry, i.e., spray angle and particle size
distribution, are highly dependent on the pressure put
on the bottle. In addition, the dosage and the plume
geometry are influenced by two features present in a
squeeze bottle, namely, the liquid formulation and
the air. During the period of use, the liquid level in
the container decreases and therefore, the ratio of
liquid and air changes. The result is a variable spray
performance that changes from one actuation to the
next. Due to its unreliable performance, squeeze
bottles are not recommended for administration of
vasoconstrictors to children.[6]

A squeeze bottle is regarded as an ‘‘open’’ system.
There is no valve or similar mechanism that seals
acceptably and prevents contamination of the con-
tents. The nasal tip, which is usually in contact with
the nostril during actuation, naturally becomes con-
taminated. After releasing the pressure on the bottle,
the back flow of the liquid enables bacteria to enter
the system. After appropriate incubation time, con-
tamination will occur in the container. Of course,
preservatives do oppose the bioburden, but the efficacy
of a preservative is limited.

Fig. 1 Various multidose systems.
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Today’s high potency drugs, intended for local and
systemic treatments, depend on reliable delivery sys-
tems. As an alternative to squeeze bottles and pipettes,
propellant-driven or mechanical-dispensing systems
are often used. Aerosol systems are well known in
inhalation therapy. They are ready to use and easy to
handle. While new propellants will replace the old
ones, the environmental and pharmacological discus-
sions will continue. The switch to new propellants must
be supported by sufficient clinical and toxicological
data. In particular, compatibility problems must be
addressed. Furthermore, attention must be paid to
the surfactants not under dispute.

For the consumer, the sensation of a cold puff into a
nostril, with resulting irritation through surfactants
and propellants, is not appreciated. A further dis-
advantage of pressurized systems is the power of the
impact of the drug formulation on the nasal mucosa.
The deposition occurs on a relatively limited area
and therefore, the drug is not distributed evenly over
the mucosa. Studies recommend that two doses be
administered at different angles into the nostril in
order to cover a sufficient area of the mucosa.[7] It is
recommended that physicians instruct their patients
on the proper use of prescribed nasal aerosols.

MECHANICAL DISPENSING SYSTEMS

Mechanical dispensing systems are an alternative to
pressurized systems. The devices are not limited to
spray solutions. The range of available designed actua-
tors means that suspensions, creams, ointments, and
gels also can be dispensed.

The heart of any mechanical dispensing system is its
basic pump, or the motor (Fig. 2). At the bottom of the
pump is a dip tube, which is the connection to the
formulation in the container. An actuator is mounted
on the top of the pump. Before using the mechanical
dispensing system, a number of priming strokes are
required to displace the air in the system and to fill
the volume chamber with the targeted nominal
volume. A major functional group consists of the pre-
assembly, a combination of the moveable parts inside
the pump system. As the preassembly is pushed down
during actuation, it compresses the spring and forces
the ball into the ball seat. The increasing pressure on
the liquid inside the volume chamber opens a valve
mechanism and releases the amount of drug formu-
lation through the actuator. The backstroke creates a
certain vacuum in the metering chamber. The vacuum
lifts the ball out of the ball seat and allows the product
to refill the pump system via the dip tube.

Different kinds of pump mechanisms are on the
market. Essentially, they follow the same principles.
The first step is priming, or filling the volume chamber

in the pump through suction. The second step is the
displacement of the desired amount in the volume
chamber. The third step is the actual dispensing.

Depending on a patient’s requirements, the pump
dispenser can be fixed to the container via a variety
of different closures, such as screw closure, crimp, or
snap-on. The most important parameters that define
the performance of the dispensing system are the
dosage volume, the spray angle, and the particle size
distribution. Today, the dispensing industry offers a
broad range of dosage volumes, from 25 to 1000mL.
The dimension of the metering chamber of the respec-
tive pump (Fig. 2) determines the dosage volume.

Parameters that most influence the behavior of a
spray are the viscosity, the thixotropy, the surface
tension, and the density. Modification of the swirl cham-
ber and the inlet channels makes it possible to adjust the
spray performance to the patient’s requirements (Fig. 3).
The particle size distribution can be altered by varying
the dimensions and the geometry of the orifice, as well
as the pressure build-up in the volume chamber prior
to dispensing. One of the major criteria is to keep the
fraction of extremely small particles very low to avoid
partial inhalation of the drug formulation.

The increasing demands of the pharmaceutical
industry have led to improvements in existing devices
and the completion of new concepts.

Fig. 2 Mechanical basic pump.
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Different consumer needs, whether for infant, child,
or adult, varies the concentrations of the active ingre-
dients in a nasal drug formulation. Fig. 4 shows a typi-
cal nasal spray system fitted with a snap-on closure.
The dispensing system can be adapted to the anatomy
of the patient. The actuators for pediatric application
are slimmer in their geometry and the dosage volume
is reduced (Fig. 5).

Finger flanges have been modified to meet the
requirements of elderly people who suffer from
arthritis or rheumatism. Actuators can be adapted to
deliver drug formulations to animals for veterinary
purposes or for preclinical studies. Delivery systems
can be fitted out with an upside down pump, which
allows actuation in upright and upside down position.

A dispensing system fitted with a counting mech-
anism also is available (Fig. 6). It allows the consumer
to monitor each actuation, beginning from the first prim-
ing stroke until delivery of the last dose. A dispensing
system for controlled substances, such as morphine,
can be equipped with a lock-out system. The microchip
controlled actuation mode takes into account the
patient’s specific requirements, such as amount of drug
and frequency of administration. Other relevant data
are recorded and can be evaluated later by a physician.

PRESERVATIVE-FREE SYSTEMS

A current trend is the development of nasal formula-
tions without preservatives. In long-term treatments,

Fig. 3 Cross-section of a nasal actuator.

Fig. 4 100 mL nasal spray system with snap-on closure.

Fig. 5 50mL Nasal spray system with crimp closure.

Fig. 6 Nasal spray system with integrated counting mech-
anism.

1204 Drug Delivery: Nasal Route



D
ru

g
D

el
iv

er
y

M
uc

o–
O

ra
l

the frequent delivery of preservatives has an irritating
effect on the ciliary activity of the nasal mucosa. Eco-
nomical reasons also play a key role. By reformulating
an existing product, a pharmaceutical company can
achieve patent extension. The challenge is to create a
dispensing system that prevents a preservative-free
formulation from being contaminated during the
period of usage.

Different systems of preservative-free mechanical
pump dispensers are now available. Basically, the
prevention of contamination can be achieved in
two ways—a chemical and a mechanical way. The
implementation of chemical additives in the dispensing
system has the advantage of reliable action of the
additive. However, most of the additives that are
regarded as safe ‘‘disinfectants’’ are not totally effec-
tive against certain strains of bacteria or fungi. With
a purely mechanical preservative-free system, the
contamination source remains independent. A special
mechanism, inserted in the nasal actuator, seals at
the very end of the tip (Fig. 7). Through actuation of
the pump and due to the fact that liquid cannot be
compressed, a certain hydraulic pressure is built up
in the nasal actuator. As soon as the hydraulic pressure
is higher than the spring force, the sealing pin will be
forced backward and the liquid is dispensed via the
orifice. The combination of high pressure and a small
diameter of the orifice allows the liquid to leave the
dispensing system at a very high velocity. A possible
contamination source has to swim against the flow,
which is realistically not possible. This sealing system
offers not only protection against contamination but
also prevents the evaporation of the remaining drug
solution and a subsequent precipitation or crystalliza-
tion of the solid ingredients in the actuator.

One feature of the preservative-free system is that
contamination is prevented from entering the pack-
aging from the actuator. When dispensing from an air-
tight container, a vacuum will be built up in the system.
Two options can be used to keep the pressure balance.
Either a form of ventilation is installed or the container
adapts itself to the decreasing volume. In the first
option, the airflow passes a microbiological filter
before entering the container (Fig. 7). In this case,
the conventional gasket is replaced with a gasket made
of gamma-radiation-resistant material. The filtering
gasket prevents any contamination from entering the
system.[8] The second method employs a collapsible
bag or a sliding piston. However, the collapsible bag
has to be investigated carefully with regard to compati-
bility with the formulation and possible permeability
of the product through the packaging. Because the
rubber formulations and glass that are available for
the sliding piston system are already used in syringes,
the pharmaceutical industry might prefer this method
to the multilayer collapsible bag. The sliding piston

glass container, in combination with a tip-sealing
mechanism on the actuator, gives the advantage of a
preservative-free and airless dispensing system (Fig. 8).
From the consumer’s point of view, this system offers
the advantages of a residual volume, which can be
neglected, and in particular, a 360� performance.

UNIT-DOSE AND BI-DOSE SYSTEMS

Unit-dose and bi-dose systems are designed to deliver
one or two doses into the nostril(s) (Fig. 9). As
compared to multidose pump systems, unit-dose and
bi-dose systems are distinguished by a different actu-
ation principle. The dose volume is predetermined by
the prefilled glass vial and sealed with a rubber stopper.
The glass and rubber are the identical materials
used in syringes. The benefit is an optimal protection
against environmental influences. Unit-dose and bi-
dose systems can be sterilized, and an aseptic filling
procedure justifies the omission of preservatives.

Fig. 7 Preservative-free system.
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A pressure-point-controlled actuation mechanism, which
builds on the inertia of the actuation finger, guarantees
constant performance in terms of delivery volume, plume
geometry, and particle size distribution. A manipulation
of the spray performance is almost impossible.

Referring to the key words of nasal delivery
systems—reliability, safety, and efficacy—the unit-dose
and bi-dose dispensing systems meet these demands to
the highest degree. In addition, these attributes are a

versatile tool for quality control. The pressure point
controlled actuation mechanism allows the spray to
be independent of the user. Therefore, quality inspec-
tion will deliver more reliable results since influence
from any individual, in this case the quality inspector,
is almost impossible. The patient appreciates the fea-
tures of a ready, easy-to-use device. The package is
small in size, discrete, and works in every position.
Another advantage is individual brand recognition
due to the many design types on the market.

For delicate drug formulations, the industry offers a
modified unit-dose system. The lyophilized ingredi-
ent(s) are stored separately from the solvent. Prior to
administration, the drug formulation is reconstituted
and ready to be dispensed.

POWDER DISPENSING SYSTEMS

Nasal drug delivery is not limited to liquid drug for-
mulations or suspensions. Powder dispensing systems
can be more advantageous in dispensing many drug
substances. In particular, the biotechnological drugs,
mostly represented by proteins and peptides, are more
stable in a dry and solid state. Studies demonstrate
longer remaining times of powder formulations on
the nasal mucosa as compared to liquid formula-
tions.[9] The nasal powder processing in terms of the
particle size distribution is not nearly as dramatic as
it is for dry powders intended for inhalation.

Recently, nasal powder vaccines have been investi-
gated. Vaccines are usually formulated as liquid inject-
ables or as lyophilized powder, which have to be

Fig. 8 Preservative-free and airless system.

Fig. 9 The unit-dose system and the bi-dose system.
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reconstituted prior to administration. A high percent-
age of the world’s vaccines have to be discarded due
to the uncertainty of their potency after breaks in the
cold chain and possible damage from exposure to high
temperatures.[10] Regarding physical stability, a dry
solid formulation ensures a much higher stability
against environmental influences. Influenza vaccines,
which are administrated via the nasal mucosal route,
offer the pharmacological benefit of a mucosal
response followed by a seric response.

Nasal dry powder delivery systems can be divided
into passive and active systems. Passive systems are
powder devices where the act of sniffing delivers the
powder. An active system is based mostly on an air
pressure driven mechanism. The powder is dispensed
through a rapid airflow, which passes through the con-
tainer and carries the drug into the nasal cavity. A
nasal dry powder device takes advantage of the fact
that one of the functions of the nose is the filtering
of pollutants. A recently developed passive dry powder
bi-dose system (Fig. 10) consists of two prefilled blis-
ters, which assures optimal protection against vapor
transmission, oxygen, and light. The aerodynamic
feature, combined with easy actuation mode, facilitates
accurate dosing in terms of expelled amount and inha-
lation forces. An optimal coverage of the mucosa
is facilitated through a very low airflow resistance
of the device. It is very convenient for the patient to
sniff the powder out of the blister. As soon as the velo-
city of the inhalation airflow reaches 8 L/min or more,
the airflow in the nasal cavity becomes turbulent.[11]

The turbulence in the nasal cavity allows the powder
to become evenly dispersed, which contributes to an
optimal therapeutic effect.

The particle size of nasal powders is not regarded as
critical as for inhalation powders. For inhalation, the
particle size should be in the range of 1–5mm. To allow
deposition in the nasal cavity, this fine particular fraction

must be avoided. The possibility of inhaling particles lar-
ger in diameter than 10mm, or less than 5mm, is unlikely.

Active systems are fitted with a mechanism that
allows pressure to build up and eject the powder into
the nostril. These devices are especially suitable for
children, where it may be difficult to carry out the
required inhalation process.

NASAL FORMULATIONS
AND PHARMACOLOGY

During the 1990s, various nasally administered pro-
ducts were approved and entered the market. These
included locally acting products, in particular systemi-
cally acting products.[12] Most of the active ingredients
are not newly discovered molecules but are reformu-
lated products taken in the past orally or as injectables.

The benefits of nasally delivered products are their
rapid onset of action under avoidance of gastrointes-
tinal breakdown and first-pass metabolism. Further-
more, nasal drugs can be administered at a lower
dose, which also means fewer side effects. Other bene-
fits include economical reasons, such as the extensions
of patents and intellectual property rights, the eco-
nomic efficiency of the healthcare systems, and of
course, patient compliance.

For a successful nasal product, the drug properties,
the delivery system, and the nasal physiology have to
act together from the early stage of the development.
The development of locally acting products has to
focus in particular on a minimum of absorption into
the nasal mucosa and a maximum residence time on
the nasal mucosa. Systemically acting products require
an efficient absorption into the bloodstream for an
optimal bioavailability. It is believed that the possible
transport routes of hydrophilic macromolecular com-
pounds are paracellular, and for lipophilic compounds
transcellular.[13] The delivery system has to be adapted
to the formulation in order to enable an optimal depo-
sition in the nasal cavity. As the product is carried in a
complex organ, researchers have to be familiar with the
nasal anatomy and physiology.

Recently, a comparison study[14] of deposition pat-
tern of aqueous nasal spray pumps and non-portable
nebulizers was published. The obtained controversial
results showed a relative standard deviation of 35–80%.
This demonstrates the variations in nasal anatomy and
physiology from individual to individual. Other stud-
ies[15] indicate that differences in the spray performance,
i.e., spray angle and particle size distribution, of delivery
systems do not necessarily result in different in vivo
deposition.

Scintigraphic studies[16] demonstrate that the spray
angle has almost no influence on the deposition pattern
in the nasal cavity. Different nasal characteristics alsoFig. 10 Powder bi-dose system.

Drug Delivery: Nasal Route 1207



D
rug

D
elivery

M
uco–O

ral

have to be considered in the interpretation of animal
studies. A comparison of interspecies characteristics
was summarized by Gizurarson.[17]

As mentioned previously, one of the major benefits
of nasal drug delivery is the rapid onset of action
(tmax). Migraine treatment takes advantage of this fact.
Compared to the orally taken tablet, tmax is much
shorter. The neurosecretory hormone melatonin, which
is used widely against jetlag, shows a very impres-
sive time profile when administered as a nasal spray.[18]

The peak levels of melatonin after nasal adminis-
tration appear to be 50 times higher than after oral
administration.[19]

Lately, the nasal route is receiving attention for the
management of postoperative pain. Mucosal admi-
nistration requires only a 1.1–1.5 times higher dose of
fentanyl than the intravenous dose.[20] For this new
application field, called PCINA (patient-controlled-
intranasal-analgesia), the pharmaceutical industry
demands safety precautions of the delivery device,
which can be fulfilled through implementation of intel-
ligent microelectronic features.

The nasal delivery of vaccines is a very attractive
route of administration in terms of efficacy and con-
sumer friendliness. A population-wide immunization
against influenza has yet to be achieved. The pain of
injections discourages many people from receiving a flu
shot. The nasal route offers the advantage of a mucosal
response followed by a seric response, and has proved to
be a very efficient mode of administration.[21]

CONCLUSIONS

Worldwide sales of pharmaceuticals in nasal form are
approximately $8 billion. The latest research in drug
development for products delivered via the nasal route
show very promising results. Not only is the develop-
ment of ‘‘new’’ drugs taken into consideration, but
the reformulation of products already on the market
is also taken into account. The development time of
a new chemical entity (NCE) is approximately 10–14
years, whereas the nasal reformulation of an existing
drug is 4–5years.

Device technology for nasal pharmaceuticals is
becoming more sophisticated, which results in closer
communication with regulatory authorities. For a
product to be successful, the pharmaceutical industry
and the device industry must begin communication at
a very early stage of the product’s development. On
average, launching a new drug product one year earlier
will yield up to 30% more in profit.

The medical device industry has developed many
ways to dispense nasal formulations. Device technology
is becoming more and more important, not only with

regard to pharmacological issues, such as efficacy or
safety, but also in terms of responding to healthcare
driven trends and marketing aspects, such as patient
compliance or brand recognition. After careful evalu-
ation of all aspects, the consumer can be provided
with an appropriate nasal drug delivery system for
an efficient therapy. The pharmacological issues of
the nasal route for systemic drug delivery are widely
discussed in the references.[3,6,22]
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Drug Delivery: Needle-Free Systems

Toby King
Aradigm Corporation, Hayward, California, U.S.A.

INTRODUCTION

Needle-free drug delivery was first proposed as early as
the mid-19th century[1] and was demonstrated to work
many decades ago with one of the first major patents
filed by Lockhart in the 1930s.[2] At first glance, it is
a concept both highly attractive and very simple—
accelerate a drug formulation (liquid, powder, or
depot) so that it penetrates the skin without the
requirement for a needle. This avoids a multitude of
disadvantages that are inherent in needle use:

� Risk of cross-contamination from needle-stick
injury.

� Under- or overdosing resulting in poor injection
technique of patients.

� Costs of sharps disposal.
� Needlephobia (up to 15% of people are clinically

needle-phobic, and most people are apprehensive
about receiving injections).

� Injection site pain.
� Poor compliance leading to long-term worsening of

conditions.
� Increased costs due to patients visiting hospitals/

physicians’ offices for injections.

This article examines the technical and, to a lesser
extent, the commercial challenges surrounding the
development of a needle-free system and begins by
providing an overview of the three broad needle-free
technologies: powder injection, depot (or projectile)
injection, and liquid injection. Only one technology
of note has been commercialized for each of powder
and depot injection. Since liquid needle-free injection
has been by far the mostly extensively developed, the
majority of the chapter will address the technical back-
ground of this field, the challenges, and how they have
been overcome.

SCOPE

The term ‘‘needle-free’’ has been used to describe a
very wide array of drug delivery technologies, from
those that do not have a needle but use electrophoresis

to drive drugs through the skin, to those that use one
or more very small needles, but needles nonetheless
(often known as microneedle drug delivery).

The present summary will cover only those technol-
ogies where the drug formulation itself is used to pen-
etrate the skin via its mechanical energy. It will not
describe any technology where a needle is used to
puncture the skin, even if the needle is not visible to
the patient or only the epidermis is punctured, such
as mini-needles, microneedles, pen injectors, or autoin-
jectors. Also excluded are systems that ablate the skin
mechanically or otherwise disrupt its chemical or
mechanical structure to increase its permeability, such
as laser ablation, microdermal ablation, electropora-
tion, or iontophoresis. These are usually referred to
as transdermal drug delivery, but can also be described
as needle free.

THE TECHNOLOGY OF NEEDLE-FREE
INJECTION

Powder Needle-Free Injection

This technology was originally pioneered by Prof.
Brian Bellhouse of Oxford University, and developed
by PowderJect PLC, and the specific technology is
comprehensively reviewed elsewhere.[3] Recently, the
rights to this technology have been divided by thera-
peutic area. Algorx (Fremont, California, U.S.A.) has
the rights to all molecules except vaccines. PowderMed
(Oxford, U.K.), a new spin-off of Chiron Corporation
(Emeryville, California, U.S.A.), has the rights to the
technology for vaccines, with a particular emphasis
on DNA vaccines.

Powder needle-free injection relies on being able to
formulate particles of a sufficient density and accelerat-
ing them to a sufficient velocity that they will penetrate
the skin in large enough numbers to produce a thera-
peutic dose. This is a challenging feat of engineering,
especially if it is to be achieved without a notable
supersonic ‘‘boom.’’

The developers succeeded by using a power source
of compressed helium gas (the speed of sound in
helium is about three times greater than in air, so
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much greater flow speeds are achievable without the
complications of becoming supersonic) and using two
different ways of formulating the drug. In the first,
the drug (pure, or sometimes with excipients) is pre-
sented as hard particles of 10–50 mm in diameter, which
have a density approximately the same as the crystal-
line drug. In the second, mostly used for vaccines, the
drug is coated onto gold spheres of a few micrometers
in diameter. The gold particles act as a vector for the
vaccine, penetrating the stratum corneum and then
often the cell membrane, to enable the DNA to be
taken up in the cell nucleus, for a DNA vaccine.

The drug is stored in a single-dose, disposable,
‘‘cassette,’’ which is aseptically assembled and consists
of an annular support with the drug in the central
space and a polymeric lid on either side. When the
device is activated, the helium pressure is exerted on
the lid on one side causing it to rupture, which in turn
causes the pressure to be exerted on the other lid,
rupturing it and carrying the drug particles forwards.
The particles pass through a convergent–divergent
nozzle, which accelerates them to a significant fraction
of the speed of sound before they impact the skin.
The particles that reflect off of the skin (due to insuf-
ficient momentum per unit area) are filtered out of
the helium stream in an exhaust filter that also slows
down the helium flow to reduce the noise generated by
the device.

The device itself has been through a number of
iterations, with the most recent appearing to be about
120 mm long and about 30 mm in diameter. It is a
single-use, disposable device although designs of a
reusable device with a replaceable helium canister
and drug cassette have been developed.

It is difficult to accurately predict the proportion of
a dose that is delivered into the epidermis since not
many particles have sufficient momentum to travel
through the epidermis into the dermis. Also, the
maximum payload for a 20 mm diameter ‘‘target area’’
of skin is about 2–3 mg. Therefore, this technology is
best suited to those drugs with an effective dose of
1 mg or less, where accurate dose titration is not
required and, ideally, where epidermal delivery is
advantageous. Vaccine delivery fits all these criteria,
DNA vaccines in particular. The epidermis has a very
high concentration of antigen-presenting cells and is
therefore an ideal site for administration of vaccines.
PowderJect data would suggest that significantly lower
doses of vaccine are required using their technology
when compared with intramuscular injection for an
equivalent immune response.[3,4]

Another application that has been explored in detail
with this technology is the delivery of local anesthetic
to the skin and oral mucosa. The technology has
demonstrated the ability to achieve consistent local
anesthesia in both applications.[3,5]

Depot (or ‘‘Projectile’’) Needle-Free Injection

In this very recent embodiment of the technology, the
drug is formulated into a long, thin depot with suf-
ficient mechanical robustness to transmit a driving
force to a pointed tip. This tip may be formed from
the formulation itself or it may be formed from a
soluble inert material, e.g., a sugar.

The depot is sterile and needs to either be manufac-
tured aseptically or terminally sterilized. A simple way
of connecting the sterile depot to the delivery device
also needs to be developed, except if the entire delivery
system is disposable.

The depot is driven into the skin with sufficient
force to puncture the skin and to push it into the
underlying fat. A typical depot might be about 1 mm
diameter and a few millimeters long. This limits the
‘‘payload’’ to a few milligrams, but this is more than
adequate for many new therapeutic proteins and anti-
bodies and even some small molecules. Dose titration
cannot be achieved from a specific depot but some level
of dose variation can be achieved by manufacturing
depots of different lengths. It is also possible to target
intradermal delivery to some extent by using a very
short depot that is intended to reside in the dermis,
which is usually about 2 mm thick.[6]

The pressure to puncture the skin with a sharp-
tipped punch, which the depot effectively represents,
has been shown to be on the order of 3–8 Megapascals
(MPa), depending on the area of the body and the indi-
vidual.[7] For a 1 mm diameter depot, this requires a
force of only a few Newtons (N). A delivery device,
therefore, would need only a relatively small spring,
assuming that there is an effective way of transmitting
the spring energy directly into the depot. This tech-
nology is being pioneered by Caretek Medical
(www.caretekmedical.co.uk) will soon be in clinical
trials. It remains to be seen if the depot can be deliv-
ered reliably into or through the dermis, that it will
remain there for the time taken for drug absorption
to occur, and that the injections will be well tolerated
by patients. However, there do not appear to be any
fundamental reasons why this technology should not
be effective for delivering drugs that are effective in
the milligram dose range, particularly if formulating
it as a liquid is difficult for stability reasons.

Liquid Needle-Free Injection

Overview

As previously described, liquid needle-free injection
was the first needle-free technology to be developed
and has been the focus of the vast majority of compa-
nies working in the industry. Indeed, many millions of
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needle-free injections have been successfully adminis-
tered over the last 50 years, predominantly for mass-
vaccination campaigns of military personnel.[8,9] This
practice was banned in the mid-1980s when it was
shown that it was possible, although extremely rare,
for disease to be transmitted from one patient to
another through the reusable needle-free injection
equipment.[10] Although a number of companies con-
tinue to develop needle-free systems for vaccine use,
there has been a significant shift recently toward the
delivery of both small molecule therapeutics and pro-
teins using needle-free systems.[11] Many of the techni-
cal requirements are similar across all these areas, but
there are some differences which are addressed below.

The key to achieving a successful injection with a
needle-free system is to understand the necessary
mechanics for the consistent penetration of skin and
fat with a liquid jet, without causing unnecessary
trauma to the tissues and to the molecule being deliv-
ered. Only recently have detailed studies of the fluid
mechanics of needle-free injection appeared.[7,12] The
fluid mechanics conditions necessary for a consistent
targeted needle-free injection are addressed in the
following section.

Puncturing the skin

The fundamental technological requirement of a needle-
free injection system is that it consistently punctures
the skin and delivers the liquid into the desired tissue,
most commonly the subcutaneous layer, but may also
be the dermis or intramuscular tissues. A column of
liquid is analogous to a blunt punch and thus requires
about twice the pressure to puncture the skin than
would be required by a sharp-tipped punch or a solid
needle. Depending on the site of injection and the
mechanical properties of the skin for an individual, this
pressure is about 12–15 MPa for a jet of about 0.4 mm
in diameter. This pressure is significantly higher for
smaller jets.[7,13] Any successful needle-free technology
needs to achieve this minimum pressure with enough
excess to allow for dissipation over its shelf life and
for interpatient variability, and rapidly enough so that
drug is not wasted by being delivered from the device
before the skin is actually punctured.

Drilling the fat

Even once the skin has been punctured, this does not
guarantee a successful needle-free injection. There are
several technical conditions that must be satisfied to
ensure all the fluid is delivered into the subcutaneous
layer.

The first condition is that the orifice of the device
remains correctly positioned over the hole in the skin.
This is known as registration. If the device slips along

the skin during the injection, then the liquid jet could
cut the skin if the pressure is still high enough to cause
a puncture. This is clearly undesirable and was an issue
with early needle-free technologies. On the other hand,
if the pressure has dropped below skin puncture
threshold, as is probable for reasons explained below,
then an incomplete injection will result. This problem
can be substantially avoided by designing the device
so that it is actuated by pushing it against the skin,
as opposed to implementing a separate trigger, by
ensuring the injection is complete in less time than
human reaction time (around 100 msec), and by not
using a too small orifice. A larger orifice, for example,
will be more tolerant of 50 mm of registration ‘‘slip,’’
than a very small one.

The second condition is that the fluid pressure must
remain high enough to keep the hole in the skin open
and avoid the elastic forces that tend to cause resealing.
This pressure is on the order of a few megapascals, and
so premature resealing is only likely to occur for
devices that exhibit a substantial pressure reduction
near the end of the injection.

The third condition is that the initial pulse of fluid is
able to drill a deep enough channel into the fat to
enable the remainder of the dose to be dissipated away
from the hole in the skin. Otherwise, the fluid pressure
immediately inside the skin is equal to that in the
device nozzle and there is no longer enough ‘‘driving
force’’ to push the fluid into the skin, making it
unlikely that the injectate will continue to go through
the skin and will instead remain on the skin surface.
This possibility is overcome by designing an appropri-
ate initial pulse of fluid having sufficient energy to
enable delivery of the design dose in the time and
through the orifice size that have been chosen. This
quantum of energy will vary considerably according
to orifice diameter and drug dose.

Finally, the fourth condition is that the pressure
drops sufficiently quickly and to an extent to where
the fluid cannot penetrate the muscle fascia and result
in an intramuscular injection. Some individuals have a
subcutaneous layer that is only a few millimeters thick
and so the muscle fascia is almost certain to be impac-
ted by the liquid jet and if the pressure of the liquid
does not drop substantially in the first few milli-
seconds, possibly even the first millisecond in very thin
people, then an intramuscular injection will result. This
will consequently result in a significantly different
pharmacokinetic profile and may also result in a
significantly more painful injection. These conditions
are summarized in Fig. 1.

Power sources

There are a wide variety of power sources available to
designers of needle-free injection technology. There has
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been a recent trend which seems likely to continue of
making devices self-contained and easily portable,
obviating some of the originally used power sources
such as compressors, large tanks of compressed gas,
large batteries, and foot-powered devices. Still, there
remain a number of viable alternative power sources,
including:

� Metal springs (coil and disc).
� Compressed gas (carbon dioxide, nitrogen, air, and

helium).
� Butane (small cylinder).
� Chemical gas generation (using various reactions

and triggering mechanisms).

Each has advantages and disadvantages as dis-
cussed later.

Metal springs

Compression springs have been used to store energy
for thousands of years and are an extremely effective
way of reliably powering devices. For reusable nee-
dle-free devices, they provide probably the easiest
method of storing energy that can be used many thou-
sands of times. Standard spring design and storage
guidelines need to be followed to ensure that no part
of the spring material exceeds its creep or yield load
specifications, otherwise the spring will take a ‘‘set’’
over time and performance of the device will deteriorate.

The fundamental design issue of metal springs is
that the force provided by the spring will reduce in pro-
portion to the distance over which the load has been
applied, in accordance with Hooke’s law. In other
words, the fluid pressure will gradually decrease
throughout the injection. Good design can mitigate
this phenomenon to some extent, but retaining higher
pressures requires increasingly larger springs, and the
higher these forces become, the greater the need for
sturdier components to accommodate the spring.

Compressed gas

Compressed gas offers a significantly higher energy
density than a metal spring, so devices using it as a
power source can be made smaller. Clearly, a gas
power source will be less suitable for reusable devices
unless it can be used as a spring in which pressure is
not lost and the spring is reset for each injection. This
represents a considerable ergonomic and engineering
challenge, so gas-powered devices tend to either be
single use or allow for periodic replacement of a gas
cartridge. Some devices use the gas as a simple spring,
whereby the stored gas accelerates a piston. These
have the advantage of being very compact devices.
However, the development of a gas spring that will retain
a sufficient proportion of the gas to work well at the
end of its shelf life is a significant challenge, especially
for prefilled devices with a shelf life of 2–3 years. Recent
data suggest that this has been overcome in at least
one case.[14]

An alternative method is to use a gas that is actually
liquefied at the storage temperature and pressure, such
as carbon dioxide. This has the advantage that some loss
of gas from the container does not cause any reduction
in the pressure. However, the pressure in such containers
is highly sensitive to temperature with the pressure
doubling between 0 and 40�C. This makes for a substan-
tial difference in performance if a wide operating tem-
perature range is desired. This may not be problematic
for hospital use or if a pressure regulator is employed,
which can be an option in a reusable device.

Butane

A recent development (Team Consulting Ltd.,
Cambridge, U.K.) has been the inclusion of a simple
butane combustion engine to power a reusable nee-
dle-free device. A major advantage of this approach
is that the enormous energy density of a gas like butane
means that a very small cylinder can power several
thousand injections. The engine can be made quiet
and tolerant of varying temperatures. This would seem
to offer an elegant power source for reusable devices,
especially if it can be designed to use commonly available
butane containers. The efficacy of the device has yet to be
demonstrated in published clinical data, however.

Chemical gas generation

Needle-free companies Cross-Ject and BioValve
employ chemical reactions to generate gas at a predict-
able and apparently reproducible rate to power
single-use needle-free devices. A mixture of chemicals
is mechanically or electrically ignited to initiate a
reaction where the chemical ‘‘burns’’ and produces
gas. The composition of the chemicals can be varied

Fig. 1 Idealized needle-free injection pressure profile.
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along the length of the device to control the rate at
which gas is generated throughout the reaction. One
variant of this technology has been widely implemen-
ted in the vehicle airbag industry. However, burn rate
variation over time and reproducibility are not signifi-
cant issues in the vehicle airbag industry as long as gas
is generated rapidly enough. Important challenges to
be overcome with this power source include the odor
of the combustion products (retaining them inside
the device could pose a safety hazard), the manufactur-
ing of the chemical mix in large volumes, and the vali-
dation of this process and the resulting product.

Shelf life

Long-term stability considerations of a power source
have already been mentioned, including that the device
must reliably trigger even after 2–3 years of storage in
highly varied conditions. Prefilled devices face the
additional challenges of long-term drug stability. For
a prefilled device to be acceptable for use, manufac-
turers should demonstrate the following over the
intended shelf life:

� The product remains sterile (sterility and container
closure integrity testing, including accelerated sto-
rage conditions).

� Endotoxins and foreign particulates are consistent
with limits for small volume parenteral products.

� The extractables profile of the drug contact compo-
nents is acceptable.

� The leachables profile into the formulation in con-
tact components is acceptable.

� The purity, concentration, and composition of the
drug remain within acceptable limits.

Meeting all these conditions is exceptionally challeng-
ing, especially for therapeutic proteins, most of which
are only stable at refrigerated conditions when stored
in an inert type I borosilicate glass vial. Almost all plas-
tics transmit moisture and oxygen at much higher rates
than is acceptable. Hence the reluctance of pharmaceu-
tical companies to manufacture vials, ampoules, and
prefilled syringes from anything other than glass.

The choice of materials available for long-term drug
contact is very limited—borosilicate glass, bromobutyl
or chlorobutyl rubber closures, certain inert polymers
such as polytetrafluoroethylene (PTFE), tetrafluor-
oethylene (TFE), and derivatives thereof, and stainless
steels. Since the Code of Federal Regulations mandates
that it be possible to inspect the drug product after fill-
ing, steel cannot be used as the primary drug container.
In addition, polycarbonates, which would be ideal
materials from durability, scratch-resistance, and cost
perspectives, have very poor moisture vapor and
extractables profiles.

Recently, there has been significant interest in a new
type of polymer, cyclo-olefin copolymer (COC), which
is highly inert and has excellent moisture vapor trans-
mission. It is being used increasingly for prefilled syr-
inges and some needle-free companies are beginning
to use it. Cyclo-olefin, however, is difficult to mold
accurately and is somewhat brittle, but it is likely that
these challenges can be overcome and a COC capsule
will be suitable for long-term storage of some drugs.

The remaining option is borosilicate glass. Although
pure glass is extremely strong in compression, it is very
defect sensitive in tension and even a minute flaw,
invisible under high magnification, can compromise
the strength of the entire container. Glass has a very
poor ability to absorb energy and typical glass manu-
facturing processes tend to introduce defects of a size
that will be catastrophic when the glass is subjected
to the pressures typical in needle-free injection. Fortu-
nately, the fundamental behavior of glass under stress
has been studied extensively and it is now possible to
develop manufacturing and testing procedures that
enable such containers to be manufactured at cost
and reliability levels compatible with a prefilled dispos-
able needle-free device (Fig. 2, showing a prefilled,

Fig. 2 The Intraject� device. A prefilled, disposable, needle-
free injector. (Courtesy of Aradigm Corporation, Hayward,
California, U.S.A.)
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disposable device with a glass drug container). While
such a device has yet to appear on the market, there
is strong evidence that several companies have pro-
ducts in late stage development. One company has
published data demonstrating extrapolated failure
rates of 1 in 106 or better from a glass capsule device
(albeit after a multiyear development process that
involved developing glass strengthening techniques)
as well as methods to quantitatively measure the
strength of a glass drug container and another 100%
test for strength.[15]

Viscosity

Many new pharmaceutical agents are being formulated
as viscous liquids, both because the molecule is often
large and the formulation needs to be concentrated
enough to be within a certain volume limit to be
injected comfortably or to confer some sustained-
release property of the formulation.

Since the needle acts as a pipe, pressure decreases
along its length and viscous formulations can be
particularly challenging to deliver by needle. The user
is required to exert a higher force on the syringe
plunger to deliver the liquid in the same time as for
lower viscosity fluids. As viscosity increases further,
required force rapidly rises to levels that are imprac-
tical and the injection takes longer to deliver. For
example, for a viscosity of over 1–5000 cP, it becomes
impractical to inject a 0.5 ml dose in less than several
minutes, which is unlikely to be acceptable to the
patient.

Needle-free devices obviously do not suffer from
the same long metal tube and, in some cases, are
able to deliver viscous fluids with less viscous losses.
The extent of viscous loss depends primarily on the
ratio of orifice diameter to its length. If this ratio is
less than 2, then the orifice can be considered a true
orifice and the viscous drag will be negligible such
that even extremely viscous fluids can be delivered
in a time similar to an inviscid fluid such as water.
If the ratio of length to diameter of the orifice is
greater than 2, then some viscous drag will occur,
but this is still likely to be significantly less than
that experienced with a needle and some beneficial
effect may still be realized by switching from deliv-
ery of viscous fluid using a needle to needle-free
injection.

Clinical data and acceptability

Much of the discussion in this article has focused on
the physics of drug delivery into or through the skin.
However, clinical efficacy is also critically important,
since this is the true purpose of any injection system.

Achieving the desired clinical outcome depends on
three key factors:

� Ensuring that the correct dose of the drug is deliv-
ered into the target tissue.

� Ensuring that the drug is not adversely affected by
being delivered through a tiny orifice at very high
pressure.

� Ensuring that the pharmacokinetics of the drug are
appropriate to provide the intended therapeutic
effect.

Establishing clinical bioequivalence to a reference
delivery method, usually a needle and syringe or an
autoinjector or pen injector is the customary method
of demonstrating that these conditions have been suc-
cessfully met. This requires that the maximum blood
plasma concentration of the drug (Cmax) and the total
area under the time-concentration curve (AUC), as
well as their associated confidence intervals, adequately
approximate a reference product. The standard criteria
to establish bioequivalence are 70–143% for Cmax

and 80–125% for AUC (Fig. 3 for an example of a
bioequivalent needle-free delivery).

Establishing bioequivalence is less relevant for
vaccines and is usually done instead by comparing
seroconversion rates in naı̈ve recipients to a needle-
administered reference group. Several reports (Table 1)
actually demonstrate increased seroconversion rates
with needle-free delivery (or equivalent seroconversion
with much lower doses). This is thought to be due to
better targeting of the immune cells in the epidermis
and, to a lesser extent, the dermis. This area is not
yet fully understood, however, as other reports point
to generally equivalent seroconversion rates between
the two methods.

There are instances of older designs of needle-free
injectors that, even with a well-characterized molecule
such as insulin, show substantial differences between
needle-free and needle delivery.[16–18] However,
improvements in the understanding of the aforemen-
tioned principles as well as advancements in the design
of needle-free injectors have led to the recent reporting
of improved clinical data. Table 1 summarizes an
incomplete list of drugs for which there exist clinical
data from needle-free administration, all of which
demonstrated broadly similar performance between
the needle-free system and the needle system (not every
report provides sufficient data to determine if bioequi-
valence was demonstrated).

In many cases, the intrasubject variability was
significantly less with needle-free delivery than with
needle delivery. This is likely due to the fact that
needle-free systems can be designed to deliver consistently
to a target tissue layer, usually the subcutaneous layer,
irrespective of the patient’s morphology. In contrast, it is
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very difficult to consistently inject into the subcutaneous
fat of subjects whose skin thickness varies from 1 to
3 mm and whose fat layer varies from 3 to 30 mm.
Furthermore, the ‘‘bolus’’ nature of needle injection can
lead to more variable uptake and absorption of the drug
than the more distributed delivery profile of needle-free
injection.

Some work has been conducted using radiological
imaging of the distribution of the injectate in and

under the skin. The most common techniques used
are magnetic resonance imaging (MRI) and high-
frequency ultrasound for imaging intradermal
injections.[19,44]

To ensure that the integrity of the molecule is not
adversely affected by being driven through a small
orifice under high pressure, a straightforward series
of in vitro tests may be conducted. Manufacturers will
vary in which method they choose as their standard

Fig. 3 Pharmacokinetics of erythropoietin for needle delivery and needle-free delivery, showing bioequivalence requirements are
met. (Courtesy of Aradigm Corporation.)

Table 1 Reports of needle-free injection containing clinical data

Drug References Comments

Insulin [18–20] Liquid delivery

Insulin [21] Powder delivery

Human growth hormone [22–24] Some variability in the pharmacokinetics between the studies

Erythropoietin [25]

Lidocaine [25–28]

Monoclonal antibodies [29]

Vaccines [30–35] Various vaccines have been studied, including hepatitis A and B,

yellow fever, influenza, measles, mumps, rubella, diphtheria,
tetanus, typhoid, and tuberculosis

Alpha interferon [36]

Gamma interferon [37]

Morphine [38]

Heparin [38]

Triamcinolone [39]

DNA vaccines [40,41]

Low molecular weight heparin [42]

Orgalutran (GnRH) [43]
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procedure, but most use spectrophotometric and
chromatographic methods, although mass spectroscopy
can also be used. Careful selection of the needle-free
injector orifice size, along with good design of the orifice
shape and the time–pressure profile, should ensure
that most molecules are not damaged. As a general rule,
smaller diameter and longer orifices and higher fluid
pressures throughout the injection all contribute to
increasing shear forces within the fluid and the time for
which the formulation is subjected to shear forces, hence
increasing the potential for damage to the molecule’s
structure.

Patient acceptability is another area that has seen
significant developments in the last 10 years. Early
needle-free devices were somewhat rudimentary in
design and often used far more force to deliver the
drug than was necessary. In addition to affecting phar-
macokinetics, the excess force also led to a perception
that needle-free injections are uncomfortable and
inconvenient. Interestingly, despite various side effects
and frequently poor performance (10–20% unsuccess-
ful injections), needle-free presentations were still
generally preferred by patients, although only around
70–85% preference was typically seen.[28,45]

Recent published data from both Intraject�

(Aradigm Corporation) and MiniJect� (Biovalve) have
shown that these reliability issues are no longer experi-
enced and that patients prefer needle-free injections
even more strongly, typically in the 85–95% range
compared to needle-based injection. This was partly
because patients experienced less sensation but also
because of the huge ease of use benefits resulting from
a well-designed, easy to use, disposable needle-free
device (Figs. 4 and 5).[46,47]

THE CHANGING WORLD OF NEEDLE-FREE
INJECTION

The logical question may be raised that if several
companies have developed and marketed needle-free
products that appear to work well, why none has ever
appeared to have made a profit from the technology?

Some of the products do (or did—as many products
were marketed but are no longer available) not
actually work as well as many patients would like.

Fig. 4 Summary of preference between needle-free delivery

(Intraject�, Aradigm Corporation) and needle-based delivery
(courtesy of Aradigm Corporation). Volunteers were asked
which system they would prefer if they had to self-inject
regularly at home.

Fig. 5 The three steps involved in using a prefilled, dispos-
able device. (Courtesy of Aradigm Corporation.)
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There are, unfortunately, several recent examples of
marketed technologies that do not consistently deliver
all of the injectate into the subcutaneous layer,
especially near the end of shelf life and at the extremes
of manufacturing tolerances. One recent device has
been observed to give an 11% incomplete injection rate
using brand new devices, as well as being less effective
in achieving the clinical endpoint.[26,48] In addition,
several examples have already been cited in this
chapter of technologies that do not provide bio-
equivalent doses of drugs, leading to a longer, more
complex, and potentially fruitless regulatory path to
approval.

Such occurrences can tend to both negatively
impact a company (which is understandable and prob-
ably justified if the device was being used correctly in
the study), but also the industry as a whole (but less
so—if a car from a particular manufacturer is unre-
liable it does not make all cars unreliable). Similar
issues have been raised in the past relating to inordi-
nate levels of injection pain, bruising, and drug shear-
ing, all of which can be overcome with good design and
can be shown to be overcome with well-designed
experiments. However, large pharmaceutical compa-
nies have tended to avoid risk in this area and,
until recently, generally felt that needle-free injection
technology as a whole suffered from some or all of
these flaws. It is only through the skills and experi-
mental data of the design and clinical teams in
the leading needle-free companies that this perception
is evolving, which should lead to a greater embracing
of the technology by the larger pharmaceutical
companies.

CURRENT NEEDLE-FREE INJECTION
TECHNOLOGIES

The needle-free injection field has evolved enormously
in recent years. Companies have come and gone, tak-
ing with them some technologies. This section sum-
marizes the technologies and the companies behind
them that are currently active in the field. A review
of some of the more prevalent technologies was pub-
lished in 2002[49] while a more comprehensive list of
companies that have developed needle-free injectors,
for both human and veterinary use, is available at:
http://www.cdc.gov/nip/dev/jetinject.htm.

Algorx

Algorx has the rights to develop the PowderJect
needle-free injection technology in all areas outside of
DNA vaccines. The device is helium powered and
was described more fully earlier in this chapter.

Antares

Formerly Medi-Ject, Antares has over 20 years of
experience in the industry and continues to develop
patient-filled, reusable devices for a broad range of
applications, particularly those requiring frequent,
chronic dosing. Their devices are powered by metal
springs.

Aradigm

Aradigm has recently acquired the Intraject tech-
nology, first developed by Weston Medical. This is a
single use, prefilled, disposable system, powered by
compressed nitrogen gas (Figs. 2 and 3). It is princi-
pally suited for acute use or infrequent chronic dosing,
where dose titration is not needed or is done in discrete
steps.

BioJect

BioJect has been in the field for many years and their
Biojector and Vitaject products are well known in the
industry. Their devices are patient-filled, reusable
devices, powered by either compressed carbon dioxide
or by metal springs. In addition, they have the Iject, a
prefilled, disposable device in development.

BioValve

BioValve has developed the MiniJect, a disposable
device that enables the patient to fill it easily from a
separate vial. It is powered by a proprietary chemical
gas generation system.

Caretek Medical

As described above, Caretek is pioneering the ‘‘projec-
tile’’ depot needle-free delivery system that is currently
in development.

Cross-Ject

Cross-Ject has developed a system based on airbag gas
generation technology that claims to be prefilled and
disposable.

National Medical Products

National Medical Products (NMP) developed a dis-
posable needle-free injector, the J-Tip, powered by a
charge of carbon dioxide gas.
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PowderMed

PowderMed is a recently-formed company to whom
Chiron have assigned the rights to the prior Powder-
Ject powder needle-free technology discussed earlier,
apart from those rights held by Algorx.

Visionary Medical Products

The PenJet system, developed by VMPC, is powered
by compressed gas and uses a prefilled, polycarbonate
cartridge. It is a single-use, disposable device.

CONCLUSIONS

The basic principles underlying the use of drugs to
penetrate the skin, whether the drug is in liquid,
powder, or depot form, have been established for many
years and are relatively simple engineering concepts.

However, many of the early devices developed
around these principles lacked the refinement and good
development science that has come to the industry in
the last few years. As a result, some of these early
devices tended to affect the molecules in undesirable
ways, led to potential for cross-contamination from
one user to another, were extremely cumbersome to
use, and the injections hurt.

In addition, overcoming many of the major devel-
opment challenges associated with simple, robust,
patient-friendly technology, particularly those related
to prefilled, disposable devices, took longer than most
industry experts hoped or predicted.

As a result, the needle-free industry as a whole has
been viewed in a very poor light. All needle-free pro-
ducts have been tainted with the same stigmas as those
earned by the technologies of the 1950s and 1960s, and
it has taken an intensive effort of science-based data
publication to try to correct this image.

Based on evaluating recent published data, the truth
is that needle-free injection can give effective injections
for a wide range of drugs and bioequivalent to a needle
and syringe, results in less pain, and is very strongly
preferred by patients. The devices are, in some cases,
far easier to use than even a prefilled syringe, are much
easier to dispose of, and give less variability from
injection to injection than a needle-based injection
administered by a trained healthcare professional.

There is a wide range of devices available to suit
different applications. Some are ideally suited to
chronic injections of varying doses of insulin several
times a day, others are more suited to weekly dosing
of the same dose of a therapeutic protein or even a
monoclonal antibody. Still others will be capable of
conveniently reconstituting lyophilized drug formulations

in a much more patient-friendly manner than current
techniques. Some of these devices can deliver liquids
more viscous than could ever be delivered using even
the largest of needles.

Needle-free devices have demonstrated consistent
delivery to the epidermis, the dermis, the subcutaneous
layer, and the intramuscular space. While questions
remain over the ability of this technology to target
the dermis or the muscle across a very wide range
of subject morphologies, published data suggest that
the delivery is at least as good as that achieved with
a needle which remains the gold standard for all
parenteral injections.
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17. Hallé, J.-P.; Lambert, J.; Lindmayer, I.; Menassa, K.;
Coutu, F.; Moghrabi, A.; Legendre, L.; Legault, C.;
Lalumière, G. Twice daily mixed regular and NPH insulin
injections with new jet injector versus conventional
syringes: pharmacokinetics of insulin absorption. Diabetes
Care 1986, 9, 279–282.

18. Taylor, R.; Home, P.D.; Alberti, K.G.M.M. Plasma free
insulin profiles after administration of insulin by jet and
conventional syringe injection. Diabetes Care 1981, 4,
377–379.

19. Weller, C.; Linder, M. Jet injection of insulin vs. the syr-
inge-and-needle method. J. Am. Med. Assoc. 1966, 195,
156–159.

20. Worth, R.; Anderson, J.; Taylor, R.; Alberti, K.G.M.M. Jet
injection of insulin. A comparison with conventional injec-
tion by syringe and needle. Br. Med. J. 1980, 281, 713–714.

21. Sarphie, D.; Johnson, B.; Cormier, M.; Burkoth, T.L.;
Bellhouse, B.J. Bioavailability following transdermal
powdered delivery (TBD) of radiolabeled insulin to hairless
guinea pigs. J. Controlled Release 1997, 47, 61–69.

22. King, S.; Bareille, P.; Stanhope, R. Re: growth hormone
treatment without a needle [letter]. J. Pediatr. Endocrinol.
Metab. 1998, 11 (1), 87.

23. Verhagen, A.; Ebels, J.T.; Dogterom, A.A.; Jonkman, J.H.
Pharmacokinetics and pharmacodynamics of a single dose
of recombinant human growth hormone after subcutaneous
administration by jet-injection: comparison with conven-
tional needle-injection. Eur. J. Clin. Pharmacol. 1995,
49 (1–2), 69–72.

24. de la Motte, S.; Klinger, J.; Kefer, G.; King, T.; Harrison, F.
Pharmacokinetics of human growth hormone administered
subcutaneously with two different injection systems.
Arzneimittelforschung 2001, 51 (7), 613–617.

25. Suzuki, T.; Takahashi, I.; Takada, G. Daily subcutaneous
erythropoietin by jet injection in pediatric dialysis patients.
Nephron 1995, 69, 347.

26. Cooper, J.A.; Bromley, L.M.; Baranowski, A.P.; Barker,
S.G.E. Evaluation of a needle-free injection system for local
anaesthesia prior to venous cannulation. Anaesthesia 2000,
55, 247–250.

27. Zsigmond, E.K.; Darby, P.; Koenig, H.M.; Goll, E.F. Painless
intravenous catheterization by intradermal jet injection of lido-
caine: a randomized trial. J. Clin. Anesth. 1999, 11, 87–94.

28. Peter, D.J.; Scott, J.P.; Watkins, H.C.; Frasure, H.E. Subcu-
taneous lidocaine delivered by jet-injector for pain control
before IV catheterization in the ED: the patients’ perception
and preference. Am. J. Emerg. Med. 2002, 20 (6), 562–566.

29. Varley, P.G.; Uddin, S.; Hlodan, R.; Edwards, S.; King, T.
Monoclonal antibody injection without a needle. Br. J.
Pharmacol. 2000, 131 (Proceedings Suppl.), 218.

30. Jackson, J.; Dworkin, R.; Tsai, T.; McMullen, R.;
Kuchmak, N. Comparison of antibody response and
patient tolerance of yellow fever vaccine administered by
the Biojector� needle-free injection system versus conven-
tional needle/syringe injection. International Society of
Travel Medicine Conference, Paris, 1993.

31. Whittle, H.C.; Lamb, W.H.; Ryder, R.W. Trial of intra-
dermal hepatitis B vaccines in Gambian children. Ann.
Trop. Paediatr. 1987, 7, 6–9.

32. Sarno, M.J.; Blase, E.; Galindo, N.; Ramirez, R.; Schirmer,
C.L.; Trujillo-Juarez, D.F. Clinical immunogenicity of
measles, mumps and rubella vaccine delivered by the Injex
jet injector: comparison with standard syringe injection.
Pediatr. Infect. Dis. J. 2000, 19, 839–842.

33. Wilson, H.D. Experience of BCG vaccination by jet injec-
tion in an outbreak of primary tuberculosis. Lancet 1973,
1, 927–928.

34. Payler, D.K.; Skirrow, M.B. Intradermal influenza vacci-
nation. Br. Med. J. 1974, 2, 727.

35. Williams, J.; Fox-Leyva, L.; Christensen, C.; Fisher, D.;
Schlicting, E.; Snowball, M.; Negus, S.; Mayers, J.; Koller,
R.; Stout, R. Hepatitis A vaccine administration: compari-
son between jet-injector and needle injection. Vaccine 2000,
18, 1939–1943.

36. Brodell, R.T.; Bredle, D.L. The treatment of palmar and
plantar warts using natural alpha interferon and a needle-
less injector. Dermatol. Surg. 1995, 21, 213–218.

37. Nathan, C.F. Local and systemic effects of intradermal
recombinant interferon-gamma in patients with leproma-
tous leprosy. N. Eng. J. Med. 1986, 315, 6–15.

38. Baer, C.L.; Bennett, W.M.; Folwick, D.A.; Erickson, R.S.
Effectiveness of a jet injection system in administering
morphine and heparin to healthy adults. Am. J. Crit. Care
1996, 5, 42–48.

39. Berry, R.B. A comparison of spring and CO2-powered
needleless injectors in the treatment of keloids with tri-
amcinolone. Br. J. Plast. Surg. 1981, 34 (4), 458–461.

40. Hartikka, J.; Bozoukova, V.; Ferrari, M.; Sukhu, L.; Enas,
J.; Sawdey, M.; Wloch, M.K.; Tonsky, K.; Norman, J.;
Manthorpe, M.; Wheeler, C.J. Vaxfectin enhances
the humoral immune response to plasmid DNA-encoded
antigens. Vaccine 2001, 19 (15–16), 1911–1923.

41. Cui, Z.; Baizer, L.; Mumper, R.J. Intradermal immuniza-
tion with novel plasmid DNA-coated nanoparticles via
a needle-free injection device. J. Biotechnol. 2003, 102,
105–115.

42. Hollingsworth, S.J.; Hoque, K.; Linnard, D.; Corry, D.G.;
Barker, S.G.E. Delivery of low molecular weight heparin
for prophylaxis against deep vein thrombosis using a novel,
needle-less injection device (J-Tip�). Ann. R. Coll. Surg.
Engl. 2000, 82, 428–431.

43. Oberye, J.; Mannaerts, B.; Huisman, J.; Timmer, C. Local
tolerance, pharmacokinetics, and dynamics of ganirelix
(Orgalutran) administration by Medi-Jector compared to
conventional needle injections. Hum. Reprod. 2000, 15 (2),
245–249.
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INTRODUCTION

Delivery of medication to the human eye is an integral
part of medical treatment. The delivery of drug to the
site of action has been practiced since ancient times,
which successively advanced in a variety of ophthalmic
dosage forms. The writings pertaining to eye medica-
tions have been found on Egyptian papyri. Between
20 B.C. and A.D. 50, Greeks and Romans practiced
the delivery of the necessary components of eye medi-
cation by dissolving them in water, milk or egg white.[1]

They used the term collyria for such preparations. The
term belladonna or ‘‘beautiful lady’’ evolved during
the middle ages from such collyria, which contained
components to dilate the pupils of a lady’s eyes for
cosmetic purpose.[2] The collyria gave rise to the birth
of modern-day eye drop solutions.

Prior to World War II and well into the 1940s, most
solutions for eye use were compounded by the pharma-
cist in the community pharmacy and were intended for
immediate use, perhaps due to an unconfirmed stability
of the drug.[2] The availability of such solutions in a ster-
ile dosage form marked the most important milestone in
this century for the modern day eye drop solution. Alcon
Pharmacy (currently known as Alcon Laboratories Inc.),
a dispensing pharmacy during the day and a manufac-
turing pharmacy during the night, was the first provider
of sterile ophthalmic solutions in 1947, long before
the Food and Drug Administration (FDA) adopted a
position in 1953 that a non-sterile ophthalmic solution
was considered adulterated. Subsequently the United
States Pharmacopoeia (USP) adopted sterility as
requirement for ophthalmic solutions in 1955.[3]

The traditional era of the solution-only dosage form
for use in the eye ended in the 1950s with the availability
of suspension dosage forms. Solid drug particles of
cortisone acetate were first suspended and a suspension
product commericialized. In an unorthodox approach,
for the first time clinical studies revealed that a suffi-
ciently reduced particle sized drug could be instilled on

ocular surfaces. This resulted in the availability of water
insoluble or sparingly soluble drugs for the mitigation of
ophthalmic disorders in suspension dosage forms.

The successful experimentation of delivering spar-
ingly soluble drugs in a suspended form led the way
for products with added values beyond simple presen-
tations. Increasing awareness of basic properties of
drug molecules and the wide spread availability of
excipients further advanced the discoveries of value
added deliveries. Jani et al.[4] reported such delivery
of b1-adrenergic antagonist as a bound drug to cationic
polymer resin beads, suspended in an aqueous vehicle.
The authors were able to reduce ocular discomfort of
betaxolol yet maintain the therapeutic efficacy of the
drug for controlling intra ocular pressure.

Gressel and Roehrs[5] reported viscosity modifiers
for enhancing intended effects on an ocular surface.
A polyacrylic polymer was used to increase viscosity
to a gel consistency and thereby enhancing the treat-
ment of symptoms for dry eyes. Sullivan reported
efficacy of carbomer gel in improving the number of
subjective and objective symptoms of moderate-to-
severe dry eye syndromes.[6] Such a gel vehicle offered
an advantage of reducing frequency of instillation and
has resulted in a commercial product (Pilopine HS Gel).

Recognizing the value of rheological properties of
polymers facilitated discovery of gel forming solutions
for drugs such as timolol maleate. In these systems, timo-
lol is formulated in an aqueous vehicle which on contact
with the ocular surface changes to a gel like consistency,
thereby, extending the duration of contact. Extending
the contact time improved bioavailability thereby reduc-
ing the frequency of the dosage to once daily instillation.
Two extended duration timolol maleate products, one
containing gellan as a gel forming ingredient (Timoptic
XE), and the other with xanthan (Timolol Gel Forming
Solution) have been approved for commercial use.
Shin reported a single daily application of such dosage
in reducing intraocular pressure in human subjects.[7]

Beyond the use of solutions, suspensions and gels,
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further developments have been made in formulation of
creams and ointments, intra-ocular injections, viscoelas-
tic solutions and newer devices and inserts.

EVOLUTION OF OCULAR DRUG
DELIVERY SYSTEMS

Topical ocular application of controlled drug delivery
systems is a relatively new science compared to earlier
ocular dosage form, with roots beginning in the late
1960s to early 1970s.

Delivery of Drugs from Contact
Lens Materials

The earliest attempts to significantly prolong the action
of drugs applied to the eye focused on using existing
systems known in the ophthalmic field. In particular
the most well known and characterized solid systems
for ocular use are hydrophilic contact lenses. The
primary material initially developed for constructing
hydrophilic contact lenses was hydroxyethyl methacry-
late (HEMA). Many variations of HEMA polymers
have since been produced for contact lenses wherein
the HEMA is typically copolymerized with methyl-
methacrylate, ethoxyethylmethacrylate, 1,3-propane-
dioltrimethacrylate, ethylene dimethacrylate, allyl
methacrylate, ethylene glycol dimethacrylate, dimethyl
oxybutyl acrylamide, or vinyl pyrrolidone. Depending
on copolymer composition and cross-linkage, hydro-
gels of this type range from 38 to 79% water content.
Because of this property, it is possible to load polymers
of this type with drug by soaking them in an aqueous
solution containing the drug. This application was first
reported in the early 1970s in papers examining uptake
and release of agents such as fluorescein from Bionite
lenses produced by Griffin Laboratories and Soflens
lenses from Bausch and Lomb. Studies showed signifi-
cant differences in uptake and release rates for the two
types of lenses. Today these results are not unexpected
as it has been shown by Sorenson.[8] that elimination of
radiotracers from presoaked contact lenses are cleared
more slowly in lenses containing higher water content
and thicker dimensions. In low water content lenses
(minimum of 38%), elimination constants of a tech-
netium label were inthe range of 0.278–0.155 min�1.
In contrast the elimination constant of a 75% hydrated
lens was 0.029 min�1, a factor of 7–10 times slower.
These differences have been confirmed in other studies
using specific drugs such as tobramycin.[9]

From an efficacy point of view, early studies with
HEMA based lenses were conducted using pilocarpine,
the key available glaucoma drug during that era.
Several studies reported improvements in reduction
of intraocular pressure and corneal drug flux using

presoaked lenses containing lower pilocarpine con-
centrations than standard drops.[10–14] In later studies
following the identification of timolol as a glaucoma
agent[15] it was found that polyvinylmethylmethacry-
late circular disks of 13 mm diameter and 0.5 mm
thickness will release timolol differentially depending
on the addition of a basic additive (disodium phos-
phate). An enhancement in the rate of release and a
shifting of peak timolol levels from 4 h to 30 min were
observed when formulated with the additive.

Antibiotics have also been examined for uptake and
release from contact lens materials. Impregnation of
various hydrogels constructed of various methacrylate
and polyvinylpyrrolidone copolymers with erythromy-
cin and erythromycin estolate were effective in slow
releasing drug over a period sufficient to suppress
Chlamydia infection in a monkey model.[16–17] As well,
modest increases in intraocular gentamicin have been
observed upon administration of gentamicin soaked
hydrogel lenses in rabbits.[18] Clinically, drug pen-
etration of gentamicin, chloromycetin, or carbenicillin
from hydrogel lenses was found to be higher than
subconjunctival injection of control solutions over a
2–12 h period posttreatment.[19] In prepolymerized
poly HEMA minidisks loaded with particles of sulfi-
soxazole, extended release over a 168 h period was
achieved.[20] This proved to be successful in treating a
Staphylococcus aureus infection model in rabbits from
one time administration of the minidisk as compared
to 3 times daily control solutions.

Absorption and washout characteristics of drugs
from poly HEMA based lenses are drug dependent.
For example, following a 7 day immersion, increasing
levels of uptake are observed for norepinephrine,
gentamicin, pilocarpine and dexamethasone, respec-
tively.[21] Washout of these drugs from the lens was
nearly complete (83–98%). Maximum amounts of these
drugs taken up into these lenses represented only one
tenth of the dose achievable by application of topical
drops. Total uptake of these agents into polymethyl-
methacrylate was also quite low. These results were
supported by earlier studies indicating that intraocular
poly HEMA does not act as a significant sponge or
long term reservoir for drugs such as dexamethasone,
chloramphenicol, epinephrine and pilocarpine.[22]

While the majority of reports have examined topical
release of drugs from contact lens materials, the implan-
tation of these materials, as is common for intraocular
lenses, has been reported. One such example was
recorded by Shing et al.[23] who implanted poly HEMA
pellets loaded with fibroblast growth factor (FGF)-
sucralfate into the cornea as a means to develop a corneal
neovascularization model for testing of anti-angiogenic
agents. Neovascularization was produced beginning
at day 2 and reaching a maximum at day 11 with an
elongation rate of 0.41 mm/day until day 13.
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Ocusert

At about the same time as investigations were being
carried out with contact lens materials for drug release,
an ethylene vinyl acetate (EVA) membrane device,
Ocusert� was developed by the Alza Corp. (Palo Alto,
CA) and eventually commercialized in 1974.[20,24–28]

Ocusert is an elliptical shaped device consisting of
two outer layers of rate controlling EVA, and an inner
layer of pilocarpine in an alginate gel. The device is
designed for continuous release of the drug at a 20 or
40 mg/h rate over 7 days. Enhanced release of the
pilocarpine in the higher rate device is facilitated by
addition of a flux enhancer, di-(ethylhexyl)phthalate.
While this device functions effectively in a specific
niche of difficult to manage glaucoma patients, it has
not been universally adopted for use because of unsat-
isfactory control of IOP in some patients, ejection of
the device from the eye, and irritation or tolerance
difficulties.[29–31]

Erodible Polymeric Delivery Systems

During the same period that reports appeared on the
Ocusert device, research was progressing on the use
of erodible polymer systems for ophthalmic drug
delivery. This research blossomed in the early 1980s
with a particular focus on polymers employed in the
manufacture of absorbable sutures. Release of many
ophthalmic drugs from polymeric matrices either via
dissolution or erosion was investigated. In addition
to the development of slower releasing carrier systems,
many papers have since appeared on the use of vis-
cosity additives and bioadhesives to extend retention
of delivery systems in the eye. For example albumin
nanoparticles containing pilocarpine are better retained
by the inclusion of methylcellulose, hydroxpropylmethyl-
cellulose, polyvinylalcohol, sodium carboxymethylcellu-
lose, carbopol 941, hyaluronate or mucin in the
formulation.[32] Similar effects are noted when carbopol
is used in coating ophthalmic gentamicin drug delivery
inserts comprised of hydroxypropylcellulose, ethylcellu-
lose, and polyacrylate.[33]

Polyvinylalcohol

Polyvinylalcohol disks for delivery of drugs to the eye
were proposed as early as 1966 for potential use by
astronauts.[34] Pilocarpine loaded disks exhibited sus-
tained miosis and IOP reduction in human subjects.
Maichuk[35–37] has elaborated on these early studies
by showing that PVA films containing pilocarpine,
antibiotics, or antimetabolites increased drug concen-
tration in the tear film and prolonged the delivery
times. Similarly, bioavailability, miotic activity in

rabbits, and intraocular pressure control in human
glaucoma subjects were all enhanced over a 24 h
period with PVA/pilocarpine–PAA disks of 4 mm
diameter and 0.4 mm thickness prepared from cast
films.[38] A PVA film device termed NODS (‘‘new
ophthalmic delivery system’’) has also been utilized
for studying improvement in delivery of pilocarpine,
tropicamide, chloramphenicol, and proparacaine.[39]

Heat-treated PVA membrane sandwiches have been
prepared with 5 mg of ganciclovir, which released at
a rate of 0.25 mg/h/mm2 over a 1 week period.[40] Simi-
larly, pellets of either thalidomide,[41] cyclosporin,[42] or
leflunomide[43] with either PVA incorporated into the
pellet or coating the pellet have exhibited sustained
release of those drugs either in vitro or in the vitreous
or subconjunctival spaces.

Delivery of drugs from collagen shields

The concept of drug delivery from contact lenses was
extended to include contact lens-shaped collagen
shields after their approval for use directly on the sur-
face of the eye to treat corneal wounds.[44–46] Several
types of collagen shields are commercially available
under such names of ProShield (Alcon Laboratories,
Inc., Fort Worth, TX), Bio-Cor (Bausch & Lomb,
Clearwater, FL), and Soft Shield (Oasis, Glendora,
CA). The collagen for these products is derived from
a bovine or porcine source with dimensions of
14.5 mm in diameter and thickness between 0.012 and
0.071 mm. In the eye these shields dissolve over a
12–72 h period depending on the amount of cross-
linkage. Similar to the earlier contact lens studies, the
majority of investigations examining release of active
agents from collagen matrices first involve loading of
active agent into the shield by soaking in the agent over
a sufficient period of time.[47] Because of the relatively
large pore size, diffusion into and out of the shield does
not typically surpass 2–3 h.

Many studies have looked into prolongation of
aminoglycoside antibiotic release from collagen matrices.
Tear film and topical tissue levels (sclera and cornea) of
gentamicin delivered from collagen matrices is elevated
over controls as determined by pharmacokinetic evalu-
ation of 14C-gentamicin.[48] In models of Pseudomonas
keratitis in rabbits,[49,50] collagen shields loaded with
gentamicin[49,50] or tobramycin[51] have produced signifi-
cant reductions in colony-forming units (CFU) over con-
trol animals given drug alone. However, changing from
the shield design to either a doughnut[52] or disk[53] does
not seem to offer an improvement in gentamicin release.
Although aqueous humor levels of gentamicin are not
achieved when using shields presoaked in 40 mg/ml gen-
tamicin as compared to drops,[54] levels of tobramycin
delivered from shields have been detected in aqueous
humor.[55,56] Neither repetitive drop treatment nor
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release from collagen shields results in the establishment
of vitreous drug levels. More extensive studies have been
reported on collagen shields to deliver tobramycin[57–62]

in various other tests of ocular trauma. Enhanced deliv-
ery of procaine penicillin, erythromycin, erythromycin
estolate,[63] silver nitrate 1%, povidone-iodine 5%, chlor-
hexidine gluconate 1%,[64] and amphotericin 5%[65] from
collagen shields also has been reported.

Similar to antibiotic studies, delivery of corticoste-
roids from collagen shields has been demonstrated to
produce prolongation of effects, enhanced penetration,
and increased efficacy.[66–69]

Antimetabolites such as 5-fluorouracil (5-FU) have
been used experimentally for retarding the healing of
incisions made to improve outflow of aqueous humor
and reduction in intraocular pressure in glaucoma
patients. Several groups have examined the potential
of 5-FU loaded collagen shields for improving current
therapy over 5-FU alone.[10,70–72] Increases in duration
of action and success rates have been noted. Another
antimetabolite, trifluorothymidine, when released from
collagen shields was investigated as a potential treat-
ment for ulcerative herpetic keratitis.[73] In these stu-
dies, cornea and aqueous humor levels were 19–42%
higher when eyes were treated with drug loaded
shields.

More effective treatment of glaucoma has also been
attempted using collagen shield technology. In this
regard, shields have been shown to prolong delivery
of pilocarpine[74–76] and metipranolol.[77]

Collagen disks have had their greatest application in
the treatment of wounds. Enhancement of the inherent
protective property of the material has been investi-
gated with the subsequent inclusion of growth factors.
Collagen disks soaked for 5 min in platelet derived or
epidermal growth factors (100 mg/ml) was capable of
increasing the wound healing rates of debrided corneas
in rabbits.[78] Following placement on the cornea, col-
lagen shields containing tissue plasminogen activator
shortened fibrin clot lysis time by 50% over controls.[79]

Another wound modulator, cyclosporin A delivered
by topical collagen shields, has been reported to be
10-fold higher in cornea and aqueous humor over an
8 h period as compared to controls.[80]

Polylactide (PLA), polyglycolide (PGA),
and polycaprolactone (PCL)

A further extension of drug delivery using naturally
biodegrading materials other than collagen included
the application of known eroding suture materials.
Polylactic acid, polyglycolic acid and polycaprolactone
are the primary materials used in dissolvable sutures
including Dexon� (Davis and Geck, Danbury, CT)
and Vicryl� Polyglactin (Ethicon, Somerville, NJ).
The key focus of ocular drug delivery from these

polymers has been for sustained release of 5-FU.
Sustained release 5-FU from PLA/PGA copolymer
microspheres had been utilized for applications in glau-
coma filtration surgery and proliferative vitreoretinopa-
thy.[81–85] Release of 5-FU is controllable over a 7-day
period in vitro and when injected into the vitreous
PLA microspheres (with 2 mg drug) degrades over a
48-day period. In a PVR model, tractional retinal
detachments are reduced from 60 to 10% of animals
when 1.25 mg of drug is delivered from PLA micro-
spheres as compared to control injections.[82] In ani-
mals, vitreous concentrations of 5-FU delivered from
PLA/PGA microspheres (250 mg) or rods (1 mg) can
be detected from periods between 11 days[86] and 21
days.[87–89] PLA/PGA devices incorporating 5-FU pre-
vented retinal detachments in an experimental model
that was not responsive to drug alone. PLA/PGA
disks containing 5-FU are also efficacious for periods
greater than one month in applications for glaucoma
filtration surgery.[90,91] Devices of this type have shown
some inflammatory and vascularization reactions
depending on site of implantation.[89,92] PLA micro-
spheres have shown sustained efficacy in delivering
other antimetabolites such as doxorubicin.[93,94]

PLA, PGA and PCL delivery systems have also
proven to be of value in delivering glaucoma agents.
Nanoparticles (150 nm diameter) and nanocapsules
(300 nm diameter) constructed from polycaprolactone
incorporating either 1% carteolol chlorhydrate or
0.5% betaxolol were shown tobe more effective than
controls in hypertension models.[95,96] Prolongation of
miosis has also been observed inrabbits receiving
microcapsules constructed from PLA andcontaining
pilocarpine hydrochloride.[97]

Anti-inflammatory and anti-infective agents such
as indomethacin, fluconazole, and dexamethasone
have been incorporated into PLA, PLG, or PCL
carriers.[98–100] Significant increases in either drug con-
centration or duration of action were noted.

Polyanhydrides, polyorthoesters,
and polyalkylcyanoacrylates

Beyond the use of suture materials, newer erodible
polymeric materials were introduced in the 1980s as
potential ophthalmic carrier systems for release of
drugs.

As with PLA or PLG carriers, the application of
either polyanhydride or polyorthoester polymers for
5-FU sustained release in glaucoma treatment or PVR
has been investigated.[101–106] Using compression tech-
niques, polyanhydride devices constructed from combi-
nations of(p-carboxyphenoxy)alkanes with sebacic acid
have been produced. Disk or T-shaped polyanhydride
devices containing between 10 and 20% 5-FU prolonged
IOP reduction and bleb survival in filtration models or
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better inhibited tractional retinal detachments in PVR
models than standard drug controls. Similar effects on
extended filtration bleb survival and IOP reduction have
been observed for polyanhydride implants containing
daunorubicin[107] or mitomycin C.[108] Release of drugs
from polyanhydride implants have been examined when
administered subconjunctivally (etoposide)[109] or in the
vitreous or anterior chamber (gentamicin).[110] In these
reports slow release rates were established at least over
a 1-week period. In context of vitreous delivery,
polyorthoesters have been shown to release ganciclovir
for 144 h which is controllable by the pH of the
dissolution media.[111]

Ocular distribution and elimination of biodegrad-
able polyalkylcyanoacrylate nanoparticles has been
examined in a number of reports.[112–116] Pilocarpine
containing polybutylcyanoacrylate nanoparticles alone
or in gel type formulations are capable of enhancing
and prolonging the miosis and pressure lowering
response in various animal models.[117–121]

Non-Erodible Systems

Distinct from the development of contact lens materi-
als or the Ocusert in the 1970s, additional promising
delivery systems and materials have emerged with the
more recent focus on development of intraocular
applications for treatment of macular degeneration,
cataract, retinopathy, and inflammation.

Vitrasert�

The Vitrasert, approved in 1996 and currently mar-
keted by Bausch and Lomb is an ethylene vinyl acetate
cup encasing a cylindrical core of ganciclovir, which is
covered on one or two surfaces with a permeable PVA
membrane to allow for diffusion.[122–133] At the base of
the cup is an anchoring strut made of PVA to allow for
suturing. The drug core diameter of the device is
2.5 mm. Sustained levels of the drug are maintained
in the vitreous over a period of 6–8 months in the
treatment for cytomegalovirus (CMV) induced reti-
nitis. This device has also been investigated for the
delivery of 5-FU,[125–129] flurbiprofen[130] cyclos-
porin,[131] dorzolamide,[132] and dexamethasone[133]

when implanted at various sites. A variation on
this device has been constructed using a core of
ganciclovir/polylactide-glycolide encased in a cross-
linked poly[HEMA-co(PVA-AA)] film that releases
the drug in the vitreous over 63 days.[134]

Silicones

Ophthalmic practice has long employed silicone poly-
mers in surgeries utilizing scleral buckles and sponges,

retinal tamponade and foldable intraocular lenses.
Silicone elastomers and rubbers are hydrophobic in
nature and therefore support long term payout charac-
teristics for many drugs. Silicone polymer disks of
4–5 mm diameter termed minidiscs have been studied
for the release of gentamicin when placed in the
conjunctival cul-de-sac.[20,135] Slow release of the drug
is observed over a period of 10–14 days with tear con-
centrations in the range of 2.5 ppm during this period.
Nanoparticles of silicone in the 150–200 mm size range
can be made and when containing timolol effectively
prolonged release of the drug.[136] Sealed silicone tubes
1.46 mm ID by 15 mm length and filled with 2.5–20
mg/ml solutions of timolol slow release the drug over
8 h in vitro[137] or invivo.[138] Recently, development of
a solid noodle-like silicone controlled drug delivery rod
for the deep cul-de-sac (fornix) known as the Ocufit
SR� has been reported.[139–142] These rods have been
shown to slow release oxytetracycline or diclofenac
over several weeks and have shown good wear com-
pliance in humans.[143,144] Liquid silicone can also be
used as a surface coat in developing delivery devices.
This approach has been reported for polydimethylsi-
loxane coated solid drug implants that are used to
enhance sustained delivery in the eye.[41,42]

CONCLUSIONS

Efficacious delivery of drugs in the eye is dependent on
a host of factors including activity at the receptor,
absorption and penetration of the drug for the site of
application, clearance rates from the biological com-
partment, delivery rate and duration of the drug from
the site of application, toxicology of the total dosage
form, and patient compliance with the dosage form.
The evolution of acceptable systems as drug carriers
in the eye is usually influenced simultaneously by
several of these factors. Solution or suspension drops
and ointments stillremain the first line approach to
treatment in standard therapies. However, in circum-
stances demanding less frequent dosing, or dosing into
less accessible compartments of the eye, more unique
approaches areindicated. In those cases, use of gelling,
eroding or non-eroding polymer systems has proven to
be of significant value.
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INTRODUCTION

Historically, oral ingestion has been the most con-
venient and commonly used method of drug delivery.
For sustained- as well as controlled-release systems,
the oral route of administration has received the most
attention. This is because of greater flexibility in dos-
age form design for the oral rather than the parenteral
route. Patient acceptance of oral administration of
drugs is quite high. It is a relatively safe route of drug
administration compared with most parenteral forms,
and the constraints of sterility and potential damage
at the site of administration are minimal.

Colon-specific drug-delivery systems offer several
potential therapeutic advantages. In a number of
colonic diseases such as colorectal cancer, Crohn’s dis-
ease, and spastic colon, it has been shown that local is
more effective than systemic delivery.[1] Colonic drug
delivery can be achieved by oral or by rectal administra-
tion. Rectal delivery forms (suppositories and enemas)
are not always effective because a high variability
is observed in the distribution of drugs administered
by this route. Suppositories are effective in the rectum
because of the confined spread and enema solutions
can only be applied topically to treat diseases of the
sigmoid and the descending colon. Therefore, the oral
route is preferred. Absorption and degradation of the
active ingredient in the upper part of the gastrointes-
tinal tract is the major obstacle with the delivery
of drugs by the oral route and must be overcome for
successful colonic drug delivery.

Drugs for which the colon is a potential absorption
site (for example, peptides and proteins) can be delivered
to this region for subsequent systemic absorption. The
digestive enzymes of the gastrointestinal tract generally
degrade these agents. However, these enzymes are present
in significantly lower amounts in the colon compared with
the upper portion of the gastrointestinal tract.[2]

Colon-specific drug delivery has been attempted in a
number of ways that primarily seek to exploit
the changes in the physiological parameters along the
gastrointestinal tract.[1,3] These approaches include

the use of prodrugs, pH-sensitive polymers, bacterial
degradable polymers, hydrogels and matrices, and
multicoating time-dependent delivery systems. The use
of these strategies to target drug delivery to the colon
are addressed in detail.

ANATOMICAL, PHYSIOLOGICAL, AND
BIOCHEMICAL CHARACTERISTICS
OF THE COLON

In terms of size and complexity, the human colon falls
between that of carnivores such as the ferret, which has
no discernable junction between the ileum and colon,
and herbivores such as the rat, which has a voluminous
cecum. The cecum, colon ascendens, colon transver-
sale, colon descendens, and rectosigmoid colon make
up the colon. It is approximately 1.5 m long, with the
transverse colon being the largest and the most mobile
part (Fig. 1).[4] Unlike the small intestine, the colon
does not have any villi. However, because of the pres-
ence of plicae semilunares, which are crescentic folds,
the intestinal surface of the colon is increased to
approximately 1300 cm2.[3] The physiology of the
proximal and distal colon differs in several respects
that can have an effect on drug absorption at each site.
The physical properties of the luminal content of the
colon also change, from liquid in the cecum to semiso-
lid in the distal colon.

The colon serves four major functions. They are:
1) creation of a suitable environment for the growth
of colonic microorganisms such as Bacteroids, Eubac-
terium, and Enterobacteriaceae; 2) storage reservoir of
fecal contents; 3) expulsion of the contents of the colon
at a suitable time; and 4) absorption of water and Naþ

from the lumen, concentrating the fecal content, and
secretion of Kþ and HCO3

�.[5] The active secretion
of Kþ is stimulated by mineralocorticoids.

The factors that affect absorption from the colon
are given in Table 1. Colon-specific drug delivery is
primarily dependent on two physiological factors.
These are the pH level and the transit time.
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The pH of the gastrointestinal tract is subject to
both inter- and intrasubject variations. Diet, diseased
state, and food intake influence the pH of the gastro-
intestinal fluid. The change in pH along the gastro-
intestinal tract has been used as a means for targeted
colon drug delivery.[6] This can be achieved by using
coatings that are intact at the low pH of the stomach
but that will dissolve at neutral pH. The right, mid-,
and left colon have pH values of approximately 6.4,
6.6, and 7.0, respectively.[7] The pH of the colon is
often lower than the pH of the small intestine, which
can be as high as 8 or 9.[7] In vitro experiments simulat-
ing the pH of the different regions of the gastrointes-
tinal tract suggest that drug release from delivery
systems that are triggered by a change in pH might
already occur in the small intestine.[8] However, other
studies have concluded the pH can be used for drug
release in the colon.[6] The contradictions may be a
result of non-standardized in vitro methods as well as
attributable to the difference in drug properties and
preparation methods of drug-delivery systems. Inter-
species variability in pH is a major concern when
developing and testing colon-specific delivery systems
in animals and applying the information to humans.[4]

Drug delivery to the colon via the oral route
depends on the gastric emptying and small bowel tran-
sit time. Drugs taken before meals usually pass out of
the stomach within 1 h, but can take up to 10 h if taken
after a meal. The transit time in the small intestine is
relatively constant, ranging between 3 and 4 h, regard-
less of various conditions such as physical state, size of
dosage form, and presence of food in the stomach.[9]

One of the major determinants of the absorption of
a compound from the colon is residence in any parti-
cular segment of the colon. The time taken for food
to pass through the colon accounts for most of the time
the food is present in the gut. In healthy subjects, this is
approximately 78 h for expulsion of 50% ingested mar-
kers but may vary from 18 to 144 h. Steady-state mea-
surements of mean transit time after ingestion of
markers for several days gave a mean transit time of
54.2 h.[10]

When the dosage forms reach the colon, transit
depends on size. Small particles pass through the colon
(236 min for 3 mm tablets and 238 min for 6 mm tablets
on study day 1; 226 min for 9 mm tablets and 229 min
for 6 mm tablets on study day 2; 218 min for 12 mm
tablets and 219 min for 6 mm tablets on study day 3)
more slowly than the larger units.[11] However, the den-
sity and size of larger single, units had no real effect on
colonic transit. It has been shown that pellets move fas-
ter than do tablets through the ascending colon and
therefore may be more favorable than tablets with
respect to colonic drug absorption.[11]

Colonic transit time is only slightly affected by food
but is reduced under stress. Studies have shown
that drugs that act on the parasympathetic or sympa-
thetic nervous system affect the propulsive motor
activity, thereby influencing the colonic transit time.[12]

Although not significantly affected by most disease,[13]

the transit time is shorter in patients who complain of
diarrhea and longer in patients with constipation.

PERMEABILITY AND METABOLIC
CHARACTERISTICS

Drug Permeability in the Colon

Drug absorption in the colon is restricted by a number
of barriers. The bacterial flora, which is significantly
higher in the distal colon, can affect drug bioavailabil-
ity.[14] The mucus present at the epithelial surface of
the colon acts as a physical barrier to uptake attribut-
able to specific and non-specific drug binding. Drug
binding to the colonic lumen may facilitate enzymatic
or environmental degradation by increasing the
residence time of the drug. Cephalosporins, penicillins,
and aminoglycosides are some of the small molecule
drugs that bind to the negatively charged mucus.[15]

Fig. 1 Right, transverse, and left colon. (Adapted from
Ref.[9].)

Table 1 Factors affecting drug absorption from the colon

Physical characteristics of drug (pKa, degree of ionization)

Colonic residence time as dictated by gastrointestinal

tract motility

Degradation by bacterial enzymes and byproducts

Selective and non-selective binding to mucus

Local physiological action of drug

Disease state

Use of chemical absorption enhancers, enzyme
inhibitors, or bioadhesives

(From Ref.[8].)
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This binding can prevent drugs from reaching the
epithelial surface as well. Some molecules such as car-
bachol and serotonin that stimulate mucus secretion
can, therefore, reduce their own absorption as well as
the absorption of any coadministered drug.[16] The
removal of this mucus barrier with mucolytic agents can
result in increased absorption. Schipper et al. showed that
chitosans had a pronounced effect on the permeability
of mucus-free Caco-2 layers and enhanced the per-
meation of atenolol 10- and 15-fold.[17] The binding
of chitosan to the epithelial surface and subsequent
absorption-enhancing effects were significantly reduced
in mucus-covered HT-29-H cells. Alterations of this
mucus layer, however, have been associated with patho-
logical conditions.

The single most formidable barrier to the uptake of
drugs occurs at the level of the epithelium.[18] The lipid
bilayer of the individual colonocytes and the occluding
junctional complex (OJC) between these cells provide a
physical barrier to drug absorption. OJC structures
found at the apical neck of the cells in the gastrointes-
tinal tract limit paracellular transport of water and small
molecules <350 Da) in a cation-selective manner.[19]

The movement of water and ions via the paracellular
route is driven by transcellular ionic gradients, with
the proximal colon appearing to be slightly more con-
ducive to such activity than the distal colon.[20]

Carrier-mediated absorption in the colon is not
extensive and usually relates to the metabolic events
in the residual bacteria.[21] Drugs that pass from the
apical to the basolateral side of this epithelial layer can
do so either by the transcellular route (i.e., by
passing directly through the colonocytes) or by the para-
cellular route (i.e., by passing through adjacent colono-
cytes). Mathematical models describing the transport
of small drug molecules across these barriers have been
developed.[22] The movement of peptides is predomi-
nantly dependent on hydrogen bonding.[23] Compared
with peptides, proteins experience a greater thermody-
namic barrier for passing through cell membranes and
are more vulnerable to denaturation at the interface.

Drug molecules that have traversed the physical and
enzymatic barriers of the colonic mucosa may enter
either the blood capillary bed or the lymphatic sinuses.

Intact drugs that reach the venous capillaries from the
submucosa are transported to the liver via the hepatic-
portal system where they may undergo significant
metabolism. On the other hand, uptake into the lym-
phatic sinuses of the colon results in direct delivery into
the systemic circulation that causes lesser metabolic
breakdown of the absorbed drug.[3]

Drug Metabolism in the Colon

Metabolic reactions in the liver and the small intestine
are well documented.[24] However, only sparse infor-
mation is available on drug metabolism in the colon.
Drug metabolism in the colon can be brought about
by the host enzymes in the epithelial cells or by the
microbial enzymes in the gut flora. Metabolic activities
in the wall of the colon can be attributed to cyto-
chrome P450, esterases, amidases, and various trans-
ferases.[25] Reductive drug metabolism does not
appear to be important at this site.

The colonic mucosa resembles the small intestinal
mucosa with respect to the spectrum of metabolizing
enzymes.[26] However, the total metabolic capacity of
the colonic wall is inferior, because the mucosal mass
in the lower part of the intestine is several times smaller
than that in the upper part. This may be more than
offset by the high metabolic capacity found in the
gut flora in the large intestine.

The gastrointestinal tract contains a variety of
microorganisms that participate in the metabolism of
ingested material (Tables 2 and 3).[27] The upper part
contains only a small number of primarily gram-
positive bacteria, whereas the colon contains a vast
amount of primarily anaerobic bacteria, with Bacter-
iods, Bifidobacterium and Eubacterium being the most
common species found.[28] Gram-positive cocci such
as Clostridium enterococci and various species of
Enterobacteriaceae are also present.[29] The growth
of the bacteria is regulated by gastric acids, peristaltic
activity, and microbial interaction including bacterial
metabolic byproducts. Administration of antibiotics
as well as onset of disease and age can affect the meta-
bolic activity of the intestinal microflora.[30]

Table 2 Drug metabolizing enzymes in the human colon that catalyze reductive reactions

Enzymes Microorganism Metabolic reaction catalyzed

Nitroreductase E. coli, Bacteroids Reduce aromatic and heterocyclic
nitro compounds

Azoreductase Clostridia, Lactobacilli, E. Coli Reductive cleavage of azo compounds

N-Oxide reductase,

sulfoxide reductase

E. coli Reduce N-oxides and sulfoxides

Hydrogenase Clostridia, Lactobacilli Reduce carbonyl groups and aliphatic
double bonds
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Redox reactions and hydrolysis are the predomi-
nant metabolic conversions triggered by the intestinal
microflora. The primary reductive enzymes produced
by the intestinal microflora are nitroreductase, deami-
nase, urea dehydroxylase, and azoreductase. The
hydrolytic enzymes are b-glucuronidase, b-xylosidase,
b-galactosidase, and a-L-arabinosidase. Studies con-
ducted by Macfarlane and coworkers have shown that
proteolysis can also occur in the colon.[31] More recent
findings by the group indicate that bacterial fermen-
tation of proteins in humans could account for 17%
of the short-chain fatty acids in the cecum and for
38% in the sigmoid and the rectum.[32]

The unique enzymatic features of the microbial flora
present in the colon make it conducive for drug target-
ing. Active metabolites intended for local therapy can
be liberated from poorly absorbed parent molecules
by microbial processes. An advantage can also be
taken for release of drugs from delivery systems, disin-
tegrating only by the action of microbial enzymes, as a
means for targeted delivery. This approach is suitable
for drug molecules that are unstable in the upper part
of the gastrointestinal tract but can be absorbed from
the lower part.

CHARACTERISTICS OF DRUGS THAT
FAVOR COLONIC DELIVERY

The colon is a less hostile environment than the
stomach and the small intestine.[33] It has a longer
retention time and is responsive to agents that cause
an increase in the absorption of poorly absorbed
drugs.[34] Drugs that will benefit from colon targeting
include those for the treatment of inflammatory bowel
disease and irritable bowel syndrome. Drugs metabo-
lized in the upper gastrointestinal tract also would be
candidates for colon targeting. Drugs such as theo-
phylline, nifedipine, ibuprofen, diclofenac, metoprolol,
brompheniramine, pseudoephedrine, dinitrate, isosor-
bide, oxprenolol, and low-molecular-weight peptides
and peptide-like drugs have been shown to be effec-
tively absorbed from the colon.[35]

The permeability of the colonic epithelium may not
be sufficient for achieving a transport rate required for
therapeutic activity. This hurdle may be overcome,

at least in part, by using penetration enhancers
(Table 4). They include chelating agents, non-steroidal
anti-inflammatory drugs, fatty acids, and surfactants.[36]

Comparison of their rate of onset and recovery of a
treated mucosa has also been made.[37] Fatty acids have
strong and fast reactivity and allow for a fast recovery of
the barrier function. Bile salts and salicylates are moder-
ate and fast-acting agents with fast barrier function
recovery. Strong surfactants and chelators have strong
or moderate reactivity and a slow recovery of barrier
function. Solvents such as dimethylsulfoxide and ethanol
have moderate reactivity and act primarily as agents to
improve drug miscibility in an aqueous environment.
The aforementioned enhancers are also effective in the
small intestine.[22] Some enhancers that are more
colon-specific include ethylacetoacetate, which must be
first metabolically transformed to enamine.[38]

Several chemical enhancers such as sodium ethyle-
nediaminetetraacetate and sodium taurocholate, oleic
acid,[37] polyoxyethylated non-ionic surfactants, citric
acid, and dihydroxy bile salts open the paracellular
route presumably by disruption of intracellular OJC
function.[37] The use of nitric oxide is another
approach.[39] Moreover, manipulation of the cyclooxy-
genase pathway activities to trigger the release of com-
pounds like substance P may provide another means
for altering colonic permeability.[40]

Table 3 Drug metabolizing enzymes in the colon that catalyze hydrolytic reactions

Enzymes Microorganism Metabolic reaction catalyzed

Esterases and amidases E. coli, P. vulgaris,
B. subtilis, B. mycoides

Cleavage of esters or amidases of carboxylic acids

Glucosidase Clostridia, Eubacteria Cleavage of b-glycosidases of alcohols and phenols

Glucuronidase E. coli, A. aerogenes Cleavage of b-glucuronidases of alcohols and phenols

Sulfatase Eubacteria, Clostridia, Streptococci Cleavage of O-sulfates and sulfamates

Table 4 Some common colonic drug absorption
enhancers

Non-steroidal antiinflammatory agents (NSAIDS)
(e.g., indomethacin and salicylates)

Calcium ion-chelating agents (e.g., EDTA and citrate)

Surfactants [e.g., polyoxyethylene lauryl ether (BL-9EX)
and saponin]

Bile salts (e.g., taurocholate and glycocholate)

Fatty acids (e.g., sodium caprate, sodium caprylate, sodium

laurate, and sodium oleate)

Mixed micelles [e.g., monoolein–taurocholate, oleic
acid–taurocholate, oleic acid–polyoxyethylene
hydrogenated castor oil (HCO 60) and oleic

acid–glycocholate]

Other agents [e.g., acylcarnitine, azone (1-dodecylazacyclo-
heptan-2-one), dicarboxylic acids and enamine]
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Molecules such as sodium caprate, sodium capry-
late, and sodium salicylate can enhance transcellular
uptake of poorly permeable compounds through the
colonic mucosa in low concentrations.[41–42] Some of
these absorption enhancers can cause local irritation
as well.[43] It has been suggested that these enhancers
might function to denature membrane proteins and/
or modify their lipid–protein interactions as a means
of inducing drug uptake.[37] Mixed micelles appear to
produce only limited disordering of surface mucosal
cells, possibly by reducing the damaging effect of
surfactants and somehow augmenting their enhancing
activity. Absorption enhancements by surfactants,
fatty acids, and mixed micelles may be attributable to
improved solubility and/or stability of the drug being
transported.

Stable molecules such as dextran and polyethylene
glycol have been used in studies to address the size of
the transport window that can be opened in the colon.
Muranishi and Takada[44] have demonstrated that, on
transport enhancement, low-molecular-weight drugs
are directed twice as often to a transcellular route than
the paracellular route, whereas molecules of approxi-
mately 20 kDa are directed almost equally through
transcellular and paracellular routes. Enhanced trans-
port with caprate, laurate, and mixed micelles suggest
the opening of colonic pores of 14–16 Å, whereas
enhancement with taurocholate or caprylate suggests
the formation of 11–12 Å pores.[37]

Chemical enhancers have been demonstrated to
produce transport windows in colonic epithelia large
enough for the passage of many bacterial toxins.
Patients suffering from inflammatory bowel diseases
and colitis typically have increased colonic per-
meability[45] attributable to bacterial toxins, both
entertoxins and cytotoxins that increase capillary per-
meability. Increased colon permeability associated with
a diseased state may be useful in the treatment, in which
improvement of the condition might reduce mucosal
permeability and naturally reduce drug transport.

STRATEGIES FOR COLON-SPECIFIC
DRUG DELIVERY

Attempts have been made to achieve colon-specific
delivery of drugs. These include: 1) prodrugs and 2)
polymers (enteric coated, those that are sensitive to degra-
dation by bacterial enzymes, and matrices and hydrogels
susceptible to degradation by bacterial enzymes).

Prodrugs

The prodrug sulfasalazine (SAS), used in the treatment
of Crohn’s disease, ulcerative colitis, and rheumatoid

arthritis, is the earliest example of targeted drug deliv-
ery in the colon (Figs. 2 and 3).[1] Only 12% of the drug
is absorbed in the small intestine after oral delivery.
When SAS reaches the colon after oral administration,
the diazoreductase of the colon bacteria cleaves the azo
bond, releasing 5-aminosalicylic acid and sulfapyridine
into the colonic lumen.[46] Osalazine (dipentum), which
consists of two molecules of 5-aminosalicylic acid
linked by an azo bond,[47] was developed to directly
deliver 5-aminosalicylic acid to the colon. Balsalazide
is another prodrug that is reputed to benefit from a less
toxic carrier molecule than that in SAS. Balsalazide is
5-aminosalicylic acid linked by a diazo moiety to
4-aminobenzoyl-b-alanine.[48]

A comparable total release of 5-aminosalicylic acid
in rats has been observed from SAS and 5-aminosa-
licylic acid azo linked to a polymeric prodrug consisting
of polysulfonamidoethylene as the carrier molecule
(polyasa).[49] Yet, the latter was more effective in reduc-
ing inflammation in the guinea pig ulcerative colitis
model. The release of 5-aminosalicylic acid from poly-
meric prodrugs was dependent on the structure of the
polymeric backbone.[50] The drawback of coupling
5-aminosalicylic acid to polymeric backbone is the large
amount of the drug that has to be taken orally.

A second approach that has been attempted
involves prominent bacterial enzymes such as glycosi-
dases and polysaccharides.[51] Prodrugs were developed
by coupling glucose or galactose to steroids such as
dexamethasone, prednisolone, hydrocortisone, and flu-
drocortisone via a b-glycosidic bond. When these polar
prodrugs are taken orally, they undergo minimal
absorption in the small intestine. In the colon, the bac-
terial glycosidases cleave the polar moiety and release
the steroid. Corticosteroids have been delivered in this

Fig. 2 Chemical structures of sulfasalazine (A), olsalazine
(B) and 5-ASA (C). (Adapted from Ref.[1].)

1232 Drug Delivery: Oral Colon-Specific



D
ru

g
D

el
iv

er
y

M
uc

o–
O

ra
l

manner to treat disorders of the large intestine. The
side effects of corticosteroids can be minimized with
this approach because of the minimal absorption of
the drug in the small intestine as well as by dose
reduction. The oral delivery of the prodrug form of
dexamethasone produced the same therapeutic effect
as the parent drug in guinea pig models. However,
the dose was lower with the prodrug.[52] This approach
has beenextended to the development of glycoside pro-
drugs of budesonide and menthol and with dexametha-
sone poly (L-aspartate).[53]

The prodrug approach has been used where naproxen
was conjugated to dextran by an ester linkage.[54] The
release of naproxen was 17 times higher in the cecum
and in the colon homogenates of the pig than in control
medium or homogenates of the small intestine. The dex-
tran prodrugs of methylprednisolone and dexametha-
sone have also been developed.[55] In both cases, most
of the drugs were released in the contents of the large
intestine, whereas only minor chemical hydrolysis
occurred in the upper gastrointestinal tract.

Recent developments involve use of cyclodextrins
that are absorbed only in minor quantities in the small
intestine but are fermented by the colonic bacteria.

In recent studies,[56,57] the use of biphenyl acetic acid
conjugates of b-cylcodextrins was described. The ester
conjugate released the drug preferentially when incu-
bated with rat cecal contents, and almost no release
was observed on incubation with the contents of the
stomach or the small intestine.

Therefore, it can be seen that prodrug-based
approaches are being used extensively to deliver drugs
in increased amounts to the colon. Consistency of con-
version from the prodrug to the active ingredients in
vivo is a concern for these approaches because colonic
bacterial populations can be modulated by diet, health,
and a variety of antibiotics.[29]

Polymers

Enteric coated

Drugs can be delivered locally and selectively to the
colon by taking advantage of the difference in the
pH of the different regions of the gastrointestinal tract.
The pH in the gastrointestinal tract is low in the sto-
mach but increases in the small intestine and the large
intestine. For the purpose of targeting drugs to the
colon, an outer enteric coating (for example, of cellu-
lose acetate phthalate) can be used to protect the drug
in the low pH of the stomach. In the small intestine
(pH, 7.5), the enteric coating dissolves, exposing a
polymeric coating, typically of ethylcellulose with
microcrystalline cellulose and plasticizers. The poly-
meric coating is designed to stay intact in the small
intestine until the dosage form reaches the colon. In
the colon, bacteria are expected to digest the micro-
crystalline cellulose to allow for the disintegration of
the polymeric coating around the drug. Such a scenario
has been confirmed in a study by Hirayama, Minami,
and Uekama,[56] in which all the compressed tablets
with dual coating remained intact in the small intestine
and 85% of which disintegrated in the colon.

The problem with this approach is that the intestinal
pH may not be stable because it is affected by diet, dis-
ease and presence of fatty acids, carbon dioxide, and
other fermentation products. Moreover, there is con-
siderable difference in inter- and intraindividual gas-
trointestinal tract pH, and this causes a major
problem in reproducible drug delivery to the large
intestine.[58]

Spherical pellets containing 5% triamcinolone acet-
onide were prepared by Villar-Lopez and coworkers[59]

byextrusion/spheronization after formulation with
microcrystalline cellulose and/or a hydrophilic excipi-
ent such as lactose, sodium carboxymethylcellulose,
or b-cyclodextrin. Their suitability for coating, with a
view toward colonic drug delivery, was assessed in
terms of their size, sphericity, and dissolution test

Fig. 3 Polymeric prodrug of 5-ASA. (Adapted from Ref.[1].)
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response. The best results were afforded by a 5 : 90 : 5
composition of microcrystalline cellulose, b-cyclodextrin,
and triamcinolone acetonide, prepared by complexation
of triamcinolone acetonide with b-cyclodextrin before
the addition of microcrystalline cellulose.

Formulations of 5-aminosalicylic acid that are com-
mercially available use enteric coatings of pH-sensitive
methacrylic resins called Eudragit� (Fig. 3). Both
water-soluble and water-insoluble forms of Eudragit
have been tested for colon targeting. Eudragit-L dis-
solves at a pH level above 5.6 and is used for enteric
coating, whereas Eudragit-S, which dissolves at a pH
level above 7.0 (attributable to the presence of higher
amounts of esterified groups in relation to carboxylic
groups) is used for colon targeting. Studies have revealed
that Eudragit-S exhibits poor site specificity.[60]

In a study performed by Khan et al.[61], lactose pla-
cebo tablets were coated using different combinations
of Eudragit L and Eudragit S. The Eudragit L–Eudra-
git S combinations (w/w) studied were 1 : 0, 4 : 1, 3 : 2,
1 : 1, 2 : 3, 1 : 4, 1 : 5, and 0 : 1. The disintegration data
obtained from the placebo tablets demonstrate that
disintegration rate of the tablets is dependent on 1)
the polymer combination used to coat the tablets; 2)
the pH of the disintegration media; and 3) the coating
level of the tablets.

It has been shown that polymers with non-esterified
phthalic acid groups dissolve much faster and at a
lower pH than those with acrylic or methacrylic
groups. The presence of plasticizer and the nature of
the salts in the dissolution medium influence the dissolu-
tion rate.[62]

In a recent study by Peeters[63] the free carboxylic
groups of Eudragit-S were partially methylated. The
product was found to dissolve in water at a slightly
higher pH compared with the original polymer. The
effectiveness of this product as a colon-specific coating
material had been established with human volunteers
using in vivo scintigraphic studies.[64]

In a study by Gazzaniga and coworkers,[65] an oral
dosage form was developed, consisting of a core with
two polymeric layers. The outer layer, which was an
enteric coating, dissolved at a pH level above 5. The
inner layer, made up of hydroxypropylmethylcellulose,
acted as a retarding agent to delay drug release for a
predetermined period. The thickness of the inner layer
determined the lag time. This system was found to
release drug in the colon of the rat between the 5th
and 10th h.

A pulsed system, called the Time-Clock System, has
been developed. The system comprises a solid dosage
form coated with a hydrophobic surfactant layer to
which a water-soluble polymer is attached to improve
adhesion to the core.[66] The thickness of the outer
layer determines the time required to disperse in an
aqueous environment. After the dispersion of the outer

layer, the core becomes available for dispersion. An
advantage is that common pharmaceutical excipients
can be used to manufacture the system. Studies per-
formed in human volunteers showed that the lag time
was not affected by gastric residence time. Also, the
dispersion of the hydrophobic film was not influenced
either by the presence of intestinal digestive enzymes or
by the mechanical action of the stomach.

Another system based on the same principle as the
Time-Clock System, called the Time-Controlled-
Explosion Drug-Delivery System, has also been
developed.[67] It contains a four-layered spherical
structure, with a core containing the drug, a swelling
agent, and a water-insoluble polymer membrane made
of ethylcellulose. This system is characterized by rapid
drug release with a programmed lag time. On contact
with water through the polymeric membrane, the
swelling agent expands and finally explodes, leading
to release of the contained drug. Drug release is not
affected by pH, but the lag time is a function of the
thickness of the outer polymeric membrane. A similar
approach based on ethylene–vinyl acetate polymers
was tested for release of the drug isosorbide-5-nitrate.[68]

Ishibashi and coworkers have recently developed a
Colon-Targeted Delivery Capsule based on pH sensi-
tivity and time-release principles (Fig. 4).[69] The sys-
tem contains an organic acid that is filled in a hard
gelatin capsule as a pH-adjusting agent together with
the drug substance. This capsule is then coated with
a three-layered film consisting of an acid-soluble layer,
a hydrophilic layer, and an enteric layer. After inges-
tion of the capsule, these layers prevent drug release
until the environmental pH inside the capsule
decreases by dissolution of the organic acid, upon
which the enclosed drug is quickly released. Therefore,
the onset time of drug release is controlled by the

Fig. 4 Design of the colon-targeted delivery capsule: a) gela-
tin capsule; b) active ingredient; c) organic acid; d) enteric
layer; e) hydrophilic layer; and f) acid-soluble layer.
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thickness of the acid-soluble layer. In fact, capsule dis-
integration (and, thus, drug release) does not start until
5 h after gastric emptying regardless of whether the for-
mulation is administered to fasted or fed subjects.

Recently, Yoshikawa et al.[70] reported a new in
vitro dissolution test called the rotating beads method
for drugs formulated in pressure-controlled colon-
delivery capsules. This dissolution method was applied
to acetominophen sustained-release tablets and two
other drugs having low solubility in the colon, tegafur
and 5-ASA. There was good correlation between the in
vitro dissolution rates and the in vivo absorption rates.

In the development of the aforementioned time-
dependent systems, care has to be taken to ensure a
homogenous coating. If the coat is inhomogenous,
there will be a modification of the coating rigidity,
possibly leading to undesirable infiltration of the
aqueous medium and, in turn, undesired alteration of
the lag time before which the drug is supposed to be
released.

Polymers sensitive to degradation
by bacterial enzymes

Drugs can be administered locally and selectively to
the colon if they are enclosed in a dosage form such
as a capsule coated with an azo-aromatic cross-linked
polymer subject to cleavage by azo-reductases of the
colonic microflora. This approach of coating a drug
with biodegradable material for colon targeting can
be used to administer a large amount of the drug.
Moreover, the rate of drug release is dependent on
the activity of the bacterial enzymes in the colon rather
than on that of the host.

A system was developed by Saffran and cowor-
kers[68] in which insulin or vasopressin was encapsu-
lated in a gelatin capsule coated with an impermeable
polymer. The coat, prepared by using azo functional
cross-linking agents based on divinylazobenzene, was
resistant to degradation in the stomach and the small
intestine. However, problems were encountered
attributable to variability in absorption, which may
be because of to intra- and intersubject differences in
microbial degradation of the coating that may not be
hydrophilic enough. Indeed, Kimura et al.[71] noted
that only polymers with a sufficient degree of hydro-
philicity could be degraded within an acceptable period
of time. However, there is a possibility of premature
drug release if the polymeric coating is too hydrophilic.
The impact of the spacer length of the incorporated
azo agent appears to be of limited importance.

A popular theory with azo materials is that their
degradation products are always aromatic amines such
as azo dyes. Ueda and coworkers observed that the azo
bonds in segmented polyurethanes were reduced to
hydrazo intermediates after incubation with human

feces because no decrease in the molecular weight
was observed.[72] It was then theorized that drug
release from pellets coated with these azo polymers
was attributable to both a conformational change
and a breakdown of the film structure. Other studies
also concluded that the polymers were reduced to
hydrazo intermediates or were completely degraded
to aromatic amines depending on their hydrophilic/
hydrophobic nature.

There has been no definitive conclusion regarding
the toxicity of azo polymers, although it is known that
azo dyes contain several potential carcinogens. To
avoid possible azo-related toxicity issues, other biode-
gradable natural substances capable of forming coat-
ings that degrade in the colon have been studied.
Common problems encountered with these natural
biodegradable materials are poor film-forming capa-
bility and excessive water solubility. Therefore, efforts
are currently being made to mix these natural materials
with other synthetic polymers to obtain a film-forming
mixture or to derivatize them to decrease their water
solubility.

Natural polysaccharides such as pectin, xylan, and
guar gum are not digested in the human stomach or
small intestine, but are degraded in the colon by the
resident bacteria. Recent studies conducted with
5-ASA[73] and indomethacin[74] confirmed that selec-
tive delivery of these drugs to the colon can be
achieved using guar gum as a carrier because guar
gum protects the drugs from being released in the
physiological environment of the stomach and the
small intestine. The polysaccharides under active inves-
tigation for colon-specific drug delivery include pectin
and its salts, chrondroitin sulfate, amylose, and inulin.

Veervort and Kinget[75] demonstrated that the
incorporation of inulin in Eudragit films resulted in
increased permeability with increase in incubation
time in the degradation medium (Fig. 5).[1] After 8,

Fig. 5 Chemical structures of Eudragit. (Adapted from
Ref.[69].)
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16, and 24 h of incubation, the permeability coefficient
increased with a factor 6, 20, and 70, respectively.
However, because of manufacturing problems result-
ing from the high methoxy pectin content, film coat-
ings were developed consisting of ethylcellulose and
pectin. Wakerly and coworkers manufactured[76] film
coatings with ethylcellulose and pectin. In vitro degra-
dation studies indicated that release was controlled by
the ratio of ethylcellulose and pectin.

Lorenzo-Lamosa and coworkers manufactured a
system in which chitosan microcores were entrapped
within acrylic microspheres of Eudragit L-100 and
Eudragit S-100, forming a multireservoir system.[77]

This system was designed to combine the specific
biodegradability enforced by colonic bacteria with
pH-dependent release of the drug sodium diclofenac
and tested in in vitro systems. A continuous release
for 8–12 h was obtained at the pH in which the Eudra-
git coats were soluble. The researchers have proposed a
combined mechanism of release, comprising dissolu-
tion of the Eudragit coating, swelling of the chitosan
microspheres, dissolution of the drug, and its further
diffusion through the chitosan gel cores (Fig. 6).[77]

Recent studies conducted by Tozaki et al.[78] with
5-ASA-containing chitosan capsules revealed that the
drug concentration in the colon was higher than that
afforded by a suspension of the drug. Ramdas
et al.[79] used the bioadhesiveness of polyacrylic acid,
alginate, and chitosan in formulations with drugs such
as 5-fluorouracil and insulin to bypass the acidity of
the stomach and to release loaded drug for long peri-
ods into the intestine.[79] Chitosan succinate and chito-
san phthalate have been used successfully as potential
matrices for the colon-specific oral delivery of sodium
diclofenac as demonstrated by Aiedeh and Taha.[80]

Another natural polysaccharide, amylose, when pre-
pared under appropriate conditions, is not only able to
produce films, but is also found to be resistant to the
action of pancreatic a-amylase while remaining vulner-
able to the colonic flora.[81] However, incorporation of

ethylcellulose was necessary to prevent premature drug
release through simple diffusion.[82] In vitro release of
5-aminosalicylic acid from pellets coated with a mix-
ture of amylose–ethylcellulose in a ratio of 1 : 4 was
complete after 4 h in a colonic fermenter. By contrast,
it took more than 24 h to release only 20% of the drug
under conditions that mimic that of the stomach and
the small intestine.

A suspension of natural polygalactomannans in
polymethacrylate solution applied to a degradable
coating around the drug core delayed the drug release
in the small intestine but was degraded by bacterial
enzymes in the colon.[82] This formed the basis for
studying the usefulness of guar gum containing polyga-
lactomannans as a carrier for colonic drug delivery.
Matrix tablets of dexamethasone were evaluated for
colon-specific drug; delivery with preparations con-
taining guar gum.[83] In a g-scintigraphic study, guar
gum in the form of matrix tablets was evaluated for
its performance in healthy human volunteers using
technetium-99m-DTPA as tracer.[84] It was observed
that the matrix tablets entered the colon intact and
released the bulk of the tracer in the colon by virtue
of the enzymatic action of the colonic bacteria.

Studies conducted by Bauer and Kusselhut have
demonstrated that lauryl dextran esters can be film-
forming and have been found to release tablets
containing theophylline selectively in the colon.[85]

Theophylline tablets were coated with a dispersion of
4% lauroyl dextran in a study performed by Hirsch
and coworkers.[86] Theophylline dissolution was moni-
tored for 4 h in a buffer of pH 5.5, after which the passage
to the cecum was simulated by the addition of dextranase.
Almost lineardissolution was observed during the first 4 h.
The rate of release was inversely proportional to the
amount of ester applied on the coating. After the addition
of dextranase, the coatings were degraded, leading to
the complete release of the drug in less than 2 h, after
the addition of the enzyme. The results of these stud-
ies in which natural biodegradable polymers have been

Fig. 6 Scheme of possible drug release from the Eudragit microencapsulated chitosan microspheres. (Adapted from Ref.[82].)
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derivatized using acceptable reactants are promising
as far as colon-specific drug delivery is concerned.

Matrix and hydrogels susceptible to
degradation by bacterial enzymes

In this design, the active ingredient, the degradable
polymer, and other additives are compressed to form
a monolithic or multiparticulate solid dosage form.
The drug is embedded in the matrix core of the degrad-
able polymer. Biodegradable matrix systems of cross-
linked chondroitin sulfate with different levels of
cross-linking have been tried for the delivery of indo-
methacin. A direct relationship was found between
the degree of cross-linking of the polymer and the
amount of drug released in the rat cecal content.[87]

Rubinstein and Rudai[88] observed that highly com-
pressed matrices based on pectin in the form of plain
tablets or compression-coated tablets were able to
retain indomethacin in simulated gastric and intestinal
juice before becoming degraded in a medium that con-
tained enzymes for degrading pectin. In vitro experi-
ments showed that methoxyl pectin, when added as a
compression coat, was capable of protecting a core
tablet under conditions mimicking mouth-to-colon
transit and was susceptible to enzymatic attack in the
colon. A greater degree of methoxylation of pectin
resulted in lower susceptibility degradation to by
colonic bacterial enzymes, whereas the presence of
calcium increased the vulnerability to enzymatic
attack.[89]

The problem with the aforementioned monolithic
unit system is that it tends to be detained at the ileoce-
cal junction, leading to drug loss before entry in the
colon. To circumvent this problem, multiparticulate
dosage forms were devised that passed freely through
the ileocecal junction. In a recent study, a multiparticu-
late system, which was based on amidated pectin, was
tested.[90] Coating of the amidated pectin beads with
chitosan significantly reduced the release of sulfa-
methoxazole and indomethacin in simulated gastric
and intestinal juice compared with non-coated beads.

Macleod et al.[91] have studied the potential of
pectin: chitosan: hydroxypropylmethylcellulose films
for colonic drug delivery.[91] The results showed that
in all cases, the tablets were able to pass through the
stomach and small intestine intact. The tablets started
to break up once they were in the colon, as a result of
degradation of the coating by colonic bacteria.

Kopecek and coworkers (Fig. 7)[92] have developed
novel types of hydrogel capsules, based on acrylic acid,
N,N-dimethylacrylamide and N-tert-butylacrylamide
cross-linked with 4,40-di(methacryloylamino)azoben-
zene.[93] These hydrogels did not swell significantly in
the stomach. However, in transit through the small
intestine, swelling increased because of increased pH.

In the colon, the degree of swelling reached a threshold
when the cross-links became accessible to bacterial
azoreductases, which in turn, caused the breakdown
of the hydrogel and release of the drug. The rate of
degradation was found to be directly related to the
equilibrium degree of swelling of the hydrogels and
inversely proportional to the cross-linking density.
Hydrogels prepared by cross-linking polymerization
but having the same polymer composition and cross-link
structure predominantly followed a bulk degradation-
like process. In contrast, hydrogels prepared by cross-
linking polymeric precursors or by a polymer–polymer
reaction predominantly followed a surface erosion
process at a low degree of cross-linking and a bulk
degradation-like process when the degree of cross-
linking increased.[94] In a comparative study to deter-
mine the degradation rate of the azo functionality
present in a soluble azo polymer and a hydrogel, it was
observed that the degradation rate was 125 times lower
than that of the soluble azo dye.

Hydrogels of dextran that used diisocyanate as the
cross-linking agent ware found to be capable of releas-
ing a drug only in the distal part of the colon, where
the conditions for absorption are not as conducive as
the proximal part.[95] pH-sensitive dextran hydrogels
were prepared by activation of dextran (T-70) with
4-nitrophenyl chloroformate, followed by conjugation
of the activated dextran with 4-aminobutyric acid
and cross-linking with 1,10-diaminodecane.[96] The
release rate of bovine serum albumin from this system
was further enhanced by the addition of dextranase in
buffer solutions. However, in a study in which
Hirsh et al.[97] investigated lauroyldextran and cross-
linked galactomannam as microbiologically degrad-
able film-coating materials for site-specific drug
delivery to the colon, the ideal zero-order dissolution
before and quick degradation after enzyme addition
was not realized. On the other hand, hydrogels made
by copolymerization of 2-hydroxyethyl methacrylate
with 4-methacryloyl-oxyazobenzene led to the release
of aniline when the hydrogel was degraded by the
colonic bacterial enzymes.[98] Another study reported
the biodegradable properties of guar gum, which was
cross-linked with borax.[99] This system was found
to be capable of releasing drugs in the proximal part
of the colon.

Hydrogels that are based on natural products are
more acceptable from the standpoint of toxicity-
related issues and are therefore preferable to azo-based
polymers. However, chemical derivatization, if per-
formed without proper understanding, can lead to
modifications of the hydrogels to products that will
not degrade readily in the colon because it is possible
that the new structures will not be recognized by the
colonic bacterial enzymes for degradation. Also, bulk
degradation is preferred to surface erosion because it
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leads to a more rapid rate of drug release. The one
major drawback with the use of hydrogels and matrix
systems is that only a limited amount of drug can be
incorporated. Thus, when a large amount of drug is
required at the target site in the colon, this may not
be the most suitable carrier.

CONCLUSIONS

A great deal of research has been conducted in the past
two decades in delivery systems for targeting drug
release in the colon. This is clearly a region of the gas-
trointestinal tract worthy of attention because it does
not have the hostile environment that is responsible
for drug degradation in the stomach and the small
intestine. Local therapy of pathologies of the colon
and reduced drug availability attributable to degra-
dation of the active ingredients by digestive or mucosal
enzymes can benefit from colonic delivery. How-
ever, the large intra- and intersubject variation in

gastrointestinal pH makes the delivery systems based
on pH-dependent polymers less suitable for targeted
drug delivery to the colon. Therefore, systems that rely
solely on the prevalent conditions of the colon (for
example, those that depend on degradation by colonic
bacteria for drug release) are promising. However, care
should be taken in designing such systems because
there are concerns regarding toxicity issues with the
use of azo-based polymeric delivery systems. The natu-
ral polymers, on the other hand, may not have suf-
ficient film-forming capacity and also may be less
prone to degradation in the stomach after chemical
derivatization. A major problem in comparing differ-
ent delivery systems to the colon is that the degra-
dation studies are carried out in different experimental
conditions. Moreover, despite promising results in
animal studies, none of the polymeric systems have
yet been tested clinically. Clearly, much work
remains to be done to satisfactorily answer the con-
cerns that have surfaced about colon-specific drug
delivery.

Fig. 7 Schematic representation of the synthesis of hydrogels by cross-linking of polymeric precursors. (Adapted from Ref.[92].)
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INTRODUCTION

Oral drug delivery is the most desirable and preferred
method of administering therapeutic agents for their
systemic effects. In addition, the oral medication is
generally considered asf the first avenue investigated
in the discovery and development of new drug entities
and pharmaceutical formulations, mainly because of
patient acceptance, convenience in administration,
and cost-effective manufacturing process. For many
drug substances, conventional immediate-release for-
mulations provide clinically effective therapy while
maintaining the required balance of pharmacokinetic
and pharmacodynamic profiles with an acceptable
level of safety to the patient.

However, the potential for oral dosage form devel-
opment is sometimes limited for therapeutic agents
that are poorly absorbed in the gastrointestinal (GI)
tract and unstable to various enzymes, in particular,
to proteolytic enzymes, such as peptide and protein
drugs. The overall process of oral delivery is frequently
impaired by several physiological and pharmaceutical
challenges that are associated with the inherent
physicochemical nature of the drugs and/or the vari-
ability in GI conditions, such as pH, presence of food,
transit times, expression of P-Glycoprotein (P-Gp)
and CYP3A, as well as enzymatic activity in the
alimentary canal. Manipulation of these problems
and challenges is considered an important strategy
for improving oral drug delivery, and requires thor-
ough understanding and appropriate integration of
physicochemical principles, GI physiology and bio-
chemistry, polymer science, pharmacokinetics, and
pharmacodynamics. Over the last 3 decades, much
research effort has been made in this area to address
various biological and technological issues. Research
has opened many novel avenues for the more effective,
sustained, or rate-controlled oral delivery of both exist-
ing and new therapeutic agents, including peptide and
protein drugs emerging from the biotechnology arena.

Furthermore, the oral route offers an attractive
approach of drug targeting at the specific sites within
GI tract for the treatment of certain pathological

conditions, such as gastroesophageal reflux disorder,
gastroduodenal ulcers,inflammatory bowel disease,
and stomach and colon cancers. Oral drug delivery sys-
tems (DDS) can be classified into three categories:
immediate-release (IR) preparations, controlled-release
(CR) preparations, and targeted-release preparations.
This chapter describes the recent technological
advances in oral drug delivery and various physico-
chemical and biological barriers, and also provides
some insight on future strategies to improve oral drug
delivery.

ANATOMICAL AND PHYSIOLOGICAL
CHARACTERISTICS OF THE GI TRACT

Mechanisms and Pathways
of Drug Absorption

Orally administered drugs are mainly absorbed in the
small intestine (duodenum, jejunum, and ileum) and
in the large intestine (colon); however, other regions,
such as buccal cavity, stomach, and rectum, also can
be considered potential sites for drug absorption. The
various anatomical and physiological characteristics
of each segment are briefly described in Table 1.

Once at the surface of intestinal epithelium, a drug
can be absorbed across by one or a combination of
the following mechanisms: passive transcellular, pass-
ive paracellular, and carrier- and receptor-mediated
transport systems. Paracellular transport involves the
passage of drug molecules through aqueous pores cre-
ated by epithelial tight junctions, and is the most likely
route for polar, hydrophilic drugs since they exhibit
poor membrane partitioning. In the human small intes-
tine, the average size of these water-filled pores is
approximately 7–9 Å for jejunum and 3–4 Å for
ileum.[2] In the colon, the estimated pore radii are
about 8–9 Å, albeit this value was obtained from rat
colon.[3] Nevertheless, the extent of paracellular trans-
port is limited as tight junctions comprise only about
0.01% of the total absorptive surface area of the intes-
tine (villi).[4] Transcellular absorption involves the
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transport of drugs through the intestinal epithelial cells
(enterocytes) and requires partitioning of drugs across
both the apical and the basolateral membranes. Obvi-
ously, this route is mainly limited to the transport of
relatively low molecular weight lipophilic drugs.
Furthermore, studies in humans have demonstrated
that absorption by the transcellular route decreases sig-
nificantly in the colon (small intestine > ascending
colon > transverse colon), which has implications
for delayed or sustained release formulations, whereas
no such gradient exists for the paracellular route.[5]

Carrier-mediated transport involves interaction of
the drug with a specific transporter or carrier, in which
drug is transferred across the cell membrane or entire
cell and then released from the basal surface of the
enterocyte into the circulation.[6] The process is satur-
able and utilized by small hydrophilic molecules.[7]

Drugs that are shown to be transported by this mech-
anism include b-lactam antibiotics, cephalosporins,
and ACE inhibitors.[7]

Receptor-mediated transport involves internaliza-
tion of an external substance, which may be a ligand
for which there is a surface bound receptor, or a recep-
tor which binds to a surface located ligand.[8] During
this process, a small region of the cell invaginates
and pinches off, forming a vesicle. This process, in
general, is known as endocytosis and comprises phago-
cytosis, pinocytosis, receptor-mediated endocytosis
(clathrin-mediated), and potocytosis (non-clathrin
mediated).[9]

After a drug is absorbed in the GI tract, it can gain
access to the systemic circulation via two separate and
functionally distinct absorption pathways—portal
blood and the intestinal lymphatics. The relative pro-
portion of drug absorbed via these two pathways is lar-
gely dictated by physicochemical and metabolic
features of the drug, and the characteristics of the
formulation.[10]

The portal blood represents the major pathway for
the majority of orally administered drugs as it has
higher capacity to transport both water soluble and
poorly water soluble compounds.[10] During this pro-
cess, hydrophilic molecules are carried to the liver via
the hepatic portal vein, and then by the hepatic artery
gain across to the systemic circulation for subsequent
delivery to their sites of action. On the other hand,
highly lipophilic drugs (log P > 5) that cross the same
epithelial barrier are transported to the intestinal lym-
phatics, which directly delivers them to the vena cava,
thereby bypassing the hepatic first-pass metabolism.[10]

Gastrointestinal Motility

The process of GI motility occurs both during fasted
and fed states; however, the pattern differs markedly

in the two states. In the fasted (interdigestive) state,
the pattern is characterized by a series of motor activi-
ties known as interdigestive myoelectric cycle or
migrating motor complex (MMC), which usually
occurs every 80–120 min. Each cycle consists of four
consecutive phases.[11,12] Phase I (basal state) is a
quiescent period of about 45–60 min without any con-
tractions, except for rare occasions. Phase II (preburst
state) is a period of similar duration (30–45 min) that
consists of intermittent peristaltic contractions that
gradually increase in intensity and frequency. Phase
III (burst state) is a short period that consists of large,
intense peristaltic contractions, lasting about 5–15 min.
This phase serves to sweep the undigested materials out
of the stomach and for this reason, phase III contrac-
tions are known as ‘‘housekeeper’’ waves.

As phase III of one cycle reaches the end of the dis-
tal ileum (ileocecal junction), phase I of the next cycle
begins in the stomach (proximal) or esophagus (lower
esophageal sphincter). However, sometimes MMC
may originate in the duodenum or jejunum and some
MMC may not have action potentials strong enough
to traverse through the entire small intestine.[12] Phase
IV is a brief transitional phase (0–5 min) that occurs
between phase III and phase I of two consecutive
cycles.

In the fed state, the onset of MMC is delayed. In
other words, feeding results into delayed gastric empty-
ing. The duration of this delay is mainly dependent on
the size (light or heavy) and composition (fatty or
fibrous) of the meals. Consequently, the fate of phar-
maceutical dosage forms is mainly subject to the
pattern of GI motility in fasted (or fed) state at the
time of dosage administration.

PROBLEMS AND BARRIERS TO
ORAL DRUG DELIVERY

The biggest problem in oral drug delivery is low and
erratic bioavailability, which mainly results from one
or more factors such as poor aqueous solubility, slow
dissolution rate, low intestinal permeability, instability
in GI milieu, high first-pass metabolism through liver
and/or intestine variable GI transit, and P-gp
mediated efflux. This, in turn, may lead to unreprodu-
cible clinical response or a therapeutic failure in some
cases due to subtherapeutic plasma drug levels. Indeed,
the incomplete and variable oral bioavailability will
have its most serious impact for drugs with a narrow
‘‘therapeutic window’’[13] (e.g., theophylline, carbama-
zepine, quinidine, etc.) From an economic point of
view, low oral bioavailability results in the wasting of
a large portion of an oral dose, and adds to the cost
of drug therapy, especially when the drug is an expens-
ive one.[14] It is, therefore, extremely important that
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these issues be considered and a suitable technique (or
an animal model) be used while estimating the contri-
butions from each factor responsible for low and/or
variable bioavailability.

Physicochemical Barriers to Oral
Drug Delivery

Aqueous solubility

It has long been recognized that before an orally admi-
nistered drug becomes available for absorption at
specific sites within the GI tract, it must be dissolved
in the GI fluid. Since both the dissolution rate and
the maximum amount of a drug that can be dissolved
are dictated by the solubility of the drug in the
medium,[15] aqueous solubility of a drug could be
regarded as a key factor responsible for low oral bioa-
vailability of poorly water-soluble drugs, thereby limit-
ing their therapeutic potential. Other issues related to
low bioavailability for a sparingly soluble drug are lack
of dose proportionality, substantial food effect, high
intra- and intersubject variability, gastric irritancy,
and slow onset of action.[16] These problems are further
exacerbated when attempts are made to develop CR
dosage forms.[17] Unfortunately, many potent
compounds, including new chemical entities (NCEs),
possess very low aqueous solubility at physiological
pH, which could be attributed to their high inherent
lipophilicity incorporated by drug design in order to
ensure good absorption.[18] Consequently, various
approaches are utilized to improve aqueous solubility,
which mainly include chemical modification,[19] com-
plexation,[17,20,21] micronization,[22] solubilization using
surfactants, solid dispersion,[23,24] and design of drug
delivery systems. However, there may be specific prac-
tical limitations to each of these approaches. For
instance, the salt formation approach is not feasible
for neutral compounds, and in many cases also for
weakly acidic or weakly basic drugs because of the
reconversion of salts into aggregates of their corre-
sponding free acid or base forms.[23] This precipitation
effect would thus lead to slower dissolution rates and
may cause failure of a clinical response or epigastric
distress due to change in pH.[24] Sometimes, the rate
of renal excretion may also increase, particularly when
amine drugs are solubilized as acid salts.[25]

Similarly, the commercial success of solid dispersion
has been limited due to use of higher temperatures
(>100�C) or harmful organic solvents, such as chloro-
form or dichloromethane, which may result in chemi-
cal decomposition of drugs and carriers or possible
toxicity from the residual solvent. These unacceptable
problems led scientists to explore novel alternatives,
particularly the cogrinding method, which involves

cogrinding of a poorly water-soluble drug with a
water-soluble polymer, such aspolyvinyl pyrrolidone,
polyethylene glycol (PEG), hydroxypropyl cellulose,
hydroxypropylmethyl cellulose, polyvinyl alcohol,[26,27]

or sugars such as D-Mannitol.[28] These authors suggest
that although the compositionof the coground mixture
is similar to that of solid dispersions, supersaturation is
maintained for a long period due to better dispersion
through particle size reduction.

Lipophilicity

The lipid solubility or lipophilicity of drugs has long
been recognized as a prerequisite for transcellular dif-
fusion across the intestinal membrane. Traditionally,
the lipophilicity of drug substances is expressed as
the apparent partition coefficient or distribution coef-
ficient (log P) between n-octanol and an aqueous buffer
(pH 7.4), which is pH-dependent in the case of ioniz-
able compounds.[29] In general, compounds with low
log P are poorly absorbed, whereas compounds with
log P > �1 offer satisfactory absorption.[29] It is
important, however, that the drug possess an optimum
lipophilicity, as too low or too high lipophilicity may
result in less than optimum oral bioavailability. For
example, Mori et al.[30] did not observe any significant
improvement in oral absorption of disodium cromo-
glycate (log P < �3) despite the fact that lipophilicity
was increased by derivatization to a lipophilic (diethyl)
ester prodrug (log P ¼ 1.78). This observation was
attributed to a marked decrease in the water solubility
(from 195.3 mg/mL to 0.0052 mg/mL), which occurred
simultaneously with increased lipophilicity. Similarly,
Wils et al.[31] reported for the first time that high lipo-
philicity (log P > 3.5) decreases drug transport across
the intestinal epithelial cells and could be accounted
for loss of in vivo biological activity. The ‘‘cut-off’’
point of P value, that is, the P value corresponding
to an optimal transepithelial passage of drugs, was
found to be around 3000. Other consequences of high
lipophilicity may include passive exsorption,[32] and
increased plasma protein binding and biliary excretion;
the biliary excretion may limit the oral bioavailability
of polypeptides.

Aqueous boundary layer

The aqueous boundary layer or the unstirred water
layer (UWL) is a more or less stagnant layer, about
30–100 mm in thickness, composed of water, mucus,
and glycocalyx adjacent to the intestinal wall that is
created by incomplete mixing of the lumenal contents
near the intestinal mucosal surface.[33] The glycocalyx
is made up of sulfated mucopolysaccharides, whereas
mucus is composed of glycoproteins (mucin), enzymes,
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and electrolytes. Until recently, the resistance of the
UWL to intestinal absorption was believed to be corre-
lated to the effective intestinal permeability (Peff)
values of the solutes; however, considerable evidence
suggests instead that the available surface of the apical
membrane of the intestinal mucosa is the main barrier
for both actively and passively absorbedsolutes.[33] It is
also interesting to note that coadministration of food
and prokinetic (motility inducing) agents such as cisa-
pride tends to decrease the thickness of UWL by
increasing segmental and propagative contractions
respectively, which may have implications for drug dis-
solution in the GI tract.[34] The reverse is true for some
viscous soluble dietary fibers, such as pectin, guar gum
and sodium carboxymethylcellulose, which may
increase the thickness of UWL by reducing intralumi-
nal mixing[35–37] and could possibly decrease the intes-
tinalexsorption of lipophilic drugs like quinidine and
thiopental.[38]

Biological Barriers to Oral Drug Delivery

Intestinal epithelial barrier

The intestinal epithelial layer that lines the GI tract
represents the major physical barrier to oral drug
absorption. Structurally, it is made up of a single layer
of columnar epithelial cells, primarily enterocytes and
intercalated goblet cells (mucus secreting cells) joined
at their apical surfaces by tight junctions or zonula
occludens. These tight junctions are formed by the
interaction of membrane proteins at the contact sur-
faces between cells and are responsible for restricting
the passage of hydrophilic molecules during the para-
cellular transport. In fact, electrophysiological studies
have suggested that epithelium gets tighter as it pro-
gresses distally, which has been implicated in a reduced
paracellular absorption in the colon.[39]

The epithelium is supported underneath by lamina
propria and a layer of smooth muscle called muscularis
mucosa (3–10 cells thick). These three layers, i.e., the
epithelium, lamina propria, and muscularis mucosa,
together constitute the intestinal mucosa.[40] On the
apical surface, the epithelium along with lamina pro-
pria projects to form villi. The cell membranes of epi-
thelial cells that comprise the villi contain uniform
microvilli, which give the cells a fuzzy border, collec-
tively called a brush border. These structures, although
greatly increase the absorptive surface area of the small
intestine, provide an additional enzymatic barrier since
the intestinal digestive enzymes are contained in the
brush border. In addition, on the top of the epithelial
layer lies another layer, the UWL, as previously
described. The metabolic and biochemical components
of the epithelial barrier will be discussed.

Gastrointestinal transit

Advanced CR dosage forms can provide a precise con-
trol over release rates or release patterns for most
drugs, which is attractive from a clinical point of view,
particularly minimization of peak and trough varia-
tions in plasma drug concentration, and chronother-
apy. For example, the GI therapeutic system (GITS�,
Alza Corporation) can provide zero-order drug
absorption, in which the rate of drug absorption from
the GI tract is constant and not determined by the
amount of drug available in the GI tract. However,
none of the CR systems can control the extent of drug
absorption from the GI tract. This is mainly attributed
to the fact that the extent of drug absorption from dif-
ferent regions of the GI tract is different, which in fact
partly constitutes a basis for the biopharmaceutic
classification scheme for drugs administered as
extended-release (ER) products.[41] Thus, indirectly
the extent of absorption is determined by the GI transit
time (GITT) of the dosage form rather than its CR
properties or delivery program.[42] In general, the
GITT of most drug products is relatively short
(8–12 h), which in turn impedes the formulation of a
once daily dosage form.[43]

From the oral delivery standpoint, both gastric
emptying time (GET) and small intestinal transit time
(SITT) are considered important since the majority of
drugs are preferentially absorbed in the upper parts of
the GI tract (stomach, duodenum, and jejunum).
Moreover, the stomach and intestines have a limited
site for drug absorption. This is known as an ‘‘absorp-
tion window.’’ The relatively short GET (1–3 h) and
SITT (3–5 h) thus provide limited time for drug
absorption through the major absorption zone. These
problems are further aggravated by the highly variable
nature of the gastric emptying process, which can vary
depending on several physiological factors, such as
food, age, posture, exercise, body mass index, circadian
rhythm, etc.; pathological factors, such as stress, dia-
betes, Crohn’s disease, and motility disorders; and
pharmaceutical factors, such as size and density of for-
mulation and coadministration of drugs like anticholi-
nergic and prokinetic agents. It is apparent that GI
transit is less likely to be a critical determinant of bioa-
vailability for drugs that are completely absorbed from
the GI tract and if their dosage forms reside in the GI
tract for a considerable period of time (�14–18 h).

Since SITT has been demonstrated to be constant
and practically independent of food as well as physical
properties of the releasing units, such as size and den-
sity,[44] the variability in overall GITT is mainly con-
tributed by gastric emptying. The variability in turn
may lead to unpredictable plasma drug levels, and
could severely impair the performance of pulsed- or
time-release devices, which are basically designed to
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deliver drug after a predetermined time to a specific site
of the GI tract. For instance, if there is a large intra-
subject variation in transit times, then the use of
time-release systems may be precluded due to the unin-
tended delivery of drug to an inappropriate region of
the GI tract.[45]

Food effect

The coadministration of drugs with food is known to
result in decreased, delayed, increased, or accelerated
drug absorption, which may have pharmacokinetic
and pharmacodynamic implications.[46] Most often,
the food effect is non-specific and manifested as an
interplay between physiological effects of food (such
as delayed gastric emptying, stimulated bile secretion,
increased liver blood flow, and alterations in gastric
and duodenal pH), physicochemical characteristics of
the drug (e.g., water solubility), or its formulation
(e.g., size, structural organization, and dissolution pro-
files). In general, drugs that are most influenced are
those that are primarily absorbed from the upper
regions of the GI tract and/or are poorly water-soluble.
Apparently, food does not have a clinically significant
effect on the absorption of moderately soluble drugs
having a pH-independent solubility, and those that are
completely absorbed (e.g., glipizide, isosorbide-5-
mononitrate, felodipine, and nifedipine) from the GI
tract. Furthermore, food may indirectly influence the
drug absorption by affecting drug release from both
hydrophilic matrix as well as lipid matrix formulations.
In the former case, the effect has been attributed to
increased hydrodynamic mechanical stress, which is
caused by increased gastric motility.[47] In the latter,
the effect is due to increased pancreatic and biliary secre-
tions, which in turn affect the integrity of matrix.[48]

Other potential factors that affect oral delivery are
pH of the upper GI tract,[49] which varies as a function
of age, food and certain disease states, circadian
rhythm,[50,51] various diseases of the GI tract,[49] and
drug–drug interactions.[7]

Metabolic and Biochemical Barriers
to Oral Drug Delivery

Presystemic metabolism

Orally administered drugs are subject to presystemic
metabolism, which is comprised of three subtypes of
mechanisms:

1. Lumenal metabolism. This may be triggered by
digestive enzymes secreted from the pancreas
(amylase, lipases, and peptidases including tryp-
sin and a-chymotrypsin), and those derived

from the bacterial flora of the gut, especially
within the lower part of the GI tract.

2. First-pass intestinal metabolism. This includes
brush border metabolism and intracellular
metabolism. The former occurs at the surface
of the enterocytes by the enzymes present within
the brush border membrane. Furthermore, the
brush border activity is generally greater in the
proximal small intestine (duodenum � jeju-
num > ileum � colon) and involves enzymes
such as alkaline phosphatase, sucrase, isomal-
tase, and a considerable number of peptidases.[7]

The intracellular metabolism occurs in thecyto-
plasm of enterocytes and involves the major class
ofphase I metabolizing enzymes (i.e., cytochrome
P450s, in particular CYP3A4), several phase II conju-
gating enzymes, and others such as esterases. Impor-
tant examples of intestinal phase II metabolism
include sulfation of isoproterenol and terbutaline,
and glucuronidation of morphine and propofol.[52] It
is obvious that intestinal epithelium as a site of pre-
absorptive metabolism may significantly contribute to
the low bioavailability of therapeutic peptides and ester
type drugs like aspirin, although it could serve as a key
site for targeted delivery of ester or amide prodrugs.[52]

3. First-pass hepatic metabolism. As an absorbed
drug reaches the liver through the portal circu-
lation, a fraction of the administered dose is bio-
transformed before it reaches the systemic
circulation. This is known as first-pass hepatic
metabolism. In comparison with intestine, the
liver dominates the process of first-pass metab-
olism for most drugs by virtue of its large mass,
multiplicity of enzyme families present, and its
unique anatomical position.[13] However, this
is not true for some drugs, such as terbutaline,
in which case the sulfation occurs predomi-
nantly in the small intestine, as well as for
midazolam, in which first-pass extraction by
intestinal mucosa and liver appears to be com-
parable (44 � 14% versus 43 � 24%).[52] It is
also important to emphasize here that efficiency
of first-pass metabolism (both hepatic and intes-
tinal) varies considerably among different ani-
mal species and human subjects, which should
be taken into account when deriving the esti-
mates of oral bioavailability, particularly in
the case of poorly soluble drugs.

P-Glycoprotein and other efflux systems

In recent years, it has been recognized that P-Gp can
significantly contribute to the barrier function of the
intestinal mucosa. P-Gp is an integral membrane

Drug Delivery: Oral Route 1247



D
rug

D
elivery

M
uco–O

ral

protein, about 170–180 kDa, encoded by the MDR1
gene in humans and contains 12 putative transmem-
brane domains and two ATP binding sites.[53] In the
small intestine and colon, P-Gp is expressed almost
exclusively within the brush border membrane of
mature enterocytes, where it acts as an energy-
dependent drug efflux pump. Although P-Gp appears
to be distributed throughout the GI tract, itslevels
are higher in more distal regions (stomach <
jejunum < colon).[54] Moreover, several studies have
shown that P-Gp and CYP3A4 have similar substrate
specificity (reviewed in Ref.[55]). The colocalization of
P-Gp and CYP3A4 in the mature enterocytes and their
overlapping substrate specificity reasonably suggest
that the function of these two proteins may be syner-
gistic and appear to be coordinately regulated.[56]

Consequently, a greater proportion of the drug will
be metabolized since the repetitive two-way kinetics
(drug exsorption from the enterocyte into the lumen
via P-Gp and reabsorption back into the enterocyte)
will simply prolong the drug exposure to CYP3A4.[57]

This mechanism not only limits the absorption of a
wide variety of drugs, including peptides, but also
poses a threat for potential drug interactions whenat-
tempts are made to inhibit CYP3A4 or P-Gp.[58] Other
mechanisms of drug efflux process may involve organic
cation and anion transporters, which have been
described elsewhere.[32]

CURRENT TECHNOLOGIES
IN ORAL DRUG DELIVERY

Over the last 3 decades, many novel oral drug thera-
peutic systems have been invented along with the
appreciable development of drug delivery technology.
Although these advanced DDS are manufactured or
fabricated in traditional pharmaceutical formulations,
such as tablets, capsules, sachets, suspensions, emul-
sions, and solutions, they are superior to the conven-
tional oral dosage forms in terms of their therapeutic
efficacies, toxicities, and stabilities.[59] Based on the
desired therapeutic objectives, oral DDS may be
assorted into three categories: immediate-release pre-
parations, controlled-release preparations, and tar-
geted-release preparations.

Immediate-Release Preparations

These preparations are primarily intended to achieve
faster onset of action for drugs such as analgesics, anti-
pyretics, and coronary vasodilators.[17] Other advan-
tages include enhanced oral bioavailability through
transmucosal delivery and pregastric absorption,[60]

convenience in drug administration to dysphagic
patients, especially the elderly and bedridden, and
new business opportunities.[61] Conventional IR for-
mulations include fast disintegrating tablets and gran-
ules that use effervescent mixtures, such as sodium
carbonate (or sodium bicarbonate) and citric acid (or
tartaric acid), and superdisintegrants, such as sodium
starch glycolate, croscarmellose sodium, and crospovi-
done. Current technologies in fast-dispersing dosage
forms include modified tableting systems, floss or
Shearform technology, which employs application of
centrifugal force and controlled temperature, and
freeze drying.[61] Some of these technologies are briefly
described in Table 2.

Controlled-Release Preparations

The currently employed CR technologies for oral drug
delivery are diffusion-controlled systems, solvent-
activated systems, and chemically controlled systems.[63]

Diffusion-controlled systems include monolithic and
reservoir devices in which diffusion of the drug is the
rate-limiting step, respectively, through a polymer
matrix or a polymeric membrane. Solvent-activated
systems may be either osmotically controlled or
controlled by polymer swelling. Chemically controlled
systems release drugs via polymeric degradation (sur-
face or bulk matrix erosion) or cleavage of drug from
a polymer chain.[63] Recent examples of commercial
products that have been developed based on these
CR principles are provided in Table 3. It is worth men-
tioning here that the so-called programmed-release
(‘‘tailored-release’’) profile of a final CR product is
rarely the outcome of a single pharmaceutical princi-
ple. Depending on the specific physicochemical proper-
ties of the drug in question and desired therapeutic
objectives, different formulation and CR principles
may be proportionally combined within the same
dosage form. This task appears to be simpler when
realized in terms of appropriate selection of polymers
and excipients that incorporate desired principles.

Targeted-Release Preparations

Site-specific oral drug delivery requires spatial place-
ment of a drug delivery device at a desired site within
the GI tract. Although it is virtually possible to localize
a device within each part of GI tract, the attainment of
site-specific delivery in the oral cavity and the rectum is
relatively easier than in the stomach and the small and
large intestines. The latter requires consideration of
both longitudinal and transverse aspects of GI con-
straints.[66] Some of the potential CR and site-specific
DDSs will be described.
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Gastroretentive systems

Gastroretentive systems (GRDDS) are designed on the
basis of delayed gastric emptying and CR principles,
andare intended to restrain and localize the drug
deliverydevice in the stomach or within the upper parts
of the small intestine until all the drug is released.
Variousmechanisms (approaches) of achieving gastric
retention include floatation or buoyancy (floating
systems),[43] mucoadhesion (bioadhesive systems), sedi-
mentation (high-density systems), expansion (swelling
and expanding systems), and geometry (modified-
shaped systems). Other approaches include coadminis-
tration of drugs or fatty acid salts, or sham feeding of
indigestible (e.g., polycarbophil) or enzyme-digestible
hydrogels[67] that convert the motility pattern of the
stomach to a fed state.

Based on the previously published literature, appli-
cations of GRDDS may be summarized for several
different drugs with various physicochemical and bio-
pharmaceutical properties:

1. Drugs required to exert local therapeutic action
in the stomach: misoprostol, 5-fluorouracil,
antacids and antireflux preparations, anti Heli-
cobacter pylori agents, and certain enzymes.

2. Drugs exhibiting site-specific absorption in the
stomach or upper parts of the small intestine:
atenolol, furosemide, levodopa, p-aminoben-
zoic acid, piretanide, riboflavin-50-phosphate,
salbutamol (albuterol), sotalol, sulpiride, and
thiamine.

3. Drugs unstable in lower part of GI tract:
captopril.

4. Drugs insoluble in intestinal fluids (acid soluble
basic drugs): chlordiazepoxide, chlorphenira-
mine, cinnarizine, diazepam, diltiazem, meto-
prolol, propranolol, quinidine, salbutamol, and
verapamil.

5. Drugs with variable bioavailability: sotalol
hydrochloride and levodopa.

The common objective in each case is to prolong, in
a predictable manner, the overall GITT, which appears
to be a major determinant of clinical efficacy of CR
dosage forms. This can lead to improved bioavailabil-
ity of drugs, especially those with limited absorption
sites in the small intestine (class 2).

While employing this approach for enhancing oral
bioavailability of poorly soluble drugs, in which drug
absorption is dissolution-rate limited, the following
considerations must be taken into account:

1. The optimization of prolonged gastric residence
time (GRT) should be done in the light of dis-
solution time required to achieve complete

dissolution in vivo. In other words, if the
inherent physicochemical properties of the drug
and biological environment ofthe stomach allow
for the complete dissolution ofthe required dose
during the normal GRT, the gastroretentive
approach is unlikely to offer any advantage.

2. The increase in dissolution rate due to the gas-
tric retention does not automatically translate
into an increased and less erratic bioavailabilty.
This feature will rather depend on whether the
rate and/or extent of drug absorption is limited
primarily by dissolution when the GRDDS is
administered, as it has been previously sug-
gested for conventional dosage forms.[34]

Additionally, since the stomach is one of the desired
absorption sites for weakly acidic drugs, there should
be no lag time in drug release from the GRDDS. Ide-
ally, this type of delivery system is required for loop
diuretics, such as furosemide and piretanide, in which
the release of a certain amount of drug in the stomach
is desired to obtain more balanced bioavailability.[17]

Consequently, this property prompted the develop-
ment of floating systems for these acidic drugs.[68,69]

It is obvious that drugs such as nifedipine and both
isosorbide-5-mononitrate and isosorbide dinitrate,
which have non-specific, wide absorption sites and so
are well absorbed along the entire GI tract, may not
be suitable candidates for GRDDS. Also, drugs that
are irritant to the gastric mucosa[43] and those under-
going significant first-pass metabolism may have some
limitations.[1] Relevant examples of the latter type are
nifedipine, propranolol, levodopa, diltiazem, metopro-
lol and 5-fluorouracil.

Mucoadhesive systems (MADDS)

The term mucoadhesion is commonly used to describe
an interaction between the mucin layer, which lines the
entire GI tract, and a bioadhesive polymer, which
could be natural or synthetic in origin.[70] From the
oral delivery standpoint, these systems are used to
immobilize and localize a drug delivery device in the
selected regions of the GI tract, which could be an oral
cavity (buccal and sublingual routes), the esophagus,
stomach, small intestine, or colon (oral route). For
the most part, research in this area has focused on
the design of polymeric micro- and nanoparticulate
systems that use hydrophilic polymers, primarily
due to their propensity to interact with the mucosal
surface.[71]

A review of recent studies indicate that mucoadhe-
sion of polymers, especially hydrogels, involves a com-
bination of surface and diffusional phenomena that
contribute to the formation of ‘‘semipermanent’’ inter-
chain bridges between the polymer and the mucosal
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surface.[72] The various proposed mechanisms of
mucoadhesion include lowering of interfacial tension,
interpenetration of the mucoadhesive polymer and
mucin, formation of an electrical double layer at the
adhesive/mucin interface, and formation of a hydrogen
bond and/or van der Waals’ forces of attraction.[70]

Important advantages of MADDS include:

1. Intimate and prolonged contact of the drug
delivery device with the absorbing membrane,
which has the potential to maximize both the
rate as well as the extent of drug absorption.

2. Prolonged and controlled GI transit of the dos-
age forms.

3. Site-specific drug delivery, which has the poten-
tial for local (topical) therapy of several con-
ditions, such as aphthous stomatitis, gastric
ulcer, esophageal cancer, toothache, and dental
sores, as well as the potential for the treatment
of systemic diseases such as diabetes mellitus
and angina pectoris.[73]

4. Potential for delivering drugs that undergo con-
siderable first-pass metabolism through the liver
(developed as buccal and sublingual MADDS).

Examples of marketed mucoadhesive formulations
are Aftach� buccal tablets (triamcinolone acetonide),
Susadrin� sublingual tablets (nitroglycerin; Forest
Laboratories, NY), and Buccastem� buccal tablets (pro-
chlorperazine maleate; Reckitt and Colman, England).

Enteric-coated systems

Enteric-coated systems (ECS) utilize polymeric coat-
ings that are insoluble in the gastric media and there-
fore, prevent or retard drug release in the stomach.
Various types of ionizable polymers are commercially
available. They dissolve at various pH ranging between
4.8 and 7.2.[74] ECSs are generally applicable to four
major types of drugs:[75]

1. Drugs that are unstable in the gastric milieu.
Examples include erythromycin, penicillin V,
pancreatin, and insulin.

2. Drugs that are an irritant to the gastric mucosa
and cause unpleasant side effects such as nausea
and vomiting. Examples include aspirin and
other NSAIDS (e.g., naproxen).

3. Suitable candidates for delayed-release (‘‘time-
controlled release’’) dosage forms, which pro-
vide a lag time between 3 and 4 h.[74]

4. Drugs with site-specific absorption in the intestines.

Examples of commercial enteric-coated formula-
tions include Ery-Tab� (erythromycin; Abbott),
Prilosec� (omeprazole; Astra Merck), Pancrease�

(pancrelipase; McNeil Pharmaceutical), and Ecotrin�

(aspirin; SmithKline Beecham).[76]

Colon-specific drug delivery systems

Colon-specific drug delivery systems (CSDDS) are
designed to permit targeted drug release to the terminal
ileum and proximal colon. The objective of delivering
drugs to these parts of the GI tract is twofold. First,
to provide local delivery for the treatment of colonic
diseases, such as inflammatory bowel diseases (ulcer-
ative colitis and Crohn’s disease), colon cancer, local
spasm of bowel, and constipation. Secondly, to deliver
therapeutic peptides and proteins, such as insulin, cal-
citonin, vasopressin, cyclosporin A, nisin, and cyto-
kine. In addition, drug delivery to the colon is also
advantageous from the viewpoint of circadian bior-
hythms since it can provide a nocturnal release of
drugs for diseases that are characterized by night-time
or early morning onset (asthma, hypertension,
arthritis, cardiac arrythmias, etc.).[77]

Currently, four strategies are being pursued to
achieve colon-specific drug delivery.[78]

1. pH-controlled systems. These systems rely on the
pH difference between the small and the large
intestine. The approach involves coating drugs
with pH-sensitive polymers such as Eudragit�.
Commercial examples include Asacol� (mesala-
zine coated with Eudragit S; for pH �7),
Salofalk�, Claversal�, and Mesasal� (mesalazine
coated with Eudragit L-100; for pH �6).

2. Enzyme-controlled systems. These systems also
are known as microbially controlled systems.
They exploit the enzymatic activity of the
colonic microflora and therefore, mainly use
saccharide-containing polymers or azopoly-
mers, which respectively undergo glycosidic
degradation or azoreduction. Alternatively pro-
drug approach is utilized in which promoieties
are resistant to hostile environment of stomach
and small intestine, but are susceptible to degra-
dation in the colon. Examples of such prodrug
formulations include Dipentum� capsules (olsa-
lazine sodium or azodisal sodium; Pharmacia
and Upjohn), Colazide� tablets (balsalazide dis-
odium; Salix Pharmaceuticals, Ltd., CA), and
Intestinol� (bensalazine or bensalazide).

3. Time-controlled systems. These systems rely on
the relatively consistent small intestinal transit
time, which approximates between 3 and 5 h.
Obviously, drug release from such systems
occurs after a predetermined lag phase (i.e.,
�5 h), which can be precisely programmed by
adjusting the thickness and/or composition of
the barrier (e.g., coating) formulation. Examples
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include TIME-CLOCK system (tlag ¼ 8.85
� 0.90 h),[79] Pulsincap� system (tlag ¼ 5.40 �
2.53 h),[80] Geomatrix� systems (tlag ¼ 17.3 h in
fasted, 12.5 h in fed),[81] and Chronotopic� system
(tlag ¼ 5–6 h).[82]

4. Pressure-controlled systems. These systems rely
on the strong peristaltic waves in the colon that
temporarily increase the luminal pressure.

STRATEGIES TO IMPROVE
ORAL DRUG DELIVERY

Chemical Modification Approach

As a general rule, the design of orally active agents
must account for the effects of structural modifications
on water solubility, lipophilicity, stability (chemical or
enzymatic) and therapeutic index. Prodrug design is a
commonly used strategy to improve these drug proper-
ties. The term prodrug may be defined as a chemical
derivative of a drug that is bioconvertible into the
active parent drug or an active metabolite responsible
for the therapeutic effect. It is important that the pro-
drug contain a ‘‘trigger’’ site so that its in vivo fate can
be predicted and the rate of biotransformation can be
controlled. Common examples of triggers include ester,
amide, carbonate, carbamate, azo and glycosidic (for
colon-specific delivery) bonds. In addition, the promoi-
ety (progroup) should be pharmacologically inert, non-
toxic, and readily excretable. From the oral delivery
standpoint, the design of a prodrug should have fol-
lowing objectives:

1. To enhance the oral bioavailability of a drug.
The improved systemic delivery of a drug could
be attributed to the fact that a prodrug has the
potential to circumvent barriers such as low GI
permeability and significant first-pass metab-
olism.[83]

2. To achieve a site-specific drug delivery through
a target-specific bioactivation mechanism.

Both of these objectives are achievable provided the
delivery (transport) properties of the drug are
improved while maintaining its biological activity in
vivo. In this context, the parent drug properties, such
as lipid solubility, aqueous solubility, partition coef-
ficient, and chemical and metabolic stability, are opti-
mized, often in a ‘‘balanced’’ combination.

Based on the definition of a prodrug, the following
classifications may be proposed for oral prodrugs:

1. Lipophilic prodrugs. These include slightly sol-
uble salts (e.g., quinidine polygalacturonate,
Cardioquin�), esters (e.g., enalapril, Vasotec�;

ramipril, Altace�; lisinopril, Prinivil�), or
complexes.

2. Water-soluble prodrugs. These include water-
soluble salts, esters (e.g., fosphenytoin;
Cerebyx�) or complexes.

The synthesis of lipophilic esters appears to be the
most popular approach for improvement of drug lipo-
philicity, which may be largely attributed to the ubiqui-
tous occurrence of esterases in vivo and their potential
for enhanced drug absorption via the lymphatic
route.[10] Briefly, the approach involves either masking
(or latentiation) of charged polar groups, such as car-
boxylic acids, phosphates, and others, or conjugation
of lipophilic acyl groups with hydroxyl groups of the
parent molecule.[84] Once the prodrug is absorbed, it
is hydrolyzed by esterases, whereby the parent drug
is released.

In contrast to the previous approach, water-soluble
prodrugs are formed by esterification of a drug’s
hydroxyl, amine, or carboxyl group with a promoiety
designed to introduce an ionizable function or reduce
intermolecular interactions responsible for low solu-
bility.[19] However, prior to the selection of an appro-
priate drug candidate, it is essential to ensure that
the required therapeutic dose of the selected poorly
water-soluble drug is sufficiently high enough so that
the estimated time for its complete (in vivo) dissolution
far exceeds the typical GI residence times.[19]

Due to its higher water solubility, a soluble prodrug
provides a greater concentration gradient (driving
force) in the intestinal lumen for absorption as com-
pared to its parent compound.[19] The further fate of
this prodrug would then be determined by the suscep-
tibility of the hydrophilizing promoiety to various
enzymes. For instance, if the promoiety were suscep-
tible to cleavage by a membrane-bound brush border
enzyme, the lipophilic and permeable parent drug
would be released in the vicinity of the mucosal mem-
brane and hence available for subsequent absorp-
tion.[19] In another example, if the promoiety were
susceptible to cleavage by enzymes secreted by the bac-
terial microflora of the lower GI tract, the lipophilic
drug would be available for absorption through the
colonic mucosa.[85] Glycosidic and glucuronidic pro-
drugs that exploit bacterial glycosidases and glucuroni-
dases, respectively, are examples of the latter case.
Nevertheless, drug conjugates of natural cyclodextrins
(ester type) are also known to be susceptible to bac-
terial enzymes; however, these conjugates are resistant
to the gastric and intestinal enzymes. This finding
prompted their evaluation as delayed release-type pro-
drugs for achieving colon-specific delivery.[17]

Another interesting approach of improving the oral
bioavailability is based on the design of a so-called
prodrug of a prodrug (i.e., ‘‘pro-prodrugs’’ or ‘‘double
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prodrugs’’). The approach involves protecting the
benzylic phenol (or aniline) derivative with a function-
ality that can bepredictably hydrolyzed.[25] Obviously,
the active drug is generated via an unstable intermedi-
ate in a two-stephydrolytic process. Most of the time,
the first step is rate-determining and involves an
enzymatic cleavage, whereas the second step is faster
and involves a molecular decomposition of the inter-
mediate.[86] The strategyseems to increase the perme-
ability of poorly solubledrugs, such as steroids, by
several orders of magnitude.[87]

Greenwald et al.[25] described a combination
approach, which combines the concept of double
prodrug and permeation enhancement by chemical
conjugation with a hydrophilic polymer, PEG. The
approach was found to be efficient in delivering an
antitumor drug, daunorubicin. While not investigated
by the authors of this study, this approach might also
possess the potential to reverse multidrug resistance
(MDR), in addition to providing high oral bioavail-
ability and tumor selectivity. This statement could be
partly supported by a recent finding that PEG-based
surfactants can interfere with P-Gp substrate binding
and thereby reverse MDR.[88]

The design of oral prodrugs is not limited to the
objective of increasing oral bioavailability and targeted
drug delivery. Recently, Kimura et al.[89] described a
novel concept of colon targeting for oral treatment of
ulcerative colitis, while overcoming the systemic side
effects of corticosteroids. The design involves synthesis
of glycosidic prodrugs of an antedrug (‘‘pro-
antedrug’’). Since the resulting pro-antedrugs were
hydrophilic due to the polar nature of the promoiety,
they were not absorbable in the small intestine of
guinea pigs. However, they could generate the corre-
sponding antedrugs within the colon by the action of
colonic bacteria. The antedrug was thus made avail-
able for its local pharmacological action at the colonic
mucosa, and when it entered into the systemic circu-
lation, it rapidly metabolized to an inactive metabolite,
which results in no systemic effect. To achieve similar
objectives, Bodor, Murakami, and Wu[90] utilized a
‘‘soft drug’’ concept, in which a lead compound is
modified so that the new active drug undergoes a pre-
dictable and controllable metabolism in vivo to non-
toxic moieties after producing its therapeutic effect.

In another recent study, Otagiri, Imai, and
Fukuhara[91] described a new concept (‘‘mutual pro-
drug’’ or ‘‘chimera drug’’) in which two drugs with
different pharmacological activities were conjugated
in order to enhance pharmacological activity or to
prevent clinical side effects while maintaining their
individual therapeutic roles and biopharmaceutical
profiles. Occasionally, the prodrug approach has been
used to develop oral ER dosage forms by preparing a
salt or complex of drug that is slightly soluble in the

GI fluids[92] and to shift the absorption site of a drug
within the GI tract.[93]

Use of prodrug strategies for improving oral deliv-
ery of peptides and peptidomimetics (e.g., b-lactam
antibiotics) has also received considerable attention
in recent years due to the therapeutic potential of these
compounds, and ubiquitous peptidases and esterases,
respectively. Similar to the prodrugs of non-peptides,
the prodrugs of peptide and protein drugs are designed
in light of their metabolic sensitivity to various
enzymes (e.g., aminopeptidases, carboxypeptidases,
dipeptidases, a-chymotrypsin, etc.) in order to mimic
the absorptive and metabolic characteristics of
nutritional substrates. For the most part, this approach
has focused on the modification of N-terminal (e.g.,
amino acid ester approach). However, in order to
broaden the applicability of this approach for clinical
development of orally bioavailable peptides and pepti-
domimetics, it is necessary to incorporate structural
features that permit the optimization of the pharma-
ceutical (e.g., solubility), biopharmaceutical (e.g., meta-
bolic stability and membrane permeability), and
pharmacological (e.g., receptor affinity) properties of
the molecule.[94]

Additional examples of commercial formulations of
prodrugs for oral administration are Ceftin� (cefurox-
ime axetil; GlaxoWellcome, Inc.); Anzemet� (dolase-
tron mesylate; Hoechst Marion Roussel, Inc.);
Trileptal� (oxcarbazepine; Novartis Pharmaceuticals
Corporation), and Claritin� (loratadine; Schering-
Plough Corporation).

Formulation Approaches

Use of absorption enhancers

The coadministration of absorption enhancers has long
been recognized to enhance the intestinal permeability
of several hydrophilic drugs, including peptides and
proteins. A number of absorption enhancing agents
are commercially available. These include bile salts,
surfactants, fatty acids, salicylates, glycerides, chelating
agents, and others. Although most of these enhancers
have the ability to promote drug uptake, some absorp-
tion enhancers may have potential to cause mucosal
damage and systemic toxicity, which warrant their
safety evaluation prior to selection for formulation
development. Ideally speaking, an enhancer of choice
for oral delivery will be one that reversibly loosens
the tight junctions or transiently increases the mem-
brane permeability and that has a relatively higher
benefit/risk ratio. To satisfy these interests, a pair of
excellent review articles[95,96] has appeared that are
more complete in scope than is possible here.
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Based on the routes of permeation, permeation
enhancers may act via paracellular or transcellular
route or a combination of both. As a common feature,
most of the promising absorption enhancers increase
drug transport primarily through the modulation of
paracellular permeability[96] since transcellular drug
transport is not the most likely route for passive dif-
fusion of hydrophilic drugs, including peptides. These
are commonly referred to as paracellular promoters,
which basically increase the aqueous pore radius
through a variety of mechanisms. For instance, EDTA
acts as a paracellular promoter by depleting calcium
and magnesium in the regions of the tight junction.[3]

Interestingly, a recent mechanistic study demonstrated
that carbonating agents that are integral components
of effervescent formulations could be regarded as para-
cellular promoters since the generated CO2 might
affect the structural integrity of the tight junction.[97]

On the contrary, transcellular promoters have been
reported to improve oral absorption through mem-
brane perturbation.[98] Most of them act on the intra-
cellular lipids, in many cases by fluidizing, solubilizing,
or reorganizing the phospholipid domains in the mem-
brane, which causes disruption of the membrane integ-
rity.[99] A change in membrane fluidity may also occur
primarily through the interaction between these enhan-
cers and membrane protein. Examples of such enhancers
are sodium salicylate and sodium caprylate.[98] Interest-
ingly enough, there is ample evidence to suggest that
non-ionic surfactants (e.g., Cremophor EL and Tween
80) may enhance the permeability of drugs through their
inhibitory effect on the P-Gp-Mediated counter trans-
port process.[100,101] Although the exact mechanism(s)
of inhibition is not well understood, these surfactants
might directly act on the P-Gp protein on the mucosal
surface, thereby decreasing the drug efflux from the
intestinal membrane,[101] or by decreasing the membrane
lipid fluidity.[102]

Use of metabolism inhibitors

As described previously, the presystemic metabolism of
drugs may occur via various mechanisms. It is obvious,
therefore, that coadministration of a low bioavailable
drug and its metabolism inhibitor, which can selec-
tively inhibit any of the contributing processes, would
result in increased fractional absorption and hence a
higher bioavailability. In fact, this approach seems to
be a promising alternative to overcome the enzymatic
barriers to oral delivery of metabolically labile drugs
such as peptides and proteins.

Current novel approaches in this area include: 1)
bioadhesive delivery systems that can reduce the drug
degradation between the delivery system and absorb-
ing membrane by providing an intimate contact to
the mucosa; 2) CR microencapsulated systems that

can provide simultaneous delivery of a drug and its
specific enzyme inhibitor at the desired site for required
period of time; and 3) immobilization of enzyme inhi-
bitors on mucoadhesive delivery systems.[103]

Interestingly, the intestinal wall metabolism may
also be inhibited by coadministration of certain drugs
and diet, which act by selectively inhibiting an enzyme
present in enterocytes. An illustrative example is that
of cyclosporine, which undergoes extensive intestinal
metabolism, resulting in low bioavailability ranging
between 30–40%.[104] Studies have shown that coadmi-
nistration of ketoconazole[105] and grapefruit juice,[106]

which contains the inhibitory components, can signifi-
cantly decrease the presystemic metabolism (both act
via selective inhibition of intestinal, not hepatic,
CYP3A 4) and consequently increase the oral bioavail-
ability of cyclosporine. In a differential manner, how-
ever, ketoconazole moderately inhibits P-Gp,[55]

whereas grapefruit juice activates P-Gp-mediated
efflux of cyclosporine, which is a well characterized
substrate of P-Gp, thereby partially counteracting the
CYP3A4-inhibitory effects of grapefruit juice.[107]

Similarly, the coadministration of a drug that can
selectively inhibit an enzyme in the liver may lead to
increased bioavailability of another drug. For example,
coadministration of erythromycin can result in inhibition
of hepatic metabolism and thereby significantly increase
the oral bioavailability of cyclosporine.[108] As a matter
of fact, this attribute of erythromycin appears to be selec-
tive, which permits a non-invasive measurement of the in
vivo hepatic CYP3A4 activity, popularly known as ery-
thromycin breath test.[109] Many examples also exist
related to the effects of diet on hepatic first-pass metab-
olism that are discussed in detail elsewhere.[110,111]

Accordingly, in our view, the dietary approach seems to
justify as a prospective alternative to decrease presyste-
mic metabolism, especially in terms of cost effectiveness
and clinical acceptance for routine medical practice.

Ion pairing and complexation

The ion pairing approach involves coadministration of
a hydrophilic or polar drug with a suitable lipophilic
counterion, which consequently improves the par-
titioning of the resultant ion pair (relatively more lipo-
philic) into the intestinal membrane. In fact, the
approach seems to increase the oral bioavailability of
ionizable drugs, such as atenolol, by approximately
2-fold.[112] However, it is important that a counterion
possess high lipophilicity, sufficient aqueous solubility,
physiological compatibility, and metabolic stability.[112]

Some of the successful applications of this approach
have already been described in previous reviews[14,112]

and therefore, will not be described any further here.
Complexation approach has been frequently used to

increase the aqueous solubility of water-insoluble and
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slightly soluble drugs, and dissolution rate, both in an
effort to increase oral bioavailability. However, in cer-
tain instances, the approach can be used to increase the
drug stability, particularly esters, control drug release
rates, improve organoleptic properties, and maximize
the GI tolerance by reducing drug irritation after oral
administration. Generally speaking, b-cyclodextrins
are potential carriers for achieving such objectives
but other complexing agents, such as caffeine, sodium
salicylate, sodium benzoate, and nicotinamide, may
also be used. The enhancement in solubility by these
aromatic and heterocyclic compounds occurs via a
p-electron related donor-acceptor mechanism,[21]

whereas b-cyclodextrins are known to form inclusion
complexes with non-polar guest molecules in their
central lipophilic cavity during which no covalent
bonds are formed or broken.[20]

It has been suggested that since b-cyclodextrins are
hydrophilic, they have the ability to keep the hydro-
phobic drug molecules in solution form, thereby
increasing the drug availability at the surface of the
GI mucosa (where the drug solution partitions into
the membrane). This results in increased drug absorp-
tion; however, it is important that cyclodextrin concen-
tration be optimum.[20] Furthermore, the commercial
availability of a large variety of cyclodextrin deriva-
tives permits the design of advanced oral DDS. For
instance, the hydrophilic and ionizable cyclodextrins
can serve as potent drug carriers in the formulation
of IR and delayed-release (DR) dosage forms, respect-
ively, while hydrophobic cyclodextrins can be used to
retard the release rate of water-soluble drugs such as
diltiazem and isosorbide dinitrate.[17] Some of the com-
mercial formulations that employ complexation with
b-cyclodextrin are Brexin� tablets (piroxicam; Chiesi
Farmaceutici SpA, Parma, Italy), Surgamyl� tablets
(tiaprofenic acid; Roussel-Maestrelli, Italy) and
Nitropen� sublingual tablets (nitroglycerin; Nippon
Kayaku, Japan).[20]

Lipid-based formulations

Lipid-based formulations of poorly water soluble
drugs offer large versatility for oral administration as
they can be formulated as solutions, gels, suspensions,
emulsions, self-emulsifying systems, multiple emulsions,
microemulsions, liposomes, and solid dispersions.[113]

Administration of a drug in a lipidic vehicle/formu-
lation can enhance the absorption and oral bioavail-
ability via a combination of various mechanisms[14,114]

that are briefly summarized as follows:

� Physicochemical—Enhanced dissolution and
solubility.

� Physiological—Slowed gastric emptying (hence
increased time for dissolution and absorption),

stimulated bile flow and secretion of pancreatic
juice, bile salt micellar solubilization, increased
membrane permeability of intestinal epithelium,
increased uptake from the intestinal lumen into
the lymphatic system, reduced intestinal blood flow,
and decreased lumenal degradation and first-pass
metabolism through the GI tract and liver.

As a matter of fact, the coadministration of a fatty
(‘‘hyperlipidic’’) food also has been known to improve
the bioavailability of many poorly absorbed drugs by a
combination of these mechanisms.[115]

Additionally, several recent studies suggest that
lipids may affect the oral bioavailabilty of lipophilic
drugs by modulating biochemical processes. For
example, Barnwell et al.[116] found that coadministra-
tion of oleic acid increases the bioavailability of
propranolol, a lipophilic drug. Based on their results,
the authors proposed two possible explanations. First,
oleic acid may promote lymphatic absorption of
propranolol since it is known to activate lymph
production. The avoidance of hepatic first-pass metab-
olism, therefore, led to increased bioavailabilty.
Second, oleic acid may reverse the inhibition of lymph
production caused by propranolol. This hypothesis
was consistent with the previous findings (listed in
Ref.[116]) that several lipophilic drugs, including pro-
pranolol, inhibit protein kinase C (a key enzyme
involved in cellular signal transduction which controls
secretary events, including lymph production) and that
oleic acid reverses inhibition of protein kinase C by
propranolol.

Likewise, several other studies have demonstrated
that certain lipidic formulations can act as effective mod-
ulators of P-Gp counter transport systems,[88,100,117–119]

which offers a qualitative explanation for enhanced drug
transport in independently examined cases, for instance,
increased bioavailability of cyclosporine when coadmi-
nistered with water-soluble vitamin E.[120,121] Thus, a
lipid-based formulation approach may be considered
as a cost-effective strategy for future oral drug therapy.

For the sake of completeness, it should be noted
that certain lipidic excipients, such as hydrogenated
castor oil (Cutina� HR), polyethoxylated castor oil
(Cremophor� RH 40), stearic acid, glyceryl behenate
(Compritol� 888; Gattefossé Corporation, USA), gly-
ceryl monostearate, glyceryl palmitostearate (Precirol�

ATO 5; Gattefossé Corporation, USA), and saturated
polyglycolized glycerides (Gelucire�; Gattefossé
Corporation, USA), could be used as hydrophobic
carriers to develop SR/CR tablets, particularly for
water-soluble drugs, such as diltiazem HCl[122] and
phenylpropanolamine HCl,[123] as well as other drugs,
such as theophylline.[124] However, fed conditions of
the stomach are likely to affect the in vivo disintegration
of such formulations,[125] and therefore, appropriate
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recommendations with regard to meal timing must be
made to assure reproducible drug absorption or clini-
cal response. In fact, the effect seems to be significant
with a high-fat meal, which increases the pancreatic
and biliary secretions that would affect the lipid
matrix of tablets.[48,124] In contrast, however, SR dos-
age forms that are formulated as an oily ‘‘semisolid’’
matrix system filled in hard gelatin capsules seem to
offer prolonged drug response under the fed state,
which could be attributed to delayed gastric emptying
(both by food and oily vehicles) and resultant
prolonged absorption phase.[126]

Unfortunately, the number of commercial formula-
tions is very limited, primarily because of stability and
manufacturing problems encountered during large-
scale production. The list includes Sandimmune
Neoral� (cyclosporine A; Novartis AG, Switzerland),
which contains a microemulsion preconcentrate and is
available as soft gels and solutions, Sandimmune� (cyclo-
sporine A; Novartis AG, Switzerland), which contains
an emulsion preconcentrate, and lipid soluble vitamins.
Both formulations of cyclosporine have self-emulsifying
properties and spontaneously form an o/w microemul-
sion (particle size <0.15mm) and an o/w emulsion,
respectively in the aqueous fluids of the GI tract.[127]

Although the discussion concerning potential of
liposomes, niosomes, microemulsions, and solid disper-
sions for oral delivery is outside the scope of this chap-
ter, the interested reader is referred to recently
published reviews on these topics.[23,128–130]

Design of drug delivery systems

Ideally, the ultimate goal of a de novo oral DDS
should be aimed at providing a desired therapeutic
response that comprises a controlled onset, a required
duration, and a sufficient intensity while avoiding or
minimizing potential adverse effects. In terms of deliv-
ery system design, this objective translates to an
advanced DDS that can precisely control the rate,
time, and/or site of drug delivery independently of
normal physiological variables such as GI pH,
digestive state of the GI tract, peristalsis, and circadian
rhythm. While it is difficult to collate the information
about all the oral DDS available worldwide,
Tables 2–4 describe some of the potential and
advanced DDS in the alphabetical order of companies
that have developed these technologies.

ORAL DELIVERY OF PROTEINS
AND MACROMOLECULES

In the past 2 decades, significant progress has been
made in the oral delivery of peptides and proteins that

has enabled scientists to deliver insulin, calcitonin, hep-
arin, and several vaccines by oral route. As with con-
ventional drugs, the oral delivery of peptides and
proteins is subject to similar challenges and biological
barriers. However, to a greater extent this is due to
their higher metabolic sensitivity and other inherent
properties such as hydrophilicity, charge, and large
molecular weight (�600 Da). Current approaches to
improve oral delivery of peptides and proteins include
prodrug design,[18,94] ion-pairing approach,[133] micro-
emulsions,[134] particulate delivery systems using poly-
meric carriers,[135] liposomes,[128] and niosomes[130]

and use of metabolism inhibitors[103] and absorption
enhancers.[136] Depending upon the physicochemical
properties of the therapeutic agent and its intended site
of delivery, these approaches may be combined in an
effort to enhance the oral bioavailability or achieve
targeted therapy. The latter objective, in particular,
refers to targeting of Peyer’s patch M cells, which
offers potential strategy for oral delivery of vaccines.

FUTURE OF ORAL DRUG DELIVERY

In the last 3 decades, the area of oral drug delivery has
undergone unprecedented changes. This transition
hasbeen mainly driven by the increased understanding
of pharmaceutical and biological constraints at the
molecular/atomic level, increased generation of drug
candidates, and emergence of several advanced tech-
nologies. Overall, the area has made significant techno-
logical advances not only in drug delivery aspects but
also in various processing (fabrication) technologies,
as recently reviewed.[61,137] Despite the fact that
currently existing technologies have not been exploited
in their full capacity, the annual sales of oral products
always ranks first in the list of pharmaceutical
products since they offer increased patient compliance
andhave greater therapeutic outcome. In addition,
these technologies help pharmaceutical companies
manage the life cycles of their products through
extended patent protection. It is therefore anticipated
that current trends in oral delivery will bring a much-
awaited revolution in delivery of therapeutic agents,
particularly biotechnology-based molecules.

CONCLUSIONS

The oral route still remains the major and favorite
route of delivery for most bioactive agents in many dis-
ease states, despite its challenges and limitations. Opti-
mizing drug delivery potential through this route
requires careful design of drug and its delivery system
while taking into consideration the physicochemical
properties of the drug, biological and metabolic
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barriers to oral delivery, pharmacokinetic principles,
and patient-related critical variables. Consequently,
combinations of different formulation and CR
approaches may play a significant role in the potential
development of oral DDS of existing and new lead
compounds.
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Drug Delivery: Parenteral Route
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INTRODUCTION

The United States Pharmacopoeia 24[1] defines a small-
volume injectable (SVI) as ‘‘an injection that is
packaged in containers labeled as containing 100 ml
or less.’’ Therefore, all sterile products packaged in
vials, ampuls, syringes, cartridges, bottles, or any other
container that is 100 ml or less fall under this classi-
fication. Ophthalmic products packaged in squeezable
plastic containers, although topically applied to the
eye rather than administered by injection, also fall
under the classification of small-volume injections as
long as the container size is 100 ml or less. (See the arti-
cle Ocular Drug Formulation and Delivery in
this encyclopedia). Large-volume injectables (LVI)
have to be terminally sterilized, whereas SVIs can be
sterilized terminally or by aseptic filtration and proces-
sing. In fact, 80% or greater of all SVIs commercially
available are prepared by aseptic processing. LVIs
usually involve intravenous infusion, dialysis, or irri-
gation fluids containing electrolytes, sugar, amino acids,
blood, blood products, and fatty lipid emulsions[2] LVIs
must be administered by intravenous administration.
Small-volume injections may be injected by intravenous,
subcutaneous, or intramuscular routes (primary routes
of parenteral administration) or by various secondary
routes such as intra-abdominal, intra-arterial, intra-
articular, intracardiac, intracisternal, intradermal,
intraocular, intrapleural, intrathecal, intrauterine, or
intraventricular injections.

SVI formulations are relatively simple, composed
of the active ingredient, a solvent system (preferably
aqueous), a minimal number of excipients present
for reasons described later in this chapter, and the
appropriate container and closure packaging system.
If the active ingredient is unstable in solution or
suspension, the product can be a dry powder,
processed either by lyophilization or by sterile crys-
tallization.

This chapter introduces the basic aspects of small-
volume injectable products—their use, types and
primary characteristics of dosage forms, formulation
ingredients, and packaging systems. Additional
information is available in a variety of reference
texts and book chapters.[2–7] Only conventional SVI

formulations are addressed in this chapter. Advanced,
long-acting (depot) formulations are not covered.

PRIMARY USES OF SMALL-VOLUME
INJECTABLES

Small-volume injectables can be therapeutic injections,
ophthalmics, diagnostics, radiopharmaceuticals, or aller-
genic extracts. The active ingredients can be intended
for human or animal therapy and can be small mole-
cules, proteins and other large molecules, biologics,
vaccines, monoclonal antibodies, antisense oligonucle-
otides, and, in the future, genes.

Therapeutic Injections

Injections include a wide variety of therapeutic agents,
e.g., for the treatment of cancer, infection, cardiovascu-
lar disease, arthritis and other inflammatory diseases,
diabetes, hormonal deficiencies, central nervous system
problems, and many other disease states. There are
more than 400 injection products listed in the USP
and, because of the huge number of biotechnology
molecules in clinical study, this number will continue
to grow rapidly over the next several years. Injections
are primarily solutions containing the active ingredient
and other substances. Product solutions are available
either as ‘‘ready-to-use’’ (e.g., amobarbital sodium for
injection) or solutions after reconstituting lyophilized
(e.g., Gemzar�) or crystallized dry powder products
(including many injectable cephalosporins). Some solu-
tions may contain only the drug, e.g., vancomycin hydro-
chloride solution after reconstitution. Some products are
suspensions in which the drug is suspended in a suitable
medium, again either commercially available as a ready-
to-use suspension (e.g., Humulin� N) or reconstituted as
a suspension rather than as a solution (e.g., amoxicillin
for injectable suspension). Injections can also be com-
mercially available as concentrated liquids (e.g., potass-
ium chloride for injection concentrate) that must be
diluted before administration. Injectable products are
either single dose or multiple dose. Multiple-dose
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injections must contain an antimicrobial preservative
agent(s), and the volume of injection should not exceed
30 ml.[8]

Ophthalmic Products[9]

Ophthalmic drug products include drugs in solution,
suspension, gel, or ointment, administered topically
to the corneal surface of the eye. Ophthalmic products
also include irrigating solutions in LVI sizes. There are
many different types of ophthalmic drug products to
treat glaucoma, infection, inflammation, and other
diseases of the eye. Ophthalmic products must be
sterile, but because they are topically applied, they are
not required to be pyrogen-free. Ophthalmic solutions
and suspensions are usually packaged in squeezeable
low-density polyethylene containers for easy adminis-
tration. Ophthalmic ointments are also sterile and must
be free from metallic particles; they are packaged in
ointment tubes. Because ophthalmic products are
multiple-dose products, they must contain antimicro-
bial preservative agents. Because of plastic packaging,
most ophthalmic products are aseptically processed.

Diagnostic Agents Including Diagnostic
Radiopharmaceuticals[10]

There are many SVI diagnostic agents available includ-
ing solutions containing contrast media and solutions
containing radioactive iodine, chromium, technetium,
iron, and other radioactive elements. These products
are used primarily to evaluate organ functions. Con-
trast media solutions are stable in solution and, in fact,
can be terminally sterilized. Most radioactive agents
are produced to be used within hours of preparation
because of the very short half-lives of the radioactive
element. As with other sterile dosage forms, diagnostic
agent products are to be sterile, pyrogen-free, and
particulate-free.

Allergenic Extracts[11]

Allergenic extracts are sterile concentrates (solutions
or suspensions) of the substances (allergens) respon-
sible for unusual sensitivities in humans. These pro-
ducts can be used for therapeutic or diagnostic
purposes. Extracts are aqueous (0.9% sodium chloride
used as the diluent) or glycerinated (50% glycerin as
the diluent). Most preparations are buffered at pH 8
and contain phenol (�0.4%) as an antimicrobial pre-
servative. They are sterilized by aseptic filtration.

FORMULATIONS

Small-volume injectables are usually considered small-
volume solutions in vials or ampuls but are available in
a variety of dosage forms and packaging systems.

Liquids

Small-volume injectable liquids are primarily aqueous
solutions. However, because many important thera-
peutic agents are poorly soluble or totally insoluble
in water, oily solvents and water-miscible cosolvents
are used to produce ready-to-use solutions.

Aqueous solutions

Aqueous ready-to-use SVIs contain the active ingredi-
ent, additional substances, if necessary, and water as
the solvent. Water-for-injection (WFI), USP, is the
solvent of choice for aqueous SVIs. WFI is prepared
by distillation or reverse osmosis techniques. Of all
the USP types of water (Table 1), WFI is the purest
form of water available for sterile products. An essen-
tial requirement of WFI is its freedom from pyrogenic
contamination. WFI and other USP types of water are
now required to pass a certain specification for
endotoxin concentration (Table 1). Endotoxins are
pyrogens with pyrogens being metabolic byproducts
of microbial growth and death that cannot be
destroyed by autoclaving or by sterilizing membrane
filters. Aqueous SVI solutions are prepared either by
filling the product into containers, sealing, and termin-
ally sterilizing the finished product or, for drugs that
cannot physically or chemically withstand high
temperatures or radiation doses required for terminal
sterilization, the drug product is sterile-filtered and
aseptically filled into the final container and the
container sealed by aseptic processing.

Non-aqueous solutions

Several SVIs are marketed as oily solutions (Table 2).
The oil must be of vegetable origin (sesame, olive, or
cottonseed oils are most commonly used) because of
safety, purity, and biocompatiblity considerations. Oils
for injection must meet USP requirements:[12]

1. Solid paraffin test (measurement of oil clarity);
2. Saponification value between 185 and 200;
3. Iodine value between 79 and 128; and
4. Test for unsaponifiable matter and free fatty

acids.

Oily solutions are prepared by separately sterilizing
the solvent, usually using dry heat, and the drug (dry
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heat or a gas such as ethylene oxide), then combining
the solvent and drug aseptically. Terminal sterilization
cannot be used for oily solutions because of the lack of
moisture in the product necessary to generate saturated
steam under pressure required to destroy microbial life.
Practical development experiences with oily injection
formulations have been reported by Sims and
Worthington[13] and Radd et al.[14].

Cosolvent

A fairly large number of SVIs contain cosolvent sys-
tems; a partial listing of commercial products is given
in Table 3. Cosolvents are used to increase the solu-
bility of the poorly soluble drug in water. Cosolvents
also tend to minimize or even prevent drug chemical
degradation by hydrolysis, obviously because of the
reduction in the percentage of water in the system.
Water-miscible cosolvents operate on the principle of
lowering the dielectric constant property of water,
thereby increasing the aqueous solubility of poorly
water-soluble drugs. Depending on drug stability,
products containing cosolvents can be sterililized term-
inally using saturated steam under pressure. Otherwise,
such products are prepared by aseptic processing. A
primary concern in using cosolvents in injectable for-
mulations is their potential to cause lysis of red blood
cells when administered intravenously.[15] Therefore,
any addition of a cosolvent to a formulation intended
for parenteral administration must be studied for its
safety and potential toxicological effects.

Solids

SVIs are available as sterile dry solids that must be
reconstituted with a diluent, usually sterile water for
injection, USP, before being administered as a solution
or suspension. Sterile dry SVIs are prepared using two
primary methods.

Freeze-drying

Most commercial sterile dry powders are manufactured
by freeze-drying, also called lyophilization. In this
process, under strict aseptic conditions, the product is

Table 1 Types of water described in the United States Pharmacopeia

Type Preparation Pryogen-free Comments

Purified water USP Distillation or ion exchange No Pharmaceutical solvent

Water for injection
USP (WFI)

Distillation or reverse osmosis Yesa Not sterile. Must be used within 24 h
orstored below 5�C or �80�C; used
for manuf. of parenteral products
tobe sterilized

Sterile water for
injection USP

Distillation or reverse osmosis Yesa Same as WFI; single-dose containers;
also used to reconstitute sterile solids
and dilute sterile solutions

Bacteriostatic water for
injection USP

Distillation or reverse osmosis Yesa Multiple and single dose

Sterile water for

irrigation USP

Distillation or reverse osmosis Yesa 1 L or larger, wide mouth, does not meet

particulate matter requirementsfor LVI;
labeled ‘‘For Irrigation Only’’

a�0.25 endotoxin units per mL.

Table 2 Small-volume parenteral products containing
oil(s) as the solvent system

Product, USP XXII Oil

Ampicillin (suspension) Vegetable

Desoxycorticosterone acetate Sesame

Diethylstilbestrol Sesame, cottonseed

Dimercaprol (suspension) Peanut

Epinephrine (suspension) Sesame

Estradiol benzoate Sesame

Estradiol cypionate Cottonseed

Estradiol valerate Sesame

Estrone Sesame

Ethiodized iodine Poppyseed

Fluphenazine enanthate Sesame

Hydroxyprogesterone caproate Sesame

Menadione Sesame

Nandrolone decanoate Sesame

Penicillin G procaine (suspension) Vegetable

Propyliodone (suspension) Peanut

Testosterone cypionate Cottonseed

Testosterone enanthate Sesame

Testosterone propionate Sesame

(From Ref.[4].)
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aseptically filtered and filled as a solution. Special slotted
rubber closures are inserted partially onto the vials,
which are then transferred to a freeze dryer. Freeze-
drying involves three primary operations:

1. Freezing the product below its eutectic tempera-
ture (for crystalline materials) or below its glass
transition temperature (for amorphous materials);

2. Primary drying in which the frozen solvent is
sublimed, a phase transition from a solid
directly to a gas; and

3. Secondary drying in which solute bound water
is removed to an acceptable product moisture
level for long-term stability.

At the completion of the freeze-dry cycle, the par-
tially inserted rubber closures are fully seated in the
vials. The finished product contains a white or off-
white sterile dry powder.

Freeze-drying operations are used because of limited
stability of certain drugs in solution. Most therapeutic
proteins are unstable in solution and can only be com-
mercial products if they are freeze-dried. Freeze-dried
formulations usually contain bulking agents (e.g.,
mannitol) that provide an esthetic dry solid matrix
and can help in stabilizing the drug in the solid state.
Other excipients are added to the freeze-dried formu-
lation for various reasons, primarily to aid in product
chemical and/or physical stabilization (e.g., buffers,
antioxidants, cyroprotectants). Freeze-dried vials are
usually stable for at least 2 years at ambient conditions,
except for some protein products that might need to be
refrigerated and have a shorter shelf life. Once the
freeze-dried product is reconstituted, normal shelf-life

storage conditions are 24 h at room temperature and
up to 1 week under refrigeration. Excellent freeze-drying
science and technology reviews are available.[16]

Powder-filled SVIs

Many SVI antibiotics, particularly the injectable
cephalosporins, as well as other molecules are manu-
factured by sterile crystallization of the active ingredi-
ent and aseptically filling the sterile powder into the
final container. The drug is dissolved in an appropriate
solvent, then filtered through a 0.2-mm membrane
filter. Several techniques can be used for sterile crystal-
lization, including adding sterile seed crystals and
adjusting the pH level or adding a sterile antisolvent
in which the drug is insoluble. The resultant slurry is
collected on a filter system (e.g., the Buchner funnel)
and dried, then the dried crystals are milled and
blended. Obviously, for this approach to work, the
drug must be able to be crystallized. Several variables
are critical in controlling the purity and quality of
the final crystals, including temperature, rate of
addition of solvent, adjustment of pH level, mixing rate
and time, and the quality of the seed crystals. Sterile
crystallization followed by powder-filling is much more
economical than freeze-drying. However, sterile
powder-filling offers greater challenges with respect
to process variability, microbial and particulate con-
tamination, and operator sensitivity.

Suspensions[17]

With sterile suspensions, the active drug ingredient is
suspended in a liquid carrier before administration.

Table 3 Small-volume parenteral products containing cosolvents

Trade Name Manufacturer Cosolvent composition

Dramamine Searle 50% propylene glycol

Apresoline Ciba 10% propylene glycol

MVI US Vitamins 30% propylene glycol

Nembutal Abbott 40% propylene glycol, 10% ethanol

Luminal Winthrop 67.8% propylene glycol

Dilantin Parke-Davis 40% propylene glycol, 10% ethanol

DHE 45 Sandoz 15% glycerin, 6.1% ethanol

Cedilanid Sandoz 15% glycerin, 9.8% ethanol

Robaxim Robbins 50% polyethylene glycol

Serpasil Ciba 50% polyethylene glycol, 10% dimethylamine

Ativan Wyeth 20% polyethylene glycol, 80% propylene glycol

Librium Roche 20% propylene glycol

Valium Roche 40% propylene glycol, 10% ethanol

Lanoxin Burroughs Wellcome 40% propylene glycol, 10% ethanol

From Yalkowsky, S.; Roseman, T., Techniques of Solubilization of Drugs; Marcel Dekker, Inc.: New York, 1981; 91.
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Commercial suspensions are either ready to use or dry
powders reconstituted as suspensions. Drugs are for-
mulated as suspension dosage forms for one of two
reasons:

poor solubility in aqueous solution but the pro-
duct does not need to be administered iv, and
the need for a long-acting depot injection.

Suspension products (Table 4) are prepared by com-
bining sterile vehicle and sterile drug powder asepti-
cally or by combining two sterile solutions, with the
drug solution precipitating in the diluent solution.

Major concerns with the suspension dosage form
are:

1. Resuspendability of the drug in the vehicle to
permit homogeneous filling of the product into
the container and to provide homogeneous dos-
ing when withdrawing from the container;

2. Caking or settling of the drug, resulting in a
physically unstable product; and

3. Syringeability (the ability to withdraw a homo-
geneous dose from the vial into a syringe) and
injectability (the ability to eject the product
through the needle into the patient).

Formulation ingredients include the suspending
agent, a wetting agent (if the suspending agent does
not also serve this purpose), a buffer, and an anti-
microbial preservative for multiple-dose products.

Emulsions[18]

Emulsions are mixtures of oil- and water-based vehi-
cles with an appropriate surface-active agent to facili-
tate and maintain the miscibility of the oil-in-water

phase. Diprivan� (propofol, a local anesthetic agent)
is a primary example of an SVI emulsion. The formu-
lation contains soybean oil, glycerol, and egg lecithin.

BASIC CHARACTERISTICS OF SVIS

SVIs must be sterile and free from pyrogens and
foreign particulate matter. These three major charac-
teristics distinguish sterile dosage forms from any other
pharmaceutical product.

Sterility[19]

Sterility is a state of absolute freedom from microbial
contamination. Interestingly, the word sterile on the
label of a sterile product has had a historic meaning
that a sample of the product lot passed the compendial
test for sterility.[20] Today, to claim that a product is
sterile involves much more than passing a sterility test.
Achievement of sterility involves the combination and
coordination of a wide range of activities and processes
such as:

– Cleaning and sanitization of all facilities and
equipment

– Cleaning and sterilization of equipment, packaging,
and all other items to be in contact with the sterile
product

– Installation and certification of laminar air flow
areas where sterile air is provide via high-efficiency
particulate air (HEPA) filters

– Environmental monitoring of the facility, equip-
ment, water, and personnel for strict microbiologi-
cal and particulate control

Table 4 Small-volume parenteral suspensions

Product Manufacturer Suspending agent

Aristocort Lederle Propylene glycol 4000

Bicillin C-R Wyeth Lecithin, carboxymethylcellulose

Decadron-LA Merck Carboxymethylcellulose

Depo-medrol Upjohn PEG 3350 (polyethylene glycol)

Duracillin Lilly Procaine salt

Hydeltra-TBA Merck Tebutate salt

Lente insulins Lilly, Novo Polymorphic

NPH insulins Lilly, Novo Protamine

PZI insulins Lilly, Novo Protamine, zinc

Prolixin decanoate Princeton Decanoate salt
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– Appropriate gowning and training of personnel in
aseptic techniques

– Validation of sterilization processes
– Validation of the filter system
– Integrity testing of the filter system before and after

filtration
– Integrity testing of the container-closure system to

maintain sterility of the product
– Conductance of the sterility test initially for all

lots and at the end of the shelf-life expiration
dating period for the product lot under stability
testing

The end-product sterility test suffers from at least
three serious limitations that minimize its dependability
as a sole indicator of the sterility of a lot of product.

1. Concern that the small sample (usually 20
containers per lot) truly represents the entire
lot. Probability statistics reveal that with such
a small sample size, the extent of contamination
must be significant (on the order of at least 1%
of the lot) for the sample to fail the sterility test.

2. Concern that the culture test media used for
sterility testing can support the growth of low
to high levels of any microbial life possibly con-
taminating the product.

3. Concern that no accidental contamination was
introduced during the performance of the ster-
ility test. There is a finite probability that per-
sonnel, testing environment, and/or testing
materials may introduce contamination, result-
ing in a false-positive sterility test result. This
concern has been alleviated to a great degree
by the advent and successful application of bar-
rier isolator technology systems. Such systems
remove direct human contact with the sterile
product samples and provide a testing environ-
ment that is validated as truly sterile.

Freedom from Pyrogens

Pyrogens are metabolic byproducts of microbial
growth. Injected in sufficient amounts in humans (in
fact, in any mammal), pyrogens can react with the
hypothalamus of the brain to raise the body tempera-
ture. In addition, they can cause a number of other
adverse physiological effects, including death. The seri-
ous problems with sepsis are a result of high levels of
endotoxins, endotoxins being a major type of pyrogen.
Pyrogens are very small, water-soluble, heat-resistant
lipopolysaccharides that cannot be destroyed by typi-
cal steam-sterilization cycles or removed by 0.2-mm
membrane filters. Prevention rather than elimination

is the key for pyrogen removal. The primary source
of pyrogenic contamination in parenteral products is
water. Fortunately, pyrogens are destroyed by distil-
lation. Water used to clean containers and closures
can also be a source of pyrogens. However, glass is
sterilized by dry heat at temperatures hot enough
(usually >250�C to destroy pyrogens). Rubber closures
are steam-sterilized, which does not destroy pyrogens.
Closures are depyrogenated by the cleaning and rinsing
process using pyrogen-free water. Chemical raw mate-
rials used in parenteral formulations must be crystal-
lized using pyrogen-free water or other solvents.
Some raw materials, e.g., sucrose, mannitol, amino
acids, etc. must now be tested by incoming quality con-
trol for the presence of endotoxins. If the parenteral
product is contaminated with pyrogens, there is no
practical way to remove or destroy them. Ultrafiltra-
tion (nanometer; nominal molecular-weight filters) will
depyrogenate and is used in bioprocessing for separat-
ing the smallest unit of lipopolysaccharide from thera-
peutic proteins. However, ultrafiltration is not a
practical pyrogen-removal process for commercial pro-
cessing of parenteral products.

Pyrogenic contamination is detected using two tests.
In the older method, rabbits are injected with product
samples, and rectal temperature is measured. Compen-
dial limits are established with respect to how much
temperature increase is permitted before the product
is judged to be free or contaminated with pyrogens.
The newer method involves a relatively simple in vitro
technique called the Limulus Amebocyte Lysate (LAL)
test. It is based on the high senstivity of amebocytes of
the horseshoe crab (Limulus) to the lipopolysaccharide
component of endotoxins originating from Gram-
negative bacteria. The LAL test is now the USP
method of choice with endotoxin limits established
for most SVIs.[21]

Freedom from Particulate Matter

Particulate matter is viewed as unacceptable contami-
nation in parenteral solutions. It is recognized that
subvisible particulate matter will exist in certain
amounts, but the USP now has limits for acceptable
levels of particulate matter for SVIs (no more than
6000 particles per container �0.5 mm; no more than
600 particles per container �25 mm). The USP is the
only compendium in the world that contains limits
for subvisible particulates in SVIs. All worldwide com-
pendia have subvisible particle limits (particles per
milliliter) for large-volume injections. SVI solutions with
visible particulate matter should not used. Particulate
matter creates problems in product quality and clinical
safety. The primary sources of particulate matter are the
container-closure systems and personnel.
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Stability

Drugs in SVIs are generally unstable. Many drugs are
so unstable that they cannot be marketed as ready-to-
use solutions. Drugs with sufficient solution stability
will still require certain formulation, packaging, and
storage conditions to maintain stability during shelf-
life storage and use. The primary pathways of drug
degradation involves oxidation (reaction with molecu-
lar oxygen catalyzed by various factors including high
temperature, high pH level, heavy metals, light, and
peroxide contaminants) and hydrolysis (reaction with
water catalyzed by high temperature and extremes in
pH). For protein pharmaceuticals, aggregation of the
protein, resulting in a loss of potency, can be a major
degradation pathway. Drugs can also react with
packaging and formulation components, resulting in
physical and chemical degradation.

Oxidation involves the reaction of free radicals with
molecular oxygen so the combination of functional
groups that can easily form free radicals, e.g., phenolic
or sulfhydryl groups, catalysts (see above), and
molecular oxygen, will cause a propagation of the self-
oxidation process. Many SVI products are packaged in
light-protective packaging, require storage at con-
trolled room or lower (refrigeration) temperatures, are
formulated at low pH, contain antioxidants and/or
metal chelating agents, and are processed in ‘‘oxygen-
free’’ conditions where water is saturated with an inert
gas, and, before to sealing the container, the product is
overlayed with an inert gas to remove oxygen from the
headspace of the container.

Many drugs in liquid SVIs will react with water and
form hydrolytic degradation products. Hydrolysis
and decomposition occur as solution pH may change
and are catalyzed by resulting hydrogen and/or
hydroxyl ions. Buffers play an important role in certain
injectable products to achieve tight control of solution
pH. Hydrolysis of solid-state injectables can occur with
moisture from the headspace in the container, moisture
remaining in the solid product, and/or moisture orig-
inating from or through the rubber closure. Control
of residual moisture during and after processing and
the use of effective container-closure systems to mini-
mize moisture ingress are very important to protect
dried powders from hydrolytic degradation.

Isotonicity

SVIs should be isotonic with blood, tears, spinal fluid,
and other biological fluids into which the product is
injected or instilled. This means that the injected or
instilled solution contains the same ‘‘number’’ of solute
‘‘particles’’ in solution as is contained in the biological
cell. Isotonicity means that the ‘‘tone’’ of the cell will

not be disturbed, either by the ingress of water from
the injected solution (if the solution is hypotonic) or
egress of water from the cell (if the solution is hyper-
tonic). Solution tonicity can be ascertained by
measurement of a colligative property such as osmostic
pressure or freezing-point depression. Biological cells
are semipermeable membranes, meaning that they
allow the passage of water (and some solutes such as
boric acid) but do not allow passage of most solutes.
Thus, for example, if a hypotonic solution is injected
or instilled, there are fewer solute ‘‘particles’’ in the
solution than there are in the cell, forcing water from
the injected solution to pass through the cell membrane
in an attempt to equalize pressure on both sides of the
cell membrane. Increasing the water level of the cell
may lead to the cell bursting, which, for red blood cells,
is a phenomenon called hemolysis. Hypertonic solu-
tions administered cause the opposite effect, whereby
water from the cells permeate the membrane to equal-
ize pressure, and the cells shrink (crenation). In either
case, cellular damage can occur causing pain and tissue
irritation or damage. Blood, muscle, and subcutaneous
cells can withstand a fairly wide range of osmotic pres-
sures from injected solutions (e.g., 250–350 mOsm/kg),
whereas tear and spinal fluid cells are much more sensi-
tive to slight differences in the osmotic pressure of
injected or instilled solutions. In practice, wide osmol-
ality ranges of SVIs can be tolerated when injected
except for injections in cerebrospinal fluid (intrathecal,
intraspinal, intracisternal injections). However, it is
also true that for all injections, achieving isotonicity
should be a goal of the product formulation scientist.

FORMULATION INGREDIENTS

SVIs are simple formulations compared with other
pharmaceutical dosage forms. Solution SVIs contain
water, the active ingredient, and a minimal number
of inactive added ingredients. Solid SVIs contain the
active ingredient and usually one or two added ingredi-
ents. Formulation scientists have severe restrictions in
number and choice of added substances because of
safety considerations.

Solvent

The most widely used solvent for SVIs is water for
injection (WFI), USP. As a solvent, WFI is used in pre-
paring the bulk solution (compounding) and as a final
rinse for equipment and packaging preparation. WFI
is prepared by distillation or reverse osmosis, although
only distillation is permitted for sterile water for injec-
tion, USP. Sterile water for injection is used as a
vehicle for reconstitution of sterile solid products
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before administration and is terminally sterilized by
autoclaving. Bacteriostatic water for injection, USP, is
commercially available as a reconstitution vehicle for
solid products intended for multiple-dose use. Benzyl
alchohol is a common antimicrobial preservative used
in bacteriostatic water for injection.

Sesame oil, cottonseed oil, and other vegetable oils
are used as vehicles for water-insoluble drugs such as
corticosteroids and oil-soluble vitamins. Oily solutions
can be administered only by intramuscular injection.

Solubilizers

Solubilizers are used to enhance and maintain the
aqueous solubility of poorly water-soluble drugs.[22–26]

Examples of solubilizing agents used in sterile products
include:

1. Liquid cosolvents: glycerin, polyethylene glycol
(300, 400, 3350), propylene alcohol, and ethanol,
Cremophor EL, sorbitol.

2. Surface active agents: polysorbate 80 (polyoxy-
ethylene sorbitan monooleate), polysorbate 20,
Pluronic 68, lecithin.

3. Complexing agents: b-Cyclodextrins, Captisol�,
polyvinylpyrrolidone, carboxymethylcellulose
sodium.

Liquid solubilizers act by reducing the dielectric
constant properties of the solvent system, thereby
reducing the electrical conductance capabilities of the
solvent and increasing the solubility of hydrophobic or
non-polar drugs. Lanoxin,� Valium,� and Nembutal�

are examples of commercially available sterile solutions
containing cosolvent solubilizers. A popular combi-
nation consists of 40% propylene glycol and 10%
ethanol in water.

Surface active agents increase the dispersability and
water solubility of poorly soluble drugs owing to their
unique chemical properties of possessing both hydro-
philic and hydrophobic functional groups in the same
molecule (the same is true of b-cyclodextrins,
addressed below). The hydrophobic groups adsorb to
surface molecules of the drug, whereas the hydrophilic
groups interact with the water-solvent molecules.
Therefore, the drug molecules locate within the hydro-
phobic core of the surface active agent (sometimes
called a micelle) while the polar molecules of the sur-
face active agent are oriented with water, and the drug
is solubilized within the surface active agent dissolved
in water.

Solid solubilizers such as the b-cyclodextrins act by
forming soluble inclusion complexes in aqueous solu-
tion. These molecules, as with surface active agents, are
amphiphilic, meaning that they contain hydrophobic

interior functional groups and hydrophilic hydroxy
exterior functional groups that enable insoluble drugs
to remain in the interior core and be solubilized in water.
Loftsson and Brewster[27] reviewed the application of
cyclodextrins in parenteral formulations, particularly
for the solubilization and stabilization of proteins and
peptides. A relatively new cyclodextrin, Captisol�, has
gained prominence as a safe and effective solubilizer
and stabilizer.[28] It is an anionic b-cyclodextrin with a
sulfobutyl ether substituent.

Antimicrobial Preservative Agents

Antimicrobial preservatives serve to maintain the ster-
ility of the product during its shelf life and use. They
are required in preparations intended for multiple dos-
ing from the same container because of the finite prob-
ability of accidental contamination during repeated
use. They also are included, although this is quite con-
troversial, in some single-dose products that are asepti-
cally manufactured to provide additional assurance of
product sterility. The combination of antimicrobial
preservative agents and adjunctive heat treatment
(usually temperatures below 110�C) also is used to
increase assurance of sterility for products that cannot
be terminally sterilized. Very few antimicrobial pre-
servative agents are acceptable (Table 5), with this list
decreasing as agents such as thimerosal (and other
mercury-containing preservatives) and chlorobutanol
are no longer being used. Most substances with anti-
microbial activity are irritating and toxic at relatively
low concentrations and usually have stability limita-
tions (hydrolytic or oxidative degradation). They
can be incompatible with the drug and formulation
ingredients and can interact adversely with packaging
components. Most commonly used parenteral anti-
microbial preservatives are alcoholic or phenolic chemi-
cals. These are highly toxic even at low concentrations
and easily oxidizable, and their volatility can cause
problems with rubber closure permeation. Formulation
scientists must also be aware of significant differences
comparing USP and EP requirements for preservative
efficacy. Basically, the USP requires a bacteriostatic
preservative system, whereas the EP requires a bacterio-
cidal preservative system. For example, whereas the USP
requires a 1-log reduction 7 days after a bacterial
challenge population is added to the product containing
the antimicrobial preservative, the EP Criteria A
requirement is a 3-log reduction in bacterial population
after 1 day.

Buffers

Buffers are used to maintain the pH level of a solution
in the range that provides either maximum stability of
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the drug against hydrolytic degradation or maximum
or optimal solubility of the drug in solution. The most
common buffer systems used in SVIs are listed in
Table 6. Buffers are composed of simple weak acids
and their corresponding salt forms. The appropriate
choice of buffer depends on the pH range in which
the drug in question is most stable (or most soluble)
that matches the pKa (dissociation constant) of the
buffer species. For example, if a pH of 4.5 is most
desirable, the correct choice of buffer would be an acet-
ate buffer because the pKa of acetic acid is 4.76. At pH
4.76, acetic acid exists 50% as the acid (un-ionized
form) and 50% as the salt (ionized form). Sufficient
acid and salt species exist at this pH level to com-
pensate for any potential drifts in solution pH and
maintain the desired pH level. The concentration of
buffer depends on strength of buffer capacity required
to maintain the pH level within the desired range.
Obviously, the higher the concentration, the greater
the buffer capacity. However, high buffer concentra-
tions can lead to other problems such as general
acid/base catalysis of drug hydrolytic reactions.

Antioxidants

Antioxidants function by reacting preferentially with
molecular oxygen and minimizing or terminating the
free radical auto-oxidation reaction. Many drugs are

sensitive to the presence of oxygen and will degrade
very rapidly in the absence of protection. In addition
to the use of antioxidants, other precautions must be
taken. These include protection from light, heat, heavy
metal and peroxide contamination, and excessive
exposure to air. Formulating the product at low pH
is preferable if the product is stable and soluble at
low pH. Common antioxidants are shown in Table 7.
The most widely used agent is sodium bisulfite because
its oxidation-reduction potential lies in the range
at which it does not preferentially oxidize too slowly
or too rapidly. Other sulfurous acid salts also are
effective antioxidants, as are ascorbic acid and sodium
ascorbate. Sometimes, combinations of antioxidants
strengthen oxidative drug protection as well as the
combination of an antioxidant and a chelating agent.
The most common chelating agent used in parenterals
is disodium ethylenediaminetetraacetic acid (DSEDTA).

Protein Stabilizers

Therapeutic proteins and peptides have exploded on
the pharmaceutical scene in recent years. There are at
least 30 commercial protein products currently mar-
keted and hundreds more in clinical study. Proteins
are very reactive with their environment, with such
reactions causing protein degradation. In pharmaceuti-
cal dosage forms, proteins are potentially quite reactive
with water, formulation components, packaging com-
ponents, and air. Environmental conditions that pro-
mote protein degradation include high temperature,
pH excursions, light, oxygen, moisture, and mechanical
stress. Degradation reactions are both chemical and
physical, with physical stabilization often more chal-
lenging than chemical stabilization. Proteins easily
aggregate under a variety of conditions, particularly
at temperature extremes and with excessive mechanical
manipulations. Denaturation in the form of aggregation

Table 5 Antimicrobial preservative agents in small-volume parenterals

Agent Concentration range (%) Products

Phenol 0.065–0.5 Humulin N, Zantac, Tensilon, Tagamet,
Phenergan, Imferon

m-Cresol 0.16–0.3 Humulin N, Humulin R, Humatrope, Demerol

Methylparaben 0.05–0.18 Decadron, Elavil, Prostigmin

Propylparaben 0.011–0.035 Garamycin, Prolixin, Bicillin

Chlorobutanol 0.5–0.55 Epitrate, Bentyl, Dopram

Benzyl alcohol 0.75–2.0 Valium, Protropin, Geopen, Compazine,
Pronestyl, Cleocin

Benzalkonium chloride 0.01–0.025 Most ophthalmic products

Thimerosal 0.0075–0.01 Neosporin, Rhogam, Wydase

Table 6 Common buffer systems used in small-volume
parenteral products

pH Buffer system Concentration (%)

3.5–5.7 Acetic acid–acetate 1–2

2.5–6.0 Citric acid–citrate 1–5

6.0–8.2 Phosphoric acid–phosphate 0.8–2

8.2–10.2 Glutamic acid–glutamate 1–2
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can occur during the freezing and/or drying and
subsequent storage of proteins processed by
lyophilization. A number of ingredients have been
shown to stabilize proteins both in the solution state
and in the dry state.[29–32] Serum albumin will compete
with therapeutic proteins for binding sites in glass and
other surfaces and minimizes loss of the protein caused
by surface binding. With concern about viral contami-
nation in natural substances like albumin, other
competitive binding agents are being investigated
(e.g., hetastarch). A number of different types of sub-
stances are used as cryoprotectants and lyoprotectants
to minimize protein denaturation during freeze-drying.
Primary examples include amino acids (glycine, lysine,
glutamine); polyhydric alcohols (sorbitol, glycerol,
polyethylene glycol); non-reducing sugars (sucrose, tre-
halose); and polymers such as polyvinylpyrolidone,
methylcellulose, and dextran. Surface active agents,
such as polysorbate 80, polysorbate 20, and poloxamer
188 (Pluronic 68), are widely used to minimize protein
aggregation at air/water and water/solid interfaces.
Buffers, antioxidants, and chelating agents also are
used to stabilize proteins in solution when necessary.

Tonicity Adjusters

A variety of agents are used in sterile products to
adjust tonicity. Most common are simple electrolytes
such as sodium chloride or other sodium salts and
non-electrolytes such as glycerin and lactose. Tonicity
adjusters are usually the last ingredient added to the
formulation after other ingredients in the formulation
are established and the osmolality of the formulation
measured. If the formulation is still hypotonic (i.e.,
<280 mOsm/kg as measured by a commonly used
osmometer instrument), tonicity adjusting agents are
added until the formulation is isotonic. If the formu-
lation is hypertonic, the degree of hypertonicity and
the intended route of drug administration need to be
considered. For intravenous administration, hyperto-
nicity values up to approximately 360 mOsm/kg are
not considered harmful. However, for other routes of
administration, efforts should be made to make the
final product isotonic before administration. This can
be accomplished either by reducing concentrations of
ingredients, if acceptable, or by diluting the product
before administration.

Other Ingredients

Bulking agents are used in freeze-dried preparations to
increase the solid content of the ‘‘plug’’ in the con-
tainer after the sublimation process during the freeze-
drying cycle. Bulking agents not only serve to enhance
the elegance of the product but also can serve as stabi-
lizers in adsorbing excess moisture during shelf life.
Suspending agents keep the drug suspended in the sol-
vent after shaking and allow homogeneous dosing of
the suspended drug from the container. Emulsifying
agents lower the interfacial tension of an oil and water
interface to allow the two immiscible solvents to mix
and form a stable emulsion dosage form. Semisolid
agents aid in the dispersibility of the drug in ophthal-
mic ointments and provide the ointment base. Exam-
ples of these different additives are:

1. Bulking agents: mannitol, lactose, sucrose,
dextran.

2. Suspending agents: carboxymethylcellulose,
methylcellulose, gelatin, sorbitol.

3. Emulsifying agents: lecithin, polysorbate 80.
4. Ophthalmic ointment bases: petrolatum.

Two comprehensive references are available that
list type and concentration of all excipients used in
commercial sterile formulations that should be part
of every sterile formulation scientist’s library.[32,33]

Table 7 Antioxidants commonly used in small-volume

parenterals

Antioxidant

Concentration

range (%)

Water soluble

Sulfurous acid salts
Sodium bisulfite 0.05–1.0

Sodium sulfite 0.01–0.2
Sodium metabisulfite 0.025–0.1
Sodium thiosulfate 0.1–0.5

Sodium formaldehyde
sulfoxylate

0.005–0.15

Ascorbic acid isomers

L- and D-Ascorbic acid 0.02–1.0

Thiol derivatives
Acetylcysteine 0.1–0.5

Cysteine 0.1–0.5
Thioglycerol 0.1–0.5
Thioglycolic acid

Thiolactic acid
Thiourea 0.001–0.05
Dithiothreitol

Glutathione

Oil soluble

Propyl gallate 0.05–0.1
Butylated hydroxyanisole 0.005–0.02
Butylated hydroxytoluene 0.005–0.02
Ascorbyl palmitate 0.01–0.02

Nordihydroguaiaretic acid 0.01–0.05
a-Tocopherol 9 0.05–0.075
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PACKAGING

The packaging system obviously is an integral part of
the parenteral product, providing long-term protection
and maintenance of physical and chemical stability of
the product formulation. Packaging can also be used
as a drug delivery tool by providing more convenient
delivery of the drug product (e.g., syringes, dual cham-
ber vials) and offering better control of drug dosing
(e.g., cartridges). Packaging is a major source of par-
ticulate contamination and can contribute to physical
and chemical degradation of the product. Packaging
constituents can leach into the product or the product
can be adsorbed or absorbed. The primary types of
packaging systems are glass, rubber, and plastic. Metal
tubes for ophthalmic ointments are not addressed here.
Primary SVI packaging systems include glass sealed
ampuls, rubber closed vials, prefilled syringes, car-
tridges, and small- and large-volume bottles made
either of glass or plastic.

Glass[34]

Glass used for parenteral products is classified as type I,
type II, and type III (Table 8). Type I is the highest
quality grade, composed almost exclusively of borosili-
cate (silicon dioxide), making it chemically resistant to
extreme acidic and alkaline conditions. Type I glass,
although more expensive, is preferred for most par-
enteral products. Often, even type I glass must be sur-
face treated with agents such as ammonium sulfate or
silica dioxide to remove surface leachates. Type II glass
is made of soda-lime glass but is treated with sodium
sulfite or sulfide to neutralize surface alkaline oxides.
Type III glass is untreated soda-lime glass. Type II
glass generally is used for large-volume injectables
and for small-volume products if the solution pH level
is less than 7.0. Type III glass can only be used for oily
solutions and dry powders. The USP[35] and other
compendia provide requirements and tests necessary
to qualify the different types of glass.

Formulation scientists must be aware that glass can
and will leach out various elements such as boron,

sodium, potassium, calcium, iron, and magnesium.
Glass leachates can affect solution pH and cause pre-
cipitation problems if the drug or other formulation
component forms insoluble salts when combined with
these leachates. Solutions of high pH level are notori-
ous for causing alkali leachates. Quality control of
each lot of glass must be consistent to control these
potential difficulties with leachates. Glass particulates
can also be a problem owing to delamination of the
inner surface of the glass.

Amber glass containers can be used for light-
sensitive SVIs. The amber color is produced by the
addition of iron and manganese oxides to the glass
formulation. Oxide leachates can occur and catalyze
oxidation reactions.

Rubber[36]

Rubber formulations are used as rubber closures (vials,
cartridges); rubber plungers (syringes, cartridges); and
other applications (rubber septum in dual chamber
vials, rubber septum for needle introduction in admin-
istration set tubing). The formulations can be very
complex. Not only do they contain the basic rubber
polymer, but also they may contain many additives
such as plasticizers, fillers, vulcanizing agents, pig-
ments, activators, accelerants, and antioxidants. Many
of these additives are not fully characterized for con-
tent or purity and can be sources of physical and
chemical degradation problems in parenteral products.
The formulation scientist must work as closely with the
rubber manufacturer as with the glass manufacturer to
choose the appropriate rubber formulation having
consistent specifications and characteristics to main-
tain product stability.

The most common rubber polymers used in SVI clo-
sures are natural and butyl rubber (Table 9). Silicone
and neoprene also are used but less frequently in sterile
products. Butyl rubber has great advantages over natu-
ral rubber in that butyl rubber requires fewer additives,
has low water vapor permeation properties, and has
good characteristics with respect to gaseous (e.g., oxy-
gen) permeation and reactivity with the active ingredient.

Table 8 Glass used for small-volume parenterals

Type General description USP test

Size

(ml)

Limits

(ml of 0.02 N acid)

I Highly resistant, borosilicate glass Powdered glass All 1.0

II Treated soda-lime glass Water attact 100 or less 0.07

Over 100 0.2

III Soda-lime glass Powdered glass All 8.5

NPa General-purpose soda-lime glass Powdered glass All 15.0
aFor non-parenteral articles.
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Problems with rubber materials include leaching of
constituents (e.g., zinc) into the product, adsorption
of active ingredients or antimicrobial preservatives,
and coring of the rubber by repeated insertion of a nee-
dle. Coring produces rubber particulates that affect the
quality and, potentially, the safety of the product.

Siliconization of rubber closure is a common prac-
tice in manufacturing to facilitate movement of the
closure through stainless steel equipment on the filling
lines. However, silicone is incompatible with hydro-
phobic drugs. Excessive silicone on rubber can potenti-
ate protein aggregation and cause precipitation
problems with certain drugs. Elastomer manufacturers
have developed rubber formulations with specially
bonded coatings that provide ‘‘slippery’’ rubber sur-
faces and, thus, do not require the need to apply sili-
cone for high-speed processing equipment.

Plastic

Plastic packaging has always been important for oph-
thalmic drug dosage forms and is gaining in popularity
for injectable dosage forms. Plastic bottles are used to
enable people to apply droplets of medication into the
eye. Plastic bottles for LVIs have been used for many
years. Plastic vials for SVIs may be a wave of the
future. Plastic packaging offers such advantages of
cost savings, elimination of the problems caused by
breakage of glass, and increase convenience of use.
As with other packaging systems, plastic formulations
can interact with the product, causing physical and
chemical stability problems. Plastic formulations are
less complicated than are rubber formulations and
tend to have a lower potential for leachability of its
constituents. However, plasticizer leachates are well-
known with polymers such as polyvinyl chloride
containers used for LVI bags and administration
devices. The most commonly used plastic polymer for
ophthalmic products is low-density polyethylene. For
other SVIs, polyolefin formulations are widely used
as well as polyvinyl chloride, polypropylene, polyam-
ide (nylon), polycarbonate, and copolymers such as
ethylene vinyl acetate.

STORAGE

Proper storage of SVIs is critical for the safety and
potency of the active ingredient(s) contained in the
packaging system. Long-term stability studies are
necessary for the appropriate storage conditions. Stab-
ility studies involve storing the product at various tem-
peratures, exposing to light, exposing to various
relative humidities, and assessing the effect of mechan-
ical stress during transportation and handling. Studies
on proper storage conditions and appropriate handling
are extremely important in this age of global distri-
bution of drug products, particularly products contain-
ing temperature- and stress-sensitive biomolecules. In
addition to concerns regarding the maintenance of
chemical and physical stability of the drug product
during distribution and storage, there is also concern
that the container-closure system is adequate to
maintain sterility and other microbiological quality
attributes of the sterile product. Container-closure
integrity studies in recent years have taken on greater
prominence as regulatory groups such as the FDA
require these data in registration approvals and in
the routine conducting of stability studies. Excellent
references on container-closure integrity methods are
available.[37,38]

ARTICLES OF FURTHER INTEREST

Autoxidation and Antioxidants, p. 139.
Freeze Drying, p. 1807.

REFERENCES

1. United States Pharmacopeia, National Formulary, 24th
Ed., 19th Ed.; The United States Pharmacopoeial Conven-
tion, Inc.: Rockville, MD, 2000; 1775.

2. Turco, S. Sterile Dosage Forms, 4th Ed.; Lea & Febiger:
Philadelphia, 1994.

3. Avis, K.E. Sterile products. In The Theory and Practice of
Industrial Pharmacy, 3rd Ed.; Lachman, L., Lieberman,
H.A., Kanig, J.L., Eds.; Lea & Febiger: Philadelphia,
1986; 639–677.

Table 9 Autoclavable rubber compounds used in small-volume parenterals

Type Additives Water–vaporpermeation

Potential reactivity

with product

Butyl Moderate Low Moderate

Natural High Moderate High

Neoprene High Moderate High

Polyisoprene High Moderate Moderate

Silicone Moderate Very high Low

Drug Delivery: Parenteral Route 1277



D
rug

D
elivery

P
arent–V

aginal

4. DeLuca, P.P.; Boylan, J.C. Formulation of small volume
parenterals. In Pharmaceutical Dosage Forms: Parenteral
Medications, 2nd Ed.; Avis, K.E., Lieberman, H.A.,
Lachman, L., Eds.; Marcel Dekker, Inc.: New York, 1992;
1, 173–248.

5. Boylan, J.C.; Fites, A.L.; Nail, S.L. Parenteral products. In
Modern Pharmaceutics, 3rd Ed.; Banker, G.S., Rhodes,
C.T., Eds.; Marcel Dekker, Inc.: New York, 1995.

6. Avis, K.E. Parenteral preparations. In Remington’s Phar-
maceutical Sciences, 18th Ed.; Gennaro, A.R., Ed.; Mack
Publishing Company: Easton, PA, 1990; 1545–1569.

7. Harwood, R.J.; Portnoff, J.B.; Sunbery, E.W. The processing
of small volume parenterals and related sterile products. In
Pharmaceutical Dosage Forms: Parenteral Medications,
2nd Ed.; Avis, K.E., Lieberman, H.A., Lachman, L., Eds.;
Marcel Dekker, Inc.: New York, 1993; 2, 1–92.

8. United States Pharmacopoeia, National Formulary, 24th
Ed., 19th Ed.; The United States Pharmacopeial Conven-
tion, Inc.: Rockville, MD, 2000; 1777.

9. Hecht, G.; Roehrs, R.R.; Cooper, E.R.; Hiddemen, J.W.;
Van Duzee, B.F. Design and evaluation of ophthalmic
pharmaceutical products. In Modern Pharmaceutics, 2nd
Ed.; Banker, G.S., Rhodes, C.T., Eds.; Marcel Dekker,
Inc.: New York, 1989; 539–603.

10. Olsen, L.E. Sterile diagnostics. In Pharmaceutical dosage
forms: parenteral medications, 2nd Ed.; Avis, K.E.,
Lieberman, H.A., Lachman, L., Eds.; Marcel Dekker,
Inc.: New York, 1992; 2, 321–359.

11. Shough, H.R. Allergenic extracts. In Remington’s Pharma-
ceutical Sciences, 18th Ed.; Gennaro, A.R., Ed.; Mack
Publishing Company: Easton, PA, 1990; 1405–1415.

12. United States Pharmacopoeia, National Formulary, 24th
Ed., 19th Ed.; The United States Pharmacopoeial Conven-
tion, Inc.: Rockville, MD, 2000; 1776.

13. Sims, E.E.; Worthington, H.E.C. Formulation studies on cer-
tain oily injection products. Int. J. Pharm. 1985, 24, 287–296.

14. Radd, B.L.; Newman, A.C.; Fegeley, B.J.; Chrzanowski, F.;
Lichten, J.L.; Walking, W.J. Development of haloperidol in
oil injection formulations. J. Parenteral Sci. Technol. 1985,
39, 48–53.

15. Reed, R.W.; Yalkowsky, S.H. Lysis of human red blood
cells in the presence of various cosolvents. J. Parenteral
Sci. Technol. 1985, 39, 64–68.

16. Nail, S.L.; Gatlin, L.A. Freeze drying: principles and prac-
tices. In Pharmaceutical Dosage Forms: Parenteral Medica-
tions, 2nd Ed.; Avis, K.E., Lieberman, H.A., Lachman, L.,
Eds.; Marcel Dekker, Inc.: New York, 1992; 2, 163–223.

17. Akers, M.J.; Fites, A.L.; Robison, R.L. Formulation devel-
opment of parenteral suspensions. J. Parenteral Sci. Technol.
1987, 41, 88–96.

18. Floyd, A.G.; Jain, S. Injectable emulsions and suspensions.
In Pharmaceutical Dosage Forms: Dispersed Systems, 2nd
Ed.; Lieberman, H.A., Rieger, M.M., Banker, G.S., Eds.;
Marcel Dekker, Inc.: New York, 1996; 2.

19. Akers, M.J. Parenteral Quality Control: Sterility, Pyrogen,
Particulate, and Package Integrity Testing, 2nd Ed.;
Marcel Dekker, Inc.: New York, 1994.

20. United States Pharmacopeia, National Formulary, 24th
Ed., 19th Ed.; The United States Pharmacopeial Conven-
tion, Inc.: Rockville, MD, 2000; 1818–1823.

21. United States Pharmacopeia, National Formulary, 24th
Ed., 19th Ed.; The United States Pharmacopeial Conven-
tion, Inc.: Rockville, MD, 2000; 1829–1931.

22. Gibson, M.; Denham, A.J.; Taylor, P.M.; Payne, N.I.
Development of a parenteral formulation of trimelamol, a
synthetic S-triazine carbinolamine-containing cytotoxic
agent. J. Parenteral Sci. Technol. 1990, 44, 306–313.

23. Chien, Y.W. Solubilization of metronidazole by water-
miscible multi-cosolvents and water-soluble vitamins.
J. Parenteral Sci. Technol. 1984, 38, 32–36.

24. Howard, J.R.; Gould, P.L. The use of cosolvents in par-
enteral formulations of low solubility drugs. Int. J. Pharm.
1985, 25, 359–362.

25. Tarr, B.D.; Yalkowsky, S.H. A new parenteral vehicle for
the administration of some poorly water soluble anti-cancer
drugs. J. Parenteral Sci. Technol. 1987, 41, 31–33.

26. Rajagopalan, N.; Dicken, C.M.; Ravin, L.J.; Sternson, L.A.
A study of the solubility of amphotericin B in nonaqueous
solvent systems. J. Parenteral Sci. Technol. 1988, 42,
97–102.

27. Loftsson, T.; Brewster, M.E. Pharmaceutical applications
of cyclodextrins. I. Drug solubilization and stabilization.
J. Pharm. Sci. 1996, 85, 1017–1025.

28. Thompson, D. Cyclodextrins—Enabling Excipients: Their
Present and Future Use in Pharmaceuticals, CRC Critical
Reviews in Therapeutic Drug Carrier Systems, January,
1977.

29. Wang, Y.J., Pearlman, R., Eds.; Stability and Characteri-
zation of Protein and Peptide Drugs; Plenum Publishing
Corp.: New York, 1993.

30. Ahern, T.J., Manning, M.C., Eds.; Stability of Protein
Pharmaceuticals; Plenum Publishing Corp.: New York,
1992.

31. Carpenter, J.F.; Pikal, M.J.; Chang, B.S.; Randolph, T.W.
Rational design of stable lyophilized protein formulations:
some practice advice. Pharmaceutical Research 1997, 14,
969–975.

32. Nema, S.; Washkuhn, R.J.; Brendel, R.J. Excipients and
their use in injectable products. PDA J Pharm. Sci. Technol.
1997, 51, 166–171.

33. Powell, M.F.; Nguyen, T.; Baloian, L. Compendium of
excipients for parenteral formulations. PDA J Pharm. Sci.
Technol. 1998, 52, 238–311.

34. Abendroth, R.P., Boylan, J.C., Eds.; Glass as a packaging
material for pharmaceuticals. In Encyclopedia of Pharma-
ceutical Technology, 1st Ed.; Marcel Dekker, Inc.: New
York, 1993; 7, 79–99.

35. United States Pharmacopoeia, National Formulary, 24th
Ed., 19th Ed.; The United States Pharmacopeial Conven-
tion, Inc.: Rockville, MD, 2000; 1930–1932.

36. Avis, K.E.; Smith, E.J. Elastomeric parenteral closures. In
Encyclopedia of Pharmaceutical Technology, 1st Ed.;
Swarbrick, J., Boylan, J.C., Eds.; Marcel Dekker, Inc.:
New York, 1992; 7, 73–88.

37. Guazzo, D.M. Container/closure integrity. In Parenteral
Quality Control: Sterility, Pyrogen, Particulate, and Pack-
age Integrity Testing, 2nd Ed.; Akers, M.J., Ed.; Marcel
Dekker, Inc.: New York, 1994; Chapter 4.

38. Pharmaceutical package integrity. Technical Report No. 27.
PDA J. Pharm. Sci. Technol. 1998, 52.

1278 Drug Delivery: Parenteral Route



D
ru

g
D

el
iv

er
y

P
ar

en
t–

V
ag

in
al

Drug Delivery: Pulmonary Delivery

Michael T. Newhouse
Inhale Therapeutic Systems, Inc., San Carlos, California, U.S.A.

INTRODUCTION

New dispersible formulations and drug aerosol deliv-
ery devices for inhaleable peptides, proteins and vari-
ous small molecules have, in the past decade, become
of increasing interest for the treatment of systemic
and respiratory diseases. These include, but also extend
well beyond, the traditional and long available
(although still underutilized) therapies for asthma
and chronic obstructive pulmonary disease (COPD).
Advances in the use of the lungs as portals for delivery
of medication to the blood stream have greatly expanded
the potential applications of pulmonary delivery. This
advanced technology was initially applied to the sys-
temic delivery of large molecules, such as insulin,
interferon-b, or a1 proteinase inhibitor. By facilitating
the systemic delivery of large and small molecule drugs
through inhalation deep into the lung, this advanced pul-
monary technology provides a unique and innovative
delivery alternative for therapies that must currently be
administered by injection (i.v., i.m., s.c.) or by oral deliv-
ery that causes adverse effects or is poorly absorbed.
Indeed, a major advantage of therapy via the lungs is
the potentially improved therapeutic index, that is,
the ratio of therapeutic benefit to adverse effects. This
applies mainly to the therapy of pulmonary disease,
but may also be applicable to systemic disease due to
reduced first-pass metabolism that may be associated
with hepatocellular injury. Pulmonary delivery also
offers the potential for better and possibly more econ-
omical treatment or prophylaxis of respiratory and
systemic diseases (e.g. viral vaccines).

ADVANTAGES OF INHALEABLES

Advanced technology for pulmonary delivery is expand-
ing a category of drugs called ‘‘inhaleables,’’ defined as
respiratory and systemic therapies administered simply
by inhaling. Inhaleables offer several advantages over
injectable, transdermal or oral methods of delivery that
make them more appealing to both patients and physi-
cians for treating a variety of diseases by means of
currently available and future therapies.

First, inhaleables provide a non-invasive method
of delivering drugs into the bloodstream for those

molecules that currently can only be delivered by
injection. These include peptides and proteins, such
as insulin for diabetes or interferon beta for multiple
sclerosis and most of the drugs developed in recent
years by biotechnology companies. Inhale Therapeutic
Systems, Inc. (San Carlos, California.) is pioneering
advanced pulmonary drug delivery technology to pro-
vide a convenient and pain-free alternative to injection
for systemic delivery of peptides and proteins. Feed-
back from patients in the clinical trials and extensive
market research support the view that inhaleable drugs
will be welcome alternatives to injections.

Second, inhaleables enable effective drug targeting
to the lungs for relatively common respiratory tract
diseases such as asthma, emphysema, bronchiectasis
and chronic bronchitis. This direct delivery most often
results in a better treatment outcome while potentially
requiring less drug than if given systemically either
orally or by injection.

Third, inhaleables provide for very rapid onset of
action similar to the i.v. route and quicker than can
be achieved with either oral delivery or subcutaneous
injections. More rapid delivery could benefit treat-
ments for pain, seizures, panic/anxiety attacks, hyper-
tensive crises, anaphylaxis (severe allergies, food, insect
bites), nausea, cardiovascular conditions (arrhythmia,
strokes), and Parkinson’s ‘‘lock-up’’—indications where
speed is important.

Fourth, inhaling instead of taking pills can help
avoid gastrointestinal tract problems such as poor
solubility, low bioavailability, gut irritability, unwanted
metabolites, food effects and dosing variability.

MACROMOLECULES AND
THEIR IMPORTANCE

Macromolecules are polymers composed of three or
more amino acids, sugars, nucleotides, etc. While the
large protein molecules are usually made by means of
recombinant technologies, the smallest peptides are
made primarily by chemical synthesis.

After nearly two decades of activity, innovations in
biotechnology and recombinant gene techniques have led
to an increase in the approved use of many macromol-
ecule drugs. In recent years, at least 30 macromolecule
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medications have been approved for marketing in the
United States alone, and more than 130 are now in
human clinical trials, many for the treatment of chronic
and subacute diseases that afflict a large percentage of
people worldwide. This is particularly significant, as most
of the diseases in question require multiple drug doses
and, therefore, multiple injections over many years.

For many years, medical science has been looking
for an alternative to injections for the delivery of
macromolecule drugs. Due principally to their size,
these molecules, mostly proteins and peptides, cannot
naturally and efficiently pass through the skin or nasal
membranes without the use of penetration enhancers,
such as detergents or electrical impulses. If adminis-
tered orally, they are digested or degraded before they
reach the bloodstream. Therefore, oral, transdermal
and nasal routes of delivery are inefficient for these
molecules. In contrast, research has shown that many
of those same molecules are absorbed naturally and
quickly into the bloodstream if they are delivered to
the deep lung through the use of inhaleables.

WHY IS PULMONARY DELIVERY
THE BEST ROUTE?

At best, chronic injection is an unpleasant prospect
with a host of hygiene issues and potential side effects.
At worst, it can create a barrier to patient compliance
with the particular drug regimen required to most
effectively treat a given disease, since some patients
choose irregular treatment or no treatment at all when
faced with frequent injections.

While injection has served as the primary means of
delivering macromolecules produced by biotechnol-
ogy, many non-invasive routes have been explored as
alternatives. Oral delivery remains the most common
method of delivery for most small molecule drugs.
However, oral delivery most often does not work for
macromolecules because proteins are digested before
they have an opportunity to reach the bloodstream.
Commercially successful oral delivery of peptides and
proteins has not been achievable with the exception
of DDAVP (9 amino acids) and cyclosporin (11 amino
acids), two digestion resistant small peptides.

The skin offers an even less naturally permeable
boundary to macromolecules than the gastrointestinal
tract. Thus, passive transdermal delivery of proteins and
peptides using ‘‘patch’’ technology has not succeeded.
Peptides and proteins can be shot through the skin into
the body using high-pressure ‘‘needle-less’’ injection
devices. The devices, which inject proteins like insulin,
have been available for years, however they have failed
to impress doctors or patients due to the associated
discomfort and the potential for ‘‘splash back’’ to trans-
mit blood-borne diseases such as AIDS or hepatitis.

Nasal delivery is inefficient in terms of the amount
of drug actually delivered to the body and to increase
its efficiency, penetration enhancers must be added
that may cause local irritation.

In contrast, research has shown that many mole-
cules are absorbed through the deep lung into the
bloodstream naturally with relatively high bioavail-
ability and without the need for enhancers used by
other non-invasive routes.[1] With regard to the treat-
ment of systemic disease, bioavailability is defined as
the amount of drug that actually reaches the blood-
stream by any method of delivery, compared to the
mass of the agent with which the delivery ‘‘device’’
was charged.

The respiratory tract is accustomed to dealing with
chronic exposure to a relatively large load of biological
and non-biological particulates. These are contained in
the 20,000 L of air that must be inhaled daily to accom-
plish gas exchange. It is a tribute to the effectiveness of
lung defense mechanisms that in healthy people, for
most of their lives, the lungs are sterile below the
larynx. According to the American Conference of
Governmental Industrial Hygienists, a person can
inhale approximately 30 mg/day of inert nuisance
dusts into the lung day after day without effect,[2]

suggesting that the lung is a rather robust organ.
Further, there is no evidence that inhaling autologous
(self) proteins presents any immune response issues. The
high bioavailability provided by the deep lung and the
robustness of this organ make it a natural portal of entry
for peptides, proteins and other small molecules that
could be used to provide systemic therapy.

Riding on Air—Getting to the Deep Lung

The lung provides an enormous surface area through
which molecules can be absorbed into the bloodstream.
When a breath of air is inhaled, it travels down the tra-
chea and the conducting airways to reach the alveolar
epithelium. The conducting airways branch 12–23
times and their surface area measures approximately
0.8 m2 in adults. The epithelium of the branching air-
ways of the lungs are lined by a relatively thick,
ciliated, pseudostratified columnar epithelial layer cov-
ered with low viscosity periciliary fluid. Floating above
the periciliary fluid are large ‘‘rafts’’ of thicker gel-like
mucus which are propelled towards the pharynx by the
rapidly beating cilia.

Once a drug aerosol has made its way through the
conducting airways to deposit in the deep lung, the
major barriers to entering the body are the 0.15 mm
layer of type I alveolar cells that are covered by a very
thin layer of epithelial lining fluid consisting mainly of
surfactant and the relatively permeable endothelium of
the alveolar capillaries. Alveolar cells have so called
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‘‘tight’’ junctions that act as a relative barrier to the
absorption of large molecules such as proteins and
peptides and prevent the development of pulmonary
edema.

THE ALVEOLAR EPITHELIUM

The alveolar epithelium measures approximately 100 m2

in adults—approximately the size of a singles tennis
court. It is made up of approximately 500,000,000 tiny
airsacs, 300mm in diameter, called alveoli. These are
enveloped by an equally large capillary network and
itisacross this enormously large and extremely thin
(0.1–0.2mm) membrane that gas exchange and the trans-
cytosis of large and small molecules occurs. The alveolar
epithelium is composed of a thin, non-ciliated, non-
mucus-covered cell layer consisting mainly of type I
and type II fixed alveolar cells. A thin epithelial lining
fluid, mainly surfactant, covers the type I and II alveolar
epithelial cells.

Type I pneumocytes make up most of the epithelial
surface. It is the large, thin, type I pneumocytes that
are the primary site of pulmonary protein absorption.
The type II pneumocytes, lying in niches between type
I cells, are the main source of surfactants and also
replace type I cells as they undergo apoptosis (pro-
grammed cell death) after about 120 days.

Beneath and extending between these cells are
antigen evaluating and presenting dendritic cells. On
the epithelial surface are motile phagocytes called
macrophages, about 15 to each alveolus. These remove
foreign biological and non-biological particles and
assist in maintaining the sterility of the alveolar sur-
face. Macrophages are the immune system’s first line
of defense against inhaled organisms. The key to
preventing macrophages from engulfing inhaled drug
particles is solubility. Ideally, drugs are rapidly dis-
solved in the epithelial lining fluid on the surface of
the epithelium thus assisting their ingestion by macro-
phages. This process can be accelerated by means of
small, drug-containing, lipid particles.

TRANSCYTOSIS

The body absorbs peptides and proteins into the
bloodstreamby a natural process known as transcy-
tosis, which occurs deep in the lung. Transcytosis
allows drug molecules to move across an impermeable
cell membrane without creating holes in the cells and
destroying the barrier (Fig. 1).

The process is performed by trillions of tiny mem-
brane bubbles, or transcytotic vesicles, which form
from invaginations of the cell membrane on one side
of the cell and fuse back into the membrane on the

other side of the cell. The result is that small volumes
of alveolar fluid, containing dissolved proteins, are rap-
idly carried by a ‘‘bucket brigade’’ from one side of the
alveolar cell to the other.

Small molecules and peptides are also thought to be
absorbed through the lung surface by an analogous
process called paracellular transport. This is achieved
through the tight junctions which connect cells to each
other. However, in contrast to transcytosis that is
rapid and efficient, paracellular transport is slow and
inefficient.

Many dissolved proteins that have been transported
through the alveolar cells are rapidly reabsorbed into
the blood through the capillary endothelial cells (also
by transcytosis). In the case of some large proteins,
they are more slowly drained across the interstitial
space by means of the pulmonary lymphatics, which
also empty into the bloodstream via the thoracic duct
and superior vena cava.

The purpose of transcytosis in lung biology is not
clearly understood. It is thought to be a natural mech-
anism for controlling the level of airway fluid and for
moving endogenous proteins back and forth across
the epithelium during normal physiological ‘‘house-
keeping.’’ Both transcytosis and paracellular transport
are sophisticated cell processes mediated by complex
cell machinery.

The result of these two processes is a non-invasive
means of delivering proteins and peptides to the

Fig. 1 Natural absorptive mechanism. The body absorbs
peptides and proteins into the bloodstream by a natural pro-
cess known as transcytosis which occurs deep in the lung.

Transcytosis is the process by which large molecules move
across an impermeable cell membrane without creating holes
in the cells and destroying the barrier. It is performed by tiny
membrane bubbles, or transcytotic vesicles, which form

invaginations of the cell membrane on one side of the cell
and dissolve back into the membrane on the other side
of the cell. The result is that small volumes of alveolar fluid,

including dissolved proteins, are carried by a ‘‘bucket
brigade’’ from one side of a cell to the other.
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bloodstream with relatively high bioavailability and
without the use of penetration enhancers.[3]

Because the molecules are delivered rapidly into the
bloodstream, there is a much more rapid onset of
action than with any other non-i.v. delivery method.
This can be particularly useful in indications where
speed is important such as pain control, relief of mus-
cle spasm, panic/anxiety attacks, hypertensive crises,
cardiac arrythmias, anaphylaxis (severe allergies to
food and insect bites), nausea, cardiovascular con-
ditions (arrhythmia, strokes), Parkinson’s ‘‘lock-up,’’
and epileptic seizures.

Characteristics of Lung Absorption

Large, highly vascularized area available for
transcytosis

Conducting airways �0.8 m2

Alveoli �80 m2

Alveoli highly permeable to many biologics; most
small molecules and many macromolecules capable
of absorption throughout the respiratory tract

Relatively rapid, first-order absorption

Much less first-pass metabolism and degradation
in the gastrointestinal tract and liver

Cytochrome P450 enzyme concentration in human
lungs <0.7% that of liver

Only 1A1 and 4B1 P450 isozymes reported in the
human lung

CLINICAL APPLICATIONS OF
PULMONARY DELIVERY

Pulmonary drug delivery in our post-genomics era has
opened the door to non-invasive administration of a
wide variety of macromolecules. Since drug delivery
by the pulmonary route is now practical, drug compa-
nies can reconsider the development of new macro-
molecules and small molecules whose markets are
limited as an injectable or when given by mouth.
Furthermore, rather than spending years to develop
an oral version (or abandon a project altogether)
especially for chronic or subchronic therapies, pharma-
ceutical companies can save years of development time
by using pulmonary delivery for their macromolecule
drugs. Pulmonary delivery could also replace some oral
drugs due to the much faster onset of action with
improved absorption and avoidance of first pass losses
with delivery through the GI tract.

Nearly every biotherapeutic product involving chronic
or longterm use would benefit from non-invasive
delivery, which could provide pharmaceutical companies
with a competitive advantage, expand the market for

products and/or enable new indications to be considered.
Further, proprietary new inhalation delivery systems
can extend the patent life of a drug, increase patient
compliance and possibly reduce healthcare costs.

Because of the advances in biotechnology that have
resulted not only in new macromolecules but also in
new devices to deliver them via the lungs, patients
and physicians will soon be able to use this route to
treat diseases such as diabetes, hepatitis, osteoporosis,
multiple sclerosis, genetic emphysema, cystic fibrosis,
and other pulmonary infections among others.

Pulmonary delivery could also be used for delivery
of vaccines. In the United States alone, children endure
as many as 14 vaccine injections by age 16 and that
number is climbing as new research makes more
vaccines available. The cost of a single injection can
quadruple if the costs of equipment and personnel
are included. Furthermore, fear of needles reduces
compliance, thus the potential for an increased market
share in this area. Inhaled vaccines may be used to
prevent influenza, pneumonia, tuberculosis, measles,
cytomegalovirus, asthma, and mucosal-entry diseases
such as sexually transmitted diseases including HIV.

PULMONARY DISEASE AND
PULMONARY DELIVERY

Pulmonary drug targeting has long been used to treat
lung disease, particularly asthma and COPD, non-CF
and CF bronchiectasis, bronchiolitis and recently influ-
enza. Potentially, other pulmonary diseases such as
parenchymal fibrosis, acute bronchitis, pneumonia
and even carcinoma of the lung in situ might be treated
by inhalation. Secondary lung malignancies have been
treated by inhalation of Il2 and GM-CSF with some
benefit.

With regard to pulmonary infections, much higher
concentrations of antibiotics can be achieved in the
lungs by inhalation, which should accomplish greater
and more rapid bacterial killing with less likelihood
of developing bacterial resistance. Furthermore, top-
ical delivery achieves reduced systemic side effects for
equivalent therapeutic benefit.

CHALLENGES AND SOLUTIONS
IN PULMONARY DELIVERY

In the mid-1950s the first pressurized metered dose
inhaler (MDI) was developed for the administration
of bronchodilator drugs locally to the lung. It was a
major advance for the treatment of asthma since it
made aerosol medications readily available in an inex-
pensive small multidose device.
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The world aerosol market has grown due to the
increased incidence of asthma and chronic obstructive
pulmonary disease (COPD) as well as due to an
increased number of patients receiving aerosol medica-
tions as the drug formulation-device combination of
choice. Until recently, companies developed pulmon-
ary drug delivery systems primarily to dispense drugs
to the airways of the lung for local lung applications.
Application systems such as pressurized metered dose
inhalers (pMDIs), breath activated dry powdered
inhalers (DPIs), liquid jet and ultrasonic nebulizers
have proved useful in the management of airway
inflammation and bronchoconstriction.

For the systemic delivery of most drugs, however,
currently marketed aerosol delivery systems are
inadequate due to the following:

1. Low System Efficiency: To be commercially
feasible for the administration of costly proteins
and peptides, the overall efficiency of presently
available systems has remained generally too
low. Correct aerosol particle size is very impor-
tant for optimum deep lung delivery. Studies
have established that these particles should
range from one to three microns in aerodynamic
diameter for optimum lung deposition efficiency.
If the particles are too large, they impact in the
oropharynx and larynx. If they are too small,
they will be exhaled. Most existing MDI systems
can only deliver a small fraction (about 10–20%)
of the dispensed drug in the correct particle size
for deep lung deposition[4–6] although, recently
developed 1mm solution aerosols from cortico-
steroid pMDIs have achieved lung deposition
efficiencies of 60% or more.

2. Low Drug Mass per Puff: With most existing
systems, the total amount of drug per puff deliv-
ered to the lower respiratory tract is too low—
less than 1000 mcg[6]—to enable practical deliv-
ery of many macromolecules which require
milligram doses. Device payload versatility is
an important feature with the new macromol-
ecule drugs since they come in a wide variety
of potencies—from a few micrograms per dose
to tens of milligrams. Traditional inhalation sys-
tems have primarily been designed to deliver
some of the most potent drugs in use today,
namely the inhaled bronchodilators and corti-
costeroids used for treating asthma. Both of
these classes of medication are bioactive in the
lung at 5–50 mg/dose. In contrast, many peptide
and protein drugs require deep lung doses in the
2–20 mg/dose range.[1]

3. Poor Formulation Stability for Macromolecules:
existing aerosol systems are not designed to pro-
tect the formulations of delicate macromolecules.

Most traditional small molecule asthma drugs
are crystalline and, in the case of corticoster-
oids, relatively moisture resistant in the dry
state. They are also rather stable in liquids as
compared to most macromolecules, which are
unstable in the liquid state, amorphous, and
highly moisture sensitive in the dry state. There
are exceptions, including Genentech’s Pulmo-
zyme, the first FDA approved aerosol protein,
a 33 kDa digestive enzyme (DNAse) used to
break up the thick, grossly infected, mucus in
cystic fibrosis. It is available as a stable liquid
formulation for nebulization. Other proteins
such as growth hormone, G-CSF and Interfer-
ons aggregate and are partially denatured by
nebulization.[7]

4. Poor Dosing Reproducibility: for a variety of
reasons, the dosing reproducibility of many
existing systems is too variable for systemic
delivery of most macromolecule drugs.[6,8] Phy-
sicians and patients alike have tolerated the
highly variable dosing of inhaled asthma medi-
cations for years because the drugs have a wide
therapeutic window and optimizing the drug
dose is usually a matter of trial and error. In
the case of the bronchodilators, the rapid
improvement characterized by easier breathing
has enabled patients to know whether or not
they have used the proper inhalation technique
and dose. So far, no macromolecule drug
appears to possess such rapid biofeedback.

Potential solutions to these challenges to ensure
effective inhalation drug treatment include active dry
powder delivery systems, active liquid blister technology,
and hydrofluorocarbon (HFC) propellant nebulization
systems.

Dry Powder Inhalation (DPI) Systems

Dry powder aerosols are frequently highly soluble and
quickly dissolve in the fluid layer lining the surface of
the deep lung before passing through the thin cyto-
plasm of the type I alveolar cells the interstial ‘‘space’’
and capillary endothelium. The main advantages of
dry powder systems include product and formulation
stability (even at room temperature or above), the
potential for delivering a low or high mass of drug
per puff, low susceptibility to microbial growth, and
applicability to both soluble and insoluble drugs.

Current challenges facing the development of these
systems for macromolecules include moisture control,
efficient powder manufacturing, reproducible powder
filling, unit dose packaging and development of efficient
reliable aerosol dispersion and delivery devices.
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One of the challenges is that the fine powder parti-
cles tend to stick to each other. These clumps can be
difficult to break apart into breathable particles for
slow inhalation by the patient. Breath-powered powder
inhalers for asthmatics attempt to apply the forces gen-
erated by a rapid forceful inspiration to break apart
the powder clumps. But vigorous rapid inhalation does
not efficiently deaggregate and target the very fine
powder clumps to the deep lung. This is mainly
because particle inertia causes impaction of most of
the medication in the oropharynx.

One solution to the clumping problem for macro-
molecule drug delivery is to use a device with sufficient
power to force the deaggregation of even fairly
adhesive powders. One company working on this issue,
Inhale Therapeutic Systems, of San Carlos, California,
has designed a device that uses sonic velocity com-
pressed air (1.5 mL) to aerosolize the powder (Fig. 2).
Systemic Delivery. These de-agglomerated particles form
a standing cloud in an aerosol holding chamber. The
patient then inhales the stationary cloud with one slow,
rate controlled deep breath, eliminating the need for
patient coordination between the generation of the aero-
sol powder and inhalation. Furthermore, the slow deep
breath encourages efficient alveolar delivery of the drug.

The keys to efficient aerosol targeting to the deep
lung are:

1. Formulation of readily dispersible powders by
particle engineering

2. A device that is small, inexpensive and user-
friendly to generate the drug aerosol, and

3. Inhalation at a low inspiratory flow rate (below
20 L/min) to minimize upper airway and large
airway deposition.

Liquid Systems

Liquid systems provide ease of filling and availability
(in some cases) of preexisting injectable formulations
for macromolecules. These systems, however, also pose
hurdles for their use with protein and peptide drug
delivery. They currently offer lower drug payload per
puff than dry systems (because more than 95% of the
mass is water), difficulty in formulation stabilization
(particularly for insoluble drugs), and greater suscepti-
bility to microbial growth within a device. Current
challenges facing the development of liquid systems
for macromolecules are formulation stability, unit dose
packaging, high payload delivery and development of
efficient reliable devices.

One of the oldest medical aerosol delivery systems is
the air jet nebulizer, which forms a fine mist of liquid
droplets from a drug solution that a patient breathes
over a period of 10–30 min/dose. The cumbersome

electric powered jet nebulizer is often used as a fallback
delivery system for asthmatics who do not appear to be
getting relief from the small portable MDIs and DPIs.
Nebulizers are very hard on macromolecules and cause

Fig. 2 Advanced inhaler technology for pulmonary systemic

delivery. Shown here: a collapsed and extended advanced
inhaler used for systemic delivery. A patient would use this
device and powdered medicine instead of receiving an injection

or taking a pill. The device slides open and closed like a tele-
scope for compact carrying, making it portable for patients
who must self-administer drugs regularly. A patient would
open the device, insert a blister of powdered medicine and then

pump the handle which compresses a small amount of air
inside the device. By pushing a button, the patient causes the
compressed air to be released at extremely high velocity, break-

ing apart the powder from the blister and sending it into the
200-mL chamber where it is captured as a stationary cloud.
When patients inhale this fine powder formulation of the drug

as an aerosolized cloud, they receive the medicine first and then
a volume of air that helps push the drug deep into the lung,
where it is absorbed into the blood.
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aggregation in the device before some macromolecules
can be inhaled.[7]

Some companies are focusing on the development
of a new generation of liquid systems that are portable,
more efficient, more gentle on the macromolecule and
that can deliver the medicine in far fewer puffs than
the old fashioned nebulizer. Two companies who
are developing advanced pulmonary delivery liquid
systems are Aradigm Corporation, Hayward, CA,
and AeroGen, Inc., Sunnyvale, CA.

Propellant Systems

The best example of propellant-powered systems is the
well-known little canister inhalers (pressurized metered
dose inhalers or pMDIs) used by asthmatics since the
1950s. The original, ozone-depleting chlorofluorocar-
bon (CFC) propellants are being replaced by the more
environmentally friendly hydrofluorocarbons (HFCs).
HFC propellant systems give patients the convenience
of small, inexpensive multidose devices that can be
filled easily. However, they appear at this time not to
be amenable to stable formulating of macromolecular
therapeutic applications. Current designs deliver low
payloads per puff, have low lung delivery efficiency,
poor stability for water-soluble macromolecules and
moderately high dosing variability.[6]

OTHER ISSUES REGARDING
PULMONARY DELIVERY

Notwithstanding the scientific advances in this field,
many still have concerns about acceptable bioavailability

and reproducibility with pulmonary delivery while others
harbor some fears about the safety of deep lung
inhalation of macromolecules.

Dose reproducibility: Several human studies com-
paring aerosol insulin administration to subcutaneously
administered insulin showed that the variability in glu-
cose response from a liquid nebulizer that utilized the
standing cloud concept was equivalent or better than
that seen with insulin injection.[9] Inhale Therapeutics
Systems, Inc. has adopted this standing cloud concept
for its dry powder inhaler to achieve reproducibility of
delivery of macromolecules to the systemic circulation
that is equivalent to subcutaneous injections.

Safety: A growing body of data indicates that
inhaling proteins can be safe, whether the patient has
healthy lungs or a pulmonary disease (Table 1). With
relatively stable lung diseases, unless the damage or
deterioration of the lung parenchyma is very severe—
that is, if the patient has lost over 60% of lung
function—most researchers do not expect systemic
variability from pulmonary delivery to differ from that
seen with injections. With typical upper respiratory
diseases such as colds and flu, lung function is thought
to remain within 70–100% of normal. Even with a cold
or flu where inspiratory capacity can fall up to 30%
below normal, a deep breath that is 70% of a normal
deep inspiration can deliver the aerosol drug into the
lungs if the standing cloud technique is used to provide
an aerosol bolus at the very beginning of a slow deep
breath.

Despite considerable clinical experience with aero-
solized macromolecules, there have been no serious
safety issues to date, nor have there been significant
problems with throat irritation or cough. So far, the
proteins and peptides under development for human
applications have been virtually tasteless and the inci-
dence of cough, with properly formulated drugs, has
been very low. However, large particle sizes (more than
5 mm) can cause cough regardless of chemical compo-
sition, so it is important that particle sizes be kept in
the so-called fine particle range (i.e., less than 5 mm).

Given the advances in pulmonary delivery tech-
nology, the issues for drug companies and patients
concerning pulmonary delivery revolve around economic
evaluations, approvals, administration and managed
health care. As these issues are resolved, pulmonary
delivery will doubtless become regarded as one of the
leading drug delivery alternatives.
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INTRODUCTION

Historically, extended release dosage forms were
developed, which release the drug continuously over
longer periods of time. These dosage forms offer many
advantages, such as the nearly constant drug levels at
the site of action and therefore minimization of peak-
trough-fluctuations, reduced frequency of administra-
tion, and an improved patient compliance. In recent
years, pulsatile release systems have gained increasing
interest. Ideally, with a pulsatile system, the drug is
released rapidly and completely after a defined lag time
of no drug release (Fig. 1A). Alternative terms used to
describe pulsatile release are delayed or sigmoidal
release. Besides one-pulse systems, multipulse systems
release the drug in subsequent pulses.[1] The appli-
cation of pulsatile release systems can be advantageous
to adapt a drug therapy to chronopharmacological
needs or to target a drug to a specific site in the gastro-
intestinal tract (GIT), e.g., to the colon.

Pulsatile drug delivery systems (DDS) can be
classified in site-specific and time-controlled systems.
Drug release from site-specific systems depends on
the environment in the GIT, e.g., on pH, presence of
enzymes, and the pressure in the GIT. In contrast,
time-controlled DDS are independent of the biological
environment. The drug release is controlled only by the
system. Time-controlled pulsatile delivery has been
achieved mainly with drug-containing cores, which
are covered with release-controlling layers. The cores
serve as reservoirs, which protect the core from the
environment, e.g., water, acidic pH, and enzymes, until
the drug is released after the lag phase. The coatings
can erode/dissolve, rupture, or alter their permeability
at the required time. Alternatively, capsular-shaped
cores can be combined with release-controlling plugs.
These strategies to release drugs in a pulsatile manner
are reviewed in detail in this article.

CHRONOPHARMACOLOGY
OF DRUG EFFECTS

The dependence of several diseases and body function
on circadian rhythms is well known. A genetic control

of a ‘‘master clock’’ located in the nucleus suprachias-
maticus was recently proposed.[2]

A number of hormones, such as renin, aldosterone,
or cortisol, show distinct daily fluctuations.[3] Circa-
dian rhythms in the onset and extent of disease symptoms
were observed, including diseases such as bronchial
asthma, myocardial infarction, angina pectoris, rheu-
matic disease, ulcer disease, and hypertension.[4]

The incidence of asthmatic attacks increased during
the early morning hours with a maximum at 4 A.M.[5]

(Fig. 2). A treatment based on a theophylline con-
trolled release dosage form resulting in a constant drug
plasma level would not be optimal. Therefore a thera-
peutic scheme taking into account diurnal variation
should be more effective. This could be realized by a
pulsatile dosage form, taken at bedtime with a pro-
grammed drug release in the early morning hours.

Circadian effects were also observed for the pH and
acid secretion in the stomach. Despite treatment of
patients with a continuous infusion of famotidine, a
H2 antagonist, the pH in the stomach showed diurnal
fluctuations between pH 7 and pH 2–3.[6] Therefore a
constant blood level, as obtained with a drug infusion
and possibly achieved with conventional controlled
drug delivery systems, does not always lead to a con-
stant pharmacological effect. Similar effects were
observed for the gastric pH in ranitidine-treated
patients.[7] Another example for the need of chrono-
pharmacological adaptation is the treatment of pain
in a study with patients suffering from postoperative
pain. The analgesia requirements followed a diurnal
rhythm with peaks at 9 A.M. and 8 P.M.[8]

Chronopharmacology can affect the drug therapy in
two ways, either in daily variations in pharmacody-
namic effects or in pharmacokinetics.[9] Many drugs
were studied with respect to their pharmacokinetics
and chronopharmacology, including analgesics, anti-
cancer drugs, antibiotics, psychoactive drugs, local
anesthetics, antiasthmatics, anticonvulsants, and beta-
blockers.[10] Beta-receptor blocking agents reduced
ischemic events mainly during the morning hours.[11]

All body functions involved in absorption, distri-
bution, and elimination of drugs can be dependent
on circadian rhythms. For example, the gastric empty-
ing time of solids is faster in the morning than in the
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afternoon.[12] Blood perfusion of the gastrointestinal
tract was also found to be higher during early morning
hours, which could affect the absorption via passive
diffusion.[13,14] Especially for lipophilic drugs, the time
of maximum plasma concentration, tmax, may decrease
and maximum plasma concentration, cmax, may increase
when applied in the morning hours.

These findings lead to the requirement of a time-
programmed therapeutic scheme, whereby the drug is
at the site of action at the right time in the required
amount. This can be realized with pulsatile drug deliv-
ery systems.

SYSTEMS WITH ERODING
OR SOLUBLE COATINGS

Most pulsatile delivery systems are reservoir devices
coated with a barrier layer. The barrier dissolves or
erodes after a specified lag time, after which the drug
is released rapidly from the reservoir core. In general,
the lag time prior to drug release can be controlled
by the thickness of the coating layer.

Various lag times have been achieved with press-
coated tablets, where the press-coated barrier layer
consisted of a mixture of a soluble polymer, hydroxy-
propylmethyl cellulose (HPMC), and different water-
insoluble polymers, such as ethylcellulose, Eudragit�

RS, or polylactic acid in different ratios.[15] The release
medium permeates through the coating and then
results in disintegration of the tablet, whereby the lag
time prior to disintegration decreases with increasing
proportion of the water-soluble polymer.

The Chronotopic� system (Fig. 3) consisted of a
core tablet containing the drug and a HPMC layer,
optionally coated with an outer enteric coating.[16–19]

The lag time prior to drug release was controlled by

the thickness and the viscosity grade of the HPMC
layer. After erosion or dissolution of the rubbery
HPMC layer, a distinct pulse was observed. To avoid
retarding effects in the drug release phase, the thick-
ness as well as the viscosity grade of the HPMC layer
should be limited.[20] The system probably works best
for poorly water-soluble drugs. Highly water-soluble
drugs could possibly diffuse through the swollen
HPMC layer prior to complete erosion. In addition
to core tablets, this principle was applied to hard and
soft gelatin capsules.[21] The coating was applied by
spraying an aqueous solution of HPMC (Methocel�

E50) onto the capsules up to a weight gain of 20%.
The lag time of coated capsules was longer than that
of tablets at the same coating level. This was explained
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Fig. 3 The Chronotopic� system. (From Ref.[18].)
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by the lack of disintegration power of the capsules,
when compared to the coated tablets. One problem
of the coated tablets was the attrition of the swollen
polymer from the edges during dissolution test; this
would also lead to shortened erosion rates.

The following examples describe delivery systems,
whereby an impermeable, insoluble layer protects sev-
eral sides of the system from the dissolution medium
and the drug release therefore occurs only from one
side of the system.

Lippold and Möckel proposed a prototype, which
consisted of a three-layer HPMC tablet, containing,
from the outside to the inside, an immediate release
layer, an intermediate drug-free layer, and an inner
drug-containing layer (second pulse dose of drug).[22]

A specially designed holder, a tight-fitting metal
mould, was used to allow only one surface to come into
contact with the release medium. The hydrophilic
matrix eroded continuously, first releasing the drug
from the immediate release layer, followed by a period
of no drug release (the length of which was controlled
by the thickness and therefore the erosion time of
the intermediate drug-free HPMC layer) and then the
second drug release pulse from the inner layer. The
release profile showed a sharp increase in the beginning
(first pulse; immediate dose from the top layer
released), followed by a lag time, and again a drug
release phase (second pulse). The lag time increased
from 2.5 to 6.5 hr with increasing thickness of the
HPMC layer from 1.44 to 2.87 mm. The HPMC
swelled and formed a gel-like layer, thus reducing the
release rate of the second pulse. This system was sug-
gested as a prototype for a buccal tablet because of
the limited transit time of a solid dosage form through
the stomach and the small intestine. A buccal appli-
cation supposedly would overcome this limitation.

For a final dosage form, a coating for the three sides of
the system is still needed in order to overcome the need of
the metal mould, which was used during the in vitro tests.

A release pattern with two pulses was obtained from
a three-layer tablet consisting of two drug-containing
layers, separated by a drug-free gellable polymeric
barrier layer.[23,24] The three-layer tablet (Fig. 4) was
coated on three sides with an impermeable coating

(labeled d), consisting of ethylcellulose. Upon contact
with dissolution fluids, the initial dose incorporated
into the top layer (a) was released rapidly from the
uncoated tablet surface. The second pulse was
obtained from the bottom layer (c) after the gelled bar-
rier layer (b) was broken by expanding disintegrants
present in the bottom layer. The superdisintegrants
were cross-linked polyvinylpyrrolidone (crospovidone,
Polyplasdone� XL) and sodium starch glycolate
(Primojel�). The lag time could be controlled by the
choice of the gelling materials (HPMC types with dif-
ferent molecular weight). However, the drug dissol-
ution period after the lag time was quite long due to
the loss of swelling efficiency of the disintegrants
present in layer (c), which slowly absorbed moisture
during the slow gelation of the barrier.[25] Two distinct
plasma peaks obtained in vivo (1 hr and 4.5–5 hr after
administration) corresponded to the in vitro results
(immediate release and a second dose released after
40 min). The deviation between in vitro and in vivo
lag time for the second dose was not explained. The
main drawback of this dosage form was the compli-
cated manufacturing procedure, including the coating
process. The coating step had to avoid the coating of
one side (release side) of the tablet, which was obtained
by manual coating with a special designed tablet
holder. The design of this dosage form has been
improved by the application of a press-coating pro-
cedure (instead of spray-coating) using a high viscosity
HPMC grade.[26] The obtained lag times ranged from 2
to 3 hr for diclofenac, tested in deionized water, and
from 2 to more than 10 hr for ibuprofen, tested in
pH 7.5 medium. Although the composition of the sys-
tem was the same, the ibuprofen-containing tablet
showed longer lag times. The authors explained this
observation with the use of different dissolution media.

Press-coated tablets were produced on modified
rotary tablet machines using special tools with hollow
punches, where first an inner tablet was formed and
then the outer shell was compressed in the same die
(‘‘tablet-within-a-tablet’’).[27]

Another dosage form with an erosion-controlled lag
time had a drug-containing core, which was incorpor-
ated into a compressed, hollow cylinder consisting of
hydroxypropyl cellulose (HPC).[28] The flat surfaces
of the tablet were coated with an impermeable poly-
mer, poly(ethylene vinyl acetate) (Fig. 5). The delivery
system was prepared by hand: a hole was drilled into a
tablet to obtain the hollow matrix, the inner drug core
was placed into this hole, and the system was coated by
hand on the two flat base surfaces. This preparation
would be quite complicated for large-scale manufac-
turing, and the use of a non-approved polymer and
benzene as a coating solvent would limit the appli-
cation of this system. Lag times between 6 and 11 hr
were achieved with either a fast drug release after the

a

b

c

d

Fig. 4 A three-layer pulsatile system. (From Ref.[25].)
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lag time (using microcrystalline cellulose or lactose
in the core) or sustained release (with HPC in the core).
The lag time increased with increasing thickness of the
matrix cylinder. Lactose-containing cores developed
an internal osmotic pressure, leading to a fast separation
of the coating from the core. Thus drug was delivered
before complete erosion of the outer HPC matrix. On
the other hand, microcrystalline cellulose-cores had no
osmotic effect, coating separation did not occur, and
the lag time was longer. The complete erosion of the
matrix was necessary to release the drug.

The lipid barrier of the Time Clock� system, con-
taining carnauba wax and beeswax, eroded or was
emulsified into aqueous media because of incorporated
surfactants (polyoxyethylene sorbitan monooleate).[29]

The lag time increased with increasing coating thick-
ness and was independent of the environmental pH.
In vivo assessment with gamma-scintigraphy of an
enterically coated Time Clock� system was in good
agreement with the in vitro predicted data with regard
to the lag time.[30] When the viscosity of the dissolution
medium of the in vitro test was raised to 120 cps, the
lag time was prolonged to the same value as obtained
with in vivo data. The advantage of this system was
its ease of manufacturing without the need of special

equipment. However, controlled release delivery sys-
tems based on lipids may have a high in vivo variability
(e.g., food effects).

SYSTEMS WITH CHANGED
MEMBRANE PERMEABILITY

The permeability and water uptake of Eudragit� RS
or RL [chemical name, poly(ethyl acrylate, methyl
methacrylate, trimethylammonioethyl methacrylate
chloride)], can be influenced by the presence of differ-
ent counterions in the release medium.[31] It was found
that theophylline was released faster from Eudragit�

RS-coated pellets, when succinic, acetic, glutaric, tar-
taric, malic, or citric acid are present in the release
medium.[32] Increased permeability was explained by
the higher hydration of the film, also expressed as the
‘‘free volume.’’

Several delivery systems with sigmoidal or pulsatile
release patterns were derived on this ion exchange. The
sigmoidal release system (SRS) consisted of pellet
cores, containing drug and succinic acid, coated with
Eudragit� RS.[33] The lag time was controlled by the
rate of water influx through the coating. The water
then dissolved succinic acid and the drug inside the
core, and the acid solution increased the drug per-
meability of the hydrated polymer film by interacting
with the quaternary ammonium groups.

In a similar system, theophylline and sodium acet-
ate, acting as the permeability modifying salt, were
layered on sugar pellets, followed by coating with
Eudragit� RS30D.[34] The lag time increased with
increasing thickness of the outer membrane. The slope
of the drug release phase was independent of the
thickness but was influenced by the amount of the salt
in the system.

The release profile of systems based on permeability
changes appeared to depend strongly on the physico-
chemical properties of the drug and its interaction
with the membrane. A pulsatile release profile may be
obtained for some particular drug molecules in a specific
formulation but cannot be generally applied to all drugs.

RUPTURABLE SYSTEMS

The other class of reservoir-type pulsatile systems is
based on rupturable coatings in contrast to the swella-
ble/erodible layers of the previous section. The drug is
released from a core (tablet or capsule) after rupturing
of a surrounding polymer layer, caused by a pressure
build-up within the system. The pressure necessary to
rupture the coating can be achieved with gas-producing
effervescent excipients, an increased inner osmotic

Inclusion of the
drug core

Coating
of the two bases

System

Drug core
(25 mg of ISMN) Hollow matrix

Fig. 5 Eroding system with hollow cylinder and coated
surfaces. (From Ref.[28].)
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pressure or swelling agents, such as cellulose ethers,
polysaccharides, or superdisintegrants.

Drug-containing tablets with an effervescent mix-
ture of citric acid and sodium bicarbonate coated with
ethylcellulose resulted in a pulsatile release after rup-
turing of the coating, which was caused by the carbon
dioxide development after water penetration into the
core.[35] The rupturing strongly depended on the mech-
anical properties of the coating layer: highly flexible
films, such as Eudragit� RS, with high elongation
and low elastic moduli, ruptured after a certain lag
time as a consequence of the effervescent reaction
but left only small fissures within the film. Therefore
the drug release was prolonged and not immediate
after the lag time. Using a mechanically weaker and
non-flexible film, such as ethylcellulose, plasticized with
20% w/w DBS, the drug release was sigmoidal and
reproducible (Fig. 6). The lag time before drug release
increased with increasing coating level. Moreover, the
disintegrant properties of microcrystalline cellulose,
which was primarily used as a filler, supported the film
rupturing.

Osmotic pressure was the mechanism of a ruptur-
able dosage form, which was proposed by Baker in
1976.[36] The core tablet, which contained a drug and
a disintegrant, was coated with cellulose derivates such
as ethylcellulose or cellulose acetate. The core protec-
tion was defined as the time until the coating ruptured
and the drug was released.

Another system was based on a swelling core tablet
and a surrounding coating consisting of a combination
of hydrophobic and hydrophilic polymers.[37] The inso-
luble hydrophilic polymer, such as calcium pectinate or
calcium alginate, was dispersed in the coating and
served as a channel-former in order to control the
water penetration. The core contained a swelling, but

water-insoluble polymer, a hardness enhancer (micro-
crystalline cellulose), and a disintegrant to achieve a
fast disintegration after the membrane burst.

Also, soft and hard gelatin capsules could be coated
with a swelling layer followed by coating with a ruptur-
able polymeric layer (Fig. 7).[38] Superdisintegrants,
such as Ac-Di-Sol� (croscarmellose sodium) or low-
substituted hydroxypropyl cellulose (L-HPC), were
used as swelling substances, which resulted in a film
rupture followed by a rapid drug release. Ethylcellu-
lose or cellulose acetate forms the outer rupturable
polymeric membranes. The lag time was controlled by
the composition of the outer polymer layer. Water-
soluble polymers such as HPMC increased the perme-
ability and therefore reduced the lag time. The advantage
of these capsule-based systems was that both solid and
liquid drug formulations could be delivered.

The systems described above are single unit systems.
The rupturing of the outer coating of the individual
units of a multiple unit dosage form can be induced
by the same principles as described for single unit
systems.

Multiparticulate drug delivery systems (e.g., pellets)
have various advantages, when compared to single unit
dosage forms.[39] These advantages include a reproduc-
ible and generally short gastric residence time, no risk
of dose dumping, and the flexibility to blend pellets
with different compositions or release patterns. How-
ever, the potential drug loading of a multiparticulate
system is lower because of the proportionally higher
need for excipients (e.g., sugar cores).

The time-controlled explosion system (TES) was a
multiparticulate system, whereby the drug was layered
on an inner core, followed by a swellable layer (e.g.,
hydroxypropyl cellulose) of optimal thickness (at least
180 mm) and an insoluble polymeric top layer (e.g.,
ethylcellulose).[40–43] Upon water ingress, the swellable
layer expanded resulting in film rupturing with sub-
sequent rapid drug release. The release was described
to be independent of the environmental pH and drug
solubility. The lag time increased with increasing coat-
ing level and higher amounts of talc or lipophilic plas-
ticizer in the coating, and the release rate increased

Fig. 7 Capsule-based rupturing pulsatile delivery system.
(From Ref.[38].)

Fig. 6 Pulsatile drug delivery system based on coated

effervescent cores—influence of the coating level (7% and
15% w/w) and hardness (50 and 100 N) on the drug release/
lag time (coating, EC/DBS; core, 30% w/w, effervescent
agents, microcrystalline cellulose). (From Ref.[35].)
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with increasing concentration of the osmotically active
agents. In vivo studies of the time-controlled explosion
system, which had an in vitro lag time of 3 hr, showed
first drug blood levels after 3 hr and maximal blood
levels after 5 hr.[44]

A combination of osmotic and swelling effects was
used in the system developed by Amidon and
Leesman.[45] The permeability-controlled systems con-
sisted of a core, containing an osmotically active sub-
stance, a swelling substance, and the drug. NaCl and
sorbitol were used as osmotic substances and Na
carboxymethyl cellulose as the swelling material. These
cores were coated with an insoluble, semipermeable
polymer, such as cellulose acetate. The time TP, when
the insoluble film ruptured, was described by the
following equation:

TP ¼
V �e þ Vd

A � a � LP � Dp

where TP represented the time until film rupture (lag
time), Ve

� was the volume, to which the tablet has to
be expanded for film break, Vd was the displaceable
volume inside the core, A was the surface area of the
film, a was a constant, LP was the water permeability
of the film, and Dp was the osmotic pressure difference
across the film. The constant a was

a ¼ Dr� r0=

e�

where D�r was the critical radius increase, r0 was the
initial radius of the unit, and e� was the critical strain.
This model was based on the following assumptions:
the units (tablets, pellets) have a spherical shape, the
thickness of the film and the osmotic pressure differ-
ence are constant, and the values of the critical stress
and strain for film rupture do not change. In practice,
the changing mechanical properties of the film, the
changing permeability, and weak points (defects) of
the film would have to be considered.

Chen has proposed a system with a core, containing
an osmotically active substance (NaCl) and the drug,
which was coated by an insoluble, permeable mem-
brane.[46] The coatings included different types of
polyacrylate-polymethacrylate-copolymers (Eudragit�

NE30D, Eudragit� RS30D) and magnesium stearate,
which reduced the water permeability of the mem-
brane, thus allowing the use of thinner films for long
lag times. Otherwise, thicker films had to be used, which
were more difficult to rupture.

The lag time of a similar system was controlled by
the addition of an enteric polymer to the surrounding
insoluble membrane polymer (e.g., ethyl cellulose).

The enteric polymer, poly(methacrylic acid-methyl-
methacrylate) copolymer (Eudragit� S) or hydroxy-
propyl methylcellulose phthalate (HPMCP), did not
dissolve in the acidic pH of the stomach but dissolved
in the small intestine, thus weakening the membrane
and resulting in rupturing after a predetermined time.
Expanding of the core upon water ingress was
achieved by the presence of Explotab� (starch glyco-
late), a swelling substance. Again, the inclusion of
water-insoluble agent (magnesium stearate) in the
outer membrane resulted in thinner, less permeable
films with better rupturing properties.[47]

An osmotically active, drug-containing pellet core
has been coated with cellulose acetate, a semiperme-
able polymer, which is permeable for water but imper-
meable for drugs.[48,49] The lag time increased with
increasing coating level and higher amounts of talc
or lipophilic plasticizer in the coating, and the release
rate increased with increasing concentration of the
osmotically active agents. The addition of osmotically
active salts, such as sodium chloride, was necessary
to achieve a pulsatile release. Otherwise, the release
was extended after the lag time because of the lower
degree of core swelling, which resulted in only small fis-
sures and not in a complete rupturing of the coating.

Heng, Chan and Chew investigated multilayered
pellets, containing neutral core pellets, an inner drug
layer, an intermediate HPMC layer (swelling layer)
and an outer insoluble diffusion layer, consisting of
Eudragit� RS. The addition of sodium chloride to
the HPMC layer decreased the rate of swelling and
thus delayed the bursting of the pellets.[50] This
phenomenon was first unexpected because of osmotic
effects of the salt, which should promote water uptake.
The longer time until rupturing was explained by the
competition between sodium chloride and HPMC for
the imbibed water.

A theoretical approach to calculate the burst time
from an osmotically active spherical capsule, which
depended on the initial radius, wall thickness, osmotic
pressure of the contents, and the material of the cap-
sule, has been presented.[51] This approach assumed
that the spherical core increases in size upon osmotic
water influx, leading to an elongation of the membrane
until a certain yield stress is reached to rupture it. The
rate of volume increase was described by the following
equation:

dV

dt
¼ D

A

l
ðP0 � pÞ

where dV/dt was the rate of volume increase, D the
dialysis permeability through the wall, A the area
of the sphere, l the wall thickness, P0 the osmotic
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pressure difference across the wall, and p the internal
pressure of the sphere.

The dimensionless values, N1 ¼ Y
M

and N2 ¼ P0r0

2Ml0

(whereby Y was the yield stress at which the sphere
bursts, M was Young’s modulus of elasticity, r0 the
initial radius, and l0 the initial wall thickness), were
derived from the volume of a sphere and Hook’s law
for elastic materials. N1 determined the radius, at which
the spheres burst, and is the ratio of the material
properties, yield stress (Y), and Young’s modulus, a
value for the stiffness, (M). N2 determined the initial
expansion rate. It was concluded that the dimen-
sionless burst time, tb

�, increases with increasing N2.

When N2 > 2N1, the burst time tb
� is proportional to

l0. But if N2 < 2N1, the bursting time becomes sensi-
tive to the other values.

Increased permeability and decreased wall thick-
ness, concomitant with appropriate mechanical mem-
brane properties, would lead to a faster water influx
and shorter lag times of such an expanding system.

CAPSULAR-SHAPED SYSTEMS

Several single unit pulsatile dosage forms with a capsu-
lar design have been developed. Most of them consist

Fig. 8 The Pulsincap� system. (From Ref.[51].)
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of an insoluble capsule body, which contains the drug,
and a plug, which prevents drug release during the lag
phase. Mechanisms of plug removal include dissol-
ution, erosion, or induced pushing-out of the plug by
swelling or osmotic pressure.

The Pulsincap� system consisted of a water-insoluble
body (hard gelatin capsule coated with polyvinyl
chloride), filled with the drug formulation.[52,53] The
capsule half was closed at the open end with a swella-
ble hydrogel plug. Upon contact with dissolution
media or gastrointestinal fluids, the plug swelled and
pushed itself out of the capsule after a lag time, fol-
lowed by a rapid release of the capsule content
(Fig. 8). The lag time prior to the drug release was con-
trolled by the dimension and the position of the plug.
In order to assure a rapid release of the drug content,
effervescent agents or disintegrants could be included
in the drug formulation, in particular, with water-
insoluble drugs. Studies in animals and healthy volun-
teers proved the tolerability of the formulation (e.g.,
absence of gastrointestinal irritation).[54] In order to
overcome the potential problem of variable gastric
residence time of a single unit dosage form, the
Pulsincap� system was coated with an enteric layer,
which dissolved upon reaching the higher pH regions
of the small intestine. This allowed a more precise con-
trol of the drug release after passage of the stomach,
because the transit time in the intestinal tract is less
variable.[55,56] The major drawbacks of the Pulsincap�

system, which led to the withdrawal of commercial
activities with this system, were the complicated manu-
facturing process, reproducibility problems, and the
use of a plug material, a cross-linked polyethylene
glycol based polymer, which has not been approved
in pharmaceutical products.

As an alternative to swellable, cross-linked plugs,
erodible plugs have been investigated for Pulsincap-
like systems (Fig. 9). The tablet-shaped plugs can be
produced by compression of a water-soluble, swellable
polymer, such as HPMC, PVA, or polyethylene
oxide.[57] After contact with gastrointestinal fluids, the
polymer plugs swelled quickly, forming a gel, followed
by a transition into a sol and a subsequent period of
erosion. The swelling polymer could also be combined
with soluble low-molecular weight excipients, e.g.,
lactose, to reduce the lag time.[58] In general, the lag
time was adjusted by the choice of the molecular
weight of the erodible polymer and by the thickness
of the plug.

Plug degradation could also be achieved by enzymes
being directly incorporated into the plug.[59] In an
example, plugs containing pectin, a natural polysac-
charide, were degraded by pectinolytic enzymes,
whereby the lag time of the system was controlled by
the ratio of pectin to enzymes (Fig. 10).

Besides compression, erodible plugs were formed by
a congealing method with melts of saturated polygly-
colyted glycerides (Gelucire�) or glyceryl monooleate
(Myverol�).[57]

Another approach was based on the use of an inner
osmotic pressure to push out the plug from the insolu-
ble capsule thus allowing drug release after the lag
time. The Port� system was composed of a gelatin
capsule coated with a semipermeable membrane (e.g.,
cellulose acetate), which was filled with an osmotic
charge and closed with an insoluble plug (e.g., lipids
such as Gelucire�).[60] In contact with aqueous media,
water diffused across the semipermeable membrane,
resulting in a higher inner pressure and ejection of

Fig. 9 Capsular-shaped pulsatile drug delivery system, con-
sisting of an impermeable capsule body and (A) a swellable,
insoluble coated plug and (B) an erodible plug. (From Ref.[56].)

Fig. 10 Chlorpheniramine maleate (CPM) release as a func-
tion of the pectin/enzyme ratio within the plug. (From
Ref.[58].)
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the plug after a certain lag time, which was mainly con-
trolled by the coating thickness of the semipermeable
membrane. The system was already tested in a human
study, showing good agreement between lag times
measured in vivo and in vitro.[61] An additional
immediate or sustained release dose could be placed
between the soluble gelatin cap and the insoluble plug.

In the Chronset� system (Fig. 11), the driving force
for the drug release was an osmotically active layer in
the semipermeable vessel, which pushed the cap out off
the impermeable vessel after a predetermined time
interval.[62] The complete release of the drug, often
problematic in capsular-shaped dosage forms, was
ensured by an expanding layer at the bottom of the
capsule body.

Even more sophisticated were insoluble high-
frequency (HF) capsules, which released the drug in a
pulsed fashion after a high-frequency signal was
applied externally to the human body.[63,64] These HF
capsules were used to evaluate the absorption of drugs
from distinct regions within the digestive tract. A simi-
lar capsule activated by an oscillating magnetic field
has been published recently, which ejected an active
compound or a radioactive marker to localize the pos-
ition of the dosage form in the gastrointestinal tract.[65]

In general, the large-scale manufacturing of the
above mentioned capsular-shaped pulsatile drug deliv-
ery systems appears to be complicated. Special equip-
ment and several manufacturing steps are necessary
to combine all components.

CONCLUSIONS

The use of pulsatile drug delivery system should be
taken into consideration for drugs with a chronophar-
macological behavior, a high first-pass effect, the
requirement of night time dosing or site-specific
absorption in the GI-tract. In recent years, a wide vari-
ety of interesting single and multiple unit systems have
been developed for oral application. However, many

systems are only of academic use because of their com-
plex manufacturing process or non-approved excipi-
ents. Most systems perform quite well in vitro, but
their performance in vivo has often not been tested.
One major challenge will be to obtain a better under-
standing of the influence of the biological environment
on the release performance of pulsatile delivery system
in order to develop simple systems based on approved
excipients with a good in vitro/in vivo correlation.
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INTRODUCTION

Drug Delivery Routes

Although administration via the peroral route is the
most commonly targeted goal of new drug and dosage
form research and development, oral administration is
not always feasible or desirable. The potential for oral
dosage form development is severely limited for active
agents that are poorly absorbed in the upper gastro-
intestinal (GI) tract and unstable to proteolytic enzymes.
Some agents cause local stomach or upper GI irritation
or require doses in excess of 500 mg. Certain patient
populations, notably children, the elderly, and those
with swallowing problems, are often difficult to treat
with oral tablets and capsules. Additionally, treatment
of some diseases is best achieved by direct administra-
tion near the affected area, particularly with diseases
involving ophthalmic, otic, dermal, oral cavity, and
anorectal tissues. Although oral administration can
be used for drugs targeted for some of these diseased
tissues, exposure of the entire body compartment to
the administered drug is inefficient and can lead to
undesired adverse effects. Rectal drug administration
is amenable, however, to both local and systemic drug
delivery. It has been effectively utilized to treat local
diseases of the anorectal area as well as to deliver drugs
systemically as an alternative to oral administration. In
this article, factors influencing the utilization of rectal
drug administration as well as the advantages and
disadvantages of this approach, are discussed. A survey
of the pharmaceutical literature for the last 5–7 years
suggests that this administration route has not received
a great deal of attention in the pharmaceutical com-
munity. Relatively few articles have appeared in the
literature[1–4] and new products have not captured
a significant segment of the pharmaceutical market.
Although rectal drug administration is unlikely to ever
become a commonly accepted route of administration,
the utilization of this technology for particular applica-
tions and therapeutic problems offers an alternative

delivery route which can be successfully applied in
drug therapy.

Rectal Formulations Available

Solid suppositories

Solid suppositories are the most common dosage form
used for rectal drug administration and represent
greater than 98% of all rectal dosage forms. Typically,
these are torpedo-shaped dosage forms composed of
fatty bases (low-melting) or water-soluble bases (dis-
solving) which vary in weight from 1 g (children) to
2.5 g (adult). The composition is largely dictated by
the physicochemical properties of the drug and the
desired drug release profile. Lipophilic drugs are
usually incorporated into water-soluble bases while
hydrophilic drugs are formulated into the fatty base
suppositories. Theoretically, this method maximizes
removal of the drug from the suppository base to the
immediate environment of the rectal cavity or lower
colon. For suppositories made from fatty bases, melt-
ing should occur rapidly near body temperature
(37�C). Ideally the resultant melt would readily flow
to provide thin, broad coverage of the rectal tissue,
thereby minimizing lag time effects due to slow release
of the drug from the suppository base. Water-soluble
suppositories should likewise readily dissolve at 37�C
to facilitate drug release and subsequent absorption.
With both fatty-base and water-soluble suppositories,
the potential effects of incorporated drug on melting or
dissolution properties need to be evaluated. Examples
of fatty bases and water-soluble bases suitable for
suppository formulations are shown in Table 1. Although
not comprehensive, the list shows the variety of bases
from which a formulator may choose.

Solutions

Solutions, suspensions, or retention enemas represent
rectal dosage forms with very limited application,
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largely due to inconvenience of use and poor patient
compliance. In many cases, these formulations are uti-
lized to administer contrast media and imaging agents
for lower GI roentgenography. Although drug absorp-
tion from solutions has been shown to exceed that
from solid suppositories in some cases,[5] this particular
administration route is only infrequently employed
and will not be discussed here in detail. Recent studies
utilizing liquid formulations that gel at body tem-
perature are discussed in the section ‘‘Gels/foams/
ointments.’’

Gels/foams/ointments

The use of gels, foams or ointments for rectal adminis-
tration can afford advantages over liquid formulations
because retention of the dosage form in the rectal cav-
ity reduces patient compliance problems. Drug release
with semisolid dosage forms is usually limited to local
indications such as hemorrhoids and lower bowel
inflammation (proctitis). Drug release and subsequent
pharmacologic action is usually faster with semisolid
formulations than with solid suppositories since a lag
time is not required for melting or dissolution.

Miyazaki et al.[1] investigated thermoreversible gels
formed by a xyloglucan polysacharide derived from
tamarind seed. Liquids containing 1–2% xyloglucan
formed gels over a temperature range of 27–32�C.
The gelling temperature decreased with increasing
xyloglucan concentration. In vitro release profiles for
indomethacin and diltiazem were characterized as a
square-root of time function with diffusion coefficients
increasing with temperature increases from 10 to 37�C.
The slower in vitro indomethacin release from gels was
confirmed in vivo where broader absorption peaks and
longer residence times were noted. There were, however,

no significant differences in bioavailability between the
thermal gelling formulations and conventional indo-
methacin suppositories.

Ryu et al.[2] examined mucoadhesive liquid supposi-
tories that combined bioadhesive properties with
thermal gelling polymers. Hydroxypropylcellulose,
polyvinylpyrrolidone, carbopol, polycarbophil and
sodium alginate were used as bioadhesive polymers in
thermal gelling polymers comprised of poloxamer 407
and poloxamer 188. Gellation temperatures between
30 and 36�C were obtained with mucoadhesive forces
ranging from 430 to 5800 dyne/cm2. With propranolol
as a model compound, bioavailability increased as the
mucoadhesive force increased and dosage form
migration distance decreased. There was, however, no
direct relationship between bioavailability and gella-
tion temperature. Sodium alginate and polycarbophil
afforded the greatest mucoadhesive forces and most
significant improvements in propranolol bioavailabil-
ity. Sodium alginate was also free of any quantifiable
adverse effects on rectal tissue. The studies suggest
that reduced formulation migration as a function of
mucoadhesive potential was the primary causative
factor for the improved bioavailability of propranolol.

Watanabe et al.[4] have reported improved rectal
absorption with reduced mucosal irritation utilizing
rectal gels comprising water-soluble dietary fibers,
xanthan gum and locust bean gum. Absorption of
buprenorphine was more rapid than that observed
from polyethylene gels with comparable extents of
bioavailability. Mean residence times increased with
increasing gum concentrations. Most importantly, the
degree of mucosal irritation from these dietary fiber
gels was significantly less than that observed with poly-
ethylene based suppositories.

Controlled-release formulations

Controlled-release formulations are designed to release
the active agent in a sustained and controlled fashion.
They have been the subject of considerable research
but have yet to make a significant impact. Hydrogels
have been shown in human clinical studies to provide
an acceptable polymeric system for rate-controlled
delivery of antipyrine and theophylline.[6] Rate-
controlled osmotic delivery systems have also proven
useful in clinical studies in effecting systemic drug
delivery comparable to that of intravenous administra-
tion for well absorbed drugs.[7] Since the total accept-
able size of a rectal formulation significantly exceeds
the size possible for oral formulations, rectal adminis-
tration for the purposes of controlled-release offers a
significant advantage. A major limiting factor is, how-
ever, the need to incorporate controlling agents
designed to regulate drug release which would signifi-
cantly increase the total size of the dosage form. Since

Table 1 Suppository bases

Vehicle

Melting

range (�C)

Solidification

point (�C)

Fatty bases
Witepsol 32–44 27–38
Cocoa butter 30–35 24

Hard butters 36–45 32–40
Estarinum 29–50 26–40
Suppocire 35–45 30–37

Agrasup A;H 35–40 —

Water soluble
Myrj 51 39–42 39
PEGa 38–49 38–42

Tween 61 35–49 —
aPolyethylene glycol.

(From Modern Pharmaceutics; Banker, G. S., Rhodes, C.T., Eds.;

Marcel Dekker, Inc.: New York, Basel 1979.)
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adult rectal dosage forms are acceptable up to 2.5 g, the
total drug load which can be formulated in a rectal
controlled-release formulation can be 2–3 times that
possible in an oral formulation. For some therapeutic
agents, this higher drug load can offer an advantage
which is not achievable via the oral route. Develop-
ment and marketing of rectal controlled-release formu-
lations will, however, still be disadvantaged because of
the perceived reluctance of patients to employ this
route and problems of poor patient compliance.

Marketed drugs and therapeutic classes

Only a limited number of therapeutic agents are cur-
rently marketed in the United States as rectal dosage
forms. A survey of the 1994 American Hospital For-
mulary Service shows that 19 agents are sold for sys-
temic therapeutic indications (Table 2) and 15 agents
for local GI applications (Table 3), including imaging
agents for diagnostic purposes. Many products for
local GI application are over-the-counter (OTC) pro-
ducts for treatment of local inflammatory reactions
and hemorrhoids. As is readily evident from the limited
number of therapeutic agents available for rectal
administration, this dosing route does not represent a
major share of the physician’s choices for drug
therapy.

Worldwide market

In certain areas of the world, particularly some
European countries and Japan, rectal dosage forms
are somewhat more accepted by the patient population
and, hence, development of rectal dosage forms has
surpassed that in the United States. According to a
survey in 1970, approximately 7.5% of all prescriptions
in France were formulations intended for rectal admin-
istration.[8] Even though a few countries may find rec-
tal dosage forms more acceptable, these still represent
a small area of the world-wide market share which
can be assigned to rectal drug therapy.

PHYSIOLOGIC AND PHARMACEUTICAL
ISSUES RELEVANT TORECTAL
DRUG DELIVERY

Physiology and Biochemistry
of Rectal Tissues

Anatomical considerations

Unlike the small intestine and upper colon, the vascu-
lature draining the rectal cavity does not totally direct
the blood supply to the liver.[9] The lower and middle
hemorrhoidal veins of the rectum bypass, at least

partially, the portal circulation during their first pass
into the general circulation, allowing absorbed drug
to exert systemic effects prior to possible metabolism
and excretion via hepatic mechanisms. Lignocaine,
propranolol, and salicylamide have been shown in
clinical studies to attain greater systemic bioavailabil-
ity when administered rectally than when given
orally.[10] The rectal cavity is also drained by extensive
lymphatic circulation which facilitates absorption and
systemic exposure of absorbed drugs.[11]

Although extensive villi and microvilli are not
present in the rectum and colon tissue, sufficient sur-
face area is present to allow absorption of readily
permeable drugs. The lack of motility in the rectum
and colon, as opposed to extensive motility in the small
intestine, provides an additional advantage in terms of
maintaining maximum concentration gradients at the

Table 2 Rectal dosage forms marketed in the United

States for systemic indications

Therapeutic category and drug Drug load, solida (mg)

Antihistamine
Promethazine 12.5–50

Antimigraine
Ergotamine 2

NSAID
Aspirin 60–1200
Indomethacin 50

Analgesic
Hydromorphone 3

Morphine 5–30
Opium 30–60
Oxymorphone 5

Acetaminophen 120–650

Insomnia
Pentobarbital 30–200
Chloral hydrate 325–650

Promethazine 12.5–50

Tranquilizer
Chlorpromazine 25–100
Prochlorperazine 2.5–25

Bronchodilator

Aminophylline 105

Antiemetic
Thiethylperazine 10
Trimethobenzamide 100–200

Hyperkalemia

Polystyrene sulfonate 1250b

Portal-systemic encephalopathy
Lactulose Variablec

aUnless otherwise indicated.
bSuspension.
cSolution.

(From McEvoy, GK., Ed. American Hospital Formulary Service;

American Society of Hospital Pharmacists, Inc.: Bethesda, MD, 1994.)
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absorptive surface. Together with a limited fluid
volume in the lower colon, typically 2–3 ml of inert
mucous fluid in the absence of fecal material, the static
environment of the rectum and lower colon provides
an area for maintaining significantly higher drug con-
centrations than is readily achievable in the small intes-
tine. On the negative side regarding potential for drug
absorption, the intercellular junctional complexes are
tighter in colon and rectum than in small intestine[12]

which may reduce opportunities for small, water-
soluble drugs to permeate intercellular spaces and gain
access to the systemic circulation without passing
through cellular membranes.

Biochemistry

Cellular metabolism of drugs, as they pass through
the mucosal barrier of the rectum or colon, can be
expected to be similar to that seen in the small intestine
since the basic intracellular metabolic machinery is
common to epithelial cells. The major difference rela-
tive to drug metabolism occurs in the enzymes to which
drugs are exposed in the intestinal lumen and on the
apical membranes of the epithelial cell layer. Since
the colon and rectum do not serve digestive functions,
the lumenal enzymes, which are actively secreted in the
upper small intestine, are not present to any significant
extent. As such, proteolytically labile drugs such as
peptides and proteins should exhibit greater stability
if released in the rectum or lower colon. Saffran et al.

have shown that vasopressin, a peptide subject to pro-
teolytic hydrolysis, is more active when administered
by the rectal route than by oral administration.[13] Sig-
nificant rectal absorption of growth hormone[14] and
insulin[15] have also been demonstrated with the help
of absorption enhancing agents. The apical membranes
of the small intestine epithelial cell layer express high
levels of membrane-associated or membrane-bound
enzymes, such as peptidases and saccharidases, which
are not present in high amounts on the apical surfaces
of epithelial cells in the rectal cavity. This absence of
membrane surface metabolic potential affords advan-
tages when delivering drugs susceptible to enzymatic
degradation. These membrane-associated enzymes
are, however, linked to direct transport carriers for
specific nutrients, notably amino acids and sugars.
Carriers for many of the vitamins are also present in
small intestinal tissue. The relative absence of these
transport mechanisms in colon and rectal tissue[16]

eliminates this mechanism of absorption as a viable
route for rectal drug delivery. Since most of these
amino acid, saccharide, and vitamin carriers have rela-
tively specific structure and transport requirements, the
absence of these systems in colon or rectal tissue affects
only drug candidates with significant structural simi-
larity to natural substrates.

The pH of the rectal compartment is essentially
neutral, ranging from 7 to 8, with minimal buffering
capacity as compared to the small intestinal milieu.
Suppositories or solutions formulated to maintain a

Table 3 Rectal dosage forms marketed in the United States for gastrointestinal indications

Therapeutic category and drug Drug load Physical form

Laxatives
Senna 30 mg Solid
Glycerin 4 ml Solid or liquid
Mineral oil — Liquid

Potassium bitartrate Solid

Dibasic sodium phosphate — Solution
Docusate sodium — Suspension

Hemorrhoids
Hydrocortisone 100 mg Suspension or cream

Hydrocortisone acetate or butyrate — Aerosol, foam, and suspension
Dibucaine — Ointment
Proxamine 1% Ointment

Proctitis, colitis

Belladona 16.2 mg Solid
Mesalamine 500 mg Solid

Enteropathogenic diarrhea
Neomycin — Retention enema

Contrast imaging agents

Barium sulfate 5–70% (w/w) Suspension
Diatrizoate 60–66% Solution

(From McEvoy, G.K. Ed., American Hospital Formulary Service; American Society of Hospital Pharmacists, Inc.:

Bethesda, MD, 1994.)
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specific pH in order to optimize drug absorption typi-
cally will function at that pH following administration.
This can be a significant advantage with drugs whose
permeation properties are optimized near neutrality.
It should be kept in mind, however, that the control-
ling pH at the epithelial membrane surface, which is
under the overlying mucous layer, is still in the range
of pH 6.0–6.5 as it is throughout the small and large
intestine. Therefore, even though lumenal pH may
favor drug absorption and diffusion from the lumen
to the cell barrier, the effective pH at the cellular barrier
is not drastically different from other regions of the intes-
tinal tract. In this sense, perceived pH advantages of
rectal drug administration may be obviated by the basic
surface pH which is characteristic of mucosal tissue.

Model Systems and Techniques

Whole animal models

Preliminary in vivo evaluation of the rectal absorption
potential of drug candidates is most easily achieved in
a rat model.[17,18] Animals can be maintained at surgi-
cal plane anesthesia for 120–180 min, and drug solu-
tions or suspensions can be directly instilled into the
rectal cavity. Utilizing a slight elevation above hori-
zontal, instillation of approximately 0.25 ml is readily
achieved in rats without loss of fluid from the rectal
compartment. Purse-string sutures or moderate pres-
sure clamps can also be used to prevent leakage of
administered solutions from the rectal cavity. In most
cases, it is advisable to fast animals for 12–16 h prior
to study to void the colon and rectal cavity of fecal
material which may interfere with administration of
the solution or absorption of the drug itself. Micro-
suppositories can also be evaluated in the rat model by
utilizing specially designed molds to prepare small dos-
age forms, but care must be taken to guarantee drug
content uniformity in these small devices. Additionally,
since drug absorption can be influenced by the choice
of suppository base, this must be taken into consider-
ation in any analysis of the rectal absorption potential
of a drug candidate.

Rabbits have been another common animal model
utilized for examining rectal drug absorption. Con-
straints with using this animal model are similar to
those encountered with the rat model, although there
is more latitude concerning the volume (solid or liquid)
of the dosage form which can be tested. A possible
drawback to the rabbit model is evidence suggesting
that the rabbit colon is somewhat more ‘‘leaky’’ than
the colon in other species. In this regard, the rabbit
model may overestimate the extent of drug absorption
achievable for small, water-soluble compounds which
utilize intercellular transport pathways via water flux.

For evaluation of dosage forms designed and for-
mulated for human use, the Beagle dog presents an
ideal animal model.[18,19] Solid suppositories (up to
2.5 g total weight) or microenemas (up to 5 ml volume)
can be readily tested in Beagles without concern for
loss of dosing vehicle from the rectal compartment.
Since the physical dimensions of the dog rectum
approximates those of the human rectum, variables
such as spreading of suppository bases can be reason-
ably well evaluated. The dog is obviously a convenient
model for blood sampling and pharmacokinetics and
is, therefore, well suited for the evaluation of rectal
dosage forms. Studies from the author’s laboratories
and others have shown that dosage-form performance
criteria generated in Beagle dog models are accurate
predictors of performance in human clinical trials.[20]

In vitro models

For assessing the absorption potential of specific drug
candidates or conducting studies evaluating correla-
tions between drug structure and transport, in vitro
models may provide the best approach. Both the
tissue-diffusion cell systems and cultured colon cell
lines have proved to be particularly useful.

Numerous investigators have employed diffusion
chambers of various designs (e.g., Ussing chambers,
Sweetana–Grass diffusion cells) to evaluate the per-
meation properties of drug candidates.[21,22] These sys-
tems offer a distinct advantage that drug solutions may
be added to the donor compartment under a variety of
conditions (e.g., varying concentrations, pH, excipi-
ents). Samples are withdrawn periodically from a
receiver compartment and analyzed for drug and
metabolite content to obtain a true measure of per-
meation across the cellular barrier. In establishing pro-
cedures for these diffusion cell studies, the underlying
muscle layer can be teased away and only the intact
mucosal cell layer mounted in the diffusion chamber.
Since the underlying muscle layer is not a barrier
encountered under normal physiologic conditions, this
method more accurately reflects the true cellular bar-
rier to drug transport. In should be noted that, in many
cases, any mucus layer normally overlying the mucosal
cell layer may be disrupted and removed by the phys-
ical manipulations and tissue washing procedures
normally employed in the experimental design. There-
fore, for drugs where diffusion through the mucus
layer may represent the rate-limiting step, this model
may overestimate drug permeation unless great care
is taken to maintain the mucus layer. Conversely, the
use of mucolytic agents can be employed to ensure a
mucus-free cell layer if true cellular drug permeability
is to be determined. Work in the author’s laboratories
has demonstrated that the Sweetana–Grass diffusion cell
model with muscle-free mucosal layers is reasonably

1302 Drug Delivery: Rectal Route



D
ru

g
D

el
iv

er
y

P
ar

en
t–

V
ag

in
al

resistant to experimental conditions. The pH can
be varied between 5 and 8 without significant damage
to the mucosal layer. Additionally, excipients such as
DMSO or ethanol, can be utilized up to 10% (v/v) in
order to improve solubility of drugs whose absorption
may be limited by poor aqueous solubility. Finally, our
experiments have shown that muscle-free mucosal
strips can be maintained with good viability for up to
120 min at 37�C, although this should be experimen-
tally determined in each laboratory using this model
to ensure that tissue damage is not affecting the mea-
sured drug transport values. Typically, standard meta-
bolic viability assays and microscopy are suitable for
confirming tissue viability.

Another in vitro model that has experienced signifi-
cant growth in utilization in drug transport studies and
which may provide useful information relative to rectal
or colonic drug absorption is cultured cell monolayers.
HT-29 and Caco-2 cells are two cell lines commonly
employed for such studies.[20,23] Both are human
colon-cancer cell lines which can be grown on mem-
brane filters and readily form confluent monolayers
with intact tight junctional complexes (typically
>250 O m2. They can be used in experimental designs
similar to the diffusion cell models. These cells are
non-mucus secreting cell populations which resemble
fetal small intestine in many of their metabolic proper-
ties. Although these models are useful for quantifying
drug transport across colon cell lines, certain limitations
must be kept in mind. First, aqueous pathways in these
confluent monolayers are significantly reduced com-
pared to the in vivo situation. In other words, the inter-
cellular pathway, as monitored by electrical resistance, is
less ‘‘leaky’’ than that encountered in normal colon or
rectal tissue and drug transport studies may underesti-
mate the absorption of drugs which utilize the paracel-
lular pathway. Second, there is evidence to suggest
that some of the carrier systems present in small intesti-
nal epithelial cells (e.g., vitamins, dipeptides) are also
present to some extent in these cell lines[24,25] which
may provide misleading information on the rectal
absorption potential for compounds which that utilize
these carriers. Finally, these are transformed cells which
may or may not present metabolic barriers comparable
to that seen in normal colon or rectal tissue. Care must
be taken in interpreting data from transport studies
which show parent drug metabolism during the absorp-
tive phase since this may or may not also occur in vivo.

Advantages Over Oral Systems

Improved enzymatic drug stability

It is well known that the oral delivery of many drugs,
particularly peptides and proteins, is limited due to

poor absorption and/or stability in the stomach and
upper intestinal tract. Many proteolytic and other
enzymes in the stomach and small intestine result in
drug degradation which prevents effective absorption
following oral administration. As discussed above,
degradative enzymes are present to a much lesser
degree in the rectum and therefore many drugs that
cannot be administered effectively orally can be admin-
istered rectally without as much enzymatically cata-
lyzed degradation. Examples include vasopressin,[13]

growth hormone[14] and insulin.[15] It has been found
necessary to include absorption enhancing agents for
growth hormone and insulin.

Partial avoidance of hepatic first pass

The rectum is extensively supplied with blood from the
various rectal arteries. It is drained by at least three
veins[26] and drug absorption primarily occurs through
this venous network. Although there is substantial
intermingling of these veins due to several anasto-
moses, it is usually reported that the inferior and mid-
dle rectal veins drain into the inferior vena cava. This
allows drugs absorbed by this route to partially bypass
the portal system and the associated first-pass metab-
olism in the liver. As an example of this effect, de Boer
and Breimer[10] have shown that the systemic bioavail-
ability in humans for lignocaine is about twice that
observed following oral administration. It has been
suggested that about half of rectally administered drug
avoids hepatic presystemic metabolism. Clinical stu-
dies have also shown higher systemic bioavailabilities
for propranolol and salicylamide when administered
rectally compared with oral administration.[10] Studies
in rats suggest that first pass metabolism is almost
totally avoided by rectal administration. For example,
the bioavailability of nitroglycerin in rats following
unrestricted rectal instillation was about 27% com-
pared to 2% from oral dosing. When the length of
rectal tissue exposed to the drug was restricted to
2 cm from the anus, the bioavailability increased
to about 90%.[27]

The fact that rectal administration in humans only
partially avoids delivery of the drug to the portal sys-
tem has been suggested as an advantage of rectal
administration of insulin over parenteral administra-
tion.[28] Delivery of insulin to the portal blood system
is suggested to be more physiological than delivery to
the peripheral cells from subcutaneous injections.

Higher drug load

In general, oral administration in a single tablet is
limited to about 1 g. Typically, suppositories intended
for adults can be as large as 2.5 g. This should
allow for two to three times higher drug loads to be
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administered, depending on the amounts of other exci-
pients necessary in the formulation of the suppository.

Lymphatic delivery

Some studies have indicated that significant amounts
of some drugs are transported through the lymphatic
systems following rectal administration. For example,
Caldwell et al.[11] have examined the importance of
lymphatic transport of water-soluble drugs following
rectal administration in the presence of salicylate-type
adsorption enhancers. They observed that following
i.v. injection to the rat, the concentration of phenol
red in the plasma and the lymph (collected from the
thoracic duct) were similar. They further found that
concentration of phenol red in the lymph after rectal
administration to rats via cannulated thoracic ducts
was more than 100 times greater than corresponding
plasma concentrations when 5-methoxysalicylate was
used as an adjuvant. Rectal administration of phenol
red in the presence of 5-methoxysalicylate to rats with
intact thoracic ducts produced plasma levels of phenol
red which were about fivefold greater than those found
in the rats in which lymphatic drainage had been
diverted. As shown in Fig. 1, insulin was also trans-
ported primarily through the lymphatic system to the
general circulation. However, theophylline exhibited
much lower lymphatic transport.

Constant and static environment

Compared to the oral route of administration, the rec-
tal route provides a much more constant environment
for the drug as it is absorbed. An orally administered
drug must usually pass through a series of diverse
environments prior to absorption. This includes transit
through the stomach and the small intestine and per-
haps to the large intestine and colon, depending on
the drug and the absorption site. The pH and absorp-
tive sites in the GI tract change significantly as the drug
traverses it. This can lead to a more complicated set of
conditions which influence absorption compared to
the rectum which is a short part of the GI tract with
relatively constant absorption characteristics.

Patients with swallowing difficulty

For a number of patients, especially children and eld-
erly, problems associated with swallowing and nausea
when taking oral medication can be largely obviated
by rectal administration. Patients with gastrointestinal
disorders or after surgery often have difficulties taking
drugs by mouth. Rectal administration may be a good
alternative to oral administration in these types of
situations.

Avoidance of overdosing

For some patients and with certain drugs, such as cer-
tain sedatives, oral administration may raise a concern
with respect to the possibility of severe accidental or
intentional overdosing. This danger is practically elimi-
nated by rectal administration. Whereas it is relatively
easy for a patient to swallow a number of tablets, it is
much more difficult to administer numerous supposi-
tories rectally at the same time. Thus rectal administration
may be indicated for patients for whom overdosing is a
significant concern.

Disadvantages Compared to Oral Systems

Patient acceptance and compliance

In some cultures, such as in the United States, there is a
reluctance by many to consider rectal administration.
This has resulted in a tendency by pharmaceutical mar-
keting groups to avoid rectal dosage forms, except for
the most obvious indications and situations where
other dosage forms have substantial disadvantages.
Frequently, it is inconvenient to receive or administer
a suppository or other rectal dosage form, thereby
reducing patient compliance. Thus, the need must be
great in most cases for rectal administration to be
seriously considered.

200

100

0
0 1 2 0 1 2

Time (h)

1000

500

0

In
su

lin
 le

ve
ls

 in
 L

ym
ph

 (
µI

U
/m

l)

Pl
as

m
a 

in
su

lin
 le

ve
ls

 (
µI

U
/m

l)

Fig. 1 Concentration of insulin in the plasma and lymph of
rats following intramuscular administration of 0.8 IU/body

insulin (�), rectal administration of 2.0 IU/body insulin in
the presence of 10 mg/body 5-methoxysalicylate and intact
thoracic duct (G), and rectal administration of 2.0 IU/body

insulin in the presence of 10 mg/body 5-methoxysalicylate
with the thoracic duct cannulated for collection of lymph
(�). The error bars represent standard deviations with
n ¼ 6. (From Ref.[11].)

1304 Drug Delivery: Rectal Route



D
ru

g
D

el
iv

er
y

P
ar

en
t–

V
ag

in
al

Potential for non-specific drug loss

There are at least two common problems that can lead
to drug loss following rectal administration. First, for
effective absorption, the dosage form must be retained
in the rectum. Thus if the dosage form or parts thereof
are lost prematurely from the rectum, drug absorption
will be substantially reduced. A study with children
showed that when thiopentone suppositories were
voided within 40 min, an effective plasma level was
maintained for less than 2 h, whereas when the suppo-
sitories were retained, an effective level was maintained
for about 24 h.

Second, there is the possibility that the drug or some
important excipients may interact with constituents of
fecal matter or material fluid present in the rectum.
This may reduce the drug absorption and diminish
effectiveness.

Limited fluid in the rectum

The amount of liquid in the rectum has been reported
to be about 3 ml. This is small compared to the volume
of fluid available throughout the GI tract when a drug
is administered orally. Such a small volume of fluid can
limit dissolution of drugs, particularly those with low
aqueous solubility. It also may be a constraint to the
rapid dissolution and release of compounds from
water-soluble vehicles where dissolution of the vehicle
is considered to be the rate-determining step in drug
release from the vehicle.

Formulation

There are a number of formulation variables and con-
siderations that can lead to difficulties in rectal drug
absorption, including the melting and liquefaction
characteristics of the vehicle. The solubility of the drug
in the vehicle, the particle size of the drug, the vehicle
spreading capacity, the viscosity of vehicle and excipi-
ents at rectal temperature, and possible retention of the
drug by excipients, all can affect the rate of release and
consequent drug absorption. Furthermore, the pKa of
the drug, the pH of the rectal fluids, the presence
of buffers, and the buffer capacity of the rectal fluid
as well as the partition coefficient of the drug influence
drug absorption and must be considered in the formu-
lation of a suppository or other rectal dosage form.
Storage temperature, time, and conditions can have a
profound effect on both the stability and release char-
acteristics of a drug from a rectal dosage form. Each of
these considerations lead to potential difficulties in the
formulation, manufacture and distribution of rectal
dosage forms.

Expense

Suppositories and other rectal dosage forms are more
expensive to prepare and dispense than simple tablets.
Therefore, unless there is a significant need and advan-
tage by utilizing a rectal dosage form, suppositories are
not likely to be used. Recently, techniques have been
developed to prepare suppositories more efficiently
which could lead to lower manufacturing costs.

Drug Classes Useful for Rectal Administration

Drugs that are currently marketed in the United States
for rectal delivery are shown in Tables 2 and 3. In
addition to drugs intended for local effects, many other
types can be administered rectally for systemic activity,
such as drugs with high hepatic first-pass extraction,
drugs for which lymphatic absorption is important,
and compounds requiring a relatively high therapeutic
dose. Generally, drugs requiring significantly more
than 500 mg per tablet are not easily taken orally and
in some cases may be candidates for rectal delivery.

Although products are not currently marketed con-
taining proteins and peptides, the literature contains
several examples of rectal absorption of peptides and
proteins. Typically proteins and peptides require some
type of penetration-enhancing adjuvant in the formu-
lation to facilitate absorption. Examples of peptides
and proteins that have shown significant rectal absorp-
tion include: insulin, lysozyme, calcitonin analogs, phe-
nylalanine and di-, tri-, and tetraphenylalanine, as well
as gastrin, pentagastrin and tetragastrin.[29]

ABSORPTION CHARACTERISTICS AND
REGULATION OF DRUG ABSORPTION

Control or Modification of Rectal
Drug Absorption

pH partition

The mechanism for absorption from the rectum
appears to be similar to that observed for the rest of
the GI tract, that is, passive diffusion. Drugs are best
absorbed through the rectal mucosa in their un-ionized
or neutral form. Drugs with high partition coefficients
(more lipophilic) tend to be better absorbed. There are,
however, conflicting reports in the literature with some
suggesting that simultaneous absorption of ionic spe-
cies is possible. That is particularly true for relatively
small molecules. If the drug can exist in the unionized
state at physiological pH, other factors being equal,
absorption is improved.
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Solubility

As was pointed out earlier, the volume of fluid in the
rectum is very small. In most cases, it is believed that
the drug should be dissolved in the rectal fluid prior
to absorption. This requires that drugs have a reason-
ably high solubility to be efficiently absorbed from the
rectum. Voigt and Falk[30] reported a direct relation-
ship between water solubility and release rate for 35
different compounds. Generally, when a compound
can be presented in relatively low solubility form
(e.g., neutral acid) or as a more water-soluble form
(e.g., the sodium salt), the higher the solubility and
consequently the higher the dissolution rate in the rec-
tal fluid, the better is absorption. This factor has to be
balanced with the fact that an unionized species tends
to pass through the rectal mucosa more readily.

Drug solubility also affects the choice of suppository
base or other vehicle. Generally, the drug should have
little tendency to remain in the vehicle upon melting or dis-
solution. Therefore, it is usually suggested that water sol-
uble drugs are best delivered from fatty vehicles and that
more lipophilic compounds from water-soluble vehicles.

Molecular size

The smaller the drug molecule, the more readily it can
be absorbed. For larger molecules, some type of facili-
tated transport or the use of penetration enhancers
have been found to increase drug absorption from
the rectum as well as from other delivery routes.

Charge

Charged molecules have been found to pass through
the rectal mucosa less effectively than neutral mole-
cules in most cases. This can sometimes be overcome
by modifying the pH or allowing the charged species
to interact with another molecule or ion that helps neu-
tralize the charge. Ion pairs, for example, hold some
promise for overcoming the drawbacks of charged spe-
cies. From a solubility point of view, charged species
are generally preferred. Often a balance between high
solubility and penetration through the rectal mucosa
must be obtained, requiring some compromise in
properties of choice. It has often been observed that
in vivo differences are often less pronounced than in
vitro differences. Furthermore, penetration enhancing
agents can often improve the delivery of relatively large
water-soluble drugs.

Non-specific adsorption

The surface properties of a solid may significantly
affect the drug when it reaches the interface between
the vehicle and the rectal fluid. The amount of wetting,

as demonstrated by contact angle, that occurs or changes
in the interfacial tension as caused by interactions with
surface-active agents in the vehicle or rectal fluid may
have a profound effect on dissolution and consequent
absorption of the drug. This can often increase the avail-
ability of the drug. On the other hand, adsorption or com-
plex formation with surface-active agents may reduce the
availability of the drug and its absorption.

Spreading of the administered formulation

For optimal drug absorption, it is important that the
suppository or vehicle melts or dissolves rapidly and
spreads over the rectum walls. Thus the rheological
behavior of the vehicle can have a significant effect
on the release of the drug and the ability of the drug
to come into contact with the rectal mucosa. Several
studies have suggested that the viscosity of the vehicle
is very important for the release of the drug from the
vehicle. Studies that compare the spreading behavior
of suppository bases and their hydrophilic-lipophihc
balance (HLB) values have been inconclusive. Although
spreading directly determines the area from which
release from the vehicle can occur and thus absorption,
there is also the potential difficulty that concentration
and thermodynamic activity of the drug may be reduced
if it is allowed to spread too much and particularly too
high up the rectum. This may result in absorption by
the upper hemorrhoidal vein and into the portal blood
supply with increased first-pass metabolism.

Yahagi, Onishih, and Machida [3] have reported
improvements in lidocaine bioavailability utlizing a
unique double phase suppository that minimizes spread-
ing of an administered suppository. The front or anchor-
ing phase of the suppository contains Witepsol-H15,
Carbopol, 934P, and wax. The terminal layer or drug
releasing layer contains Witepsol-H15, Carbopol 934P,
and lidocaine. Carbopol provides the bioadhesive
properties and the wax confers physical strength to the
suppository formulation. This formulation provided
greatly prolonged plasma lidocaine levels with improved
bioavailability. The authors suggest that a combination
of improved rectal retention (decreased formulation
migration due to bioadhesive nature) combined with a
somewhat slower drug release rate maximizes avoidance
of absorption into vascular pathways subject to first-pass
hepatic metabolism. This approach may prove useful for
drug candidates subject to high first pass effects.

Optimizing Drug Absorption

Enhancing agents

Over the past 20 years, a variety of agents have been
identified which significantly increase the permeability
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of the GI tract to drug absorption. The enhancing
action of a variety of absorption-promoting adjuvants
on rectal absorption has been extensively discussed.[31]

Included are acylcarnitines,[19] acylcholines,[19] salicy-
lates,[32] bile salts,[33] phenothiazine derivatives,[34]

enamines,[35] and fatty acids.[36] Strong chelating agents
and phenothiazines appear to enhance the rectal
absorption of both low and high molecular weight
compounds with a constant ratio of absorption via a
paracellular route. Diethylmaleate enhances rectal
absorption of low molecular weight compounds via a
transcellular route. Various salicylates, diethyl ethylene
malonate, and various fatty acids have been found to
enhance both the paracellular and transcellular routes
of absorption.[31] In some respects, rectal drug admin-
istration is optimally suited for coadministration of
drug entities with absorption-enhancing agents.

Work in the authors’ laboratories has clearly shown
that the presentation profile of drug and enhancing
agent is critical to optimal activity.[19] With agents like
the acylcarnitines and acylcholines, the effective
increase in permeability due to absorption enhance-
ment is transient with nearly complete loss of activity
approximately 30–60 min after dosing. In order to take
advantage of the narrow time window of increased per-
meability, it is essential that the drug and enhancing
agent be present at the mucosal barrier at the same
time and in sufficient concentration to effect the per-
meability change. The low motility and limited fluid
content of the rectal compartment is ideal for optimiz-
ing these requirements. When administered orally,

enhancing agents are routinely less effective than when
given rectally, presumably due to motility and dilution
of the drug and enhancer. The necessary temporal and
spatial dosing of a drug and enhancer can be achieved
more readily via the rectal than the oral route. Design
and performance determination of solid rectal supposi-
tories must, however, address the release profiles of
both agents which adds to the complexity of the for-
mulation process. This can be achieved, as demon-
strated in a previous study, with sodium cefoxitin
and salicylate-type enhancing agents.[20] In this study,
a rectal suppository of the antibiotic with enhancing
agent was shown to be essentially bioequivalent to an
intramuscular injection of the antibiotic alone. The rec-
tal absorption of proteins can also be enhanced by sal-
icylates, as shown for insulin in Fig. 2. As an
alternative to injectable administration, a rectal sup-
pository offers definite advantages in terms of patient
compliance and out-of-clinic administration.

pH control

As discussed earlier, the pH of the rectal fluid can have
a marked effect on the absorption of drugs from the
rectum. Since the rectal fluid has a relatively low buf-
fering capacity and the volume of the rectal fluid is
small, it might be expected that the contents of the rec-
tal dosage form largely control the pH of the rectum
during administration. On this basis, one may be able
to utilize the pH characteristics of the drug and incor-
porate suitable buffers and other excipients in the
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Fig. 2 (A) Concentrations of glucose (mg/100 ml) and insulin (m IU/ml) in the plasma of dogs following an intramuscular injec-

tion of 10 IU of insulin. (B) Concentrations of glucose and insulin in the plasma of dogs after the administration of a 0.5 ml
microenema containing 20 IU of insulin with 150 mg of sodium 5-methoxysalicylate in a 0.9% NaCl solution containing 4% gela-
tin. (C) Concentrations of glucose and insulin in the plasma of dogs following a 0.5 ml microenema containing 20 IU of insulin
with 300 mg of sodium salicylate in a 0.9% NaCl solution containing 4% gelatin. (From Ref.[37].)
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dosage form to control the pH. It has been reported[38]

that a solution having a buffer capacity of 0.1 was suf-
ficient to maintain a pH at about 5.9 during perfusion in
humans. In this study, the pH was restored to normal at
a rate of about one half a pH unit per minute, following
removal of the perfusate. The body appears to try
to maintain the pH at the absorbing surface relatively
constant by secretion but often requires some time to
be able to return to the normal pH after administration
of a rectal dosage form having significant buffer capacity
and differing pH.

Solubilizing agents

It would be expected that solubilizing agents may
increase the rate of drug release from a suppository
base by increasing the dissolution rate and perhaps
by modifying the viscosity and interfacial tension of
the vehicle with the rectal fluid. In addition to the effect
that a solubilizing agent or a surfactant can have on
the drug and the vehicle, the surfactant may also have
an effect on the mucous coating of the rectal mem-
brane. This may increase absorption by reducing the
thickness of the layer through which the drug must
traverse or it may act as a penetration enhancer by
increasing the permeability of the membrane through
damaging the rectal mucosa. Nishihata et al.[37]

reported that sodium lauryl sulfate appears to interact
with the lipoidal fraction of the rectal membrane with
irreversible effects in the short term. It was further
reported[39] that various metabolic inhibitors had little,
if any, effect on the enhancement observed with the
surfactant polyoxyethylene 23-lauryl ether. However,
definitive studies have not been reported which clearly
delineate the complexities that can occur from the sim-
ultaneous involvement of several factors that influence
drug absorption from the rectum. It has been suggested
that for an oleaginous base, solubilization, particularly
with a decrease in vehicle viscosity, should improve
rectal drug delivery.

Viscosity modifiers

The luminal pressure of the rectal mucosa can act as a
shearing stress and influence the rheological behavior
of substances showing either plastic or psuedoplastic
behavior. It is possible that the viscosity at the shearing
stress supplied by the rectum is more important than
the yield value of the suppository. It appears that
viscosity is very important for drug release from sup-
positories where the melted material behaves like a
Newtonian fluid. Generally, the lower the viscosity, the
quicker and more complete the release of the drug
from the vehicle and the higher the absorption of
the drug.

FUTURE OF RECTAL DRUG DELIVERY

Market Potential

Even under the best of conditions and therapeutic
needs, rectal dosage forms will remain only an alterna-
tive to oral administration. Due to problems associated
with patient acceptance and compliance, the need to
refrigerate many suppository bases, and the incon-
venience of dosing, it is extremely unlikely that rectal
drug administration will ever play a significant role
in the pharmaceutical market. However, in specific
fields of the therapeutic regimen, rectal dosage forms
can have a significant impact and can address the needs
of several patient populations that are poorly fulfilled
by conventional oral formulations.

Examples Where Oral Administration
Does Not Satisfy Therapeutic Needs

For certain groups of the patient population, oral
dosing is either not desirable or impossible. Several
antibiotics which are administered postoperatively via
parenteral routes are not available as oral formulations
because of the nature of the drug or its absorption lim-
itations, or they are unacceptable due to swallowing
difficulties in this patient subset. In these cases, rectal
formulations that can contain a significantly higher
drug content than oral formulations and which can be
administered without difficulty to hospitalized patients,
offer an attractive alternative and can be utilized to wean
patients from parenteral to non-parenteral drug deliv-
ery. Rectal formulations of medications for
pain control and sedation fit within this postoperative
category.

Both children and the elderly experience swallowing
problems with oral formulations. A limited market
already exists in pediatric therapeutics which addresses
this problem. Although development of rectal formula-
tions for the elderly has not been addressed extensively,
with the expanding number of patients in this age
group, the need for acceptable alternatives to oral dos-
ing may increase efforts to develop rectal formulations.

As indicated previously, two general classes of drugs
may be most amenable to formulation in rectal dosage
forms. Drugs which require relatively high dosing, such
as many of the antibiotics, are good candidates for rec-
tal formulations which minimize the need for multiple
oral dosings in order to reach the desired drug levels.
Drugs that are substrates for proteolytic activity in
the upper GI tract, particularly peptides and proteins,
may find a useful application in rectal dosage forms if
their absorption profile can be improved. Finally, in
some very specific cases where extensive first-pass
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metabolism limits a drug’s usefulness, rectal formula-
tions may provide an attractive alternative.

CONCLUSIONS

Rectal administration of therapeutic agents represents
a narrow part of the total pharmaceutical approach to
disease management but it holds promise for increas-
ing applications. Although rectal administration will
not become the first line of drug delivery, the increas-
ing pressure to find exploitable delivery routes for pep-
tides and proteins may well find some answers in rectal
administration. From a drug stability perspective, the
low level of proteolytic activity in the colon and
rectum offers hope that active agents can be delivered
to the cellular membrane in effective concentrations.
Assuming that techniques can be developed to increase
the permeability of the GI tissue to these agents, rectal
administration may become a more widely employed
route of delivery.
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Pharmazie. 1968, 23, 709–714.

31. Nishihata, T.; Rytting, J.H. Absorption-prompting adjust-
ments: enhancing action on rectal absorption. Adv. Drug
Delivery Rev. 1997, 28, 205–228.

Drug Delivery: Rectal Route 1309



D
rug

D
elivery

P
arent–V

aginal

32. Yoshioka, S.; Caldwell, L.; Higuchi, T. Enhanced rectal bioa-
vailability of polypeptides using sodium 5-methoxysalicylate
as an absorption promoter. J. Pharm. Sci. 1982, 71, 593–594.

33. Fasano, A.; Budillon, G.; Guandalini, S.; Cuomo, R.;
Parrilli, G.; Cangiotti, A.M.; Morroni, M.; Rubino, A.
Bile-acids reversible effects on small intestinal permeability
—an in vitro study in the rabbit. Dig. Dis. Sci. 1990, 35,
801–808.

34. Fix, J.A.; Leppert, P.A.; Porter, P.A.; Alexander, J. Use of
phenothiazines to enhance the rectal absorption of water
soluble compound. J. Pharm. Pharmacol 1984, 36, 286–288.

35. Murakami, T.; Yata, N.; Tamauchi, H.; Kamada, A.
Studies of absorption promotols for rectal delivery
preparations II. A possible mechanism of promoting
efficiency of examine derivatives in rectal absorption.
Chem. Pharm. Bull. 1982, 30, 659–665.

36. Tomita, M.; Sawada, T.; Ogawa, T.; Ouchi, H.; Hayashi,
M.; Awazu, S. Differences in the enhancing effects of
sodium caprate on colonic and jejunal drug absorption.
Pharm. Res. 1992, 9, 648–653.

37. Nishihata, T.; Tomida, H.; Frederick, G.; Rytting, J.H.;
Higuchi, T. Comparison of the effects of sodium salicylate,
disodium ethylenediaminetetraacetic acid and polyoxy-
ethylene 23 lauryl ether as adjuvants for the rectal

absorption of sodium cefoxitin. J. Pharm. Pharmacol
1985, 37, 159–163.

38. Bechgaard, E. Perfusion technique of the intact human rec-
tum and absorption of salicylic acid from perfused human
rectum. Acta Pharmacol. Toxicol. 1973, 33, 123, 129–135.

39. Nishihata, T.; Lee, C.-S.; Rytting, J.H.; Higuchi, T. The
synergistic effects of concurrent administration to rats of
edta and sodium-salicylate on the rectal absorption of
sodium cefoxitin and the effects of inhibitors. J. Pharm.
Pharmacol 1987, 39, 180–184.

BIBLIOGRAPHY

Gueant, J.L.; Masson, C.; Schohn, H.; Girr, M.; Saunier, M.;
Nicholas, J.P. Receptro-mediated endocytosis of the intrin-
sic-factor cobalamin complex in HT-29, a human colon-car-
cinoma cell-line. FEBS 1992, 297, 229.

Rubas, W.; Jezyk, N.; Grass, G.M. Comparison of the per-
meability characteristics of a human colonic epithelial
(Caco-2) cell line to colon of rabbit, monkey, and dog intestine
and human drug absorption. Pharm. Res. 1993, 10, 113–118.

1310 Drug Delivery: Rectal Route



D
ru

g
D

el
iv

er
y

P
ar

en
t–

V
ag

in
al

Drug Delivery: Topical and Transdermal Routes

Kenneth A. Walters
An-eX Analytical Services, Ltd., Cardiff, U.K.

INTRODUCTION

Over the past 3 decades there have been significant
advances in the science of dermal and transdermal
drug delivery. Much of this research has been reviewed
and published elsewhere.[1–9] This chapter, therefore,
will concentrate on more recent innovations and
research directions. The author recognizes that the
review will not be exhaustive and apologizes unreserv-
edly for any omissions, either deliberate or accidental.
Thus, the reader interested in the recent developments
in physical methods of skin permeation enhancement,
such as iontophoresis, electroporation, and sonophor-
esis, is directed to the excellent reviews of Banga,[5]

Lai and Roberts,[10] and Kost, Mitragotri, and
Langer,[11] and the research papers of Guy et al.[12],
Ilic et al.[13], and Lombry, Dujardin, and Préat.[14]

Likewise, detailed descriptions of the formulations
used in dermal and transdermal drug delivery will be
omitted because they are fully discussed elsewhere.[4]

Mathematical aspects of percutaneous absorption
and its prediction will be briefly mentioned but readers
wishing to delve into the complexities of this
subject should consult the detailed analyses of Pugh,
Hadgraft, and Roberts[15] and Roberts, Anissimov,
and Gonsalvez.[16] This chapter will concentrate
on recent developments in our understanding of the
skin barrier and the novel chemical methodologies
used to reduce barrier function. Technologies that
may be useful in reducing adverse local reactions, often
associated with dermal and transdermal drug delivery,
will be discussed. There will be a brief review on
innovative drug delivery systems. Finally, the recent
regulatory initiatives in dermatological therapy will
be described.

STRATUM CORNEUM DEVELOPMENT,
MICROSTRUCTURE, AND
BARRIER FUNCTION

Stratum Corneum Development

The development of the stratum corneum involves sev-
eral steps of cell differentiation, which has resulted in a
structure-based classification of the layers above the

basal layer (the stratum basale). Thus, the cells pro-
gress from the stratum basale through the stratum spi-
nosum, the stratum granulosum, and the stratum
lucidium to the stratum corneum.[17] Cell turnover
from stratum basale to stratum corneum is estimated
to be on the order of 21 days. The exact mechanism
underlying the initiation of keratinocyte differentiation
is not fully understood. It is known that protein kinase
C and several keratinocyte-derived cytokines may play
a regulatory role in the differentiation process.[18,19]

In the outer cell layers of the stratum spinosum,
intracellular membrane-coating granules (100–300 nm
in diameter) appear within the cells. Within these gran-
ules lamellar subunits arranged in parallel stacks are
observed. These are believed to be the precursors of
the intercellular lipid lamellae of the stratum cor-
neum.[20,21] In the outermost layers of the stratum
granulosum the lamellar granules migrate to the apical
plasma membrane where they fuse and eventually
extrude their contents into the intercellular space.[20]

The extrusion of the contents of lamellar granules is
a fundamental requirement for the formation of the
epidermal permeability barrier.[22,23] Thus, the entire
process of epidermal terminal differentiation is geared
toward the generation of the specific chemical mor-
phology of the stratum corneum. As a result, the end
products of this process are the intracellular protein
matrix and the intercellular lipid lamellae.

The cornified cell envelope is the outermost layer of
a corneocyte, and mainly consists of tightly bundled
keratin filaments aligned parallel to the main face of
the corneocyte. The envelope consists of both protein
and lipid components in that the lipid is attached cova-
lently to the protein envelope. The envelope lies adjac-
ent to the interior surface of the plasma membrane.[24]

The corneocyte protein envelope appears to play an
important role in the structural assembly of the
intercellular lipid lamellae of the stratum corneum.
The corneocyte possesses a chemically bound lipid
envelope comprised of N-o-hydroxyceramides, which
are ester linked to the numerous glutamate side chains
provided possibly by both the a-helical conformation
and b-sheet conformation of involucrin in the envelope
protein matrix.[25,26] In the absence of N-o-hydro-
xyceramides, the stratum corneum intercellular lipid
lamellae were abnormal and permeability barrier
function was disrupted.[27]

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000988
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The Intercellular Lipids

The stratum corneum intercellular lipids exist as a con-
tinuous lipid phase occupying about 20% of the stra-
tum corneum volume and arranged in multiple
lamellar structures. They are composed of cholesterol
(27%) and ceramides (41%), together with free fatty
acids (9%), cholesteryl esters (10%) and cholesteryl sul-
fate (2%) (Table 1).[28] Phospholipids, which dominate
in the basal layer, are converted to glucosylceramides
and subsequently to ceramides and free fatty acids,
and are virtually absent in the outer layers of the stra-
tum corneum. Eight classes of ceramides have been iso-
lated and identified in human stratum corneum[29,30]

but the functions of the individual ceramide types are
not fully understood. Similarly, the exact function of
cholesterol esters within the stratum corneum lamellae
is also elusive but it is theoretically possible that
cholesterol esters may span adjacent bilayers and serve
as additional stabilizing moieties.

Overall, the intercellular lipid lamellae are highly
structured, very stable, and constitute a highly effective
barrier to chemical penetration and permeation. Con-
siderable information on lipid structure within the stra-
tum corneum has been generated by Bouwstra, Ponec,
and colleagues using small angle X-ray diffraction and
transmission electron microscopic techniques. These
and earlier studies have shown that the lipid lamellae
of the stratum corneum are orientated parallel to the
corneocyte surface and have repeat distances of
approximately 6.0–6.4 mm and 13.2–13.4 nm. In more
recent studies on lipid packing,[31] the Leiden group
evaluated lipid organization of the stratum corneum
using electron diffraction and found that although

the majority of lipids in the intercellular space were
present in the crystalline state, there were some lipids
existing in the gel state that had a slightly looser hexag-
onal packing arrangement in the outer layers of the
stratum corneum.

Stratum Corneum Barrier Properties

Systematic evaluation of the skin permeability of many
compounds has demonstrated that the intercellular
lipidsof the stratum corneum are essential for normal
skin barrier function. It is clear that the major route
of permeation across the stratum corneum is through
the continuous intercellular lipid lamellae. Thus, the
rate at which permeation occurs is largely dependent
on the physicochemical characteristics ofthe penetrant,
the most important being the relative ability to par-
tition into the intercellular lipid lamellae and molecular
size. Three major variables account for differences in
the rate at which different compounds permeate the
skin: the concentration of permeant applied, the par-
tition coefficient of the permeant between the applied
vehicle and the stratum corneum, and the diffusivity
of the compound within the stratum corneum. A plot
of the log of the skin permeability rate versus permeant
lipophilicity is usually sigmoidal, and reflects the exist-
ence of both lipophilic and hydrophilic barriers. This
suggests that compounds with partition coefficients
indicating an ability to dissolve in both oil and water
(i.e., log P of 1–3) would permeate the skin relatively
rapidly. This has been confirmed for a variety of com-
pounds. Data illustrating the skin permeability of vari-
ous non-steroidal anti-inflammatory agents are shown
in Fig. 1.[32]

Mathematical Prediction of
Permeation (Limitations)

Mathematical models relate skin permeability of
exogenous molecules to physicochemical parameters
of the permeant (octanol/water partition coefficients
and molecular weight [a surrogate marker of molecular
size]). Similar models for animal and human skin relate
normalized equations of best-fit regressions based on:

log Pcalc ¼ A þ B log Ko=w þ C �MWt

where P is the permeability coefficient, Ko/w is the o/w
partition coefficient, and MWt is the molecular weight.

Different values of A, B, and C have been derived
depending on species[33] and dataset used.[15] The mod-
els are significantly limited by the range of partition
coefficients (log Ko/w range �3 to �6) and molecular

Table 1 Lipids of the stratum corneum intercellular space

Lipid wt% mol%

Cholesterol esters 10.0 7.5a

Cholesterol 26.9 33.4

Cholesterol sulphate 1.9 2.0

Total cholesterol derivatives 38.8 42.9

Ceramide 1 3.2 1.6

Ceramide 2 8.9 6.6

Ceramide 3 4.9 3.5

Ceramide 4 6.1 4.2

Ceramide 5 5.7 5.0

Ceramide 6 12.3 8.6

Total ceramides 41.1 29.5

Fatty acids 9.1 17.0a

Others 11.1 10.6b

aBased on C16 alkyl chain.
bBased on MW of 500.
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weights (MWt range 18–765) of the datasets used, and
anomalous values can be generated. As the boundaries
of the dataset used are approached, the predictions
become increasingly unrealistic. For example, the Vec-
chia equation[33] for human skin predicts that a per-
meant with molecular weight of 500 and log Ko/w of 6
(not unusual for new drugs and cosmetic ingredients)
will permeate skin at a rate of 1.3 � 10�2 cm/h, an
order of magnitude faster than water or methanol. In
addition, as these models are based on experiments in
which permeants were applied in aqueous solution, their
value in prediction of permeation from actual
formulations applied under in-use conditions is further
compromised. For example, while the predicted perme-
ability coefficient for N-nitroso-diethanolamine is 1.5 �
10�4 cm/h, the experimentally determined value from
isopropylmyristate was 3.5 � 10�3 cm/h.[34] The pre-
dicted value for octyl salicylate is 1.35 � 10�7 cm/h,
while the experimental values from a hydroalcoholic
lotion were 4.7 � 10�6 cm/h (infinite dose) and
6.6 � 10�7 cm/h (finite dose), and from an oil-in-
wateremulsion 1.7 � 10�5 cm/h (infinite dose) and
6.6 � 10�7 cm/h (finite dose).[35]

Datasets continue to be accumulated and predictive
methods continue to be refined. However, while math-
ematical predictions may be useful in the comparison
of the behavior of closely related compounds, it is
inappropriate to use them for risk assessment or for-
mulation optimization purposes without relevant
experimental verification.

CHEMICAL SKIN PERMEATION
ENHANCEMENT

The success of dermatological or transdermal drug
delivery systems depends on the ability of the drug to
penetrate into and/or permeate through skin in suf-
ficient quantities to achieve therapeutic levels. Over
the past 2 decades, several chemical skin permeation
enhancers have been designed, synthesized, and evalu-
ated.[1,2] Many of these enhancers including Azone�

(1-dodecylazacycloheptan-2-one) and SEPA� (2-n-nonyl-
1,3-dioxolane) have been discussed infull elsewhere.[36]

Newer enhancers include 1-[2-(decylthio]ethyl)azacy-
clopentan-2-one (HPE-101), 4-decyloxazolid-2-one
(DermacTM SR-38), and dodecyl-N,N-dimethylamino
isopropionate (DDAIP, NexACT 88) (Fig. 2).

HPE-101 is believed to have a similar mechanism of
action to Azone and is very sensitive to the vehicle of
application.[37] Thus, although the enhancer signifi-
cantly increased the urinary excretion of indomethacin
following topical application to hairless mice, it was
dependent on the application vehicle.[37] When the
enhancer was applied in solution in polar solvents,
such as dipropylene glycol, triethylene glycol, diethy-
lene glycol, glycerin, water, and triethanolamine,
enhancement ratios varied between 1.5 and approxi-
mately 67-fold. However, when applied in solution in
more lipophilic solvents, such as ethanol, isopropanol,
oleyl alcohol, isopropyl myristate, or hexylene glycol,
no enhancement was observed. These findings stress
the importance of optimization of the delivery vehicle
not only for the drug but also for the enhancer. Com-
binations of HPE-101 with cyclodextrins appear to be
useful means to improve drug permeation across the
skin.[38] All of the available data, however, have been
obtained using hairless mice or other small laboratory
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H3C

CH3

CH3
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O
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Fig. 2 Structures of the skin permeation enhancers HPE-101
(1-[2-(decylthio]ethyl)aza-cyclopentan-2-one), Dermac SR-38
(4-decyloxazolid-2-one), and NexACT 88 (dodecyl-N,N-
dimethylamino isopropionate).
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Fig. 1 Relationship between amount of drug absorbed

though skin and compound octanol–water partition coef-
ficient (increasing lipophilicity). �: salicylates; �: other non-
steroidal anti-inflammatory agents. (Redrawn from Ref.[32].)
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animal skin. Small laboratory animals, especially the
hairless mouse, can be uniquely sensitive to skin pen-
etration enhancement and, as yet, the effectiveness of
HPE-101 on human skin has not been reported.

Dermac SR-38 is one of a series of oxazolidinones,
cyclic urethane compounds, evaluated as transdermal
enhancers.[39] The compound was designed to mimic
natural skin lipids (such as ceramides), to be non-
irritating, and to be rapidly cleared from the systemic
circulation following absorption.[40] In animal and
human safety studies, Dermac SR-38 demonstrated a
good skin tolerance (no observed irritancy or sensitiza-
tion at levels of 1–10 wt%; moderate to severe irritation
in rabbit at 100%), and a low degree of acute toxicity
(LD50(rat oral) > 5.0 g/kg). The compound was evalu-
ated for its ability to enhance the human skin permea-
tion of diverse drugs from dermal and transdermal
delivery systems. Data for minoxidil indicated an
enhancer concentration-dependent effect for permea-
tion enhancement. Dermac SR-38 was also found to
enhance the skin retention of both retinoic acid when
applied in Retin A cream, and dihydroxyacetone when
applied in a hydrophilic cream.[41]

NexACT 88 (dodecyl-N,N-dimethylamino isopro-
pionate, DDAIP) is one of a series of dimethylamino
alkanoates, reported to be biodegradable, which were
developed as potential non-toxic skin permeation
enhancers.[42] Much of the early work was carried
out using shed snake skin and it was found, using this
model, that most of these compounds were equal to or
more active than Azone. Studies using human skin

indicated that dodecyl-N,N-dimethylamino acetate
(DDAA) was a more effective enhancer of absorption
of propranolol hydrochloride and sotalol than was
Azone.[43] Structural optimization of the compounds
led to the identification of the lead candidate
DDAIP,[44] which appeared to be more effective than
DDAA. Mechanism of action studies indicated that
the distribution of DDAIP in stratum corneum lipids
was somewhat different to that of DDAA, suggesting
that other interactions were contributing to the pene-
tration enhancement effect. It is possible that in addition
to its effect on stratum corneum lipids, DDAIP may
interact with keratin and potentially increase stratum
corneum hydration.

Other compounds have been identified and have
undergone preliminary evaluation as potential skin
penetration enhancers. The data are, however, very
limited and these candidate enhancers are mentioned
here solely for completeness. The biodegradable fatty
acid esters of N-(2-hydroxyethyl)-2-pyrrolidone
(decyl and oleyl) were synthesized and evaluated for
enhancer activity using hairless mouse skin.[45] Per-
meation of hydrocortisone was enhanced two-fold.
The activity of n-pentyl-N-acetylprolinate as a skin
permeation enhancer has been determined using
human skin.[46] Theenhancement potential of several
sunscreen agents, including padimate O, octyl salicy-
late, and octylmethoxycinnamate, has been evaluated
with some success.[47] Table 2 lists some of the more
recent patent disclosures concerning skin permeation
enhancement.

Table 2 Recent patents containing references to skin permeation enhancers

Patent no. Enhancer Assignee

DE 19646050 Neohesperidinedihydrochalcone Labtec

WO 9818417 Fatty acid esters of lactic acid salts Theratech

WO 9817315 Polyethyleneglycol monoalkyl ethers Alza

EP 98480674900 Crotamiton Lab D’Hygiene et de Dietetique

EP 98440792145 Levulic acid Lohmann

EP 98270665755 Polyglycolized glyceride SmithKline Beecham

US 5723114 Proton pump inhibitors Cellegy

US 5814599 Sonophoresis and liposomes MIT

US 5885565 Sterols and sterol esters Cellegy

US 5882676 Acyl lactylates Alza

US 5879701 Oleic acid dimer; neodecanoic acid Cygnus

US 5942545 Dioxolanes MacroChem

US 6001375 Polyoxyethylene cetyl ethers Gist-brocades

US 6001390 Methyl laurate; glycerol monolaurate Alza

US 6019988 Dual carrier systems Bristol-Myers Squibb

WO 9922714 Alkyl-(N,N-disubstituted amino) esters Nexmed
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ADVERSE LOCAL REACTIONS AND
STRATEGIES FOR REDUCTION

Human skin is exposed to an environment that con-
tains a variety of natural and synthetic compounds.
Inevitably, dermal contact, either accidental or deliber-
ate, will be made with a wide number of these
compounds, many of which have the potential for
inducing adverse cutaneous reactions, such as irri-
tation and sensitization.

Adverse skin responses to chemical exposure are
variable, may be immediate or delayed, and be of long
or short duration. They may also be classified as irri-
tant or allergic. Dermatological and transdermal for-
mulations contain a complex mixture of active and
inactive ingredients and it is important to appreciate
that the cause of any adverse reactions may be a for-
mulation additive (excipient) and not necessarily an
active compound. Thus, for example, it is well known
to those developing transdermal delivery systems that
the pressure sensitive adhesive used to produce inti-
mate contact with the skin is more likely to be the
source of any cutaneous reactivity than is the drug.
A further complication is that many of the inactive
ingredients used in topical pharmaceutical dosage
forms may have the ability to alter the barrier function
of the skin, which in turn may enhance the percu-
taneous penetration not only of other formulation
ingredients but also of subsequent exposure, either
accidentally or deliberately, to chemicals.

Acute toxic contact dermatitis may be induced by a
single application of a toxic material. One local inflam-
matory skin reaction is characterized by erythema and
oedema. This type of reaction occurs following contact
with materials such as acids, alkalis, solvents, and
cleansers and is rarely associated with topical appli-
cation of medicinal or cosmetic products. In contrast,
irritant contact dermatitis (a superficial non-immuno-
logically based reaction) may occur after repeated
exposure to many substances, including topical phar-
maceutical agents. The reaction is usually localized to
the site of exposure and usually diminishes after the
stimulus has been removed. Some materials can stimu-
late an immune response following an initial topical
application. Any future exposure may result in an
inflammatory immune reaction, an allergic contact
dermatitis, or sensitization.

There are two main sensitization reactions–immedi-
ate and delayed hypersensitivity. Immediate type
hypersensitivity is the result of antibody–allergen inter-
action occurring in the skin; the reaction that develops
is known as allergic contact urticaria. Delayed type
hypersensitivity is the result of cell-mediated immunity
and is the most frequently reported side effect of
topical drugs. Both epidermal and dermal cells play
pivotal roles in irritation and sensitization. Keratinocytes

in the viable epidermis synthesize and secrete proin-
flammatory mediators and cytokines that activate the
biochemical cascade leading to inflammation. Angio-
genesis may also play a role in the inflammatory
response but although it is possible that inhibitors
of neovascularization may modulate the response to
irritants, this hypothesis has yet to be fully investigated
and is far from commercialization.

Before a compound can induce an adverse skin reac-
tion upon dermal exposure, it has to penetrate into and
permeate across the stratum corneum. Many of the
strategies for the reduction of adverse reactions are
based on reducing or modulating this process.

Retention of Compounds on the Skin
(Reducing Penetration)

It is well established that a principle driving force for
diffusion across the skin is the concentration, or more
accurately the thermodynamic activity, of the per-
meant in the donor vehicle. Thermodynamic activity
is reflected by the concentration of the permeant in
the donor vehicle as a function of its saturation solu-
bility within that medium. The closer to saturation
concentration, the higher the thermodynamic activity
and the greater the escaping tendency of the permeant
from the vehicle. This principle has been extensively
utilized in pharmaceutical formulation development
in attempts to enhance percutaneous absorption of
drugs but it is seldom used to reduce absorption.
This is not surprising because for the most part, effi-
cacy is improved by greater drug delivery to the thera-
peutic target. However, in some instances it is
preferable to retain the active compound on the skin
surface or within the outer layers of the stratum cor-
neum (e.g., insect repellants and sunscreens) and this
may be feasible using the vehicle thermodynamic
activity approach.

Retardation of penetration can also be facilitated by
the use of physical barriers such as protective creams
and polymeric materials. There is evidence that emolli-
ent creams may be useful as skin barriers, although the
results reported to date are somewhat variable and
contradictory.[48] More recently, however, convincing
data have been presented that demonstrated that a bar-
rier lotion containing the organoclay quaternium-18
bentonite (5%) was extremely effective in reducing
the occurrence of allergic contact dermatitis to poison
ivy and poison oak.[49] Other polymeric materials are
designed as skin compatible barrier materials. The lat-
ter materials include polyolprepolymer [Penederm Inc.
(Bertek Pharmaceuticals)] and MacroDermsTM

(MacroChem Corp.). Both types of polymeric material
have been shown to reduce the skin penetration and
permeation of potentially irritating compounds.

Drug Delivery: Topical and Transdermal Routes 1315
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The polyolprepolymer products are presently used
in several cosmetics, over-the-counter, and prescription
topical pharmaceutical products. An extensive toxi-
cology package that illustrates that the polymers are
safe in use is available. The polyolprepolymers are
polyalkylene glycol-based polyurethanes and are avail-
able as three types (PP-2, PP-14, and PP-15) with
varying solubility properties and associated formu-
lation characteristics. They are, therefore, amenable
to incorporation into a variety of formulation types,
including gels, lotions, and creams. Convincing
evidence indicates that the polyolprepolymers are cap-
able of reducing the irritant response to retinoids in
both laboratory animal and human models. In
addition evidence has shown that these polymers are
capable of modifying the skin distribution of applied
materials, such as alphahydroxy acids and salicylates.

The MacroDerms is low to moderate (2000–
25,000 Daltons) in molecular weight, symmetrical
polymers that consist mainly of polyoxyethylene and
polyoxypropylene linked by alkylene chains and end-
capped by long alkyl groups (Fig. 3). The proportion-
ality of the polymer chain mix renders hydrophobicity
or hydrophilicity to the resultant block polymer.
MacroDerm L, a lipophilic polymer consisting of two
units each of 15 polyoxypropylene molecules linked
by an alkylene group and end-capped by stearyl chains,
has been shown to reduce the skin permeation of
various sunscreen agents and pharmaceutically active
compounds. A more hydrophilic MacroDerm, in
which the polyoxypropylene chains of MacroDerm L
have been replaced with polyoxyethylene chains, has
been shown to increase the efficiency of a moisturizing
formulation. The flexibility in the selection of moieties
on the MacroDerm compounds suggests that they may

be compatible with and easy to incorporate into a var-
iety of topical formulation types. Given the structure
of the MacroDerms and the nature of the constituent
moieties (together with their similarities to existing
compounds such as poloxamers and other non-ionic
surfactants), it is unlikely that there will be any safety
issues associated with their use.

Reduction of Skin Diffusivity
(Reducing Permeation)

The finding that an analogue (N0915) of the skin
permeation enhancer Azone (Fig. 4) retarded the pen-
etration of metronidazole through excised human skin,
presumably by increasing the order (decreasing flu-
idity) of the intercellular stratum corneum lipids,[50]

led to a rationalization of the mechanism of enhance-
ment at the molecular level.[51] The structured nature
of the stratum corneum intercellular lipid lamellae
relies heavily upon lateral cooperative interactions
between adjacent ceramide head groups. Enhancers
such as Azone intercalate the matrix, but only provide
a matching cooperative site on one side of the head
group. On the other hand, the Azone analogue
N0915, which has cooperative sites on both sides of
the head group and retards permeation, while analogue
N0807, which has electronegative sites on both sides of
the head group, is a more effective enhancer than
Azone. In addition, both Azone and N0807 have a pre-
ferred bent head group conformation which will dis-
rupt packing of alkyl chains and increase the
possibility of permeable defects. This basic concept
was refined in the logical design of a series of molecules
that were specifically targeted at retardation of skin
permeation.

Experiments have been conducted on two of these
compounds to determine their penetration retardation
effect on two compounds, hydrocortisone and diethyl
toluamide (DEET).[52] Fig. 5 shows that the retarders
could reduced the permeation of hydrocortisone, while

Fig. 3 Structure of MacroDerm SA20C (Courtesy of Dr. S.
Krauser, MacroChem Corporation).
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Fig. 4 Structures of Azone and the analogues N0807 and
N0915.
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Azone, as expected, slightly increased permeation. Simi-
larly, while Azone enhanced permeation of DEET, both
retarder compounds reduced permeation. Although
these data provide initial validation of the basic hypo-
thesis for the mechanism of skin modulation, much
remains tobeaccomplished before these compounds can
be considered as viable strategies for irritation or sensi-
tization reduction.

Miscellaneous Strategies for
Modulating Skin Irritation

Many naturally occurring plant extracts are reputed to
possess anti-irritant properties and have been recom-
mended for use in cosmetic formulations. These
include such diverse mixtures as tea tree oil, borage
seed oil, Paraguay tea extract, Kola nut extract, oil
of rosemary, and lavender oil. It is, however, difficult
to standardize plant extracts and there may be a great
deal of lot-to-lot variability in constituents. Under-
standably, this makes identification and isolation of
any specific active constituent complex and laborious.
The extracts may be oily or hydrophilic and contain
compounds such as a-bisabolol, xanthines, polyphe-
nols, and phytosterols.There is great potential in the
use of plant extracts for irritation and sensitization
reduction. This has been established within the cos-
metic industry, and interest here has stimulated activity
into reducing variability by more consistent cultivation
techniques and more standardized extraction methods.

Strontium nitrate (Cosmederm-7TM) has been
shown to dramatically reduce the sensory irritation
and erythema produced following application of a

70% free glycolic acid peel. It also has been shown to
be effective in suppressing histamine-induced itch.
Although the mode of action is unclear, the active prin-
ciple appears to be elemental strontium in its free ionic
form. It is postulated that the mode of action involves
the potential ability of strontium to block neurogenic
inflammation at type C neurons or nociceptors.[53] It
is interesting to note that the potential mechanism of
action of strontium, involving nociceptor blockade, is
also the mechanism by which capsaicin (the compound
which renders chilli peppers ‘‘hot’’) is believed to pro-
vide relief in several painful conditions, such as pruri-
tis, postherpetic neuralgia, and diabetic neuropathy.
Various analogues of capsaicin have been synthesized
and evaluated for anti-inflammatory activity with
varying degrees of success.[54] However, it is important
to appreciate that although the strategy of blocking
sensory neurones will inhibit the sensation of pain, it
will not inhibit the inflammation associated with an
irritation reaction.

A combination of compounds, including oleic acid,
a short chain length alcohol, and a glycol, all gelled
with a carbomer, has been found to reduce inflam-
mation associated with the topical application of sev-
eral chemical species (CELLEDIRM, Cellegy
Pharmaceuticals, Inc.).[55] This formulation has been
patented with the major claim that the use of a combi-
nation of oleic acid and glycerol provides skin pen-
etration enhancement while reducing irritation
potential (when compared with, for example, oleyl
alcohol). CELLEDIRM has been shown to reduce
inflammation by up to 40% in animal models chal-
lenged with potent irritants or allergens. All the excipi-
ent ingredients within CELLEDIRM are either
generally accepted as safe (GRAS) status or have been
used in various pharmaceutical or cosmetic products.
Cellegy Pharmaceuticals plans to utilize CELLE-
DIRM in the development of several pharmaceutical,
dermatological, and transdermal formulations.

NOVEL DELIVERY SYSTEMS
IN DERMATOLOGICAL AND
TRANSDERMAL THERAPY

In addition to traditional dermal and transdermal
delivery formulations, such as creams, ointments, gels,
and patches, several other systems have been evalu-
ated. In the pharmaceutical semisolid and liquid for-
mulation area,these include sprays, foams, multiple
emulsions, microemulsions, liposomal formulations,
transfersomes, niosomes, ethosomes, cyclodextrins,
glycospheres, dermal membrane structures, and
microsponges.[56–58] Many of these novel systems use
vesicles to modulate drug delivery. Novel transdermal
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Fig. 5 Effects of Azone and the developmental retarding

compounds 4-F2 and 2-F2 on permeation of hydrocortisone
across human skin.
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formulations include soft patches, microneedles, and
powder delivery systems.

Semisolid Vesicular Systems

Mezei first suggested that liposomes may be useful
drug carrier systems for the local treatment of skin dis-
eases.[59] The suggestion was based on drug disposition
data obtained following topical application of the ster-
oid triamcinolone acetonide incorporated in phospho-
lipid liposomes formulated as lotions or gels.
Encapsulation of triamcinolone acetonide into lipo-
somes resulted in a vehicle-dependent 4.5- to 4.9-fold
increase in the amount of drug recovered from the epi-
dermis. The work of Mezei suggested that application
of the dermatological drugs in liposomal form com-
pared to conventional formulations led to increased
drug concentration in the skin and subcutaneous
tissues and decreased biodisposition in plasma and
remote sites. These encouraging early observations were
followed by several confirmatory research and clinical
investigations, most notably those of Weiner’s group
at the University of Michigan[60] and Korting’s group
at Ludwig-Maximilians University in Munich.[61]

Many other studies have indicated the potential of
phospholipid liposomes to increase the skin content
of topically applied drugs. Liposomes also have been
prepared from lipid mixtures similar in composition
to the stratum corneum intercellular lipid.[62]

Another vesicle system that has been investigated
for potential modification of skin permeation are nio-
somes.[63] Niosomes are composed of non-ionic surfac-
tants, such as polyoxyethylene alkyl ethers, and may
be prepared as single or multilamellar vesicles. Sur-
factants of this type are known to enhance skin
permeation and this is likely to play a role in any modi-
fication of permeation using these vehicles. The effect
of non-ionic surfactant vesicles on the skin permeation
of estradiol was shown to be dependent on the physical
state of the niosome. On the other hands niosomes
prepared from polyoxyethylene(3)stearyl ether and
existing in the gel state did not increase estradiol
permeation, and those prepared from polyoxyethylene
(3)lauryl ether and polyoxyethylene(10)oleyl ether,
both existing as liquid crystalline vesicles, significantly
enhanced transport. Further experiments in which
the skin was pretreated with unloaded niosomes indi-
cated that the enhanced transport of estradiol from
drug-loaded vesicles was not wholly a result of surfactant-
induced penetration enhancement. The authors postu-
lated that niosomes fused at the surface of the stratum
corneum and generated high local concentrations of
estradiol which resulted in increased thermodynamic
activity of the permeant in the upper layers of the
stratum corneum.

Vesicle systems, described as ethosomes composed
of phospholipid, ethanol, and water, have been shown
to enhance the transdermal delivery of minoxidil and
testosterone when compared to more traditional for-
mulations (Fig. 6).[57] The quantities of drug penetrating
into and permeating through nude mouse skin in vitro
were significantly greater from the ethosome systems
than from appropriate control vehicles. Furthermore,
when evaluated in rabbits in vivo, ethosomal transder-
mal patch systems produced higher testosterone plasma
levels than a commercial patch. A tentative synergistic
mode of action was proposed in which the ethanol dis-
rupted the stratum corneum intercellular lipid, allowing
the flexible ethosome to penetrate and possibly per-
meate the stratum corneum. The ethosome may subse-
quently fuse with skin lipids and release its drug
content. The authors also point out that there may be
a follicular contribution to the enhancement effect.
It is interesting and important to note that there was
no observed acute or cumulative irritancy (in rabbits)
associated with the use of the ethosomal system.

The precise mode of interaction between lipid vesi-
cles and skin remains unclear. There is considerable
doubt about the ability of whole vesicles to permeate
intact stratum corneum. The majority of evidence sug-
gests that vesicles can penetrate the outer cell layers of
the stratum corneum where desmosomal linkages have
become disrupted and presumably, the keratinocytes
are less tightly bound and surrounded by a mixture
of intercellular lipid and sebum. However, continuing
diffusion of vesicles through the approximately 60 nm
intercellular space of the deeper layers of the stratum
corneum seems unlikely. Current thinking suggests
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Fig. 6 Minoxidil permeation from ethosome systems and
appropriate control vehicles. Data are expressed as the cumu-
lative permeation across male nude mouse skin in vitro over
24 h. (Figure plotted from data given in Ref.[57].)
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that lipid vesicles fuse with endogenous lipid either on
the surface or in the outermost layers of the stratum
corneum. The fusion is followed by structural changes
in the deeper layers of the stratum corneum, as evi-
denced by freeze-fracture electron microscopy and
small angle x-ray scattering techniques. These structur-
al changes are presumed to be the result of intercellular
diffusion of vesicle lipid components (not intact vesi-
cles) to the deeper layers, as well as interaction with
and disruption of endogenous lipid lamellae. It is sim-
ple to postulate that this interaction/disruption of lipid
lamellae will lead to an increase in skin permeation
rates but this does not explain the observed increase
in skin retention of permeants. Apparent increased
skin retention may be an artefact from exogenous lipid
depot formation on the skin surface. On the other
hand, formations of lipid aggregates, possibly com-
prised of mixtures of endogenous and exogenous lipid,
observed in deeper layers of the stratum corneum may
provide a reservoir for topically applied drugs.

Cevc and Blume,[64] however, suggested that it was
possible for whole vesicles to cross intact stratum cor-
neum. The basic premise for this hypothesis was the
driving force provided by the osmotic gradient between
the outer and inner layers of the stratum corneum and
the development of specific mixes of lipids to form
modified liposomes termed transfersomes. The requi-
rement for the osmotic gradient to be maintained
suggests that transfersomes will not function in occlu-
sive conditions and careful formulation is necessary.
Due to their unique structure (a mix of phosphatidyl
choline, sodium cholate, and ethanol), transfersomes

are reputed to be very flexible vesicles and capable of
transporting their contents through the tortuous
intercellular route of the stratum corneum. The appli-
cation of the corticosteroids triamcinolone acetonide,
dexamethasone, and hydrocortisone encapsulated in
transfersomes resulted in more reliable site specificity
for the drug and, therefore, less potential for adverse
side effects.[65]

Novel Transdermal Systems

In terms of overall composition, traditional transder-
mal patch systems have changed little in the past few
years. The modifications that have been made are, for
the most part, refinements of the materials used in their
construction (Table 3). This is the case for the ‘‘soft’’
patches that consist of thin flexible films containing a
known amount of drug.[66] The soft patch is designed
to be flexible and to conform to various body flexures.

Given the limitations imposed on transdermal sys-
temic drug delivery by the barrier properties of the
stratum corneum, new technologies have attempted
to completely bypass this obstacle by either the cre-
ation of a physical conduit (microneedles) or direct
powder delivery via compressed gas. The Alza Cor-
poration technology (MacrofluxTM) comprises a patch
system that contains a microprojection array designed
to create superficial microchannels across the stratum
corneum.[67] When used in conjunction with their elec-
trotransport system, the Macroflux system provides
controlled in vivo delivery of therapeutic doses of

Table 3 Recent patents containing references to transdermal materials

Patent no. Material Assignee

US 5783208 Pressure sensitive adhesive mixture Theratech

WO 9820869 Electrotransport mechanism Alza

US 5785688 Electromechanical gas generator Ceramatec

WO 9737659 Crystallization inhibition Sano

WO 9813099 Iontophoretic mechanism Becton Dickinson

US 5753263 Liposomal formulation Anticancer Inc.

WO 9813024 Hyaluronic acid Hyal

US 5843979 Irritation/sensitization reduction Bristol-Myers Squibb

WO 9832488 Irritation/sensitization reduction Novartis

EP 98160665745 Pressure sensitive adhesive mixture Lohmann

EP 98140716599 Crystallization inhibition Lohmann

US 5843114 Skin perforation device Samsung

US 5820875 Dual delivery rate device Cygnus

US 5750138 Delayed onset of delivery Westonbridge International

US 5713845 Laser-assisted drug delivery ThermoLase

WO 9904838 Electromagnetic injection device Boehringer Mannheim
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antisense oligonucleotide, human growth hormone, and
insulin. Similarly, the Redeon Inc. system consists of
microfabricated microneedles that are 150 mm in length
and may be either solid or hollow.[68] The Redeon system
was effective in enhancing by several orders of magni-
tude the human epidermal permeability of calcein and
bovine serum albumin (Fig.7).[69]

Transdermal powder delivery uses a supersonic flow
of helium to accelerate drug particles to velocities suffi-
ciently high to penetrate the stratum corneum.[70] The
needle-free injection system is capable of painlessly
delivering drugs and vaccines in powder form into
the skin. The amount of drug delivered is related to
particle size, dose level, and the device operating
power. Recent data demonstrated that the powder
delivery system was capable of delivering salmon calci-
tonin across rabbit skin in a dose-dependent (but non-
linear) manner.[71] A similar system (the HeliosTM gun
system) was used to determine the effect of the dose
regimen of a model drug incorporated into poly-L-
lactic acid microspheres of varying particle size.[72] It
was concluded that more frequent applications that
contain lower amounts of the model drug generated
a superior plasma profile than larger drug loadings at
less frequent dosage intervals.

RECENT REGULATORY INITIATIVES

SUPAC-SS—Drug Release from
Semisolid Formulations

Determination of the ability of a semisolid formulation
to release a drug, the pattern of release and the rate at

which this release, occurs are important aspects of for-
mulation development and optimization. However, it
is also important to appreciate that the data obtained
should not be overinterpreted. Release studies nor-
mally involve the measurement of drug diffusion out
of a mass of formulation into a receiving medium that
is separated from the formulation by a synthetic mem-
brane.[73] A detailed analysis of the data obtained in
this type of experiment can be expected to generate
invaluable data concerning the physical state of the
drug in the formulation. For example, an examination
of the early models and their refined updates derived to
describe drug release from semisolids reveals that
release patterns are different depending on whether
the drug is present as a solution or suspension within
the formulation.[74] These subtle differences, together
with differences in the rate of release, may be used to
determine such parameters as drug diffusivity within
the matrix of a formulation, the particle size of
suspended drug, and the absolute solubility of a drug
within a complex formulation (Fig. 8).[75,76] Although
it is generally agreed that drug release rate data
cannot be used to predict skin permeation or bioavail-
ability, release rate determinations are important for
purposes other than formulation development and
characterization.

The Food and Drug Administration (FDA) has
issued a guidance document (SUPAC-SS Non-sterile
Semisolid Dosage Forms, US Department of Health
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Fig. 7 Permeability of in vitro human epidermis to bovine

serum albumin (BSA) and calcein. In the absence of micro-
needles, permeation was below the limit of detection. (Plotted
from data given in Ref.[69].)

Release from solution

Solubility of drug in formulation

Log [concentration of drug in formulation]

Release from suspension

L
o
g
 [

re
le

as
e 

ra
te

] 
(M

/ 
t
)

0

1

2

3

4

–1.5 –1.0 –0.5 0.5 1.00.0

Fig. 8 Illustration of the use of release rates from semisolid

preparations to determine drug solubility within a formu-
lation. Data show the release rates of benzocaine from propy-
lene glycol/water gels as a function of drug concentration in
the formulation. (Redrawn from Ref.[75].)
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and Human Services, Food and Drug Administration,
Center for Drug Evaluation and Research, May 1997)
that recommends the use of in vitro drug release testing
in the scale-up and postapproval changes for semiso-
lids (SUPAC-SS). The FDA intends to promote the
use of this test as a quality assurance tool to monitor
minor differences in formulation composition or
changes in manufacturing sites, but not at present as
a routine batch-to-batch quality control test. Thus,
the FDA is suggesting in vitro release rate data for
Level 2 and Level 3 changes in formulation compo-
nents and composition but such data are not required
for a Level 1 change. In the former, the in vitro release
rate of the new or modified formulation should
be compared to a recent batch of the original formu-
lation, and the 90% confidence limit should fall within
the limits of 75–133%. Similarly, in vitro release testing
is suggested for Level 2 changes in manufacturing
equipment, processes, and scale-up, and Level 3
changes in manufacturing site. Recently, the use of in
vitro testing as a quality assurance tool has been ques-
tioned, especially in the case of a hydrophilic formu-
lation that contains the highly water soluble drug
ammonium lactate.[77] The method was found not to
be specific enough to differentiate between small differ-
ences in drug loading or minor compositional and
processing changes.

Bioequivalence of Dermatological
Formulations

In practice, bioequivalence of dermatological dosage
forms creates particular difficulties because it is often
difficult to determine the very low blood levels of spe-
cific drugs following dermal application. The FDA has
pioneered the use of alternative methods of evaluation
including the investigation of dermatopharmacoki-
netics using the tape-stripping method. The use of in
vivo skin stripping in dermatopharmacokinetic evalua-
tion was the subject of an AAPS/FDA workshop
concerning the bioequivalence of topical dermatologi-
cal dosage forms (Bethesda, MD, September, 1996).
Although opinion was somewhat divided, it was
concluded that stratum corneum tape stripping ‘‘may
provide meaningful information for comparative
evaluation of topical dosage forms.’’[78] Furthermore,
it was established that a combination of dermatophar-
macokinetic and pharmacodynamic data could pro-
vide sufficient proof of bioequivalence ‘‘in lieu of
clinical trials.’’ However, much remains to be validated
in skin stripping protocols. The in vivo tape stripping
technique is based on the dermal reservoir principle
developed by Rogier et al.[79]. It is hypothesized that
if a compound is applied to the skin for a limited time
(for example 0.5 h) and then removed, the amount of

drug in the upper layers of the stratum corneum will
be predictive of the overall bioavailability of the com-
pound. It follows that determination of the stratum
corneum content of a permeating material following
a short-term application will predict in vivo bioavail-
ability from a corresponding administration protocol.
Data obtained in studies of this type have shown
reasonable predictability for several compounds.

An outline protocol for skin-stripping bioequiva-
lence studies has been suggested.[78] The basic protocol
has two phases: uptake and elimination.

Uptake

1. Test and reference drug products are applied
concurrently at multiple sites.

2. After exposure for a suitable time (determined
by a pilot study), excess drug is removed by wip-
ing three times with tissue or cotton swab.

3. The adhesive tape is applied with uniform
pressure. The first strip is discarded (skin sur-
face material). This is repeated if necessary to
remove excess surface material.

4. Collect nine successive tape strips from the same
site. If necessary collect more than nine strips.

5. Repeat the procedure for each site at designated
time intervals.

6. Extract the drug from the combined tape strips
for each time point and site and determine the
content of drug using an appropriate validated
analytical method.

7. Express the data as amount of drug per cm2 of
tape.

Elimination

1. Repeat steps 1, 2, and 3 ‘‘Uptake’’ phase.
2. After a predetermined time interval (e.g., 1, 3, 5,

and 21 h postdrug removal) perform steps 4
through 7 of ‘‘Uptake’’ phase.

The results are then expressed as the amount of drug
recovered from the tape strips against time. Uptake
and elimination phases are observed (Fig. 9) and bio-
availability may be predicted from the area under the
curve. There are several sources of variability in such
studies, all of which must be considered in standard
operating procedures. The major causes of concern in
variability are:

1. Drug application procedure.
2. Type of tape.
3. Size of tape.
4. Pressure applied by investigator.
5. Duration of application of pressure.

Drug Delivery: Topical and Transdermal Routes 1321



D
rug

D
elivery

P
arent–V

aginal

6. Drug removal procedure.
7. Drug extraction procedure.
8. Analytical methodology.
9. Temperature.

10. Relative humidity.
11. Skin type.
12. Skin surface uniformity.

Other concerns have been expressed.[80] These
include the observation that vehicle components of
the products to be evaluated may have different effects
on the adhesive properties of the tape. In addition, it is
important to appreciate that because the dermatophar-
macokinetic bioequivalence studies will most likely be
carried out on normal disease-free human volunteers,
the generated data may show little resemblance to
the actual drug distribution within the stratum cor-
neum of patients. Non-etheless, following further vali-
dation, the technique will have several advantages. For
example, basic pharmacokinetic parameters, such as
AUC, Cmax, Tmax, and half-life, may be approximated
from the data obtained. In addition, the approach
could be applicable to all types of topical preparation.

Recently, Pershing[81] reviewed much of the exten-
sive validation of typical in vivo skin stripping techni-
ques. Such variables as the test region anatomical site,
individual investigator technique, adhesive systems and
product dose, application, and removal techniques
were discussed. It was concluded that ‘‘careful vali-
dation of adequate removal of residual applied

product, the collection of skin stripping samples and
a sensitive analytical assay were critical to the appro-
priate interpretation of the results.’’[81] Further details
of the dermatological drug product bioequivalence
guidelines, including the proposed protocol, may be
obtained from the FDA draft guidance document
(Topical Dermatological Drug Product NDAs and
ANDAs—In Vivo Bioavailability, Bioequivalence, In
Vitro Release, and Associated Studies, U.S. Depart-
ment of Health and Human Services, Food and Drug
Administration, Center for Drug Evaluation and
Research, June 1998).

CONCLUSIONS

The title of this article, Drug Delivery: Topical and
Transdermal Routes, describes a field of pharmaceuti-
cal sciences that has expanded rapidly over the past
30 years. For example, it was only a few years ago that
non-invasive transcutaneous immunization was only
available on the ‘Starship Enterprise.’ Now the tech-
nology is available.[82] To include all recent develop-
ments would require much more space than is
feasible within the scope of this encyclopedia. Quite
selfishly, therefore, I have elected to cover those
subjects in which I am most interested. In partial miti-
gation, I have provided a reasonably complete bibli-
ography and have attempted to point the reader who
wishes to explore in more depth subjects not covered
herein toward the most relevant recent references. Top-
ical drug delivery, for either dermatological or trans-
dermal therapy, is a fascinating subject, made more
so by the nature of the skin. The more we understand
the molecular biology of this unique organ, the more
able we will be to fix it when it goes wrong. Similarly,
a deeper understanding of skin barrier morphology
will allow us to develop strategies to modify its per-
meation properties. These are fundamental issues and
improvement of our knowledge will increase our
capabilities as drug delivery scientists. In this section,
I have attempted to outline recent developments in
the development of the stratum corneum and some
of the methods used to modify the inherent barrier
properties of this unique membrane. Some strategies
for reducing adverse dermatological events associated
with topical therapy have been discussed. Novel deliv-
ery systems were outlined and recent regulatory initia-
tives, which are planned to make life easier for the
pharmaceutical industry, were described. I hope that
my comments will provide the drug delivery specialist
with some insights borne of experience and the experi-
enced topical formulator with some alternative con-
cepts in the field of dermatological and transdermal
product development.
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INTRODUCTION

Unsatisfactory therapeutic efficacy and substantial
systemic toxicity have been the major hurdles in
developing small molecule anticancer drugs. An ideal
approach to overcome these hurdles is to develop drugs
that only target tumor cells without altering normal
tissues. Examples of such drugs include Herceptin
(Trastuzumab)[1] for the treatment of metastatic breast
cancer and Gleevec (imatinib mesylate)[2] for the treat-
ment of chronic myeloid leukemia and certain types of
gastrointestinal stromal tumors. Alternatively, develop-
ing tumor-targeted drug delivery systems has been recog-
nized as a valuable approach to enhance the therapeutic
efficacy of existing small molecule anticancer drugs.

This article focuses on tumor-targeted drug delivery
systems. It is divided into two major sections: an over-
view of targeting mechanisms, and some application
examples that have demonstrated tumor targeting in
preclinical and clinical studies.

APPROACHES TO ENHANCE
TUMOR TARGETING

Tumor-targeted drug delivery systems can be classified
based on three major approaches: (i) passive targeting;
(ii) active targeting; (Fig. 1) and (iii) external stimuli
triggering. The advantages and challenges of each
approach are discussed below.

Passive Targeting

Targeted drug delivery can be achieved by taking advan-
tage of the anatomical and pathological differences
between the tumor and normal tissues.[3] The essential
component of normal blood vessel wall is the endo-
thelium. Additional supportive layers may exist in most
organs. The endothelium functions as a physical barrier
between blood and tissue cells. In contrast, the tumor
blood vessel network is developed in enormous quantity
and density to extract nutrients and oxygen to meet the
abnormal need during tumor growth. The disordered
blood vessels in tumors are formed by irregular-shaped

endothelial cells and defective supportive layers. The
tumor vasculature becomes highly permeable to blood-
circulating macromolecules owing to the overexpression
of vascular permeability factor/vascular endothelial
growth factor (VPF/VEGF). VPF/VEGF are a group
of powerful vascular permeabilizing substances, which
render the microvasculature hyperpermeable to plasma
proteins for tumor growth.[4]

The leaky vasculature of tumors is evidenced by
morphological studies. The vascular pore cutoff size
for subcutaneously grown tumors was tumor depen-
dent, ranging from 200 nm to 780 nm in transplanted
rodent tumors.[3] In contrast, the opening of tight
junctions between endothelial cells is below 2 nm for
normal microvessels, and up to 6 nm for postcapillary
venules. The gap in the pore size between normal and
tumor vasculature suggests that drug delivery systems
with a particle size smaller than 200 nm have greater
tendency to cross tumor vasculature. However, normal
tissues such as kidney glomerulus, liver sinusoid, and
pulmonary region[3] have fenestrated or discontinuous
endothelium, rendering drug delivery systems more
accessible to these tissues, which may compromise
the passive delivery of tumor-targeting systems.

The lymphatic system in tumor tissues also plays
a role in enhancing passive tumor targeting. The lym-
phatic network in normal tissues collects and returns
interstitial fluid to the blood to maintain fluid balance
in the organs. Although functional lymphatic network
exists in the tumor periphery during metastasis, it has
been reported that the inside of tumor tissues do not
have a functional lymphatic system.[5] It is speculated
that the pressing force from the growing tumor cells
and the lack of internal balancing pressure cause the
collapse of the tumor lymphatic system, resulting in the
retention of high molecular weight molecules in tumors.

The combined effect of leaky vasculature and
impaired lymphatic systems in tumor sites, described
as enhanced permeability and retention (EPR) effect,[4]

is well recognized as one of the pathways to achieve
tumor targeting, usually referred to as passive target-
ing. Efforts have been made to develop drug delivery
systems that can pass through the leaky vasculature
and shuttle drugs into the tumor interstitium, leading
to the local accumulation of drugs.
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EPR effect and passive targeting can be enhanced
by prolonging blood circulation of a drug delivery
system. Blood-circulating substances are cleared from
circulation mainly through renal clearance and reticu-
loendothelial system (RES) uptake. To increase the
circulation half-life, a tumor-targeted drug delivery
system should have certain characteristics to avoid
these clearance mechanisms. Renal clearance, con-
trolled by the molecular weight and size, is the major
route for the elimination of water-soluble polymeric
drug carriers. Therefore, the molecular weight of a
polymer should be higher than the threshold of renal
clearance to have a prolonged blood-residence time.
RES uptake is a major route for the clearance of par-
ticulate drug carriers and protein conjugates, because
of their large size and particular surface charges, which
trigger phagocytosis by the monocytes and macro-
phages. RES uptake can be significantly reduced by
modifying the particle surface with non-immunogenic
water-soluble polymers and controlling particle size
below 100 nm. A successful example of shunning
RES uptake is small liposomes stabilized by grafting
Poly(ethylene glycol) (PEG) on the surface. The
plasma half-life of sterically stabilized liposomes
(SSLs) is extended to several hours from a few minutes
for conventional liposomes.[6] Consequently, enhanced
tumor uptake and reduced toxicity in normal tissues
are obtained.

Active Targeting

Active targeting refers to a drug delivery system
containing binding moieties to the receptors that are
predominantly expressed in tumors. The idea of active
targeting was illustrated comprehensively by Ringsdorf
in a model of macromolecular drug delivery systems,
although the principle also applies to particulate drug
delivery systems.[7]

The major elements in an active tumor-targeted
drug delivery system include a drug carrier, cytotoxic
molecules, drug release triggers, and most importantly,
tumor-specific ligands. Macromolecular and parti-
culate drug carriers identified in passive targeting
approaches are sufficient to be employed for active
targeting. Cytotoxic drugs are coupled to these carriers
through chemical bonds or physical interactions, and
drug release can be triggered by a change of micro-
environment from normal physiological conditions to
certain tumor-specific conditions, such as abnormal low
pH or high temperature, or the presence of tumor-
specific enzymes. The drug is released after chemical or
enzymatic hydrolysis of the chemical bond between the
drug and carrier for conjugate systems or by inducing
local defects in drug delivery vehicles for physically
assembled systems.

The identification of tumor-specific ligands has been
a major challenge in obtaining a tumor-targeted
system. This is owing to the fact that most tumors
do not express unique antigens. The antigens overex-
pressed in tumors are also expressed in normal tissues.
Additionally, the overexpression of antigens is often
heterogeneous among different tumors or in different
stages during tumor growth, which imposes extra com-
plexity in achieving high efficacy of tumor targeting.

Tumor antigens are expressed on the cell surface or on
the vasculature. Different events ensue upon binding of
the targeting moieties of a drug delivery system to tumor
receptors. Drug carriers that are bound to internalizing
cellular receptors are internalized via receptor-mediated
endocytosis, and the drug is released intracellularly to
attack tumor cells. Binding to non-internalizing receptors
or vascular receptors prompts the localization of drug-
loaded carriers in the tumor interstitium. The drug is
released extracellularly and taken up by cells via regular
pathways, e.g., passive diffusion or active transport.
Although primarily functioning as targeting moieties,
monoclonal antibodies (MAbs) may also trigger immu-
nologic or non-immunologic activities against tumor
vasculature and neoplastic cells.[8] It can be predicted that
drug deposition in normal tissues should remain minimal
and the toxic side effects can thus be minimized by using
actively targeted drug delivery systems.

A sufficiently long blood-circulation time is critical
to achieve a substantial level of active targeting for a
tumor-targeted system. Although coupling targeting
moieties with a drug carrier may result in prolonged
blood circulation because of an increase in molecular
weight that may lower the tendency of renal clearance,
the major consequence, however, may be the acquired
immunogenicity owing to the introduction of macro-
molecular targeting ligands such as MAbs. For example,
50% of the injected immunoliposomes are found in
the liver two hours after injection while only 10% of
the liposomes without bound antibodies accumulate in

Tumor Targeting 

Passive Targeting

Active Targeting 

Prolong circulation 
Reduce renal clearance 

Reduce RES uptake 

Vasculature
receptors Tumor cell

receptors

Normal
vasculature

Tumor leaky
vasculature 

Fig. 1 Schematic illustration of passive and active targeting
mechanisms.
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the tissues. Immunogenicity of an actively targeted
system is reduced when humanized MAbs or fragments
are used.[8]

It is ideal to have tumor-specific ligands; in practice,
however, tumor-targeting antigens need not be exclusi-
vely expressed in tumors. The degree of overexpression
in tumors is very critical that the quantity and density of
a tumor antigen should be sufficient to obtain signifi-
cant tumor targeting and therapeutic benefits. A thresh-
old was noticed for HER-2 (human epidermal growth
factor receptor) targeted immunoliposomes, e.g.,
cytotoxic activity was observed in SKBR-3 or BT-474
breast cancer cells with receptor density of more than
one million per cell, but not in MCF7 cells that have
10,000 receptors per cell.[9] Moreover, tumor tissues
are more accessible to actively targeted systems than
normal tissue owing to EPR effect.

Actively targeted drug delivery systems are
equipped with efficient binding moieties and sufficient
transporting capabilities to deliver anticancer agents
selectively to tumor sites. This strategy has been used
not only in cancer chemotherapy for delivering antic-
ancer drugs, but also in the diagnosis of cancers, in
radiotherapy, and phototherapy.

Examples of tumor targets

Folate Receptor. Folate receptor is a membrane pro-
tein with high binding affinity to folates. Upon binding,
folate receptors migrate to form clusters in caveolae
regions and undergo receptor-mediated endocytosis.
Folate receptors are negligible in most normal tissues
but are overexpressed in many human tumors including
ovarian (52 of 56 cases tested), endometrial (10 of 11),
colorectal (6 of 27), breast (11 of 53), lung (6 of 18), renal
cell carcinomas (9 of 18), brain metastases derived from
epithelial cancers (4 of 5), and neuroendocrine carcino-
mas (3 of 21), determined by indirect immunohistochem-
ical staining using a MAb against type a-folate receptor
LK26.[10] Excessive levels of folate receptors were also
detected in choriocarcinomas, meningiomas, uterine, sar-
comas, osterosarcomas, non-Hodgkin’s lymphomas,
and promyelocytic leukemia in a separate study.[10]

The difference of folate receptor levels between
human tumors and normal tissues has been taken into
consideration for designing targeted drug delivery to
these tumors. Folic acid has been frequently used for
folate receptor targeting. Its high binding affinity toward
folate receptors is retained when folic acid is conjugated
via its g-carboxyl group to a drug carrier.[11]

Transferrin Receptor.[12] Transferrin receptor is a cell
membrane glycoprotein that binds to transferrin to
transport iron ion into cells by receptor-mediated endo-
cytosis. Human transferrin receptors are overexpressed

in rapidly dividing cells that are in need for an increased
intake for iron to facilitate their rapid growth. For
example, transferrin receptors have been used in the
treatment of brain tumors because of a high level of
transferrin receptors on glioma cells. Fv fragment of
a single chain antibody against human transferrin
receptors were employed in the cationic liposome-
DNA complex (lipoplex) in combination with conven-
tional chemotherapy. Prolonged lifespan in animals
was observed.

Integrins. Integrins are a group of receptors expressed
in the neovasculature during the angiogenesis of tumor
growth. Integrins play a key role in cell signaling.
Binding to integrins signals cell proliferation or
suppression, depending upon the type of integrins.
Integrins are heterodimeric glycoproteins containing
a and b chains. The avb3 integrin is recognized as a
target on endothelial cells of metastatic cancers and
macular degeneration. The targeting sequence screened
by phage display library showing the most efficient
binding to avb3 receptor was the Arg-Gly-Asp (RGD)
tripeptide.[13]

Fibronectin. Fibronectin is expressed in and around
neoplastic blood vessels during tumor growth and
angiogenesis. Fibronectin is an extracellular adhesion
glycoprotein that binds to integrin receptors and med-
iates interactions between cells and extracellular matrix
components. Antibodies against fibronectin have been
studied for targeting.[14]

VEGF. VEGF is an angiogenesis stimulating protein
that causes tumor blood vessels to become more per-
meable. VEGF has been shown to be expressed in many
solid tumors. Antibodies against VEGF interfering with
VEGF functions can also be used as a targeting ligand
to deliver cytotoxic drugs.[15]

Tumor-Specific MAbs or Fragments. In recent years,
MAbs have been identified as effective anticancer
agents. Several MAbs have been approved for clinical
uses since 1997, and many more are in clinical trials.[16]

MAbs are believed to have multifunctional mechan-
isms. Their high selectivity toward tumors makes them
ideal targeting ligands for actively tumor-targeted drug
delivery systems.

External Stimuli Triggered Systems. External stimuli
have been identified as a feasible way for triggering
drug release at a specific time and site. For example,
magnetic nanoparticles or microspheres release drug
upon the application of magnetic field.[17] Drug
delivery systems that are ultrasound sensitive[18] have
been investigated. Details of these approaches will
not be further discussed.
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APPLICATIONS OF TUMOR-TARGETED
DRUG DELIVERY SYSTEMS

There are two broad classes of tumor-targeted drug
delivery system—macromolecular conjugates and
particulate systems. Although the two classes employ
similar targeting principles, they generally encounter
different physiological and biological barriers to
achieve maximum tumor targeting and antitumor effi-
cacy (Fig. 2). Macromolecular conjugates contain
covalently bound drugs (Fig. 3). The conjugated drugs
need to be freed to exert antitumor activity, and drug
release is usually controlled by selecting appropriate
linkers. Particulate drug delivery systems contain drugs
embedded in the particles. The release of drug is con-
trolled primarily by the destabilization of the particles,
a process induced by a change of physicochemical
environment around the particle-forming molecules
after entering tumor tissues. Although many novel
drug-targeting systems have been reported in the litera-
ture, the following section will highlight those drug-
targeting systems that have been demonstrated to be
effective at least in preclinical studies.

Macromolecular Conjugates

PEG conjugates

PEG is a water-soluble and biocompatible polymer.
Conjugating PEG to small molecules and proteins
can greatly change their physicochemical and biolo-
gical properties. The conjugation of PEG to a small
molecule yields a PEG-drug conjugate that is more
water soluble but has a lesser tendency for protein
binding and enzymatic degradation. The pegylation

of protein drugs improves the pharmacokinetic charac-
teristics by increasing solubility, reducing immunogeni-
city, and shielding the drugs from enzyme degradation
and renal clearance. The clinical benefits of pegylation
are typically prolonged circulation half-life, reduced
toxicity, and improved patient compliance. Several
PEG-modified protein drugs have been approved for
clinical use and more are in clinical trials.[19] The molecu-
lar weight of PEG is critical in achieving sufficient tumor
targeting. Conjugated to a specific lymphoma-binding
peptide, PEG with a molecular weight of 150 KDa
displayed a longer circulation half-life (17.7 hr) than a
PEG of 40 KDa (5.4 hr) in Raji tumor-bearing mice.
The tumor accumulation at 24 hr increased significantly
from �5% injected dose/g organ for PEG of 40 KDa to
13.8% for PEG of 150 Kda[20] The improved tumor
accumulation was attributed to the EPR effect.

PEG conjugates of small molecule anticancer drugs
were developed to enhance water solubility, improve in
vivo stability, and eliminate formulation-related side
effects. The molecular weight of PEG was 20 KDa or
higher to reduce renal clearance and to achieve desired
passive targeting. Preclinical studies of PEG-paclitaxel
and PEG-ala-camptothecin (PROTHECAN) demon-
strated significantly increased aqueous solubility, enhan-
ced antitumor activity, and attenuated toxicity. Phase I
and II clinical trials of PROTHECAN displayed pro-
longed plasma level of free camptothecin after 70 hr.[21]

A folate-targeted PEG conjugate of doxorubicin
(DOX) formed nanoaggregates in the presence of
deprotonated DOX, with folate moieties on the surface
for active targeting. The results from an in vivo study
in human-tumor-bearing mice indicated that the tumor
volume was reduced more significantly when treated
with folate-targeted conjugates, compared with non-
targeted conjugate aggregates or free DOX.[11]
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Fig. 2 Schematic demonstration of different routes of drug
release and cellular uptake. After a drug delivery system is

administered, different events occur. Route a: drug A is
released during circulation and is taken up by both normal
cells and tumor cells. Route b: drug B is transported to the

tumor interstitum and released extracellularly at the tumor
site, and mainly taken up by tumor cells. Route c: drug C is
endocytosed with its carrier and released in the endosomes or
lysosomes.

Polymeric drug-carrier 

Targeting moiety 

Linker 

Drug 

Fig. 3 A tumor-targeted polymer-drug conjugate. The major
elements include: (i) a polymeric drug-carrier that is water-

soluble, bicompatible or biodegradable, non-immunogenic;
(ii) targeting moieties; (iii) a linker between a drug and the
carrier. The linker can be: a) a chemical bond such as ester
or amide. An ester bond is more stable at lysosomal pH than

at plasma pH (7.4) while an amide bond is stable at both lyso-
somal and plasma pH; b) an oligopeptide linker that is degrad-
able by specific enzymatic hydrolysis; and c) an acid labile

linker that is degradable at lysosomal pH but stable at plasma
pH.
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Acid-sensitive PEG-DOX was prepared to control
drug release in endosomes and lysosomes within tumor
cells.[22]

Although the clinical advantages were observed in
pegylated protein drugs, the efficacy of pegylated small
molecule drugs was somewhat limited owing to the
limited sites for conjugation, yielding low drug pay-
load. This drawback can potentially be circumvented
when branched PEGs are used (Fig. 4).

N-(2-hydroxypropyl) methacrylamide conjugates

N-(2-hydroxypropyl) methacrylamide (HPMA) is a
synthetic, water-soluble, and biocompatible polymer
with multiple functional groups available for conjuga-
tions with drugs and targeting ligands.[23] Linkages
labile to physiological factors have been developed
for HPMA drug conjugates, including acid labile lin-
kages, which release the drug in tumor interstitium or
lysosomes, or oligopeptide side chains designed specific
to lysosomal proteases.

Passive targeting of HPMA was demonstrated by
biodistribution studies of radio-labeled HPMA with
varied molecular weight, and a correlation between
tumor targeting and molecular weight was established

in these studies.[24] HPMA copolymers with molecular
weight of 22–778 kDa were administered into mice
bearing sarcoma 180 or B16F10 tumors. The pro-
gressive accumulation in tumors was observed for the
polymers with molecular weight higher than 45 kDa,
which is the estimated threshold of renal filtration for
HPMA. High molecular weight polymers circulate in
the blood without being cleared by the kidney. More-
over, tumor physiology, especially tumor vasculature,
greatly influences the intratumoral distribution of
HPMA conjugates.[25]

Preclinical studies of HPMA conjugates of DOX
(PK1) revealed positive antitumor activities against a
variety of tumor models in mice compared to free
DOX.[26] DOX was conjugated to HPMA copolymers
via a Gly-Phe-Leu-Gly spacer that was stable in
circulation but underwent hydrolysis in the presence
of lysosomal thiol-dependent proteases. The enzyme
level was elevated in many human tumors. As the con-
jugates remained intact during circulation, the release
of DOX was undetectable in plasma, and the toxic side
effects associated with the distribution of free drug in
normal tissues were greatly reduced. The median sur-
vival time of conjugate-treated mice with established
solid tumor was significantly extended in comparison
with the free DOX group. Phase I study results of
PK1 showed 1000-fold difference between bound and
free DOX concentrations and decreased dose-limiting
toxicities in 36 patients with refractory solid tumors.[27]

An acid-labile linker of cis-aconityl or hydrazone
between DOX and HPMA was synthesized to release
the drug in the endosomes and lysosomes after endocy-
totic uptake of the conjugate. Hydrolysis of the linkage
occurs at weak acidic pH; therefore, the release of DOX
at plasma pH is insignificant. The in vivo activity of the
acid-sensitive conjugate was significantly enhanced in
comparison with free DOX and PK1.[22]

HPMA conjugates of other anticancer drugs such as
paclitaxel, camptothecin, and platinates were synthe-
sized and evaluated in both animals and humans.[23]

Controlled drug release at the tumor sites was a major
challenge for these systems.

For active targeting, several targeting ligands were
incorporated to the HPMA conjugates such as galacto-
samine for liver targeting[23] and antibodies.[28]

Galactosamine-HPMA-DOX (PK2) targets the
hepatic asialoglycoprotein receptors that are abundant
on the sinusoidal cell membranes. Although substantial
antitumor activities were observed in several tumor
models including two liver metastatic models, the
presence of active targeting ligands did not enhance
the activity of PK2 compared to non-selectively
targeted PK1. Clinical Phase I studies demonstrated
an increased level of PK2 in normal liver tissues
(�16.9%) whereas a level of 3.3% in tumor at 24 hr post-
administration.[29]
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HPMA conjugates of daunomycin targeting to
transferrin receptors were prepared to enhance specific
cellular interactions of the conjugates.[30] The drug was
coupled to HPMA through a peptide linker that is
either degradable or non-degradable. Although the
degradable linker was slightly advantageous over
non-degradable linker in improving the antitumor
activity, transferring-targeted conjugates were not as
effective as non-targeted conjugates in terms of long
time survival (Fig. 4).

Styrene-co-maleic acid-half-butylate

Neocarzinostatin is a protein antitumor antibiotic,
possessing cytotoxicity by causing DNA cleavage.
Neocarzinostatin has extremely short plasma half-life
and severe systemic side effects, primarily bone marrow
suppression. The conjugate of neocarzinostatin and
poly(styrene-co-maleic acid-half-butylate) (SMANCS)
was then developed for primary liver cancer. SMANCS
contains two chains of poly(styrene-co-maleic acid) with
carefully tuned hydrophobicity. SMANCS is formulated
in lipiodol to improve bioavailability and administered
via hepatic tumor-feeding artery infusion. SMANCS
was reported to have prolonged plasma half-life and
more desirable physicochemical and biological properties
than neocarzinostatin in humans. It was also reported
that SMANCS has high efficiency of delivery to tumor
owing to the EPR effect. SMANCS concentration was
2000-fold higher in the tumor tissue than that in the
blood plasma, and approximately 30-fold higher than
that in the muscle.[31] In an early clinical study, tumor
regression was observed in 256 of 269 patients (95%) with
non-resectable hepatocellular carcinoma and 147 patients
with tumor reduction of more than 50%.[32]

Poly(glutamic acid)[33]

As a polymeric drug carrier, poly(glutamic acid) has
several advantages. It is made of a naturally occurring
amino acid. It is water-soluble, biodegradable, and
non-immunogenic. It has multiple pendent carboxyl
groups that can be conjugated to therapeutic mole-
cules. A number of small molecule anticancer drugs
have been conjugated to poly(glutamic acid) directly
through an ester or an amide bond, or via an oligo-
peptide linker. Such drugs include DOX, paclitaxel,
camptothecin, daunorubicin, mitomycin C, etc. In gen-
eral, the conjugates have shown greater in vivo activity
than the parent drugs owing to EPR effect.

Being the first poly(glutamic acid) conjugate tested in
clinical trials, paclitaxel conjugate of poly(glutamic acid)
(CT-2103) was observed to have superior antitumor
activity to free paclitaxel. In preclinical studies, it was evi-
denced that the whole conjugate extravasated to the
tumor site and the drug was released extracellularly in

the vicinity of tumor cells over a prolonged period. In
clinical trials, reduced hypersensitivity reactions and other
side effects such as hair loss, nerve damage, and neutrope-
nia at the evaluated dose were observed in patients treated
with CT-2103. Moreover, anticancer activity of CT-
2103 was evidenced in the patients who have failed
prior chemotherapy, including taxol treatment.

Immunoconjugates

An immunoconjugate is conceptually an efficient
antitumor agent generated by covalently coupling a
cytotoxic drug to a MAb that is specific to tumor-
expressed antigens. The idea of a ‘‘missile-like’’ immu-
noconjugate was first envisioned by Paul Ehrlich,
evolved from his prospect of ‘‘magic bullets’’ that
cruise to disease sites and act on the disease while
sparing normal tissues.[7] Immunoconjugates combine
the targeting power of MAbs and cytotoxic activity
of drugs, and the internalization of immunoconjugates
triggered by antigen binding assists the intracellular
delivery of the MAb and drug. The antitumor activity
from MAb and the drug may provide independent or
synergistic cell killing mechanisms and improved
therapeutic efficacy is attainable. As more and more
tumor-specific MAbs are being identified, and the mass
production of MAbs becomes possible, immunoconju-
gates have progressed rapidly and been proposed to be
major players in the fight against cancer.

A number of immunoconjugates have been evalu-
ated in preclinical and clinical studies, and enhanced
antitumor activity has been demonstrated. BR96-
DOX[34] was prepared by coupling DOX and a
chimeric anti-lewis Y (LeY) MAb. The LeY antibody
is expressed on a variety of human epithelial tumors.
Preclinical studies revealed that binding of BR96-Dox
toward LeY antigens results in rapid internalization of
the conjugate and intracellular release of DOX by
hydrolysis in the acidic endosomes and lysosomes.
The toxicity of BR96-Dox was observed in a Phase I
clinical trial. The toxicity seemed to be caused by the
biological activity of the antibody, but the precise rea-
son for the toxicity is unknown. Drug related toxicity
was not observed although high plasma concentration
and long circulation of DOX was achieved.

The immunoconjugate approach is limited by
the potential immunogenicity and antigenicity of the
conjugates and the lack of sufficient selectivity of the
tumor antigens when the antigens or their binding sites
are shared by some normal tissues. The heterogeneity
of tumor tissues and the rapid mutation of tumor
antigens render additional challenges for immuno-
conjugates to achieve desired therapeutic efficacy. An
initial screening of the target antigens in cancer
patients is necessary prior to starting a treatment
regimen of immunoconjugates (Table 1).
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Particulate drug delivery systems

Passively Targeted Liposomes. Liposomes are vesicles
of assembled lipid bilayers enclosing an aqueous phase.
Drug molecules are either encapsulated in the interior
aqueous compartment or entrapped in the lipid bilayer
region, depending upon their hydrophilic and hydro-
phobic nature.[35] Conventional liposomes are rapidly
eliminated from the blood circulation by the RES; thus
the attempts of using liposomes for drug delivery were
not successful until the introduction of non-ionic
hydrophilic polymers such as PEG, to modify the
surface of liposomes.[36] PEG grafted liposomes, also
known as stealth liposomes or SSLs, have highly
hydrated PEG that sterically prevent hydrophobic and
electrostatic interactions of blood components with the
liposome surface. It has been reported that up to 72 hr
of half-life in the blood has been obtained with pegylated
liposomes.[35] Consequently, the pharmacokinetics and
biodistribution of liposome-encapsulated drugs are
modified with prolonged blood circulation, lower vol-
ume of distribution, and increased drug exposure.

Small pegylated liposomes have been shown to
extravasate into tumors with leaky vasculature, and
the prolonged circulation half-life has a positive effect
on the extravasation. Passive tumor targeting of
liposomes was visualized in a study of radio-labeled
PEG-liposomes in patients with locally advanced can-
cers, and whole body gamma camera imaging was used
to monitor biodistribution and tumor localization.[37]

Of 17 patients treated with In-DTPA (Diethylenetri-
aminepentaacetic acid) labeled PEG-liposomes, tumor

accumulation was observed in 15 patients with breast,
head and neck, cervix, bronchus, and glioma cancers.
The levels of liposomes localized in tumors were higher
than that in the normal mucosa by a mean ratio of
2.3 : 1, particularly in skin by 3.6 : 1, in salivary gland
by 5.6 : 1, in muscle by 8.3 : 1, and in fat by 10.8 : 1.

The anticancer drugs delivered by liposomes include
many small molecule drugs[38] such as DOX, daunoru-
bicin, platinates, taxanes, camptothecin, etc. The most
successful development is DOX-encapsulated pegylated
liposomes, with a trade name of Doxil in the U.S. market
or Cylax in the European market. Doxil has shown
significant clinical advantages over free DOX and con-
ventional DOX liposomes.[36] Enhanced tumor accumu-
lation of Doxil has been demonstrated in numerous
preclinical studies over a variety of tumor models. Simi-
lar effects were also observed in clinical uses.

Although tumor accumulation is a prerequisite to
obtain the desired antitumor activity, it does not assure
adequate therapeutic efficacy without having sufficient
drug released. Drug bioavailability to tumors depends
on the quantity of released drug from liposomes. For
example, the liposome formulation of cisplatin (SPI-
077) showed that more SPI-077 was distributed into
tumors, but less platinum (Pt) was released into tumor
extracellular fluid, and fewer Pt-DNA adducts were
formed compared to cisplatin.[39] Therefore, when
designing a drug delivery system, drug release mechan-
isms should be taken into consideration.

Mechanisms of drug release from liposomes are not
thoroughly understood. It is postulated that upon
cellular uptake, the liposome structure is disturbed

Table 1 Summary of macromolecular drug conjugates

Macromolecule carrier Drug Linkage Evaluation status

PEG Camptothecin Ester or via Ala linker Phase I[21]

Folate-PEG DOX Amide In vivo in human epidermal
carcinoma KB cells[11]

HPMA DOX Gly-Phe-Leu-Gly Phase II[27]

HPMA Paclitaxel Gly-Phe-Leu-Gly Phase I[23]

HPMA Camptothecin Glycyl-aminohexanoyl-glycyl Phase I[23]

HPMA Platinates Gly-Phe-Leu-Gly Phase I[23]

Galactosamine-HPMA DOX Gly-Phe-Leu-Gly Phase I/II[29]

Transferrin-HPMA Daunomycin Gly-Phe-Leu-Gly In vivo in L1210 mice[30]

SMANCS Neocarzinostatin Amide Clinically approved in Japan[32]

LeY(MAb) DOX Amide Phase I[34]

Poly(glutamic acid) Paclitaxel Ester A variety of tumor models
in mice; Phase I/II[33]

Poly(glutamic acid) Camptothecin Ester Mice bearing human

lung H3222[33]

Poly(glutamic acid) DOX Amide or oligopeptide Mice bearing L1210[33]
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and destabilized, causing drug release in the cell. The
stability of liposomes can be adjusted by altering the
lipid membrane rigidity.[35] Intracellular drug release
can be programmed when pH sensitive materials are
incorporated into lipid membranes.[40] Additionally,
incorporating functional ligand that can be destabi-
lized by certain lysosomal enzymes can also facilitate
intracellular drug release.[41]

Drug resistance has been a great challenge in cancer
chemotherapy. The overexpression of P-glycoprotein
and multidrug resistance protein has been known as
the major mechanisms. Liposomal DOX has been
shown to be able to overcome drug resistance in some
diseases.[42] The altered pathways of drug cellular
uptake and carefully designed drug release mechanisms
can potentially further enhance the localization and
uptake of liposomal drugs by tumors (Fig. 5).

Actively Targeted Liposomes/Immunoliposomes. Cou-
pling targeting moieties to the surface of liposomes
yields actively targeted liposomes.[6] Liposomes con-
taining tumor-targeting ligands deliver the payload
to tumor tissues with a high selectivity.

Folate-targeted liposomes, obtained by coupling
folate to distearoylphosphatidylethanolamine (DSPE)
using a PEG linker (folate-PEG-DSPE), were prepared
to deliver DOX to tumor cells that overexpress folate
receptors. The cellular uptake of encapsulated DOX
was increased 45-fold over that of similar non-targeted
vesicles,[43] but an in vivo study revealed that the tumor
deposition of folate-targeted liposomes was not sig-
nificantly different from that of non-targeted lipo-
somes.[44] Folate-targeted liposomes can potentially
bypass multidrug resistance as the route of cellular
uptake of DOX is altered in the liposomes. An in vitro
study showed that folate-coupled liposomal DOX dis-
played stronger cell growth inhibition against resistant
cells than free DOX and Doxil.[45]

Immunoliposomes containing MAbs specific to
tumor overexpressed receptors have become an

emerging strategy for tumor targeting. For example,
immunoliposomes targeting to p185HER2 (HER2,
ErbB2) receptor tyrosine kinase were constructed for
delivering anticancer drugs to HER2 overexpressed
cancers. HER2 is a transmembrane receptor protein
regulating cell growth, and is overexpressed in a
portion of breast cancers and other solid tumors.
Trastuzumab, an anti-HER2 MAb, has been clinically
used as a therapeutic drug for HER2 overexpressed
breast cancers.

Anti-HER2 immunoliposomes loaded with DOX
were prepared and evaluated in HER2-overexpressed
tumor models.[46] HER2-specific MAb fragments
(Fab’ and scFv) were used to minimize phagocytotic
uptake and immunogenicity associated with intact
MAb. A terminal half-life of 11.6–13.6 hr for DOX
in both immunoliposomes and SSLs was obtained
while free DOX was undetectable after five minutes
at equivalent dose, evaluated in rats. Similar to SSL,
anti-HER2 immunoliposomes were stable in circulation
with negligible drug leakage or MAb dissociation. How-
ever, the antitumor activity of HER2 immunoliposomes
was superior to SSL-DOX. For example, a higher cure
rate was obtained for both Fab’ (5 of 10 mice) and scFv
C6.5 (6 of 11 mice) immunoliposome-DOX, while no
cure for SSL-DOX. Empty immunoliposomes did not
show any inhibition on tumor growth, indicating that
the antitumor activity was actually from DOX not from
MAb fragments on the immunoliposomes.[47]

Immunoliposomes targeted to other tumor antigens
were also studied by several research groups.[46] The
immunoliposomes generally showed more significant
therapeutic responses than non-targeted liposomes or
the free drug.

Fibronectin with ED-B domain, expressed in neo-
plastic blood vessels during tumor growth and angio-
genesis, is found in breast, prostate, and colorectal
carcinoma tissues.[14] The binding fragment scFv to
human ED-B domain of fibronectin is conjugated to
PEG-liposomes. Anti-ED-B fibronectin scFv antibody
liposomes of a cytotoxic agent 20-deoxy-5-fluorouridy-
lyl-N4-octadecyl-l-b-D-arabinofuranosylcytosine[14]

showed significant tumor reduction of 62–90% on day
5 and day 8 in murine F9 teratocarcinoma cell bearing
mice. Immunoliposomes with scFv fragments had a
two- to threefold higher concentration during the first
two hours than unmodified liposomes, although no
difference was observed between targeted and non-
targeted liposomes in tumors at 6–24 hr, suggesting
that active targeting was predominant initially after
administration while passive targeting became equally
important after six hours. Compared to non-targeted
liposomes, targeted immunoliposomes accumulated
more in the liver and the spleen because of a higher
tendency toward RES uptake.

Fig. 5 Schematic feature of liposomal drug delivery systems:
(A) a sterically stabilized liposome, (B) a tumor targeted
liposome or immunoliposome.
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Polymeric Micelles. Polymeric micelles are formed by
the self-assembly of amphiphilic block copolymers. A
polymeric micelle possesses a hydrophobic core and a
hydrophilic surface. Typical properties of polymeric
micelles include excellent thermodynamic stability,
hydrophilic surface, and small size. These fundamental
properties make polymeric micelles an ideal drug
delivery system that stays stable during circulation in
the blood, unrecognizable by RES, and inert to binding
with biological components. Polymer segments in block
copolymers are biocompatible or biodegradable. The
most commonly seen hydrophilic block is PEG with
molecular weight in the range of 1,500–20,000 g/mol,
and examples of hydrophobic blocks are poly(amino
acids), such as poly(aspartic acids), poly(glutamic acids),
or polylysine, and their derivatives, such as poly(benzyl
aspartate), poly(butyl aspartate), poly(benzyl glutamate),
etc., biodegradable polyesters, such as polylactide,
polycaprolactone, and poly(ethylene imine) or poly
(propylene oxide). A variety of drugs such as hydro-
phobic drugs, ionic drugs, or nucleotides can be loaded
into polymeric micelles. Block copolymers containing
poly(amino acids) also provide pendent functional groups
for drug conjugation. Temperature or pH-sensitive poly-
meric micelles were also investigated to facilitate drug
release processes (Fig. 6).[48]

The landmark work of polymeric micelles was done
with two block copolymer systems, PEG-block-poly
(aspartates) (PEG-PAsp) and poly(ethylene oxide-
propylene oxide-poly(ethylene oxide).[49] DOX was
conjugated to the side chains of PEG-P(Asp), yielding
a block copolymer that forms nanosize micelles in
aqueous media but lacks cytotoxic activity. However,
unbound DOX can be physically entrapped into the
micelles of PEG-PAsp(DOX) (NK911). Compared to
free DOX, the micelle system showed a persistent
higher level of DOX in tumor tissues. Reduced mortality
and complete regression of solid tumors was observed in
colon 26 carcinoma bearing mice treated with DOX-
loaded micelles.[50] Phase I clinical trials with NK911
showed reduced DOX-dependent toxicity (Fig. 7).[51]

Extensive physicochemical and biological studies
on the pluronic polymeric micelles were reported.

In particular, the system was able to overcome drug
resistance and cross the blood–brain barrier. Preclinical
studies on the DOX-loaded pluronic micelles SP1049C
revealed superior tumor inhibition and extended life-
span to free drug.[52] Phase I clinical studies showed a
lower degree of DOX toxicity for SP1049C than for
the free DOX, and three of 21 patients treated with
SP1049C had transient partial responses.[53]

Paclitaxel was formulated in polymeric micelles of
phenyl and butanol substituted PEG-polyasparte
(NK105) and micelles of PEG-polylactide (Genoxol),
to reduce formulation-related toxicity. High plasma
concentration and stronger antitumor activity of pacli-
taxel was observed for the NK105 formulation.[54]

Genexol showed reduced side effects and improved
antitumor activity compared to the free drug. A Phase
I clinical trial of Genexol revealed paclitaxel-caused
toxicity, but hypersensitivity owing do the Cremophor
vehicle in taxol was avoided. About 3 of 21 patients
had a partial response and six patients remained stable
while 12 patients showed disease progression.[55]

A folate-targeted pH-sensitive polymeric micelle
system was developed for active targeting. DOX was
loaded into micelles of PEG-block-polyhistidine. The
system was designed to deliver cytotoxic molecules into
cells via folate-receptor mediated endocytosis and
release the drug intracellularly at acidic conditions
owing to the destabilization of the histidine block.
The altered cellular uptake pathway may allow the sys-
tem to overcome resistance by bypassing the Pgp efflux
system. Evaluated in the MCF-7/DOX-resistant
tumor model, the accumulation of DOX in tumor
tissues for the folate-micelle group was 20 times higher
than for the free DOX group, and three times higher
than for the passive-targeted DOX-micelle group.[56]

Fig. 6 Schematic demonstration for the formation of polymeric
micelles.
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mers used in drug delivery.
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Polymeric micelles were developed as a tumor-
targeted delivery system for poorly water-soluble and
toxic anticancer drugs. Preclinical studies have demon-
strated reduced toxicity and enhanced accumulation of
drugs in tumors with polymeric micelle systems. Issues
such as sufficient in vivo stability and programmable
drug release at the tumor sites need to be addressed
in the future.

Polymeric Nanoparticles. Polymeric nanoparticles are
nanoscale aggregates of biocompatible or biodegrad-
able polymers. The size of nanoparticles varies from
10 to 1000 nm, and obviously, particles with a size
smaller than 200 nm are preferable for tumor-targeted
drug delivery.

Transferrin-targeted PEG coated polycyanoacrylate
nanoparticles[57] were developed for the delivery of pacli-
taxel. The encapsulation efficiency was 93.4% and the
average size was 101.4 nm. Sustained release of the drug
was observed over 30 days. The distribution study in S-
180 tumor-bearing mice demonstrated that the accumu-
lation of paclitaxel increased over time for the targeted
nanoparticles. The paclitaxel concentration in the tumor
at six hours postinjection was about 4.8 and 2.1 times
higher for the targeted nanoparticles than that for
paclitaxel and non-targeted nanoparticles, respectively.

Transferrin-targeted nanoparticles showed significantly
higher antitumor activity than non-targeted nanoparti-
cles and free paclitaxel. Complete tumor regression was
observed in five of nine mice for the actively targeted
group, 2 of 10 for non-targeted nanoparticles, and none
for the taxol group. The results proved higher targeting
activity for the folate-targeted nanoparticles.

Biological Ghost Delivery Systems. Biological ghosts
are derived natural particles from endogenous cells, bac-
teria, or viruses. They are biocompatible, biodegradable,
and non-immunogenic, and therefore, identified as
potential drug carriers. Membrane vesicles from biolo-
gical ghosts are obtained by removing the enclosed
contents of cells, bacteria, and viruses. The membrane
surfaces maintain the original binding elements. By
carefully choosing the source of biological ghosts, the
membrane vesicles are natural targeting drug carriers.
Additional targeting ligands can also be added to the
membrane vesicles. Erythrocyte and bacterial ghosts
have been studied for the delivery of small molecule
anticancer drugs and gene delivery,[58] while virus
envelops have been extensively used as vehicles for gene
delivery.

Folate-targeted erythrocyte ghosts were prepared by
coupling N-hydroxysuccinimide folate to DOX-loaded

Table 2 Summary of particulate tumor-targeted drug delivery systems

Vehicle Drug

Ways to achieve

targeting

Evaluation

status

PEG-liposomes DOX, paclitaxel, cisplatin Passive Clinical use,[36]

Phase I,[38] Phase I/II[38]

PEG-liposomes DOX Folate Mice-bearing mouse M109
and human KB[44]

PEG-liposomes DOX Anti-HER2 HER2 over expressed
tumors in mice[47]

PEG-liposomes 2-Deoxy-5-fluorouridyly-N4-

octadecyl-1-b-D-
arabinofuranosylcytosine

Anti-ED-b-

fibronectin-scFv

Mice bearing murine

F9 teratocarcinoma[14]

PEG-PAsp
(4-phenyl-1-butanol substituted

Paclitaxel Passive Colon 26 tumor-bearing
CDF1 mice[54]

PEG-PPO-PEG micelles DOX Passive Phase I[53]

PEG-PLA micelles Paclitaxel Passive Phase I[55]

PEG-polyhistidine DOX Folate Mice with MCF-7/DOX

resistance model[56]

PEG-Pasp DOX Passive Phase I[51]

PEG-coated
(polycyanoacrylate)
nanoparticles

Paclitaxel Transferrin S-180 bearing mice[57]

Erythrocyte ghosts DOX Folate L1210 bearing mice[59]

Bacterial ghosts from
Mannheimia hemolytica

DOX Target to Caco-2 Caco-2 cells[60]
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membrane vesicle.[59] The vesicles displayed negligible
drug leakage and minimal change of vesicle size over
three weeks. A prolonged median survival time and
an increase in lifespan were significant for the L1210
bearing mice treated with passively and actively
targeted erythrocyte-DOX than with free drug. The
size of erythrocyte vesicles was in the micron range,
which may limit the extensive application of erythro-
cyte vesicles as drug carriers.

The bacterial ghosts from Mannheimia hemolytica
were repacked with DOX for targeted delivery to
human colorectal adenocarcinoma cells (Caco-2).[60]

The system targeted to Caco-2 cells and the drug,
released within the cells, was more cytotoxic than free
DOX. This study demonstrated the specific drug-
targeting properties of the bacterial ghosts.

Biological ghosts have been identified as potential
drug targeting systems. However, additional studies
are needed to investigate the in vivo advantages and
potential safety issues of such (Table 2).

CONCLUSIONS

Tumor targeting has been desired and investigated for
many decades. Tumor targeting can be achieved
through passive and active targeting approaches. The
hypothetical models for targeted drug delivery have
been proposed and tested in a variety of systems with
a number of anticancer drugs. Several systems have
demonstrated excellent tumor targeting properties
such as macromolecular conjugates, liposomes, poly-
meric micelles, and nanoparticles. Anticancer drugs
with different physicochemical properties are delivered
by these drug delivery systems and a number of
targeting ligands were successfully incorporated to
enhance tumor-specific targeting. The outcome is very
encouraging as several drug delivery systems have been
in clinical trials or approved for clinical use. However,
additional challenges still exist for the development
of these systems. Ideal tumor-targeted drug delivery with
programmable drug release is highly contingent upon
the progress in different scientific fields such as biomater-
ials, tumor biology, etc. An optimal tumor-targeted
delivery system shall be realized in the near future.
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Drug Delivery: Vaginal Route
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INTRODUCTION

Vaginal dosage forms have been developed and used
clinically for many years in local therapy and the
systemic delivery of systemically effective drugs. Phar-
maceutical dosage forms available for intravaginal
delivery consist primarily of those used to treat a spe-
cific gynecological condition. A small survey conducted
to evaluate the preferences of females with regards to
the use of intravaginal medications showed a positive
market outlook for this mode of delivery.[1] Products
available include vaginal contraceptives, antifungals,
antimicrobials, cleansers, deodorants, and lubricants.
These products are formulated as tablets, capsules,
creams, suppositories, foams, films, solutions, oint-
ments, and gels. Currently, numerous prescription
and over-the-counter (OTC) medications intended only
for local activity in the vagina are available.

Recently, the vagina’s absorption capacity has been
recognized, which suggests that the vagina could pro-
vide a potential route for systemic drug delivery with
a direct entry into the blood stream (Fig. 1) with the
possibility of bypassing the hepatic-gastrointestinal
(GI) metabolism. Several pharmacologically active
compounds, that are metabolized extensively when
taken orally, such as progesterone and estrogen, have
been delivered intravaginally for achieving their systemic
activity. Use of the vaginal route as a novel site for drug
delivery has recently received greater attention, parti-
cularly with the new focus on the therapeutic agents
that are subject to an extensive hepatic ‘‘first-pass’’
elimination, such as therapeutic proteins and peptides.

This article describes the physiology of the human
vagina, its characteristics of absorption, and its permeabil-
ity. The reader will also be familiarized with current
research trends in vaginaldelivery and absorption ofdrugs.

THE HUMAN VAGINA

General Anatomy

The vagina is a canal extending from the vulva to
the cervix (Fig. 1). Extensive investigations on its

morphology and anatomy have been compiled.[2] Phy-
siologically, the vagina serves a few functions, acting
primarily as a conduit for the passage of seminal fluid,
an excretory duct for menstrual discharge, and as the
lower part of the birth canal.[3] The anterior portion
of the vagina in an adult averages 6–7 cm in length,
while the posterior wall is approximately 7.5–8.5 cm.

The vagina is characterized by an exceptional elas-
ticity, having the greatest resiliency at parturition.
Along the length of the vagina, a layer of relatively
thick connective tissue is located between the anterior
vaginal wall and the urinary tract as well as between
the posterior vaginal wall and the intestinal canal.
The vaginal wall itself consists of three layers: The
epithelial layer, the muscular coat, and the tunica adven-
titia. The epithelial layer is made up of an epithelial
lamina and a lamina propria. It is a non-cornified, strati-
fied squamous epithelium that is subject to changes with
aging. The epithelium atrophies from birth to puberty, at
which time hormonal activity increases the thickness and
resistance of this layer. In the subepithelial layer, there
rests a network of elastic fibers around the lamina pro-
pria and collagenous fibers around the tunica adventitia,
creating a connection to the muscular coat. Changes in
the cytology of the vaginal epithelium occur with the
cyclical stages in women. The epithelium is thickest in
the proliferative stage, peaking at ovulation, and then
diminishing with the secretory phase. The muscular
coat of the vagina is composed of smooth muscle and
elastic fibers. A spiral arrangement of these fibers pro-
vides support to withstand stretching without rupturing
the vagina. The tunica adventitia is formed of loose
connective tissue that is attached to the muscular coat.
Fluctuations in the volume of the vaginal lumen occur
due to alterations in the tension of this layer. The vagina
is encompassed by a vascular supply of arteries,
veins, and lymph capillaries, as well as sensory and
autonomous nerves.

Cellular structure

Histological studies of vaginal biopsies from healthy
volunteers during follicular and luteal phases,
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postmenopause, and following ovariectomy have
been conducted to characterize the ultrastructure of
the vaginal mucosa by electron microscope.[4] The
epithelium of the vaginal mucosa is found to have five
different layers of cells: the basal, parabasal, intermedi-
ate, transitional, and superficial layers (Fig. 2). The
cellular types that make up these various layers renew
continuously as they are stimulated by hormonal
action and intracellular communication. The basal
cells are typically columnar or squamous in shape with
microvilli present on the surface of the cell membrane.
Parabasal cells are similar to the basal cells in size and
structure, but have a greater formation of surface
microvilli and interdigitations. Their polygonal shapes
are formed by adapting to spaces left free from neigh-
boring cells. The cells of the intermediate layer possess
microvilli and are of the largest cell type. The tran-
sitional cells that follow show noticeable signs of
involution and surface characteristics of diminishing

and thinning microvilli and intracellular junctions
(desmosomes). Superficial cells, as indicated by their
nomenclature, are the cells of the outermost layer
during the follicular phase of the cycle.

The vaginal epithelium contains a network of inter-
cellular channels that continuously undergo develop-
ment, reaching a maximum during the ovulatory and
luteal phases. The channels present in the transitional
and superficial layers do not change with the cycle as
do those in the basal, parabasal, and intermediate
layers. These channels provide a supply of nutrients
and transport metabolites to and from the layers of
the epithelium. Since the vagina is absent of secretory
glands, lubrication is provided via these channels.
Interestingly, different substances have been shown
to be rapidly absorbed through the vaginal mucosa
and will be discussed later. Intercellular junctions,
including desmosomes and tight junctions, have also
been identified. Desmosomes are most prominent in
the intermediate layer and progressively become less
toward the superficial layer, which may play a role in
the desquamation of vaginal cells.

Since the vaginal epithelium is affected by ovarian
hormones, cyclical variations can occur (Fig. 3).
Although less intense than the uterine modifications,
changes include proliferation, differentiation, and
desquamation. During the follicular phase, the time
period between the end of menstruation and the day
of ovulation, mitosis increasingly occurs in the cells
of the basal and parabasal layers, creating an increase
in the number of layers and the thickness of the
epithelium. The desquamating layers increase until
ovulation, after which the layers diminish and are
sloughed away through the vaginal lumen. During the
luteal phase, the period after ovulation, the transitional

Vagina

Vagina

Cervix

Rectum

Rectum

Perineum
venous plexus

Pudendal vein

Inferior
vena cava

Systemic
circulation

Uterus

Bladder

Fig. 1 Lateral view of the female pelvis showing the absorp-
tion route to the systemic circulation.
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Fig. 2 Cross-sectional view of the vaginal wall with magnification of the stratified epithelial layers. (From Ref.[6].)
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cells become superficial due to the absence of the
normal superficial layer.

It has been found that the basal cells replicate
continuously to provide a self-cleaning mechanism to
the epithelial layer. Autoradiographic studies of cell
proliferation were performed on normal human cervix
and vagina.[5] The turnover time, an indication of the
time required for the replacement of the cell popu-
lation, was determined from these studies. Results
showed the basal layer to be relatively inactive with a
turnover rate of 33 days, while active proliferation
occurred in the parabasal layers with a turnover rate
of 3 days. The intermediate and superficial layers were
found to be inactive differentiating compartments.

Fluids and enzymes

Despite the paucity of glands, the vaginal epithelium is
usually kept moist by a surface film. This film, known
as vaginal fluid, consists of cervical mucus and exfo-
liated cells from the vagina itself. Transudation from
the blood vessels through the intercellular channels
to the lumen can also contribute to the chemical com-
position.[4] The fluid can contain carbohydrates, amino
acids, aliphatic acids, protein, and immunoglobulins
(Igs).[6] Non-serum proteins in human vaginal secre-
tions have recently been localized and analyzed.[7,8]

Typically, the vaginal fluid in mature, healthy women

has a pH in the range 4–5.[9] This acidic environment
is produced by the presence of lactobacilli, which con-
vert carbohydrates to lactic acid. The cervical mucus, a
principal component of the vaginal fluid, is produced
by glandular units within the cervical canal and has a
pH in the range of 6.5–9. The cervical mucus changes
in composition and physical characteristics with the
menstrual cycle, facilitating sperm migration during
ovulation. At the time of ovulation, the vaginal fluid
increases in volume. This is due to the augmented
amount of cervical secretions. The mucus produced
at ovulation has increased spinnbarkeit (fibrosity),
ferning (crystallization of the mucus when dried on
a slide), pH, and mucin content.[10] Additionally, a
decrease in the viscosity, cellularity, and albumin con-
centration is noted.

The variety of enzymes found in the vagina is an
important concern for the development of vaginal
delivery systems, particularly with proteases and their
effect on protein and peptide candidates.[11] The outer
cell layers of the vagina contain varying amounts of
b-glucuronidase, acid phosphatase, a-naphthylesterase,
diphosphopyridine nucleotide-diaphorase (DPND),
phosphoamidase, and succinic dehydrogenase.[9]

Enzymatic activity has been shown in the basal cell
layers as well, and these layers contains b-glucuroni-
dase, succinic dehydrogenase, DPND, acid phospha-
tase, and a-naphthylesterase.
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Fig. 3 Profile of the gonadotorpin and ovarian hormones during a normal menstrual cycle. The number of cell layers in the
vaginal epithelium rises from 22 layers at approximately day 10 of the cycle to 45 layers at ovulation, and drops to 33 layers
around day 20. (From Refs.[87,164].)
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In addition to enzymes, the vaginal lumen is a non-
sterile area inhabited by a variety of microorganisms,
mainly Lactobacillus, Bacteroides, and Staphylococcus
epidermidis, as well as potentially pathogenic aerobes.[12]

The existence of these microbes and their metabolites
may also have a detrimental effect on the intravaginal
stability of a vaginal drug delivery device.

Physiology and Dynamics

The unstimulated vagina anatomically consists of a
luminal space that exists potentially rather than actu-
ally. However, in response to sexual excitement, some
tension-induced anatomic variations occur. These ana-
tomic variations may have effects on the long-term
intravaginal delivery systems. These variations are
reflected in the existence of four phases in a sexual
response cycle as outlined by Masters and Johnson.[13]

The first sign of physiological response (excitement
phase) to stimulation is the production of a vaginal
lubricating fluid. This appears on the vaginal mucosal
surface within 10–30 sec after an effective stimulation.
As sexual tension progresses, individual droplets of
transudation-like mucoid material appear scattered
throughout the rugal folds of the vaginal lumen,
coalescing to form a smooth coating over the entire
vaginal mucosa surface. This transudative mucoid
material results from the activation of a massive loca-
lized vasocongestive reaction and marked dilation of
the venous plexus that encircles the entire vaginal
lumen. This sweating phenomenon provides complete
lubrication of the vagina. The inner two-thirds of the
vaginal lumen lengthen and distend. As sexual tension
mounts toward the plateau phase, the vaginal wall in
this area expands involuntarily and then partially
relaxes in an irregular, tensionless manner. The
demand to expand gradually overcomes the tendency
to relax. In addition to the expansive effect in the vagi-
nal fornices, the cervix and corpus pull slowly back-
ward and upward into the false pelvis position. This
cervical elevation creates a ‘‘tenting effect’’ at the
transcervical depth in the midvaginal plane. This
phenomenon always occurs in a normal anteriorly
positioned uterus (Fig. 4). The vagina of either nulli-
parous or multiparous women, regardless of prior
degree of vaginal expansion of lengthening, increases
substantially in length and transcervial width with sex-
ual stimulation.

With attainment of the plateau phase level of sexual
tension, a marked localized vasocongestive reaction
develops in the outer one-third of the vaginal lumen.
The entire area becomes grossly distended with venous
blood, and its central lumen is reduced by at least a
third as compared to the distention previously estab-
lished in the excitement phase. The increase in the

width and depth of the vaginal lumen is minimal.
The production rate of vaginal lubricating fluid also
gradually slows, particularly if this level of sexual
tension has been experienced for an extended period
of time.

During the orgasmic phase, the basic response of
the inner vaginal lumen is essentially expansive rather
than constrictive in character. On the other hand, the
bulbar vasoconstriction at the orgasmic platform in
the outer one-third of the vaginal lumen contracts
strongly in a regularly recurring pattern. The intercon-
tractile intervals lengthen in duration, and the intensity
of the contractions progressively diminshes.

Along with the onset of the resolution phase, retro-
gressive changes develop first in the outer one-third of
the vaginal lumen. The localized vasocongestion is dis-
persed rapidly, leading to an increase in the diameter of
the central lumen of the outer one-third of the vagina.
The previously expanded inner two-thirds of the vagi-
nal lumen also gradually shrinks back to the original
collapsed, unstimulated state. This shrinking process
is an irregular, zonal-type relaxation of the lateral and
posterior walls. The anterior wall and the cervix of the
anteriorly positioned uterus descend rapidly toward the
vaginal floor, leading to a quick resolution of the tenting
effect created earlier during the excitement phase.

Menopause

The natural aging process results in significant changes
in the vagina, including a decrease in vaginal size, loss

Clitoral
body
elevation

Tenting
effect

Orgasmic platform
Labia minora size increase

(sex skin)

Full
vaginal
expansion

Uterine
elevation

Fig. 4 Lateral view of the female pelvis showing the stimu-

lated vagina. (From Ref.[13].)
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of elasticity, loss of vascularity, and a thinning of the
mucosa.[14] The cytology of the vagina is variable and
many aspects are addressed by Steger and Hafez.[14]

The epithelium becomes markedly thinner and is often
invaded with leukocytes. Areas can be completely
denuded of an epithelial covering, exposing the sub-
epithelial connective tissue. On the surface of the
vagina, the numbers of exfoliating cells and micro-
ridges are greatly reduced. Creating the loss of elas-
ticity, collagen replaces many of the elastic fibers in
the lamina propria. Glycogen is very low or completely
absent, contributing to the change in vaginal micro-
biology and pH. Vaginal secretions become scant and
watery, and the pH increases from 4.5–5.5 to 7.0–7.4.
Resistance to bacterial and fungal infections is reduced
due to the lower population of acidophilic organisms.[15]

The enzymes present in the vagina also increase with
the onset of menopause, including b-glucuronidase, acid
phosphatase, and non-specific esterases.[14]

Unlike other tissues, the vagina is greatly affected
by steroid replacement therapy. Estrogen replacement
therapy is often used to treat menopausal symptoms.
The postmenopausal state of the vaginal epithelium,
with its thinner epithelium and increased permeability,
is an important consideration in drug delivery. The
minimization of epithelial fluctuation will result in less
fluctuation in absorption, affecting both systemic and
local drug deliveries.

VAGINAL ABSORPTION

Much has been written in the literature concerning
vaginal absorption. The first experimental studies
using animals dates back to 1918. At that time, the his-
tological characteristic of the vaginal wall was known
to exist in three simple layers: the connective tissue,
muscular, and the mucosa, collectively resembling
the skin without the stratum corneum. Originally,
the vagina was regarded as an organ impermeable to
exogenous agents. Reports began to surface that indi-
cated vaginal absorption of foreign materials as the
cause of toxicity and even death in several cases. Using
dogs and cats, vaginal absorptions of large varieties of
compounds, including alkaloids, inorganic salts, esters,
and antiseptics, were demonstrated.[16] Later work
showed the vaginal absorption of compounds such as
hydrocyanic acid, pilocarpine, atropine, and insulin
in dogs and cats.[17] Using rabbits, cats, and dogs, the
vaginal absorption of quinine bisulfate and oxyquino-
line sulfate was set forth, intending to emphasize the
care and consideration required of physicians with
regards to the local applications of medication to the
vaginal mucosa.[18] A unidirectional transmission of
agents was proposed to occur from the vagina to the
blood, with no transmission in the reverse direction.[19,20]

An extensive review of the literature documented
the absorption of carbohydrates, fats, and proteins.[21,22]

Glucose was absorbed and rapidly oxidized. One of the
first proteins demonstrated to be absorbed vaginally was
peanut protein.[23] The vaginal permeation of spermato-
zoa and bacterial antigens also has been shown.[22]

Bacterial antigens play an important role in triggering
the local immunological mechanisms involved in
protecting the area against infection. Other classes of
compounds include steroids (e.g., estrogens, progester-
one, and testosterone), prostaglandins, antimicrobials,
non-oxynol-9, and methadone. The vaginal delivery of
estrogen and progesterone has been well documented
over the years and used clinically in dosage forms, such
as vaginal creams and suppositories.

Vaginal absorption of drugs is dependent upon such
physicochemical properties as molecular weight, lipo-
philicity, ionization, molecular size, chemical nature,
and local action, as well as the thickness of the vaginal
wall as affected by the ovarian cycle or pregnancy.[21]

Other factors include changes in the vaginal epithelium
and pH with menopause. Prior to absorption, drugs
must be in solution. The fluid present in the vagina
can help to dissolve drugs, but the cervical mucus
secretion also can present a barrier and remove a drug
from the site when abundant.[11] Dosage forms can
undergo different absorption due to the differing dis-
solution patterns in vaginal fluid. Products such as
creams, inserts, and tablets remain for different periods
of time in the vagina. A comparison of vaginal inserts
versus creams showed that creams have a longer
contact time in the vagina.[24]

Permeability

Transport across the vaginal membrane can occur by
three primary pathways: the transcellular route, by
which diffusion occurs through the cell due to a
concentration gradient; the intercellular route, where
diffusion occurs through spacing between cells; or
by a vesicular or receptor-mediated transport.[11,25]

Vaginal permeation studies have been conducted using
the rabbit as an animal model.[26,27] The female rabbit
does not exhibit an estrus cycle, so its vaginal tissues
show constancy in the histological, biochemical, and
physiological properties not ordinarily seen with most
other mammals.[28] The lack of a sexual cycle is, there-
fore, expected to produce a minimal variability in
the permeability of the vaginal membrane, making
the measurements of vaginal drug permeation more
controllable and accessible.[26,27,29]

The vaginal mucosa permeability of the doe rabbit
has been examined by continuous perfusion of
straight-chain alkanols and alkanoic acids.[26,27] Simi-
lar to the vaginal absorption of ethynodiol diacetate

Drug Delivery: Vaginal Route 1343



D
rug

D
elivery

P
arent–V

aginal

(Fig. 5), the vaginal uptake of both alkanols and alka-
noic acids also follows a first-order rate process and is
dependent on the drug concentration in the vaginal
fluid. The results agree well with a physical model
that has a hydrodynamic diffusion layer in series
with the mucosal membrane, that consists of two
parallel pathways: a lipoidal pathway and an aqueous
‘‘pore’’ pathway (Fig. 6). Immediately behind the
mucosa (serosal side) a perfect sink is maintained by
hemoperfusion.

The apparent permeability coefficient Papp for vagi-
nal membrane permeation is defined by

Papp ¼
1

1
Paq
þ 1

Pv

ð1Þ

or

Papp ¼
1

1
Paq
þ 1

Pp þ Pl

ð2Þ

since

Pv ¼ Pp þ Pl ð3Þ

where Paq, Pv, Pp and P1 are the permeability coef-
ficients of the aqueous diffusion layer, the vaginal

membrane, the aqueous pore pathway, and the lipoidal
pathway, respectively.

The vaginal permeation kinetics of a series of
straight-chain alkanols was investigated.[26] Using
methanol as a reference permeant, a normalized per-
meability coefficient: Papp (alc/MeOH) was deter-
mined for each of the alkanols. The normalized
permeability coefficient was observed to increase in
value as the alkyl chain length of the alkanols
increased (Table 1). The increased permeability can
be attributed to the increase in the permeability
coefficient for the lipoidal pathway P1 Eq. (2). It is
estimated that for straight-chain aliphatic alcohol
the P1 value increases by 2.5 for the addition of each
methylene (CH2) group.[26] On the other hand, the P1

value increases by 3.5 for the series of straight-chain
alkanoic acids.[27]

For the vaginal absorption of ionizable compounds,
such as the homologous series of n-alkanoic acids,
the apparent permeability coefficient Papp becomes
pH-dependent and is defined by Eq. (4):

Pappðn; pHÞ ¼ 1

PaqðnÞ
þ 1

½H�
Ka þ ½H� P

0
l 10np þ Pp

ð4Þ
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Fig. 5 Rabbit plasma concentration profiles of norethin-

drone following the intravenous administration of a single
dose (solution). Also shown is the intravaginal absorption
of ethynodiol diacetate from a solution dose and from a vagi-
nal delivery device. (From Ref.[37].)
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Fig. 6 Schematic of the vaginal membrane as a transport
barrier. (From Ref.[25].)

Table 1 Effect of alkyl chain length on the normalized
permeability coefficients of straight-chain alkanolsa

Alkanol CH3(CH2)nOH Papp (Alkanol/MeOH)

Methanol n ¼ 0 1.00

Propanol n ¼ 2 1.11

Butanol n ¼ 3 1.13

Pentanol n ¼ 4 1.20

Hexanol n ¼ 5 1.48

Heptanol n ¼ 6 1.91

Octanol n ¼ 7 2.15
aNormalized permeability coefficient ¼ Papp(alcohol)/Papp (meth-

anol). Mean value from three rabbits at pH 6.0 and 37�C.

(Data from Ref.[26].)

1344 Drug Delivery: Vaginal Route



D
ru

g
D

el
iv

er
y

P
ar

en
t–

V
ag

in
al

where n is the number of methylene (CH2) groups in
the alkyl chain; [H] is the concentration of protons;
Ka is the dissociation constant of the acid; P1 is the
permeability coefficient of the lipoidal pathway for
the hypothetical acid with zero carbon atom (n ¼ 0);
and p is the methylene group incremental constant,
that is, 3.5 for straight-chain alkanoic acids.

As illustrated earlier in the homologous series of
n-alkanols, the normalized permeability coefficient of
n-alkanoic acids also shows a dependence on alkyl
chain length (Table 2). In addition, the straight-chain
alkanoic acids demonstrate a pH-dependence in their
normalized permeability coefficients.[27] It should be
pointed out that the rabbit’s vaginal secretion has an
effective pKa value of 6.3 � 0.1. However, the rate
of vaginal secretion is relatively small, which leads to
a surface pH of around 2.0–2.1.[30] This acid surface
pH affects the extent of dissociation of n-alkanoic
acids and thus the magnitudes of P1 and Papp Eq. (3).

The vaginal uptake of steroids has also been studied
and follows a first-order rate process as well.[31] The
normalized permeability coefficient of steroids appears
to be dependent upon steroidal structure (Table 3). The
permeability coefficient across the vaginal membrane
(Pv) also shows the same trend of structure dependence;

the lipophilic steroids (progesterone and estrone) were
better absorbed than the more polar steroids (hydro-
cortisone and testosterone). However, the Paq values,
the permeability coefficient across the hydrodynamic
diffusion layer, are very much the same among the four
steroids (Table 3). For drugs with high Pv values, such
as progesterone and estrone (6.1–7.6 � 10�4 cm/s),
vaginal absorption is mainly controlled by their per-
meability across the hydrodynamic diffusion layer on
the surface of the vaginal mucosa (Pv > Paq). Con-
versely, for drugs with low Pv values, such as testoster-
one and hydrocortisone (5.8–7.5 � 10�5 cm/s),
vaginal uptake is determined predominantly by their
molecular permeation through the vaginal membrane
(Pv � Paq).[32] A linear relationship between the
vaginal permeability and a series of progestins and their
lipophilicities have been shown in vitro using rabbit
epithelium.[33]

The apparent permeability coefficient Papp is related
to the first-order rate constant for the disappearance of
drug from vaginal lumen (kv) as follows:

Papp ¼ kv
Vv

Sv
ð5Þ

where Vv is the volume of vaginal fluid and Sv is the
geometric surface area of the vaginal lumen.

Additional permeability studies have been con-
ducted in rabbits by the measurement of electrical
conductance and flux measurements of a hydrophilic
fluorescent probe 6-carboxyfluorescein.[34] Membrane
permeation selectivity was indicated by KCl diffusion
potential or charge-discriminating ability. The fluor-
escein probe is known to permeate via the paracellular
route. The permeation of the 6-carboxyfluorescein was
found to be in the order of intestine � nasal �
bronchia � tracheal > vaginal � rectal > corneal >
buccal > skin. The permeation selectivity was found
to be negative; in other words, the Kþ ion was more
permeable than the Cl. With all the tissue types evalu-
ated, the permeation selectivity was found to be similar.
Using low-molecular-weight polyvinyl alcohol, the
molecular weight cutoff of the vaginal epithelium of rats
was found to be greater than other assessable surfaces,
such as the GI tract.[35] Permeability trends have been
evaluated using the spermicide, non-oxynol-9.[36] A
linear correlation was observed between permeability
and partitioning of non-oxynol-9 oligomers using lamb
vaginal mucosa, suggesting the importance of the
lipoidal pathway for this particular agent.

Pharmacokinetics

If the absorption, distribution, and elimination of a
drug molecule after its release from a vaginal drug

Table 2 Effect of alkyl chain length and pH on the

normalized permeability coefficients of straight-chain
alkanoic acids

Papp (Acid/MeOH)a

Acids pH 3 pH 6 pH 8

Acetic 1.22 0.73 0.25

Butyric 1.62 1.94 0.34

Hexanoic 1.89 2.06 0.81

Octanoic 1.74 2.49 1.24

Decanoic — — 1.26
aNormalized permeability coefficient ¼ Papp(acid)/Papp(methanol).

Mean value from three experiments involving different rabbits at

pH 3, 6, and 8.

(Data from Ref.[30].)

Table 3 Vaginal permeation parameters of representative
steroids

Steroids Papp
a Pv � 104 (cm/s) Paq � 104 (cm/s)

Estrone 1.00 7.60 2.81

Progesterone 0.93 6.10 2.80

Testosterone 0.29 0.75 2.76

Hydrocortisone 0.23 0.58 2.79
aNormalized permeability coefficient ¼ Papp (steroid)/Papp

(methanol).

(Data from Ref.[31].)

Drug Delivery: Vaginal Route 1345



D
rug

D
elivery

P
arent–V

aginal

delivery device in the vaginal lumen follow the phar-
macokinetic sequences,

Drug in
vaginal
delivery
device

Drug in
vaginal fluid

(Cv)

Release ka

kct ktc

ke

Drug in
tissue compartment

(Ct)

Drug in
tissue compartment

(Cc)

Elimination

then the instantaneous rate of change in drug concen-
tration in the central compartment can be expressed by
Eq. (6):

dðCcÞ
dt

¼ kaCv þ ktcCt � ðkct þ keÞCc ð6Þ

where ka, ke, kct, and ktc are the rate constants for absorp-
tion, elimination, and central compartment/tissue com-
partment exchange, respectively, and Cv, Cc, and Ct are
the drug concentrations in the tissue fluid surrounding the
vaginal device, in the central compartment and in the
tissue compartment, respectively.

The vaginal absorption of drug following its release
from vaginal drug delivery devices may alternatively
be described by a simplified one-compartment open
model with first-order drug absorption (Fig. 5).[37]

Using this simplified model, Eq. (6) is reduced to Eq. (7):

dðCcÞ
dt

¼ kaCv � keCB ð7Þ

where Cv and CB are the drug concentrations in the
vagina and in the body (including blood, tissues, and
related compartments with fast drug exchange rates),
respectively.

At steady state (Fig. 7), the change in the body
concentration of the drug is relatively small, d(CB)/
dt � 0. For example, the body concentration of nor-
ethhindrone (CB), the major metabolite of ethynodiol
diacetate (Q), is then related to the amount of (Q)
released at time t as shown by Eq. (8):

CB ¼
kaSR2v

2ke

Q

t

� �

v

ð8Þ

where SRv is the total diffusional resistance across the
vaginal wall. Eq. (7) suggests that the norethindrone
concentration (CB) in the body of each test animal
should be directly proportional to the amount of Q
released from the vaginal device, (Q/t)v, for a given
duration of intravaginal residence. From the slope of

the CB versus (Q/t)v plots and the values of ka and ke

from the vaginal absorption studies of the same drug
from a solution, the magnitude of Rv, the total diffu-
sional resistance for the vaginal permeation of the
drug, can be estimated.

Physiological Factors Affecting Drug Delivery
through Vaginal Mucosa

Mucus: Compositions, characteristics, and roles

The vaginal mucosa, to which a bioadhesive drug
delivery system is expected to come into contact when
inserted intravaginally, consists of an epithelium having
its surface coated with a layer of mucus. The mucus is a
heterogeneous secretion and provides a protective and
lubricating functions to the epithelium. In a normal
woman, the mucus is produced by the cervix at the rate
of 20–60 mg/day. During the midcycle, the rate
increases to 700 mg/day[38] and the mucus becomes a
less viscous and microstructurally more expanded in
texture, which facilitates the penetration of sperm.[39]

To understand the nature of mucus, it is necessary
to understand the structure of glycoprotein, the princi-
pal biochemical component of the mucus subunit.[40,41]
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Fig. 7 Plasma profile of norethinedrone following the intra-
vaginal insertion of ethynodiol diacetate-releasing vaginal
devices in rabbits for 56 days and after device removal.

(From Ref.[37].)
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Glycoprotein, which has a molecular weight of 320–
4500 Da, is bound to other subunits through disulfide
bonds and probably interacts with other subunits
through ionic bonds and entanglements, especially
with sialic acids located at the terminal ends of the
oligosaccharide chain.[42] In addition to glycoproteins,
the cervical mucus also contains a wide range of sub-
stances, including plasma proteins, enzymes, amino
acids, cholesterol, lipids, and inorganic ions, with con-
centrations known to fluctuate during the cycle.[43] It
has been proposed that entanglement of the macromole-
cules with the specific lectin-like regions contributes to
the properties of the cervical mucus.[44,45] The relation-
ship between the intrinsic viscosity and the molecular
weight of the whole mucins and their subunits and
T-Domains suggests that they are flexible linear macro-
molecules behaving like a stiff random coil.[46]

The hostility of the thickened cervical mucus to
sperm penetration has been used as a means to achieve
contraception, and low-dose oral contraceptives
depend largely on this condition for their effectiveness
in fertility control.[47,48] Sequential oral contraceptives
do not affect mucus and like estrogen, may even
increase sperm penetration.

The change of viscosity in the cervical mucus

Alterations in the biochemical properties of mucus are
known to be responsible for changes in rheological
behavior and receptivity of mucus to various exogen-
ous compounds.[49] The liquefaction can be regulated
by mechanical disruption, systemic carrier dilution,
or chemicals, such as mucolytic agents. The effect of
the alterations in the physical and physiological
properties of cervical mucus on the change in drug
permeability through the cervical mucosa was stud-
ied.[50] Since marked changes occur in the plasma mem-
brane during epididymal maturation and capacitation,
analysis of the nature of compounds at biochemical
level was important to understand the changes in per-
meation rate in response to the viscosity of mucus.[51]

The increased ionic strength and consistency of the
periovulatory mucus offers better permeability to
exogenous compound, and increased charge favors a
higher degree of hydration.[52]

The viscosity of mucus is affected by binding
between calcium and the mucus, which probably arises
from an ionic interaction with the sialic acid in the
mucin.[44] These variations are indicated by a change
in the pH, viscoelastic properties, water, and protein
content of cervical mucus.[53] Calcium is needed to
establish an intercellular contact and the assembly of
tight junction in the cervical epithelium.[54] Changes
in extracellular calcium affect the permeability of tight
junctions and play a role in regulating the production
of cervical mucus.[55] Prostaglandin concentrations

in the cervix affect the viscosity of cervical mucus,
which in turn affects the cervical softening.[56] The
effect of dithiothreitol (DTT) on the viscosity was also
reported.[57] Thus, the physical and physiological
properties of cervical mucus may reflect alterations in
the macromolecular composition or concentration of
its components on exposure to exogenous substrates
or hormone replacement therapy.[58] As an example,
administration of mestranol (or ethinyl estradiol), in
combination with norethisterone or its acetate was
known to strongly affect the biophysical properties of
the cervical mucus and sperm migration.[59]

The change in protein composition
in cervical mucus

Human cervical mucus contains 1–3% proteins, in
which the major soluble proteins are albumin and
gamma globulin.[60] The effects of various agents on
the protein composition were studied.[61] When a pur-
ified glycoprotein was treated with various proteolytic
enzymes, which degraded (the purified) glycoprotein,
the charge of cervical mucus increased to confer a
rigidity by the mutual repulsion of negative charges
and strengthen the coherence and consistency of the
secretion.[62] It appears that the menstrual cyclic
changes in mucus viscoelasticity in an individual can
be accounted for by the changes in mucin concen-
tration.[63] This appears to result from a decrease in
the amount of proteins in both the follicular and the
luteal phases, but an increase in the ovulatory phase.[64]

In addition, mucus compositional differences may
occur among individuals, as indicated by the different
correlations seen in the viscoelasticity and the mucin
concentration.[65]

The effect of the combination of non-oxynol-9 and
EDTA was studied and showed that spermicidal
activity was significantly enhanced.[48] The observa-
tions may be due to a partial removal of calcium, on
addition of chelating EDTA, which may have caused
a decrease in the dephosphorylation of regulatory pro-
teins mediated by calcium, and further caused a change
in the total amount of protein and its composition in
the cervical mucus. The nature of mucus components,
especially proteins and enzymes, need to be studied
further to fully elucidate the mechanism by which cer-
vical mucus regulates the permeation rate of exogenous
compounds. A change in the protein composition is
expected to affect enzyme activity in the cervical mucus
and further affect the stability and permeation rate of a
drug delivered by a vaginal drug delivery device.[66]

Cyclic variability

As mentioned previously, the rabbit appears to be
an ideal animal model for studying vaginal mucosa
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permeation due to the absence of an estrus cycle.
Unfortunately, the doe rabbit may not be a suitable
animal model for studying long-term vaginal absorp-
tion because it lacks the typical cyclic variations
observed in the human vaginal tract associated with
the rhythmic pattern of hormones during a menstrual
cycle. In the human female, the cyclic secretion of
estrogenic hormones in the ovarian cycle induces
variation in the histology, biochemistry, and physiology
of vaginal tissues. It is, therefore, reasonable to expect
that the vaginal mucosa undergoes a corresponding
cyclic variation in its membrane permeability.

The macaque rhesus monkey has an ovarian cycle of
approximately 28 days, as does the human female, and
it also exhibits an estrus pattern very similar to the
menstrual pattern of the human female. It is widely
believed by researchers in the fertility field that rhesus
monkeys and humans have comparable anatomy and
physiology, as well as similar reproductive func-
tions.[67] Therefore, the female rhesus monkey is a
superior animal model for studying the vaginal absorp-
tion of various drugs from a drug delivery system
designed for use in human females.

The effect of the estrus cycle on the permeability
of the vaginal mucosa has been demonstrated in
the vaginal absorption of a small molecule, like meth-
anol, which has a vaginal membrane-controlled per-
meation, and a larger molecule, such as n-octanol,
with vaginal permeation controlled by the hydrody-
namic diffusion layer (Fig. 8). Further studies that
used intact and ovariectomized monkeys could not
establish any systematic relationship between the men-
strual cycle and vaginal membrane permeability.[68]

Conflicting observations were also reported in the
vaginal absorption of penicillin in humans[69,70] as well
as in rats.[71,72]

The vaginal permeability of a cycling monkey dur-
ing the period immediately following menstruation
is lower than that of a non-cyclic rabbit (Fig. 9). The
difference in vaginal permeability between rhesus
monkeys and rabbits is greater for hydrophilic mole-
cules, such as the short-chain alkanols (e.g., methanol),
whose vaginal permeability is controlled by vaginal
membrane permeation. The difference lessens as the
alkyl chain length of alkanols increases, since molecular
lipophilicity increases at the expense of hydrophilicity.
At ovulation, the monkey’s vaginal permeability is
several-fold lower than that of the non-cyclic rabbit.[31]

The cyclic variation in vaginal drug permeability
observed in rhesus monkeys in association with the
rhythmic pattern of the sexual cycle suggests that the
vaginal absorption data generated in the rhesus mon-
keys may be more reflective of what will occur in
humans. The rhesus monkey is, therefore, a good
animal model for the research and development of
intravaginal delivery devices.

TYPES OF VAGINAL DRUG
DELIVERY SYSTEMS

Human Applications

Several publications have examined the many types of
vaginal delivery systems already marketed or under
development.[73,74] In the development of vaginal
dosage forms, the following considerations should be
addressed:[73]

	 Maintenance of an optimal pH for vaginal
epithelium

	 Ease of application
	 Even distribution of drug
	 Retention in the vagina
	 Compatibility with coadministered medicines
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Fig. 8 Cyclic variation in the apparent permeability coef-
ficient, Papp, of methanol and n-octanol in the female rhesus
monkey in response to its estrus cycle. The bars indicate the
time of observed menstruation. (From Ref.[31].)
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In addition, offensive odors, staining, tissue irri-
tation, or pain during sexual intercourse are undesir-
able. With regard to systemic delivery, one key
advantage of intravaginal administration is avoidance
of the presystemic elimination associated with oral
dosage forms. The perineum venous plexus, which
drains the vaginal tissue and rectum, flows into the
pudenda vein and ultimately into the vena cava, which
circumnavigates the liver on first–pass. This is in
marked contrast to GI blood circulation that drains
into the portal vein and passes directly through the
liver before entering the systemic circulation. The vagi-
nal route is preferable for drug entities associated with
GI irritation and for the localized treatment of vaginal
disorders that require minimal systemic absorption.

Creams, foams, and jellies

Many OTC vaginal products are available in these
types of preparations. Common products include con-
traceptive creams, foams, gels, suppositories, sponges,
and films, that contain an active spermicidal agent, like
non-oxynol-9 or octoxynol. Vaginal preps are a recent
FDA-approved OTC treatment for yeast infections.[75]

For treatment of menopausal symptoms, estrogen pro-
ducts are available as vaginal creams. A relatively new
product for postmenopausal women, Replens�, is
available as a vaginal bioadhesive moisturizer. It has
been shown to be as safe and effective as estrogen
vaginal creams in increasing vaginal moisture, fluid
volume, elasticity, and returning the pH to the pre-
menopausal state.[76] Low pH lactate gels have been
dispensed for the treatment of bacterial vaginosis.
Application of these gels leads to a disappearance of

abnormal discharge and malodor, restores normal
acidity, and facilitates recolonization with lactobacilli.
Local treatment for vaginosis by the intravaginal
delivery of antimicrobials may be preferred over an
oral regimen, particularly during pregnancy.[77]

When the efficacy of a vaginal ring, which delivers a
continuous low dose of estradiol, was compared with a
vaginal cream, both formulations were found to be
equally effective and safe in the treatment of postmeno-
pausal women with urogenital atrophy symptoms.[53]

Vaginal rings

Vaginal rings provide a means of delivering a pharma-
cologically active agent to the systemic circulation at a
controlled rate of release. The vaginal rings developed
to date are primarily used for contraception and have
been reviewed in the literature.[74,78] Compounds deliv-
ered include medroxyprogesterone acetate (MPA),[79–85]

estradiol,[53,58,86,87] norgestrel,[88,89] levonorgestrel,[90–94]

combinations of progestins and estradiol,[95] and combi-
nations of progesterone and estrogens.[96–101] Another
area of interest is in the controlled delivery of prostaglan-
din for cervical ripening and induction of labor or
pregnancy termination.[102]

An advantage of intravaginal controlled drug
administration over conventional oral administration
is best illustrated in Fig. 10. After oral ingestion,
MPA, reaches a peak plasma drug concentration
rapidly within 2 h and declines over the next 22 h. On
the other hand, intravaginal controlled delivery of
MPA from a vaginal ring attains a steady plasma
plateau within 4 h, which is maintained throughout
the course of treatment until removal of the ring. The
continuous ‘‘infusion’’ of drugs through the vaginal
mucosa can prevent the possibility of hepatic GI
first-pass metabolism and inefficient therapeutic
activity resulting from the alternatively surging and
ebbing plasma drug levels that occur with the intermit-
tent use of oral dosage forms.[31] Vaginal rings have
been shown to be safe and effective for the delivery
of estradiol and have been found to be more comfort-
able than a pessary.[103] Local estradiol delivery via
vaginal ring, vaginal cream, or suppositories, was
reported to alleviate urogenital estrogen deficiency
symptoms in postmenopausal women.[53,58] In both
cases, patients showed a strong preference for the vagi-
nal ring over other vaginal dosage forms. Danazol,
that was administered intravaginally also via the vagi-
nal ring was found to be very effective in the treatment
of pelvic endometriosis.[104] Danazol was absorbed
through the vaginal mucosa and reached the deeply
infiltrating endometriosis via diffusion.

Vaginal rings are made of biocompatible silicone
elastomers that consist of a drug-free core ring and a
drug-containing coat. Vaginal rings are inserted and
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Fig. 9 Comparison of apparent permeability coefficients, Papp,

for the vaginal absorption of straight-chain alkanols in non-
cyclic rabbits and cyclic rhesus monkeys. (From Refs.[16,165].)
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positioned around the cervix. Those designed for con-
traception, are kept intravaginally for 21 days and
removed for 7 days to allow menstrual flow. The
vaginal ring was redesigned due to frequent bleeding
irregularities. The new generation of sandwich-type
vaginal rings contains a drug-dispersed silicone poly-
mer matrix is coated by a non-medicated silicone
polymeric membrane. The design reduces the initial
spike of drug release frequently observed in the first
treatment cycle of vaginal rings for contraception.
The effect of the overcoat on the release rate profile
of D-norgestrel is demonstrated in Fig. 11, which
shows that the addition of an overcoat minimizes or
eliminates the burst release of drug and shifts the
non-zero-order drug release profile to the constant
zero-order release rate profile. The concept of intrava-
ginal dual administration of progestin and estrogen in
combination was recently extended to the development
of a combined contraceptive vaginal ring. This new
design (Fig. 12) is constructed from two drug reservoir
compartments; the major compartment consists of a

3-keto-desogestrel loaded core, and the other, minor
compartment consists of a core loaded with a combi-
nation of 3-keto-desogestrel and ethinylestradiol, a
synthetic estrogen. These drug reservoir compartments
are separated by two steroid-impermeable glass closures,
as the partitions, and release the steroids at a fixed ratio
through a rate limiting silicone membrane.[98] Serum
profiles of 3-Keto-desogestrel and ethinylestradiol from
two prototype vaginal rings are shown in Fig. 13.
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Fig. 10 (A) Serum concentrations of medroxyprogesterone
acetate after a daily oral administration of a medroxyproges-

terone acetate tablet (10 mg) taken by a healthy woman
before breakfast for five consecutive days. (B) Daily serum
concentrations of medroxyprogesterone acetate in women

wearing medicated silicone vaginal rings (2% medroxypro-
gesterone acetate) for 20 days. (From Ref.[53].)
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Fig. 11 Comparative in vitro release rate profile of levonor-
gestrel from a vaginal ring containing a homogeneous
dispersion of drug in a silicone-based polymer matrix (�)
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Fig. 12 Structural components of a contraceptive vaginal
ring containing the combination of 3-keto-desogestrel and
ethinylestradiol. (From Ref.[67].)
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Veterinary Applications

Pessaries

Intravaginal drug delivery has been a useful tool in
animal husbandry to control the estrus cycle of sheep
and cattle. Synchronization of a herd estrus cycle eases
the management strains on ranchers and farmers.
Fluorogestone acetate, an effective ovulation inhibitor
in the ewe, has been formulated into a vaginal pessary
for sheep. The pessary is placed in the ewe for about 15
days. The pessary is removed and the sheep regain their
estrus and ovulate within 2–4 days. This permits
insemination of all sheep within a 2-day period and
with a high success rate. Commercial delivery systems
include Syncro–Mate vaginal pessary (S.D. Searle &
Co.), Chronogest vaginal pessary (Intervet S.A.),
and PRID vaginal insert for dairy cattle (Sanofi Animal
Health Ltd.), which contains progesterone and estradiol
benzoate. A MPA sponge has been used to evaluate the
preovulatory gonadotropin surge in ewes.[105]

Modified vaginal pessaries

The Syncro–Mate progestin-releasing vaginal pessary
is fabricated by dispersing a progestin, such as fluoro-
gestone acetate, in a pessary made of porous poly-
urethane sponge. The pessary can be readily inserted
intravaginally and removed according to a predeter-
mined schedule. The vaginal pessary has been rede-
signed with the aim of minimizing the loading dose,
to overcome the matrix-type release and absorption

profiles, and to improve systemic bioavailability. Work
evaluating a cylindrical, drug-free polyurethane vagi-
nal sponge coated by a laminate of fluorogestone-
containing silicone matrix and a drug-free silicone
coating membrane was conducted.[106–108]

The system itself was modified and the release rates
studied in vitro and in vivo. It was found that the
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Fig. 14 Comparison of newer progestin-releasing vaginal
pessaries (Type I and II) with an older (Syncro-Mate) pessary
design. (From Ref.[25].)
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drug-containing silicone layer needed to be in contact
with thevaginal wall. A silicone coating did not result
in adequate release rate. Also, as the surface area
of the drug-containing silicone increased, the drug
delivery rate increased. This effort has resulted in two
new pessary designs (Fig. 14). Both types make use
of the polyurethane sponge in the vaginal pessary as
the mechanical support for vaginal insertion and reten-
tion, but thedrug reservoir is relocatedfrom the porous
sponge matrix to a sheet-type rate-controlled silicone
device that covers the circumferential surface of the
sponge. The type I rate-controlled silicone device
consists of a homogeneous dispersion of drug in a
silicone polymer matrix. The type II drug-dispersing
polymer matrix is sandwiched between two sheets of
silicone polymer membrane to form a three layered
laminate.

Potential Developments in the Future:
Bioadhesives

Novel intravaginal delivery systems include those that
employ bioadhesive materials. The bioadhesive proper-
ties of compounds such as hydrogels may provide a
controlled delivery system with a prolonged residence
and intimate contact in the vagina. Many hydrophilic
polymers and hydrogels have been used in vaginal
products. These include starch, collagen, proteins,
gelatin, and cellulose derivatives (hydroxypropyl
methylcellulose, hydroxypropyl cellulose, and sodium
carboxymethylcellulose).[77] Two synthetic hydrogels
that have been reported in applications for vaginal
drug delivery are poly(ethylene oxide) and poly(acrylic
acid). Bioadhesion is thought to involve an initial inter-
action of the hydrogel with the mucosal surface, which
requires a matching of the polarity between the tissue
surface and the polymer surface,[109] and subsequently,
an interpenetration of the mucosal surface by the
polymer chains of the hydrogel.

A review of vaginal bioadhesive formulations indi-
cates that bioadhesive tablets have been used for loca-
lized treatment of diseases in the vaginal tissue.[77,109]

For example, Bleomycin, an antitumor agent, was
incorporated into a flat-faced disk fabricated from a
combination of hydroxypropyl cellulose and poly-
(acrylic acid) (Carbopol 934).[110] The tablet was
designed to release Bleomycin at a slow rate to minimize
irritation to healthy mucosa. Another vaginal tablet is
formulated from the combination of poly(acrylic acid)
with hydroxypropyl methylcellulose and ethylcellu-
lose.[111] Other polymer combinations evaluated for
potential bioadhesive vaginal delivery include poly(acrylic
acid) and sodium carboxymethyl cellulose with Avicel
PH102 (methylcellulose) as the diluent.[112] Insulin has
been formulated in a cross-linked poly(acrylic acid) gel

and found to be adsorbed onto the vaginal surface of
alloxan-induced diabetic rats and rabbits.[113]

Emulsion-based formulations with bioadhesive
properties also have been designed to deliver anti-
fungal agents, although little has been reported in the
literature.[78] Bioadhesive microparticles used in nasal
and oral delivery have the potential for further devel-
opment of intravaginal delivery systems. The muco-
adhesive benzyl ester of hyaluronic acid has been
used in preparing microspheres for the intravaginal
delivery of salmon calcitonin to rats.[114] Replens�,
which has been marketed as a bioadhesive moisturizer
and which remains in the vagina for 2–3 days, consists
of a bioadhesive cross-linked polycarbophil.[115]

Carbopol 934 polymer could be a good bioadhesive
candidate for clinical application in the intravaginal
delivery of spermicidal agents.[44]

Liposomes, a novel drug delivery system, are widely
applied in the topical treatment of diseases, including
vaginal diseases. Their applications in contraceptive
systems for the intravaginal administration of pro-
gesterone[116] and interferon-a[117] (or metronidazole)[118]

for the genital papilloma virus infections were previously
reported.

DRUG CANDIDATES FOR VAGINAL
ADMINISTRATION

Antimicrobials

Antimicrobials, along with antifungals, have been
important drug candidates for the treatment of vaginal
diseases, such as bacterial vaginosis. Earlier researches
on antimicrobials, such as penicillin and sulfanilamide,
has been reviewed.[22] Evaluations have been made on
such drugs as metronidazole,[119–121] clindamycin,[122,123]

feticonazole,[124] and clotrimazole.[124,125] Metronidazole
has been prescribed for the treatment of amoebiasis,
trichomoniasis, lambliasis, and anaerobic infection.[121]

It is administered vaginally as a gel, normally twice a
day every 12 h for 7 days for the treatment of bacterial
vaginosis. The gel results in lower serum concentrations
with negligible adverse systemic effect.[119] Metronida-
zole’s low lipid solubility probably contributes to its
poor vaginal absorption.[120] A comparison of vaginal
and oral drug delivery of metronidazole from a film-
coated tablet showed that the maximum serum concen-
trations attained by vaginal delivery are only sufficient
to kill the most susceptible anaerobes.[121] One recent
study confirmed that liposomes could be used as a novel
delivery system for metronidazole in the treatment of
vaginal infections.[118]

Clindamycin also is indicated for the treatment of
bacterial vaginosis Its efficacy as a 2% cream is similar
to oral metronidazole treatment.[122] Measurable
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amounts of clindamycin, corresponding to frequency of
application, have been detected systemically at levels well
below those of intravenous delivery.[123] Gentamicin is an
additional aminoglycoside that was evaluated for vaginal
administration in ovariectomized rats.[126] The results
indicated the following order of absorption enhancers
by their effectiveness: 1% palmitoylcarnitine > 0.5%
lysophosphatidylcholine > 1% laureth-9 > 10% citric
acid. Severity of desquamation of the vaginal epithelium
were scored as lysophosphatidylcholine ¼ laureth-9 >
palmitoylcarnitine > citric acid.

The market for vaginal candidiasis treatments has
been revamped in recent years due to the availability
of OTC products. Recently, oral antifungal agents,
i.e., ketoconazole, have been approved for treatment
of vaginal candidiasis. Earlier research that compared
vaginal feticonazole to oral clotrimazole[125] and vagi-
nal clotrimazole to oral fluconazole[100] have found
them equally effective and well tolerated as compared
to the oral product used for comparison. An important
consideration in the choice of oral vs. vaginal treatment
is the contraindication of oral dosage forms during
pregnancy. Vaginal treatment for recurrent vaginal
conditions may be a good alternative in such a case.[127]

Anticancer Agents

Intravaginal investigations into the local treatment of
cervicovaginal cancers have made some progress over
recent years. [3H]-Fenticonazole has been evaluated
in normal cervicovaginal mucosa, cervical carcinoma,
and relapsing vulvovaginal candidiasis, and was found
to be devoid of risk to patients.[128] For patients with
vaginal rhabdomyosarcoma and residual vaginal dis-
ease following surgery and chemotherapy, the effects
of high-dose irradiation from vaginal molds loaded
with iridium192 were examined.[129] Individualized
molds were made with rapid setting silastic foam and
loaded with iridium wires. The patients treated
remained well and disease-free for 7 years. The phar-
macokinetics properties of ciclopirox olamine have
been evaluated after vaginal application to rabbits
and patients. The intravaginal absorption was found
to be low while the penetration of drug was found in
deep tissue. These results led to good local and sys-
temic tolerability.[130] Cisplatin suppositories have
been tested preoperatively via vaginal administra-
tion.[131] The Cisplatin penetration of the tumor sur-
face needs further improvement in order to achieve
effective local chemotherapy.

Contrary to cancer treatment, cervicovaginal can-
cers are linked to vaginal pessary use. Review of cancer
cases found that tumors occurred at sites of ring inser-
tion. Although chemical carcinogenesis cannot be
ruled out, chronic local infection may be the main

etiologic factor. The severity of cancer cases has
declined in recent years due to the availability of more
advanced surgical and radiation treatments with mini-
mal complications.[132]

Prostaglandins

For many years, prostaglandins, primarily prostaglan-
din E2 (PGE2), have been studied for cervical ripening
and induction of labor as well as an abortifacient.
Most of the prostaglandin delivery systems have been
in the form of suppositories or pessaries.[133–143] More
recent work with pessaries and gels has been done due
to the use of prostaglandins as an alternative to surgi-
cal abortions.

Early work with PGE2 formulated a sustained-
release pessary that used a swelled, cross-linked polymer
hydrogel.[143] Further work was conducted using a semi-
crystalline poly(ethylene oxide) and poly(urethane)
hydrogel swollen with PGE2 solution.[144] The controlled
release of PGE2 and the cervical score showed a linear
release, suggesting the advantage of control over cervical
ripening.[145] Pessaries provided greater control in labor
induction,[146] (more favorable than intracervical
gels),[147] had high efficacy and low incidence of side
effects,[148] and showed a reduction in cesarean rates
associated with artificial rupture caused by oxytocin
infusion.[149] Although PGE2 has been shown to initiate
active labor and reduce the need for oxytocin, it has been
shown to cause uterine hyperstimulation or fetal heart
rate abnormalities, which are reversed with removal
of the pessary.[150] Tablet forms of PGE2 are shown to
be more chemically stable and cost effective.[151,152]

Additionally, the case of use may allow for shortening
of postdate pregnancies in a safe and effective manner
on an outpatient basis.[153]

In addition, PGE2 has been formulated as a gel. A
comparison of tablets and a triacetin-base gel showed
more favorable induction with the gel.[154] The use of
PGE2 gel in women with prelabor spontaneous rupture
of membranes, significantly improved the time of deliv-
ery without influencing the cesarean section rate or
fetal-maternal infective morbidity.[155] The intravagi-
nally administered gel was more efficacious than that
given intracervically.[156] In regards to a regimen, either
12 h or 6 hourly, the majority of 12 hourly subjects
achieved labor after a single dose, but the induction
delivery interval was similar in both groups.[157]

Due to its labor-inducing characteristics, prosta-
glandins also have been used as abortifacients. PGE1,
as a vaginal pessary, has been combined with the oral
antiprogestin, mifepristone (RU486), and has been
found to be a safe, efficient non-surgical outpatient
method of termination.[158] The PGE2 product, orig-
inally intended for the treatment of GI ulcers caused
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by non-steroidal antiinflammatories, was shown to be
a safe and low-cost method. Misoprostol alone has
been used for the induction of labor with females with
late fetal death.[159] Attention of the medical profession
and the news media has resulted in the use of miso-
prostol and methotrexate for early abortion. In this
application, methotrexate, originally used as a chemo-
therapeutic agent in cancer and arthritis, is given intra-
muscularly followed by intravaginal misoprostol 3 days
later. This is an effective abortion method for a
gestation period of 56 days or less.[160]

Spermicides

Spermicidal activity in the vagina is intended for fer-
tility control, by eliminating the motility of sperm
and ultimately killing them. Spermicides have become
more popular with the rise in social awareness and pre-
vention of sexually transmitted diseases. Many com-
pounds have been evaluated for spermicidal activity.
As mentioned, non-oxynol-9 and octoxynol are pre-
dominantly available in the United States. A few
products that have been evaluated include alkyloxy-
nol-741, which was tested in stump-tailed macaques
for spermicidal activity, and gramicidine, which is used
as a spermicidal agent in Russia but not in the United
States. Alkyloxynol-741 was compared with non-
oxynol-9 and chlorhexidine, using a dissolvable poly-
vinyl alcohol film, and found to be an inexpensive
alternative in countries where non-oxynol-9 may not
be readily available.[161] The combination of non-
oxynol-9 and EDTA in a gel formulation, developed
from carbopol 934 polymer showed a significant
enhancement of efficacy in fertility control.[44] A tablet
form drug delivery system fabricated by incorporating
non-oxynol-9 into polyvinylpyrrolidone, was reported to
provide a short- and long-term release of non-oxynol-9
and produce an immediate and extended enhancement
of the contraceptive properties.[162] Protectaid, a contra-
ceptive sponge marketed in Canada, contains sodium
cholate, non-oxynol-9, and benzalkonium chloride.
Sodium cholate itself has been shown to exhibit strong
spermicidal and antiviral activity, and offers a new and
modern protective method[28] (28).[163] A serine protease
from sperm, 44-acetamidophenyl-4-guanidinobenzoate,
inhibits acrosin activity and has been found to be more
potent and less irritating than non-oxynol-9, as well as
providing protection against HIV.[164]

Various studies found that the absorption of non-
oxynol-9 through the vaginal membrane was very slow
and suggested a dependence of molecular weight of
the oligomeric components that make up the spermi-
cide.[165,166] Permeation studies have found the hydro-
philic–lipophilic balance (HLB) of the oligomers to
play a role as well.[36] In delivery gel made of calcium

chloride cross-linked alginate containing 3% of non-
oxynol-9, it was found that pH of delivery gel had
a significant effect on spermicidal efficacy of non-
oxynol-9.[167] This behavior could be attributed to
non-oxynol-9 micelle formation.

Steroids

The vaginal delivery of steroids for urogenital symp-
toms has been shown to be more appropriate than oral
and parenteral administration. Hormone replacement
therapy is indicated for peri- and postmenopausal
women suffering from vasomotor symptoms, vaginal
dryness, and discomfort due to urogenital atrophy
and other related symptoms of hormone deficiency.
Steroids, progesterone and estrogen, have been used
for many years to treat a variety of physiologic
conditions, including hormonal replacement and con-
traception. As an alternative to oral estrogen replace-
ment, vaginal estrogen cream is an effective treatment
for vaginal atrophy.[168] Use of estradiol cream has
been effective for atrophic vaginitis[53] and also for
endometrial proliferation and hyperplasia if coadmi-
nistered with progestins.[169] Systemic absorption
of progestins could have the risk of endometrial
hyperplasia.

Like estrogen, progesterone has been delivered via
the vagina as creams, pessaries, and vaginal rings.
Vaginal absorption and local redistribution of pro-
gesterone was observed in a study using young female
pigs.[170] Vaginal delivery has shown enhanced pro-
gesterone delivery to the uterus when compared with
a standard intramuscular regimen.[171] Micronized
progesterone in a non-liquefying vaginal cream is
promising.[172,173] For systemic delivery of progester-
one to the genital organs, doctors have prescribed to
their patients a suppository compound of progesterone
and cocoa butter. A lactose-based progesterone tablet
has been designed to deliver biologically effective
amounts of progesterone for up to 48 h.[77] These
tablets form a milky suspension and stay resident in
the vagina for a longer period of time, making them
ideal for the treatment of menstrual irregularities,
functional uterine bleeding, luteal phase defects, pre-
menstrual tension, infertility, and osteoporosis. A
recent study demonstrated that a ‘‘first uterine pass
effect’’ occurred when progesterone was delivered
intravaginally, thereby providing an explanation for
the unexpectedly high uterine concentrations relative
to the low serum concentration observed.[174] Appli-
cation of liposomes as the vaginal delivery system for
progesterone to achieve contraceptive efficacy was
successfully demonstrated.[116] The combined use of
progesterone delivered from an intravaginal-targeted
drug delivery system and estradiol delivered from a
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transdermal therapeutic system were found to be very
effective in producing artificial cycles.[95]

Absorption and secretion characteristics of sodium
prasterone sulfate have been evaluated in rats after
vaginal administration. The absorption was signifi-
cantly affected by the estrus cycle and the progression
of the pregnancy.[175]

Proteins and Peptides

Research on the intravaginal delivery of peptides and
proteins has focused on insulin and gonadotropin-
releasing hormones (GnRH) and their absorption into
the systemic circulation. Insulin and thyroid-stimulat-
ing hormone have been shown to achieve some absorp-
tion from the vagina of rats and rabbits, but with a
high dependency on the estrus cycle.[113] Hydrophilic
molecules, like insulin and GnRH, may be absorbed
through intercellular channels, hence absorption would
be greater when the epithelium is thinner.[77,176] As
commonly observed with protein and peptide research,
an enhancer is often needed to assist in absorption. The
enhancers are limited in human testing; thus, most of
the preliminary research must be done in animal mod-
els, such as the rat and rabbit.[77] Vaginal administra-
tion of insulin was found to increase hypoglycemia in
rats when using enhancers such as Na taurodihydro-
fusidate, polyoxyethylene-9-lauryl ether, lysophos-
phatidylglycerol, lysophosphatidyl choline, and
palmitoylcarnitine chloride.[177] Other therapeutic
agents that have been investigated include leucine
enkephalin,[66] salmon calcitonin,[115,178] and recombi-
nant human relaxin.[179,180] Relaxin, structurally
related to insulin, was formulated as a 3% methylcellu-
lose gel for intravaginal delivery. In this form, it had
limited permeability through non-pregnant rabbit
and rhesus monkey vaginas.

Much work has been done using luteinizing hor-
mone releasing hormones (LHRH) analogs, parti-
cularly leuprolide. Initial work with leuprolide found
greater potency in rats via vaginal administration over
rectal, nasal, and oral administration.[181] Enhance-
ment of absorption by organic acids (citric, succinic,
tartaric, and glycocholic) increased bioavailability by
20%. The vaginal absorption from jellies was found
to be a practical dosage form. Additional investigation
of the organic acids used for enhancement was found
to work by the acidifying and chelating ability.[182] Cit-
ric acid also was shown to loosen the blood–vaginal
epithelium barrier. The down regulation of the pitu-
itary by chronic intravaginal treatment of leuprolide
exhibited regression of hormone-dependent mammary
tumors in rats.[183–185] The vaginal route appears to be
the preferred route according to a recent presystemic
metabolism study of first-order LHRH degradation

in rabbit homogenates.[186] The degradation half-life
of vaginal homogenates was 9–12 times longer than
that of rectal homogenates and 3–4 times longer than
that of nasal homogenates.

Vaccines, Antigens, and Gene Delivery

Factors that have a significant impact on immune
responses are the route and method of vaccine or anti-
body delivery.[187] Since the recognition of acquired
immunodeficiency syndrome (AIDS) in the early
1980s, researchers have focused on the discovery of
pharmacological agents for the treatment and ultimate
cure of AIDS, a well as on preventing the spread of the
virus. Mucosal infection via the vagina and rectum are
reportedly two of the major pathways through which
HIV and other sexually transmitting viruse are dis-
seminated.[188,189] Mucosal immunity has been con-
sidered as the first line of immunological defense
against these pathogens to prevent the systemic infec-
tion. The important factors to be considered in the
development of vaccines are protection with a mini-
mum number of administrations and a practicability
of the approaches in inducing immunity at the mucosal
surface.[81,190] Consequently, studies were conducted to
elucidate the effects of variations in the routes of
immunizations on the type and extent of mucosal
response.[191] Mucosal immunity in the female repro-
ductive tract was reportedly influenced by immunoglo-
bulins (Igs), cytokines, and reproductive hormones.
The types of responses elicited following a DNA
immunization were found to depend on both the
identity of the antigen and the route of DNA adminis-
tration. The epidermal delivery route, including vagi-
nal mucosa, was found to be more efficient in terms
of dosage requirements.[192,193] When the effects of
exogenous hormones on reproductive tract immunity
were evaluated in women on oral contraceptive pills
(OCPs), the mean values of IgA in the cervical mucus
of woman on OCPs were much greater than those in
the naturally cycling women.[194] The increased levels
of IgA in the cervical mucus of women on OCPs
may contribute to a lower incidence of sexually trans-
mitted diseases. Using animal models, the transfection
of mucosal tissues by gene–gun administered plasmids
was demonstrated in vivo, and vaginal immunization
of human growth hormone was noted to yield a higher
titer of cervicovaginal antibodies than other routes of
immunization.[88]

DNA-based vaccines have been recently developed
for immunization to overcome the deficiencies of
antigen-based vaccines. The major sites of delivery
for DNA-based immunization include the oral, nasal,
rectal, and vaginal mucosas.[195,196] The ability of a
hepatitis B surface antigen-encoding plasmid to induce
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responses in mice through the various routes of deliv-
ery was compared.[197] It was reported that delivery
through the vaginal route still produced a cytotoxic
T lymphocyte activity, even though it failed to induce
antibodies. A human simian virus 1 (HSV) vaccine
was tested as an aqueous solution or gel intranasally,
vaginally, and subcutaneously in guinea pigs.[198] The
gel system used was a controlled release carbopol gel.
The animals were challenged 3–5 weeks later with only
the subcutaneous response producing IgG and IgA.
The nasal and vaginal routes showed that the vaccine
could take up and elicit antibodies, thereby slightly
reducing the severity of the disease, but showed no
superiority to the subcutaneous route. In another
study, rats were immunized with a synthetic peptide
from a HIV envelope glycoprotein and shown to have
greater IgG and IgA response with an enhancer, lyso-
phosphatidyl glycerol.[199,200] The serum antibodies
from subcutaneous and intravaginal delivery were able
to recognize the glycoprotein (HIV 1 gp120), but no
neutralizing activity against the virus was seen. An
antigen delivery system of lysophosphatidylcholine
and degradable starch microspheres demonstrated
potential intravaginal delivery to sheep.[199,200] If the
vagina is capable of mounting an immune response,
antibodies in genital secretions may be able to reduce
the transmission of HIV. Intravaginally administered
tracers using (fluorescein isothiocyanate) (FITC) bovine
albumin, FITC-horseradish peroxidase, and FITC-horse
ferritin have shown the vagina and cervix to be major
sites of protein uptake.[201]

Lactobacilli from the female genital tract have been
developed as a vehicle to deliver continued doses of
foreign antigen to the vaginal mucosa surface with
the aim of stimulating a local immune response.[202]

The lactobacillus fermentum was chosen for genetic
manipulation and delivered intravaginally in guinea
pigs and was maintained for 5 days. Despite the short
period, the novel vaccination approach shows poten-
tial for stimulating mucosa immunization. Horse ferri-
tin was combined with aluminum hydroxide, muramyl
dipeptide, monophosphoryl lipid A, dimethyl dioctade-
cyl ammonium, and cholera toxin.[203] The aluminum
hydroxide combination was found to be the most effec-
tive. However, the doses of antigen used were larger
than normal, and consequently the drug combination
may be inefficient at more realistic dosages. Additional
work with mouse ferritin has shown pelvic immuni-
zation at non-mucosal sites to be very effective in sti-
mulating an IgA response in the female reproductive
tract, more so than intravaginal delivery because of
possible involvement of iliac lymph nodes not associa-
ted with the vagina.[204]

As a potential means of treatment of gynecological
conditions, Candida albicans vaccine was developed
and an antibody response after intravaginal application

of vaccine and effects on recurrent urinary tract infec-
tions were evaluated.[205,206] Serum antibody to some
of non-E. coli, but no antibody to E. coli were
expressed.[207] The vaccine was well tolerated and invites
further development.Another evaluated vaccines con-
tained inactivated polio vaccine delivered by intravagi-
nal, intrauterine,mesopharyngeal, and intramuscular
routes. The predominant secrectory antibodies to polio
viruse in the vagina were found to be IgA and IgG in
the uterus. The genital tract is immunologically reactive
and may play a role in protection against other infec-
tions such as gonnococcus and genital herpes.[208] For
veterinary use, dairy cattle research has directed atten-
tion to bovine herpes virus type 2, which causes ulcer-
ative lesions in teats and udders. Vaccinations
subcutaneously and intravaginally have been shown to
be beneficial in reducing the severity of the infection
and show potential for a vaccine for dairy cattle.[209]

Anti-Inflammatory Agents and Others

Bromocriptine has been used in the treatment of hyper-
prolactinaemic women.[210] Drug in tablet form was
administered intravaginally and found well absorbed
from the vagina, with avoidance of side effects. For
Benzydamine, a non-steroidal anti-flammatory with
local anesthetic and analgesic properties, mouthwash,
dermal cream, and vaginal douche have been formu-
lated and evaluated for local therapy.[211] Another
chemical entity that has been researched for intravagi-
nal delivery is tranexamic acid, an antifibrinolytic drug
usually given by mouth for the treatment of menor-
rhagia associated with intrauterine devices (IUD).
The intravaginal delivery of tranexamic acid was found
well tolerated with avoidance of GI side effects.[212]
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INTRODUCTION

Drug design and discovery techniques have evolved
considerably in recent years but they have progressed
in two opposite directions. On the one hand, consider-
able intellectual and financial efforts have been made
to implement a rational sequence of events that would
ultimately result in the identification of the successful
drug candidate. One of these scenarios is known as
‘‘structure-based drug design.’’ At the turn of the mil-
lennium, this can be considered as the ultimate stage of
development of ‘‘rational drug design.’’[1–4] On the
other hand, with the potentialities offered by auto-
mated chemical synthesis and robotized biochemistry,
the temptation has been ever greater to produce
increasingly huge numbers of molecules by combina-
torial chemistry techniques and include them in bat-
teries of high throughput screening (HTS). The
process of finding novel, active compounds through
combinatorial chemistry is akin to finding a needle in
a haystack. While per se not irrational, this process
can be viewed as using a Monte-Carlo algorithm and
as such it can be easily anticipated that convergence
in the selection of the successful drug candidate will
be inevitably slow. The challenge of the next century
will be to reconcile these two approaches to signifi-
cantly accelerate both discovery and preclinical research.
Building a fully integrated, high-throughput drug-
discovery platform spanning lead generation through
investigational new drugs (INDs) at present remains
a critical step to be made in order to efficiently trans-
form proprietary medicinally designed combinatorial
libraries into wholly or substantially owned new
chemical entities (NCEs).

STRUCTURE-BASED DRUG DESIGN

Historically, the pharmaceutical industry has relied on
discovering drug leads by screening-sifting through
vast inventories of either naturally occurring or man-
made chemicals in search of previously undiscovered
substances with the desired biological activity.
Traditionally, optimization of a lead compound was
achieved by random exploration of a chemical struc-
ture (often called lead compound) through the

synthesis of large numbers of chemical derivatives.
Over the last decade, this approach has become
increasingly unsatisfactory, since it is costly and inef-
ficient, and while the rate of discovery of new thera-
peutic compounds and the marketing of new drugs
has declined, the costs have continued to rise. Most
importantly, there remain many important therapeutic
needs for which screening-based research has failed to
yield acceptably safe and effective drugs.

Almost all biologically active molecules work via an
interaction with a ‘‘target’’ or ‘‘receptor’’ molecule
that plays key roles in all biological processes. In the
most common perception of this interaction, the drug
molecule inserts itself into a functionally important
cleft of the target protein, such as a key in a lock.
The molecule then binds there and either induces or
more commonly inhibits the protein’s normal function.
This universal drug-target scheme suggests an interest-
ing alternative approach to drug discovery. Indeed, if it
were possible to identify in advance the appropriate
protein target for a searched therapeutic need and if
enough information were known about the structure
of that target protein, it ought to be feasible to design
the structure of an ideal drug to interact with it. This
approach, called structure-based drug design,[5–10]

offers the promise of eliminating much of the inef-
ficiency of the classical approaches of conventional
drug discovery.

Scientists therefore developed an approach for drug
discovery that exploits the 3-D structures of molecular
targets (protein structure-based drug design; Fig. 1).
At the heart of this strategy is protein X-ray crystal-
lography, which enables one to determine the 3-D
atomic structures of target proteins and the drugs
that bind to them. This novel approach to drug
design integrates genetic engineering techniques that
allow the identification, purification, and modification
of appropriate target proteins with innovations in
protein X-ray crystallography.[11–14] This approach
also uses elaborated softwares that permit chemists to
predict molecular structure in its dynamic and thermo-
dynamic extensions. In contrast to the biotechnology
industry, several pharmaceutical groups nowadays
employ genetic engineering techniques to produce
proteins not as products, but as drug targets. Genetic
engineering techniques assist scientists in identifying
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molecular targets for particular therapeutic objectives,
produce target proteins in sufficient amounts to permit
structural studies, and modify these proteins to probe
the connections between a target protein’s structure
and its physiological or pathological functions. So far,
the only method that has been successful in determining
the precise 3-D atomic structure of large proteins is
X-ray crystallography. An important limitation of the
method is that X-ray crystallographic studies require
a target protein in crystalline form. A powerful X-ray
beam bombards a single protein crystal, which diffracts
the X-ray beam and generates a definite diffraction
pattern. A complex analytical process involving
extensive mathematical computations then has to be
performed on the X-ray diffraction data. The results
of these calculations determine the target protein’s
exact 3-D structure. It is this information that provides
the critical starting point for 3-D drug design. Alterna-
tively, when the target protein cannot be obtained in
crystalline form, 2-D nuclear magnetic resonance (2D
NMR), or molecular modeling techniques, can provide
useful information.

Medicinal chemists and crystallographers begin the
process of drug design after determining the 3-D
atomic architecture of the target protein and its func-
tionally critical regions. Using a variety of specialized
programs on interactive graphics workstations, drug
designers generate concepts of drug molecules that
complement the unique structure and electronic
environment of the target protein. Medicinal chemists
then synthesize the most promising candidate struc-
tures. As in conventional drug-discovery strategies,
biochemists measure the ability of this newly synthe-
sized drug candidate to produce the intended effects

on the target protein. Crystallographers then redeter-
mine the structure of the protein target now in combi-
nation with the candidate drug molecule included
within the active site of the macromolecule. They see
the detailed structural interactions actually achieved
by the candidate drug with its biological counterpart.
Scientists relate the performance of such a compound
measured by conventional biochemical or pharmaco-
logical techniques to its structural interactions with
the target as revealed by X-ray crystallography. The
design team then incorporates the results of this anal-
ysis into its next generation of compounds. In this
scenario, drug-design methodology consists of iterative
cycles of simulation, design, synthesis, structure and
biological performance assessments, and redesign.
The power of this methodology lies in the ability of
the drug designers to see the primary event in drug
action, i.e., the interaction of the drug with its target
as it actually takes place, and guide the design and
optimization of drugs by the intimate details of this
interaction.

DRUG DESIGN AND CHEMICAL DIVERSITY

In the 1990s, the average cost for introducing a new
drug entity to the marketplace was estimated at greater
than $300 million dollars. Of this dollar figure, nearly
one-third has been estimated to go to the discovery
and optimization of a lead chemical structure. Each
compound within a company’s archives ultimately
finds its origin in the labors of several chemists involved
in the synthesis or the isolation and identification of
natural products. The cost for the preparation of
such compounds on a single-compound basis is very
important. It has been estimated that the cost of pre-
paring each novel molecule in the traditional pharma-
ceutical industry paradigm of individually synthesized
molecules prepared in serial fashion is between
$5,000 and $10,000. Clearly, an opportunity exists to
reduce costs at this earliest stage of the drug-discovery
process, i.e., the identification of a novel lead chemical
structure (Fig. 2).

Lead structure compounds are currently identified
through rational design and/or mass screening. In the

OHO OH

N
H

N
O

N

Fig. 2 It took more than 150 years to modify the complex
morphine structure (left) to the simpler achiral morphinomi-
metic fentanyl, using classical drug-design methods.

Fig. 1 The 3D vision of pharmacologically active molecules
(here taxol) provides the medicinal chemist with a complex
information from which a pharmacophore has to be deduced

to generate analogs with more adequate pharmocokinetic
and toxicological properties.

Drug Design: Basic Principles and Applications 1363



D
rug

D
esign–D

ry

past, routine mass screening has been rather successful
in identifying new leads. With the recent introduction
of high-throughput, automated screening technologies
the evaluation of hundreds of thousands of individual
test molecules per year against a large number of tar-
gets is now feasible. The source of large chemical
libraries still remains a stringent limitation. Compound
libraries commonly used in mass screening consist of
either an historical collection of synthesized com-
pounds owned by pharmaceutical companies or natu-
ral product collections. Each of these libraries has
limitations. Historical collections contain a limited
number of diverse structures (e.g., thousands of ster-
oids, b-lactams, benzodiazepines, etc.) and, although
quite useful, represent only a small fraction of the vast
number of possibilities. Natural products are limited
by the structural complexity of the leads identified
and the (pharmaco) chemical difficulty of modifying
them to useful pharmaceutical agents (e.g., taxol)
endowed with the pharmacokinetic and toxicological
properties required for the medical goal persued.

During the past decade, a new source of compounds
has arisen, i.e., those obtained through the rapid
chemical or biological generation of compound
libraries. This wealth of new compounds, coupled with
the ability to rapidly carry out their biological evalu-
ation, represents an important shift in the traditional
paradigm for generating and optimizing new lead
structures not only for the pharmaceutical industry,
but also for the agricultural, materials, and chemical
industries. From its earliest days over a decade ago
to the present, the field of chemical generation of
molecular diversity has changed dramatically. Early
attempts focused exclusively on the rapid generation
of very large numbers of peptides, using solid-and
solution-phase techniques. This was primarily due to
the ready availability of the natural and unnatural
aminoacids and the previous development of well-
established coupling methodologies. The application
of this approach can now rapidly generate hundreds
of thousands to millions of small to medium size
peptides for identifying novel leads or to help elucidate
the chemical basis of known ligand–receptor interac-
tions by preparing and evaluating a large number of
peptide analogs. The new trend, however, is to focus
on the generation of non-peptide, low-molecular-
weight compounds (commonly called peptidomimetic
compounds). Combinatorial chemistry is one of the
important new methodologies developed to reduce
the time and costs associated with producing chemical
diversity. Scientists use combinatorial chemistry tech-
niques to create large populations of molecules
(libraries) that can be screened efficiently en masse.
By producing larger, more diverse compound libraries,
companies hope to increase the probability that they
will find novel compounds of significant therapeutic

and commercial value. The field represents a conver-
gence of chemistry and biology, made possible by fun-
damental advances in miniaturization, robotics, and
biotechnology developments.[15–17]

As with traditional drug design, combinatorial
chemistry relies on the progress of organic synthesis
methodologies. The difference, however, is the scope:
Instead of synthesizing a single compound, combina-
torial chemistry exploits automation and miniaturiza-
tion to synthesize large libraries of compounds (Fig. 3).
Scientists then need a straightforward way to find the
active ingredients within these enormous populations.
Thus, combinatorial organic synthesis (COS) is not
random, but systematic and repetitive, using sets
of chemical ‘‘building blocks’’ to form a diverse set
of molecular entities. Scientists have developed several
different COS strategies, each with the same basic philo-
sophy; i.e., to find ways to determine active compounds
within populations, either spatially, through chemical
encoding, or by systematic, successive synthesis and
biological evaluation (deconvolution).

Three common approaches to COS could be envis-
aged. During arrayed, spatially addressable synthesis,
building blocks are reacted systematically in individual
reaction wells or positions to form separated ‘‘discrete
molecules.’’ Active compounds are identified by
their location on the grid. The second technique,
known as encoded mixture synthesis, uses nucleotide,
peptide, or other types of more inert chemical tags to
identify each compound. During deconvolution, the
third approach, a series of compound mixtures is
synthesized in a combinatorial manner, each time fix-
ing some specific structural feature. Each mixture is
assayed as a mixture and the most active combination
is pursued. Further rounds systematically fix other
structural features until a manageable number of
discrete structures can be synthesized and screened.
Scientists working with peptides, for example, can use
deconvolution to optimize, or locate, the most active
peptide sequence from millions of possibilities.

As with traditional drug design, the ability to inte-
grate different types of chemical, biological, and
corporate information is crucial to combinatorial
chemistry techniques. Combinatorial chemistry also
generates an enormous amount of information, which
present-day information systems still have a hard time
managing. Combinatorial chemists also ask different
questions in different ways, and their information
systems need to adapt to find these answers quickly.
For example, chemists planning a traditional synthesis
typically conduct a retro-synthetic analysis to deter-
mine the best, and perhaps cheapest, way to obtain
the target. In the same way, combinatorial chemists
also look at retro-synthetic trees to build combina-
torial libraries. Combinatorial chemists need rapid
ways to access reaction information efficiently. One of
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the largest limitations in the construction of combi-
natorial libraries is in obtaining the basic building
blocks necessary to run each reaction. Chemical
information systems that can quickly retrieve commer-
cially available reagents are invaluable tools in reagent
acquisition.

Once built, combinatorial libraries produce unpre-
cedented amounts of useful information, provided a
consistent quality of the pharmacological evaluation
can be ensured throughout the whole process. Reaction
histories for each compound must be archived. Robots
and other laboratory instruments need permanent
monitoring, and the data they acquire have to be
archived for future reference. Scientists need to
integrate screening results and biological data with
structural information. As in single-molecule archival
systems, the archival of combinatorial libraries and
their corresponding data is essential to cost-effective
research and development.

Combinatorial chemistry is a promising new field
that stands to revolutionize the chemical industry,
and demands completely new scientific information
management solutions. Combinatorial chemists will
be able to meet their goals if they can find ways to plan
libraries quickly, produce libraries that better interrog-
ate biological assays, and learn from past screening
results. Libraries have to be designed to systematically
order and explore the wide-ranging molecular themes
represented in its building block collection. Within
each thematic library, subclass chemical properties
are to be varied systematically in order to aid medicinal
chemists in fine-tuning lead profiles. Using software
that can orchestrate the planning, building, screening,
and interpretation of synthesized libraries, combina-
torial chemistry programs will begin to realize their

promise of minimizing the time and cost associated
with bringing new molecular entities to market. Proper
management of combinatorial chemistry libraries
requires software applications that understand the
science behind combinatorial chemistry while manag-
ing the chemical and biological data generated by
combinatorial chemistry programs.[18–22]

HIGH-THROUGHPUT ORGANIC SYNTHESIS
(HTOS) AND HIGH-THROUGHPUT
SCREENING (HTS)

The pharmaceutical world has passed through a
remarkable transition in the past decade in its efforts
to identify novel compounds that interact with new
molecular targets and to pave the way to new thera-
peutic agents and product lines. The impact was first
apparent in the biological sphere as assays reached
the micro level and automation permitted sample
throughput in multiple screens, which was unimagin-
able a few years earlier. HTS was born and quickly
adopted as an important, if not the only, source of
the initial ‘‘hits’’ required for the generation of leads
for commercial development.[23–26] The importance
and permanence of the HTS focus has been manifested
within the organizational structure of most corpora-
tions. Such structures tend to be immovable and only
bend when economic considerations surface at both
the operational and future levels. HTS is such an event.
Discovery has shifted from a closed chemist biologist
relationship into a complex multidisciplinary cell that
has generated a new level of professionalism within
the industry. Compound management alone consti-
tutes new positions and occasionally departments in

A H

O

Trt
OH

O

S
R

O

O
ResH2N

Trt
S

N
H

A

N

O

O

O
Res

R

CO

N
B

B–NC

H

N

O

S

O

R
O

N
B

A

H

H

H

bocNH

boc

Fig. 3 Example of modular construction of a multifunctional assembly, using solid-phase synthesis technology (A and B are

variable alkyl or aryl groups; boc ¼ benzyloxycarbonyl; Trt ¼ trityl; Res ¼ resin).
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larger organizations. This function controls the fodder
that HTS requires and essentially holds the key to the
success of the discovery program.

The success of HTS in uncovering the unknown
parameters of a new receptor site, however, relies on
access to a vast collection of compounds that possesses
a very broad range of chemical functional groups dis-
persed in 3-D space in diverse structural frameworks.
This level of diversity is rarely found in a company’s
archives. The development of most corporate collec-
tions has relied on acquisition from external sources.
Initially, such access was primarily from universities
and research institutes worldwide. The fragmentary
nature of these resources spawned the creation of small
industries, the compound brokers, who have served as
‘‘gofers’’ and data processors in the collection and
marketing of such compounds. It is economically pref-
erable for industrial groups to use these brokers and
avoid the need and expense of scouring the multitude
of academic archives. A significant savings over that
of in-house synthesis is realized; however, the number
required to come close to reasonable diversity brings
the required investment again to a substantial level.
It has been estimated that the average cost of $50 per
sample places the overall expenditure for 100,000 com-
pounds at ~$5,000,000 plus handling, storage, and
maintenance costs. While this value can be reduced
with rigorous negotiation when large numbers are pur-
chased, the better bargain is to purchase compounds
preplated on microplates. The micro requirements of
most HTS assays (<10 mg) makes this latter approach
especially attractive to small companies wherein acqui-
sition and management costs of a large compound
collection are prohibitive.

All of these external resources have relied heavily on
the university as a primary source. An unfortunate
consequence of these activities over the past decade
has been a depletion of the academic resources that
have accumulated over the past 50 years. Furthermore,
the availability of useful quantities from current aca-
demic research has become less likely as modern
chemical techniques and instrumentation permit stu-
dies with only a few milligrams. This is especially
apparent in the natural product field, as the unique
diversity inherent in that group has placed such acqui-
sition at a premium. Market demands, nevertheless,
persist and have led to the emergence of synthesis
factories that prepare compounds specifically for the
screening market, using conventional chemical techni-
ques. Output has been greatly enhanced at some of
these centers by adoption of modular approaches in
synthesis. These sources have helped to fill the void
in numbers, but have done little to enhance the level
of structural diversity or the cost factor.

Chemists have addressed the sample resource
question directly. The first approach was in the use

of solid- and solution-phase techniques in the synthesis
of large libraries of peptides, through combinatorial
chemistry. Many discovery-based industries implemen-
ted in-house programs in combinatorial chemistry
initially to explore the peptide as a supplement to their
screening resources, but more recently in the use of the
same technologies for the automation of general
organic synthesis, as the limits and flexibility of the
peptide backbone failed to satisfy the more general
structural needs of discovery (Fig. 4). The success of
this approach has led to the generation of a new chemi-
cal discipline, HTOS, the implementation of such pro-
grams as core technologies in many industries, and the
emergence, once more, of new industries. Programs in
academia also address this need, the tremendous
potential it offers in the enhancement of structural
diversity and the intellectual challenge of devising tech-
niques for the tracking of the thousands of compounds
generated as they proceed through a bioassay network.
Several new industries have emerged within this specia-
lized arena with chemical innovation and custom syn-
thetic schemes that provide access to large chemical
libraries which include features of specific interest to
their client. The market and discovery impact has been
dramatic.

Despite the excitement over the recent advances in
HTOS development and the promises of prominent
researchers in this area, HTOS cannot alone provide
a diverse and sustained compound supply for screen-
ing. Today’s technologies can achieve in parallel syn-
thesis only the skeletal and functional complexity
that is economically available through classical bench
techniques. This aspect alone places full diversity
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Fig. 4 Example of a three-step synthesis of a series of rather
elaborated peptidomimetic compounds synthesized using
straightforward reactions that can be easily automated in a

fast parallel synthesis process. Methods: (a) acetic acid, poly-
phosphoric acid, 85�C; (b) RI, DMF, anhydrous potassium
carbonate, room temperature; (c) Willgerodt–Kindler reac-
tion (sulfur, secondary amine HNAB, DMF, 110�C).
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outside the scope of HTOS because so far only a func-
tional rather than a skeletal chemistry has been
developed. Therefore, natural products still retain a
commanding lead. While contributions to the enhance-
ment of the structural diversity of a company’s com-
pound resources has, at best, been modest, the
impact of HTOS on the economics of new drug devel-
opment through rapid analog synthesis and the
subsequent transposition of shorter development time
into extended useful patent life has been dramatic. It
is here that the strength of HTOS and its most impor-
tant impact is felt.

The development of a lead into a product, in the
traditional framework, is a stepwise process. The
first stage is based on the assessment of synthetic
possibilities within the limitations of organic synthesis
and available starting materials, the extrapolation of
preferred features defined by precedence, any struc-
ture–activity relationships (SAR) information, and
guides from computational analyses. This has not
changed. The next step is the orderly planning of
synthesis programs within the structural goals set for
the target series, the development of timelines, which
integrate synthesis with information feedback from
primary and secondary bioassay, and further develop-
ment of the synthetic targets. Analogs of an initial
lead can be prepared singly at an average rate of
100 compounds per chemist per year depending on
the complexity of the chemistry involved. In the tra-
ditional mode, the number ofchemists employed on a
project is defined by the management according to
the significance of the discovery, the complexity of
the syntheses, and the intended patent scope, the pri-
mary goal being a critical assessment of market poten-
tial and, if justified, the identification of preferred
candidates for further development to a marketable
product. The subsequent steps involve major capital
investment in toxicology and clinical study. Thus, this
selection stage is critical to corporate success and, in
smaller companies, may mean eventual economic sur-
vival. A reasonable time for candidate selection in
the traditional mode of drug discovery has been 1–2
years. The limiting factor has generally been the initial
synthesis stage and the exploration of the numerous
parameters associated with SAR development. With
the application of HTOS design principles and robotics
in organic synthesis, we see this time shortened
dramatically. The 1- to 2-year period for candidate
selection can be reduced by as much as 75%. This
can constitute a significant extension in useful patent
life by many months.

HTOS has clearly become a new chapter in chemical
technology. It brings the excitement of further growth
with the resolution of the obvious challenges of con-
ducting chemical synthesis in arrays at semimicro
and submicro levels. It also significantly impacts

product development in the support industries as new
goals are defined in liquid handling, automation, and
data management. The corollary of this restructuring
is the creation of new challenges for the organic
chemist, a greater dependence on multidisciplinary
interactions, and the internal structure of discovery
departments. It has also created new scientific and
engineering challenges and product opportunities
that permeate support industries. Combinatorial chem-
istry has become a widely used tool both for the
discovery and the optimization of lead structures.
The demand for quality combinatorial libraries—
characterized by diversity, novelty, purity, medicinal
relevance, and facile synthesis—is clearly increasing.
However, most of today’s libraries provide only
limited novelty, owing to the use of widely available
commercial reagents and standard chemistries. In a
near future, to achieve this goal of chemical diversity
it will be necessary to produce truly novel high-quality,
value-added libraries which comprise a wide array
of pharmacophore building blocks and scaffolds,
featuring a broad range of molecular properties and
chemical functionality.

DNA, FUNCTIONAL GENOMICS AND
PHARMACO- AND TOXICOGENOMICS

In the past few years, we have witnessed a dramatic
increase in the availability of genome-scale DNA
sequence information from humans and several model
organisms. New technologies incorporating this infor-
mation are radically altering biological research.
Toxicogenomics is a new scientific subdiscipline that
combines the emerging technologies of genomics and
bioinformatics to identify and characterize mechan-
isms of action of known and suspected toxicants.
Currently, the premier toxico-genomic tools are the
DNA microarray and the DNA chip, which are used
for the simultaneous monitoring of expression levels
of hundreds to thousands of genes.[27–30]

An array is an orderly arrangement of samples. It
provides a mean for matching known and unknown
DNA samples based on base-pairing rules and auto-
mating the process of identifying the unknowns. An
array experiment can make use of common assay sys-
tems such as microplates or standard blotting mem-
branes, and can be created by hand or make use of
robotics to deposit the sample. In general, arrays are
described as macro-arrays or micro-arrays, the differ-
ence being the size of the sample spots. Macro-arrays
contain sample spot sizes of about 300 mm or larger
and can be easily imaged by existing gel and blot scan-
ners. The sample spot sizes in micro-arrays are typi-
cally less than 200 mm in diameter and these arrays
usually contains thousands of spots. Micro-arrays
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require specialized robotics and imaging equipment
which generally are not commercially available as a
complete system.

DNA micro-arrays, or DNA (gene) chips, are fabri-
cated by high-speed robotics on glass or nylon sub-
strates, for which probes with known identity are
used to determine complementary binding, allowing
massively parallel gene expression and gene discovery
studies. An experiment with a single DNA chip can
provide researchers with information on thousands of
genes simultaneously—a dramatic increase in through-
put. Why do some drugs work better in some patients
than in others? And why may some drugs even be
highly toxic to certain patients? Pharmacogenomics
can be regarded as the hybridization of functional
genomics and molecular pharmacology. The goal of
pharmacogenomics is to find correlations between
therapeutic responses to drugs and the genetic profiles
of patients. In the same way, toxicogenomics is the
hybridization of functional genomics and molecular
toxicology.

Pharmacogenomics uses genetic and genomic infor-
mation to predict the response of individual patients
and patient populations to drugs. Pharmacogenomics
will have an impact on medicine by allowing the use
of newly created genomic diagnostic tools to predict
which drugs will have the greatest chance of success
in treating individual patients safely and effectively.
Eventually, drug prescriptions may be tailored or cus-
tomized to the individual patient’s genetic make-up,
using this technology. Pharmacogenomics also has
the potential to revolutionize the planning and design
of clinical trials. By identifying which patients will
respond to compounds being tested, as well as by elim-
inating those who may be at risk for adverse reactions,
pharmacogenomics can improve the success rate of
clinical development and reduce development time
and cost.

The development of quantitative structure–toxicity
relationships (an extended form of QSAR) to predict
and to help understand the toxicity and metabolism
of drugs now becomes an additional challenge for the
efficient discovery of new drug candidates. Indeed,
while HOTS and HTS techniques become more and
more efficient to identify new lead structures and con-
vey adequate information about the description of new
pharmacophores, as such these techniques do not give
direct access to compounds devoid of toxicity and
endowed with the expected pharmacokinetic properties
required for the therapeutic goal pursued. At this stage
of the research, the professional skills and talents of
experienced ‘‘traditional’’ medicinal chemists are again
of paramount importance for the success of the
whole process. A criticism that can be addressed to
HOTS and HTS techniques so far developed is that,
to increase potency and selectivity of the future drug

candidate, relatively high molecular complexity is
employed. These techniques of selection tend to
unnecessarily increase molecular weight and lipophili-
city and, as a result, the oral bioavailability (amajor
pharmacokinetic parameter) of such compounds will
be inevitably very low or virtually zero. Consequently,
after the discovery of initial leads, complementary pro-
grams of synthesis by traditional means are still neces-
sary to produce grams of material necessary to assess
the toxicological and pharmacokinetic properties. In
this connection, while remaining somewhat empirical,
the fundamental knowledge as well as the practice do
exist. For this purpose, prodrugs have been intensively
studied. However, this approach again tends to
increase the molecular complexity and, therefore, the
molecular weight. It is, therefore, more and more envi-
saged to develop approaches with an integrated view of
this enormous problem involving, at a very early stage,
considerations of structure–toxicity and structure–
metabolism relationships with the help of computer-
ized expert systems.

The rapid evolution of the field with many techni-
ques and disciplines involved poses the problem of
the basic education and training of the personnel.
While the relationship between academia and industry
is frequently examined from the perspective of research
and technical collaborations, it is also important to
view it in terms of supply of human resources by aca-
demia to meet the demands of industry. At this level,
the educational system based on the Ph.D. programs
offered by universities has taken some delay with
respect to the culture of the companies. A significant
effort will have to be made to fill an undoubted gap in
current professional education. There is also an
increasing demand from the industry for basic research
in organic chemistry to develop new reactions that can
be employed in HOTS.

CONCLUSIONS

In front of the ever-increasing demand by the society
and the authority for better drugs at lower cost, the
pharmaceutical industry has developed sophisticated
techniques of drug design, encompassing HOTS and
HTS techniques to speed up the duration and the cost
of drug discovery. While these techniques have not
reached the level of superb maturity, they have con-
siderably influenced the culture of the companies.
However, per se these new methodologies do not
directly deliver the new drug candidate, and, therefore,
complementary programs of traditional medicinal
chemistry are still necessary for the fine tune-up of
the drug candidate. Consequently, drug design at
present is made of a blend of modern technology and
more classical science. The making of a blend has
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always been an art. It can be anticipated that in the
future century drug design will evolve between these
two trends, a blend of science and art in which the
human being is central.
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Drug Development Management

James E. Tingstad
Tingstad Associates, Green Valley, Arizona, U.S.A.

INTRODUCTION

The most successful new drug-development programs
require competent, caring, people-oriented leaders at
all levels. Overwhelming social science data show that
this approach will optimize productivity, efficiency, and
creativity, while fostering employee growth, enthusiasm,
cooperation, and loyalty.

THE DRUG DEVELOPMENT PROCESS

Before addressing the components of good manage-
ment, here is a review of the basic new drug (new
chemical entity or NCE) development process.

Brief Overview

The NCE works its way through the following groups
before it can be marketed:

Synthetic Chemistry ! Pharmacology !
Toxicology ! Pathology ! Regulatory Affairs

½Investigative New Drug ðINDÞ application� !
Product R & D ! Clinical Research !
Regulatory Affairs ½New Drug Application ðNDAÞ� !
Approval by government regulatory agency

Additional Important Contributors

Other involved departments/disciplines that are
equally important as the above groups include Ana-
lytical Chemistry, Biochemistry, Biopharmaceutics/
Pharmacokinetics/Drug Metabolism, Chemical Pilot
Plant, Experimental Engineering, Packaging Develop-
ment, and Statistics. Additional significant contribu-
tors include Purchasing and Quality Assurance/
Documentation.

Post-NDA Departments

After NDA approval, non-R&D functions—after being
partially involved at various stages of NCE develop-
ment—take over, including Chemical Manufacturing,

Engineering, Marketing, Packaging, Pharmaceutical
Manufacturing, Quality Control, and Sales.

Departmental Responsibilities

Companies are organized differently; for example, the
various engineering responsibilities may be in one or
more departments. A brief description of typical func-
tions follows:

� Synthetic chemistry synthesizes NCE candidates for
pharmacological testing.

� Pharmacology examines the in vivo activity of the
NCE in animals (1).

1. For economic reasons, activity is determined in
animals before safety, whereas in humans, pre-
liminary safety studies need to come first.

– Toxicology determines the ‘‘macro’’ negative
effects of the NCE in animals.

– Pathology examines the ‘‘micro’’ negative
effects of the NCE in animals.

– Product R&D designs a simple, preliminary
dosage form for initial clinical trials (2).

2. Additional dosage-form development is deferred
until safety/activity experiments in humans
show promise. Eventually, scale-up experiments
are conducted in cooperation with Pharmaceuti-
cal Manufacturing.

� Clinical research determines the safety and efficacy
of the NCE in humans.

1. Phase I examines small-dose tolerance and
safety in a limited number of young adult,
usually male, volunteers.

2. Phase II, involving hundreds of patients, investi-
gates efficacy, dosage, and prominent side
effects.

3. Phase III, utilizing thousands of patients, broad-
ens Phase II experiments and determines safety,
efficacy, and marketability.

4. Phase IV, conducted after regulatory approval
and marketing, investigates additional medical
uses.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000404
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� Regulatory Affairs works closely with all relevant
organizational units and is the primary contact with
government regulatory agencies.

� Analytical Chemistry develops stability-indicating
assays for NCEs and identifies/quantifies impuri-
ties; cooperates with Product R&D on product
stability studies.

� Biochemistry determines, among other experiments,
the cell-level effects of NCEs.

� Biopharmaceutics, Pharmacokinetics, and Drug
Metabolism examines the absorption, distribution,
metabolism, and elimination of NCEs.

� Chemical Pilot Plant produces NCEs for R&D
groups.

� Experimental Engineering helps design new
processes and equipment.

� Packaging Development develops containers for
new products with stability and consumer issues
in mind.

� Statistics is involved in planning and interpreting
many R&D experiments.

� Purchasing works with R&D to ensure consistent,
high-quality raw materials from vendors.

� Quality Assurance/Documentation monitors pro-
cedures and records to comply with government-
regulated Good Laboratory and Manufacturing
Practices.

� Chemical Manufacturing supplies the bulk NCE to
Pharmaceutical Manufacturing.

� Engineering offers process/equipment services to
post-NDA groups.

� Marketing, in cooperation with Sales and Advertis-
ing, determines the overall strategy for supplying
NCE products to primary customers (physicians
and other healthcare professionals).

� Packaging packages and labels manufactured drug
products for sale.

� Pharmaceutical Manufacturing produces finished
drug products for consumer use.

� Quality Control monitors the quality and stability
of manufactured/marketed drug lots.

� Sales supplies products to customers.

Departmental Interactions

It’s important for managers and laboratory workers to
meet with colleagues from other departments to learn
about interrelations and interdependencies and to use
that knowledge to ensure mutual understanding,
respect, support, and cooperation. Here are examples:

Sales  ! All R&D groups

R&D managers and laboratory workers should be
encouraged to spend a day or two (one-on-one)

with a salesperson ‘‘on the road,’’ for two primary
reasons:

1. R&D individuals can observe first hand the
results of their labors.

2. Salespersons can learn important, relevant
scientific facts about what they are selling and
can directly inform the R&D person about
problems their customers experience.

Synthetic chemistry  ! Biopharmaceutics

Oral absorption data can help lead synthetic chem-
ists in the most promising directions for NCE
variations.

Synthetic chemistry  ! Product R&D

Formulators usually prefer the most water-soluble
form of an NCE; this can conflict with Synthetic
Chemistry and Chemical Manufacturing’s interest in
high yields.

Biopharmaceutics  ! Pharmacology

Interactional benefits go both ways, but Biopharma-
ceutics can help pharmacologists determine whether
lackluster potency is attributable to inherent inactivity
or poor oral absorption.

Product R&D  ! Toxicology

True event: Product R&D helped Toxicology deter-
mine that the apparent intestinal irritation of an orally
administered NCE was caused not by the drug, but by
the ‘‘innocuous’’ solvent (glycerin).

Analytical chemistry  ! Quality control

Analytical Chemistry develops stability-indicating
assays for R&D, then transfers them to Quality
Control when the product is marketed. Too often these
groups are at loggerheads concerning what is an
adequate, efficient assay procedure for the NCE.
Management’s mutual respect and cooperation, plus
voluntary temporary interdepartmental transfers, can
usually minimize these difficulties.

Pharmaceutical manufacturing  ! Product R&D

1. These two groups need to interact at the appro-
priate stages in new drug development (especially
scale-up) to ensure that a dependable, high-
quality product can be consistently and economi-
cally manufactured.
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2. Hands-on Manufacturing employees may feel
most comfortable interacting with R&D scien-
tists at the B.S./Associate degree level rather
than at the Ph.D. level.

3. Product R&D laboratory workers at all edu-
cational levels should spend their first month
or two in Pharmaceutical Manufacturing—
working hands-on rather than just observing.

Marketing  ! All R&D groups

True event: A Marketing executive was touring R&D
laboratories and asked a key synthetic chemist working
on antibacterials what she thought was the most
important quality in an antibiotic after therapeutic
activity. She replied, ‘‘lack of bacterial resistance.’’
When the executive emphasized that Marketing was
most concerned about lack of side effects, the scientist
said, ‘‘No one ever told me that.’’

Quality assurance and documentation  !
All R&D groups

Quality Assurance and Documentation should be
thought of—and think of itself and operate accord-
ingly—as helpful and supportive, not punitive.

Experimental engineering/product R&D  !
Pharmaceutical manufacturing

True events:

1. Experimental engineering and Product R&D
developed a computer-controlled automatic lyo-
philization process that was then transferred to
Pharmaceutical Manufacturing.

2. Air-suspension particle/tablet coating and
electronic monitoring of Pharmaceutical Manu-
facturing’s tablet presses improved product
quality and manufacturing efficiency.

DEVELOPING LINE-EXTENSION PRODUCTS

Once the first NCE product has been approved by the
government regulatory agency, additional products
(Product Line Extensions, or PLEs) are often
developed. Requests for PLEs usually come from
Marketing and Sales, but ideas can come from any
employee/department, particularly from Product
R&D. Regulatory approval of most PLEs is less
demanding than for NCEs, e.g., there are fewer safety
and clinical experiments.

SUCCESSFUL MANAGEMENT OF
DRUG DEVELOPMENT

Successful management consists of a series of thoughts,
attitudes, feelings, and skilled practices, not simply (and
counter productively) an ‘‘I-am-the-boss-so-do-what-I-
say’’ culture.

Characteristics of a Fertile
R&D Work Environment

Psychiatrist Abraham Maslow (1) emphasizes that
managers should not be sculptors (molding/forcing/
shaping workers) but farmers who create a fertile work
environment wherein all employees can learn, grow,
and do their best. R&D managers can optimize group
spirit, cohesiveness, innovation, and performance by
looking at the team as a circle (in which everyone
has a significant contribution to make), and not as
the usual organizational pyramid with the boss at the top.

Here are characteristics of a fertile R&D work
environment, starting with six cornerstones.

� Ethics—This is noted first for obvious reasons.
� Empathy—Empathy is the key to proper treatment

of hands-on workers, e.g., managers should ask
themselves how they would want their boss to treat
them.

� Respect—Feeling respected (valued) as a unique
person and as a contributor to group success is as
important as anything in the workplace.

� Trust—This is an identical twin to respect. Without
mutual trust, two or more people cannot survive a
joint effort. The manager’s genuine trust of employ-
ees as well intentioned, responsible adults is crucial
to an efficient, productive work atmosphere.

� Caring—Managers need to have a genuine concern
for employees’ personal and professional well-being.

� Communication—Keeping employees informed
fosters feelings of importance and ‘‘being in on
things.’’ Managers who listen carefully and inform
abundantly will soon be surrounded by good com-
municators.

� Sense of Purpose—The manager and group mem-
bers need to know how their department fits into
the R&D division.

� Commitment—Everyone has a strong commitment
to the long-term health of the division and to harmo-
nized company, R&D, group, and personal goals.

� Competence and Dedication—Group members are
competent and confident in each other’s ability
and dedication.

� Urgent but Well-reasoned, Goal-Focused Activity—
Activity is goal-focused, with the general work pace
being a healthy blend of urgency and contemplative,
well reasoned, deliberate progress.
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� Involvement—Productivity, personal growth, and
morale will be high if everyone feels involved
in the planning, decision-making, and movement
of the department toward its goals.

� Individuality—Everyone wants to be treated as an
important, unique individual.

� Acceptance—Related to individuality, each person
is valued just as they are; idiosyncrasies are toler-
ated, even appreciated, because variety is the ‘‘spice
of life,’’ and no one is perfect.

� Civility—‘‘Good management starts with good
manners, society’s means of ensuring consideration
of others as people’’ . . . Anonymous.

� Agreeableness, Amiability, Friendliness—These are
potent antidotes for nervous tension and anxiety
and create as much tranquility in a work environ-
ment as civility.

� Honesty, Candor, Openness—If trust is basic to
all good things in human relationships, honesty,
candor, and openness are basic to sustaining/
strengthening those relationships.

� Stability, Security, Predictability—The manager
needs to be ethical, fair, and consistent without being
inflexible. This minimizes uncertainty and anxiety
and makes employees feel safe and secure. More
energy can then be focused on productive work.

� Cooperation—When co-workers respect and care
for one another and when all people feel safe and
secure about their ‘‘place in the sun,’’ the stage is
set for cooperation rather than for competition,
for mutual esteem and pride rather than for envy.

� Recognition—Everyone is recognized for his or her
accomplishments and value to the organization.
Consequently, they feel good about themselves,
their colleagues, their boss, and the corporation.

� Thoughtfulness (Consideration for Others)—It has
been said that nothing is more contagious than ner-
vous tension, but surely thoughtfulness must run a
close second. This can take many forms, but it
generally involves getting outside oneself, being sig-
nificantly oriented toward others rather than solely
toward oneself. It means giving rather than taking.

� Genuineness, Realness—A quality work environ-
ment helps workers feel safe, secure, and accepted,
thus encouraging them to be themselves, ‘‘warts
and all.’’ This reduces facades, protectiveness, and
defensiveness, and allows people to focus their
energy on productive work.

� Independence and Interdependence—When
employees are valued for their basic worth and
respected for their individuality, they develop a
strong sense of independence. Consequently, they
will have little need to ‘‘throw their weight around’’
or assert their individuality at the expense of others.
When people feel good about themselves and
receive emotional support from colleagues, they

develop a strong sense of both independence and
interdependence.

� Cohesive Group Spirit—Under good management, a
group develops a close, family-type working relation-
ship in which individual members care for, trust, and
respect, and have confidence in one another.

� Deference—If the aforementioned characteristics
are operative and the manager seeks advice from
and defers to hands-on workers, group members
will defer to one another’s expertise and judgment
when appropriate.

� Pride (but not Arrogance)—Realistic pride in one-
self and in the work group strengthens group cohe-
siveness and individual self-confidence and fosters a
‘‘can-do’’ attitude toward innovation and technical
challenges.

� Loyalty and Enthusiasm—When colleagues work
at being civil and respectful, loyalty and enthusiasm
will arise spontaneously. As Napoleon said, ‘‘An
army’s effectiveness depends on its size, training,
experience, and morale . . . and morale is worth
more than all the other factors combined.’’

Honorable and Successful
Management Practices

The following are specific suggestions for managing
drug development. Two quotes say it all:

Honor is the quality of personal integrity. It is won
slowly by a lifetime of small decisions where one places

the virtues of compassion and justice ahead of his own
advancement. — Anonymous
The only way to be a successful manager is to learn to

behave like one. — Jay Hall

Behaving Ethically

This is listed first because everything must be based
on consistent ethical principles and behavior. R&D
managers work in an especially complex environment:
they hold great power and interact in complicated ways
with hands-on workers, peers, upper management,
customers, local and national government agencies,
and citizen groups. R&D managers also face a unique
situation because often results must be taken on faith.
Most projects involve extensive experimentation and
complex interpretation; some involve equivocal results.
Managers must:

1. Trust the competence and honesty of laboratory
workers and

2. Make honest use of the group’s experimental
results.
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The leader is primarily responsible for the ethical
attitude, behavior, and performance of the department.
Here are three ways to ensure success:

1. Set a good example—The manager sets the tone
for any group, acting as a role model. When
employees observe that the boss is consistently
ethical, they will set similar high standards for
themselves.

2. Minimize unethical conformity and group-
think—Peer pressure dominates most teenagers
(‘‘All my friends do it . . . ’’), but adults must
resist the slightest unethical behavioral norms.

3. Create a safe, stable, predictable work environ-
ment—Unless they are pathological, people
suffer ethical lapses out of confusion, fear, and
insecurity, not out of evil. When workers are
afraid of punishment or dismissal if schedules
aren’t met, work tends to become sloppy. When
R&D vice-presidents fear their jobs are in jeo-
pardy, they might manipulate the information
going to corporate management so that their
organization will look good.

In summary, leaders need to have the personal
qualities of candor, genuineness, and integrity. If not,
they are in danger of becoming manipulators of people
and situations.

Empathizing (The Golden Rule
of Management)

As one of the six cornerstones of successful management,
the importance of empathy cannot be overemphasized.
Before managers make decisions affecting workers (read
‘‘almost all decisions’’), they need to remember the
Golden Rule of Management: How would I like to be
treated? This safeguard on managerial behavior is nearly
infallible; here are two examples:

Promotions

Case A: An experienced laboratory scientist
believes that he deserves a promotion
to the next grade. He raises the issue with
his supervisor; she tells him that he has
potential, but she is not yet convinced
that he has sufficiently proven himself.
Nineteen months later he is promoted.

Case B: An experienced research scientist’s man-
ager comes into his laboratory and
informs him that he has been promoted
to the next grade. The scientist is
delighted but surprised; he didn’t expect

promotion for another year. The man-
ager says that it may be a little early,
but based on his performance and obvi-
ous potential, she believes that he
deserves to be promoted now.

Reading this example, managers need to play the role
of the laboratory scientist and ask themselves how
would they would like to be treated by their boss;
and would A or B elevate their spirit and incentive to
work hard?

Treating employees as well-intentioned,
responsible adults

Case A: Laboratory workers discover that, inad-
vertently, they are not in compliance with
several Good Laboratory Practices regu-
lations. When they inform the manager,
he calls a department meeting, scolds all
of them, orders them to shape up or else,
and demands a full report within 3 days.

Case B: When the manager is informed of the
GLP violations, he calls a department
meeting, thanks them for alerting him
to the problem, and asks them if he
can be of any help; who would like to
take charge of correcting the situation;
and what deadline should be set so that
he can reassure his boss.

Again, managers should play the role of laboratory
workers and ask themselves how they would like to
be treated, A or B.

Communicating

Here are two quite different definitions of communi-
cation:

1. The goal of communication is to persuade the
listener to agree with the speaker. In this case,
one gives little thought to the other’s position.
Most time and energy are spent thinking about
what to say next rather than listening.

2. The purpose of communication is to create
understanding. Here the emphasis is on listen-
ing, accepting differences of opinion, and freely
expressing feelings.

Many sounds (street noise, small talk at a party)
are assimilated through a process of hearing. This is
primarily a physical phenomenon, with only a small
mental element and virtually no emotional component.
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But when someone tries to communicate something
they consider important, hearing becomes inadequate;
instead, the other person needs to listen to and under-
stand what they have to say. Now the process requires
three components—physical, mental, and emotional—
and becomes much more complex.

Generalizations aside, managers need to look at
how communication skills apply to their job. First,
the leader needs to communicate to employees the kind
of person he or she is. Good working relationships, the
cornerstone of good performance, depend on people
getting to know one another. It is the manager’s
responsibility to initiate and encourage the communi-
cation process that brings about understanding. For
example, he should meet at least once a year with each
employee to find out:

� How things are going, personally and on-the-job;
� What is good and what is bad about the work

environment;
� Always refer to the department as ‘‘ours,’’ never

‘‘mine;’’
� Always say, when introducing a group member to

someone else, ‘‘she works with me,’’ never, ‘‘she
works for me;’’

� Encourage being called by his first name, because
hierarchy tends to disappear when people are on a
first-name basis;

� Try to be the first one at department meetings; too
many managers, for various reasons, wait until
everyone else is assembled and then walk into the
room. Making people wait is an inherent sign of
disrespect, intended or not;

� Keep employees informed by posting all non-
confidential memos and notices on a large bulletin
board under the categories of ‘‘urgent,’’ ‘‘new,’’
and ‘‘old.’’ These actions are not gimmicks as long
as they represent a sincere effort by the manager to
communicate clearly and emphatically that everyone
in the group is important.

Another valuable communication tool is seldom
used—anonymous employee opinion surveys conduc-
ted by the manager, in addition to those of the
Human Resources department. Annually, workers
are asked to submit to the secretary their answers
for three questions. The secretary then combines all
responses:

1. What I like about my job;
2. What I don’t like about my job; and
3. What my boss can do to make things better.

Then (and most important), the manager should
call a department meeting and ask the group to
decide the priorities for improving the work
environment.

Organizing

Hands-on laboratory workers

Experts agree that the number-one problem in any cor-
poration is the underutilization of employees. This
stems from management’s failure to appreciate their
intelligence and potential. Douglas McGregor (2) says
that most people enjoy working and, given the chance,
prefer to exercise self-direction and self-control. They
are highly motivated, seek responsibility, and can be
a major positive force in company operations if
management allows them.

For example, too often Ph.D.s (scientists) are infor-
mal project leaders when B.S.- level laboratory workers
(associate scientists) can do that job very well, allowing
the Ph.D. to act as theoretical science advisors for
several project teams. Then Laboratory Assistants
(Technicians or Assistant Scientists) with high school
diplomas or 2-year degrees can do most of the daily
laboratory work with relatively little supervision rather
than being treated as a ‘‘pair of hands.’’ When employ-
ees feel respected and are encouraged to grow and take
as much responsibility as possible, they will consult
with higher-level scientists when necessary to minimize
mistakes and to ensure group success.

First-line supervisors

Group Leaders/Section Heads should be responsible
for approximately 15 laboratory workers and should
think of themselves as supervisors, not superscientists.
The non-supervisory Ph.D.s should make most of the
broad scientific decisions; the Group Leader/Section
Head should concentrate on becoming a successful
manager of people.

Management

Most organizations have too much management;
the number of supervisors at all levels should be
minimized.

Supervising

Douglas McGregor says that the supervisor should act
as a helper, teacher, consultant, and colleague. Rarely
should she assume the role of authoritative boss.
Tom Peters agrees, saying ‘‘Leaders are servants.’’
Hands-on workers produce results; the manager’s
primary job is to support them and remove obstacles
that prevent them from doing their best. The best
supervisor will ask workers what she can do to help;
rather than making sure the jobs get done, she assists
the workers in doing so.
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Many leaders feel this approach reduces their orga-
nizational power (using ‘‘power’’ in the good sense),
but the exact opposite is true.

1. The manager ‘‘sees over’’ more clearly because
discussions with employees will sharpen the
view of the situation for everyone.

2. Control and communication are enhanced
because employees will interact frequently with
a manager who is viewed as a source of help
rather than as a giver of orders.

3. Treating employees as competent, responsible
adults will greatly increase her influence with
them.

Controlling

Originally, controlling meant running a tight ship; the
boss watched over everyone and everything, told
employees what to do and when to do it, and made
all the important decisions himself. But this made the
leader and hands-on workers antagonists, resulting in
the manager knowing relatively little about what really
went on in the trenches. In contrast, appropriate (non-
authoritarian) control means emphasizing employees’
self-control simply because most people are trust-
worthy. This is especially true in R&D organizations
in which the emphasis is on high technology, creativity,
and innovation.

Peter Drucker, Tom Peters, and Douglas McGregor
agree:

1. Drucker says that to be productive, workers
need to have control over their work; control
is a tool of employees and must never be their
master.

2. Peters calls this the control paradox: less is
more. Less central control and more genuinely
delegated self-control for those closest to the
action translates into tighter overall control.

3. McGregor believes that successful supervision is
largely dependent on the manager’s ability to
predict and control human behavior, and the
essence of control is selective adaptation. People
control the physical world around them, not by
expecting nature to do their bidding, but by
adjusting their actions to natural laws. For
example, humankind does not control surface
water by commanding it to flow uphill; rather,
people dig channels, adjusting to the fact that
water obeys the law of gravity.

Similarly, effective management control consists of
channeling workers’ energies, interests, and capabilities
into activities that meet organizational objectives.

Management controls the work force by adjusting its
decisions and actions to the realities of human nature,
and not by telling people what to do and expecting
blind obedience.

Delegating

Managers should delegate because employees like,
want, and need to do things their own way. The wise
leader assigns research projects only after consulting
with laboratory workers, preferably at a department
meeting, because bench scientists tend to have a much
better feel than the manager concerning who has the
time; who is most qualified; and how best to divide
up responsibilities.

Also, employees feel more respected and involved
when they are part of the work-assignment process.

Delegation, not relegation

Since the biggest waste in any organization is underutili-
zation of employees, delegation makes sense. Unfortu-
nately, too many leaders confuse delegation with
relegation. Delegation means assigning responsibility
and authority to a representative. Relegation, on the
other hand, connotes consignment to an inferior
position. When managers give employees narrow, menial
tasks and expect them to do all ‘‘delegated’’ work exactly
as they would, their action is relegation, not delegation.

Goals of delegation

Three primary goals of true delegation are to:

1. Relieve managers of some of their workload so
that they have more time to think, meditate,
plan, learn, and grow;

2. Move work and responsibility as far down the
organizational ladder as possible, increasing
efficiency; and

3. Offer all employees maximum challenge and
opportunities for growth, even when formal
promotions are not immediately available. This
increases productivity and develops future leaders.

In harmony with these goals, proper delegation has
two distinguishing characteristics:

1. Most of the delegated tasks are a meaningful
part of the manager’s job and not just drudgery
to avoid;

2. Workers are allowed, even encouraged, to per-
form the delegated work in their own way, with
the manager helping only when asked.
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Case study: In the movie Bullitt, a police lieutenant
is working on a case that is of intense interest to a
powerful U.S. senator. The senator is not happy with
the way the lieutenant is conducting the investigation,
so he pressures the lieutenant’s boss to force him to
proceed differently. As it happens, the captain agrees
with the senator but refuses to interfere, saying ‘‘It’s
his case, Senator.’’

Monitoring

Here managers can be either authoritarian (running a
tight ship) or smart. They can foolishly spend much
of their valuable time monitoring their operation or
they can wisely delegate most of that function to
employees, thus improving productivity and orderli-
ness, fostering growth, and freeing up more time for
broader, long-range tasks.

In a good work environment, the impetus for
monitoring comes from below, not from above. This
places a positive focus on the process. The manager
trusts group members and does not feel a need
to monitor the operation closely. At the same time,
employees are eager to keep managers informed
because they sense that they are interested in their
work and in departmental progress. They also recog-
nize the need for management to know the general
situation, to be informed of major progress or
problems.

On the other hand, authoritative monitoring will
yield negative results.

� Workers can’t help but feel that managers don’t
trust them—else why would two people do one per-
son’s job? Most employees feel, correctly, that it is
part of their job to monitor progress and to address
problems.

� The situation is inherently inane, and perceived
management inanities contribute to employee dis-
respect and alienation.

� Workers tend to lose interest in doing a careful job
of monitoring when they see the boss repeating
what they do.

� Management seldom performs lower-level tasks well.
Hands-on employees, to whom such tasks are often
challenging, are much more motivated and equipped
to do them properly.

� Efficiency and productivity suffer, not only because
of the redundancy, but because employees are
forced to spend time educating the manager about
the details.

� If managers get too involved with minutia, they
tend to meddle in workers’ jobs, and soup is not
the only brew spoiled by too many cooks.

Advocating

This management task never appears in a job des-
cription, yet it is vital to enhancing the culture,
environment, and performance of an R&D operation.

The world is not a fair place, and the world of work
is even less fair. Why? In a free society, adults make
most of their own decisions, but not in the workplace,
where management and corporate rules reign supreme.
Employees feel vulnerable, and ‘‘results only’’ oriented
management practices can adversely affect their per-
formance and well-being.

In unionized organizations, the agent or steward
serves as employees’ advocate (although R&D scien-
tists are seldom part of a labor union); in non-union
companies, the Human Relations department usually
fills that role. Seldom is management viewed as an
advocate for workers, and rarely does management
perceive itself that way. In fact, employees often con-
sider the boss a powerful adversary—the very reason
they need an advocate! Surely productivity, not to
mention loyalty and enthusiasm, suffers when workers
and management consider themselves adversaries.

The manager as advocate

In a well managed, people-oriented organization, the
primary advocate for each employee is the immediate
supervisor. Not only is that individual in the best posi-
tion to know and help workers, but she is the major
beneficiary of the increased productivity, loyalty, and
enthusiasm that follow. Experience has shown that if
workers believe their manager is for them and wants
them to succeed, and a helper and facilitator rather
than an overseer; there is little they won’t do for the
manager. In fact, when she is under great stress or
trouble, the roles become reversed and employees will
rush to her aid.

Some managers believe that they should be neither
advocates nor adversaries but impartial judges.
However, social science professionals have shown that
managers are no more rational or impartial than
anyone else, that everyone labors under a cloud of
personal bias. Furthermore, strict impartiality usually
results in impersonal treatment, and no one likes being
regarded as a ‘‘non-person.’’ How do managers go
about becoming primary personal and organizational
advocates for employees?

Personal advocacy guidelines

� Managers should get to know each person as an
individual and develop a relationship based on
mutual trust, respect, and caring. Then employees
will feel comfortable bringing them their concerns,
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and the manager will be able to give employees
optimum help.

� Managers need to be perceptive observers of
employees, not to check up on them, but to pick
up subtle signs of trouble. For example, if an ebul-
lient person becomes very quiet on the job, and this
persists for a week or two, the manager may
want to say, ‘‘I don’t want to be nosy, but is any-
thing wrong? Anything I can do to help?’’ If the
employee does not want to talk, the manager
should not force the issue, but observe the situation.
Showing genuine interest in individuals has a
positive effect, even though they may not want to
confide in their supervisor. When an employee’s
performance starts to decline and the manager is
quite sure it is not because of any action or inaction
on his part, it is best not to intrude on one’s pri-
vacy; treat the employee as an adult and provide
her every chance to work out the difficulties.

� If the employee’s performance continues to
deteriorate, there will come a time when the man-
ager needs to meet with her and talk. But if he
has built a good relationship with the employee
she will most likely confide in him long before
that point is reached. If the manager finds himself
growing impatient with an employee during a
difficulty, it’s best that he wait a bit longer; it
usually pays off. People appreciate a supervisor
who shows patience and faith in them during times
of trouble.

� When the worker does confide in the manager, he
should refrain from giving advice unless asked.
Any troubled individual coming to a supervisor
needs, first of all, a sympathetic ear and then
appropriate reassurance.

� Even when she presses him for advice, both individ-
uals are best off if the manager simply outlines
options and their advantages and disadvantages,
leaving the ultimate decision to the employee.

� The manager should not try to do too much. If
he senses that professional help may be appropri-
ate, a suggestion to that effect or a referral to the
company’s employee assistance program may be
in order.

Organizational advocacy guidelines

Not all problems are highly personal or greatly troubling.
Then it is best for the manager to use his administrative
ingenuity to deal directly with such problems as a tem-
porarily stalled promotion, a continuing problem with
another department, tension or a disagreement with a
colleague, or resentment over an ill-defined or apparently
unfair company policy. The no-advice rule softens
considerably when the manager has some control over

the situation. Employees do not expect management
to solve all their problems, but they do expect their
supervisor to try when it’s important to them.

The advocating manager serves as a bridge between
employees and the organization. A key girder in that
bridge is ‘‘loyalty up and down.’’ Workers need to feel
that the manager is truly for them, whereas the man-
ager’s boss has to be confident that the subordinate
is looking out for the company’s interests as well. If
the manager has a reputation as a strong advocate
for employees, when irreconcilable conflicts arise
(assuming no violations of ethics or the law are
involved), he can come down on the side of the com-
pany without straining his relationship with workers.

One of managers’ primary responsibilities is to
remove impediments to employees productivity. This
can be viewed as advocacy as well, because such assis-
tance improves workers’ well-being.

Sheltering

Here is another managerial task that is missing from
job descriptions, but it is very important, especially
in these days of high-pressure, 60-h workweeks. What
is sheltering? No matter what the weather outside,
the roof, siding, and windows of a house provide a hos-
pitable, safe environment for occupants. So, too, do
managers need to create an optimum work atmosphere
by sheltering hands-on workers.

Shelter them from what? Swirling about any organi-
zation are tensions, antagonisms, organizational red
tape, and inanities—unpleasant and distracting. For
example, perhaps the R&D vice-president, a tense,
caustic individual who is uncomfortable with the delib-
erate pace of research, is constantly berating depart-
ment managers to speed things up and increase
productivity. The strong tendency in such a situation
is to translate at least some of that unpleasantness
and pressure down to hands-on workers—the ‘‘kick-
the-dog’’ syndrome. With this response, not only are
managers relieving some of their own frustrations
and resentments, but they are convincing themselves,
and trying to convince their boss, that they are team
players who are bottom-line oriented. Unfortunately,
such a reaction seriously damages the group’s work
environment and will likely reduce, not enhance, per-
formance, especially in R&D, in which innovation
and creativity require a positive atmosphere.

To avoid such debilitating problems, managers need
to prevent disruption of the group’s productive, rela-
tively tranquil work environment by absorbing as
much of the pressure and unpleasantness as possible.
By taking most of that burden on their own shoulders,
the managers protect the department from contami-
nation by poor management practices elsewhere in
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the organization. This does not mean that legitimate
pressures and emergencies should not filter down;
employees can and will respond with vigor and
enthusiasm to them, especially when the crisis is viewed
as a challenge to the entire group. But no one can do
their best when they are constantly pressured to hurry!
hurry! hurry! Remember, ‘‘if you don’t have time to do
it right, where will you find the time to do it over?’’

Successful sheltering is highly dependent on the level
of mutual trust, respect, and confidence within the
work group. When there is a strong, caring sense of
family, intense sheltering is unnecessary because intru-
sions from the outside have minimal effect. Quality
sheltering requires that managers get out of their
offices and see what’s going on in the department. If
they have no sense of the group’s day-to-day moods,
detecting rising patterns of tension or indifference
becomes difficult. Also, employees are more apt to call
problems to the manager’s attention if they perceive
her as interested, friendly, and accessible.

Five important personal qualities required for good
sheltering are:

1. Strength. The manager needs to swim against
a strong current (i.e., the system or an unreason-
able, autocratic boss).

2. Courage. There is risk to the manager who
stands up for her people against superiors or the
system.

3. Stamina. Sheltering is a never-ending task.
4. Ingenuity. Deflecting a rushing stream (again,

the system) usually works better than construct-
ing a dam.

5. Tact. Diplomacy usually makes deflection
acceptable to the system.

Managers who provide effective shelter for their
employees will succeed, both with their workers and
with their bosses.

Fostering Creativity

Managers contribute to creativity by:

1. Demonstrating enthusiasm and excitement for
new ideas;

2. Managing with a light touch, allowing labora-
tory scientists the freedom to grow in their
own way and at their own pace;

3. Encouraging employees to take risks and
explore new territory—and being there with
encouragement rather than criticism if they fail;

4. Being both flexible and secure and creating a
work atmosphere with those same characteristics;

5. Being committed, not just to today’s and this
year’s comfort and well-being, but to the

long-term health of the organization and its
employees; and

6. Hiring competent, innovative scientists.

Tips for encouraging creativity

1. ‘‘Two heads are better than one’’ is not a cliché.
Ideas are often enriched through discussions
with others.

2. Brain-storming sessions involving multidisci-
plinary groups often produce marketable ideas.
The cardinal rule of brainstorming is that no
expressed thought be evaluated during the ses-
sion, because the threat of critique inhibits the
free flow of ideas.

3. Managers should refrain from judging employ-
ees’ ideas. It’s best to ask workers to research
their concepts with the help of their colleagues
(e.g., R&D, Marketing, and Sales) and then
evaluate it themselves.

4. When innovation involves replacement of old
technology, management often entrusts develop-
ment of the new technology to old-technology
experts. At times this succeeds, but the effort
often fails because these veterans have too much
intellectual and emotional investment in the old
way. It is usually best to assign development of
new technology to competent but relevantly
inexperienced scientists who will take a fresh,
unencumbered approach to the problem.

5. Formal suggestion systems can be beneficial,
but management must guard against calcification,
by which the suggestions nourish the bureaucratic
system instead of the other way around.

Motivating

When thousands of supervisors were asked to list, in
descending order, what they thought motivated work-
ers, they got it all wrong. They listed:

1. ‘‘Interesting work’’ as #5, but in the same ques-
tionnaire workers chose it as #1.

2. ‘‘Full appreciation for work done’’ as #8,
whereas employees rated it #2.

3. ‘‘Feeling of being in on things’’ as #10 whereas
workers assigned it #3.

It is clear that managers need to learn more about
motivation.

Experts agree that human behavior is not random,
but caused; internally motivated; and always directed
toward some goal.
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Strictly speaking, managers do not and cannot moti-
vate employees. The best they can do is provide the
stimuli to which workers react, driven by their own
internal motivation.

Psychologist Abraham Maslow (3) hypothesized a
hierarchy of needs that classifies human motivation,
listed in descending priority:

1. Physiological (hunger, thirst);
2. Safety (security, stability, predictability);
3. Belongingness and social integration (com-

panionship, being part of a group);
4. Esteem (self-respect and recognition/respect

from others); and
5. Self-actualization or self-fulfillment (each per-

son’s drive to move toward being the very best
of which he or she is inherently capable).

The basic needs (physiological) are most important,
but once satisfied, they no longer motivate, and the next
set becomes operative. Because most employees are not
starving nor threatened by anarchy, unless job security
is a factor managers should be concerned with:

1. Belongingness or social needs;
2. Esteem; and
3. Self-fulfillment.

Fostering Employee Growth

Human beings have innate pleasure in a sense of

growth and improvement. — Psychiatrist Willard
Gaylin

To foster workers’ growth, managers must:

1. Understand people so that their efforts will
harmonize with the realities of human nature;

2. Understand the learning process to ensure the
optimal rate of growth; and

3. Apply that understanding on the job with
diligence and patience.

Let’s examine these three components.

Understanding people

The human characteristics most relevant to the
learning/ growing process are:

1. Desire to grow. Everyone has an inherent
tendency to move toward psychological health
and maturity.

2. Personal freedom. The more people have a
say about what they do, how and when they

do it, and the direction and pace of personal
growth, the faster and surer they will progress.

3. Uniqueness. People are different from each
other. Everyone is a unique individual, as varied
as fingerprints. Each individual has different
needs and distinct ways of satisfying those needs.

Understanding the learning process

What does an R&D manager need to know about the
learning process?

� Learning can be cognitive, as in memorizing multi-
plication tables or reading books; or experiential, as
when riding a bicycle or working effectively in
groups. Most learning is a combination of the
two, especially in technical organizations, in which
cognitive scientific knowledge must be integrated
with a wide variety of experiential skills.

� Personal growth is best achieved experientially.
Carl Rogers (4) defines the elements involved:

1. Primarily self-initiated, involving the entire
person, physically, intellectually, and emotion-
ally. A person learns best when he is ready
and wants to learn;

2. Pervasive, making a difference in the attitudes
and behavior of the learner;

3. Self-evaluated, in that the learner is the one who
decides whether the learning experience is meet-
ing his needs; and

4. Comprehensive, so that total (intellectual and
emotional) meaning is experienced.

Application

Here are some general guidelines (keeping in mind the
characteristics of a fertile work environment mentioned
earlier). Leaders should:

� Manage with a light touch;
� Set a good example;
� Get to know workers as individuals;
� Involve employees as much as possible;
� Encourage risk-taking and creative thinking;
� Not underestimate employees’ potential; and
� Consider overall personal growth.

Recruiting

When competent workers are hired, a manager is
almost guaranteed good results. However with inad-
equate employees even a brilliant leader is in serious
trouble. Therefore, good recruiting practices are basic
to a successful R&D operation.
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Effective recruiting depends first on good manage-
ment of the people already on hand; the motivation,
enthusiasm, and loyalty of group members will be
obvious to visiting prospects.

True event. Under autocratic management, a
division had 18 consecutive rejections; after changing
to people-centered supervision, nine of 10 candidates
accepted.

Two major steps in recruiting scientific personnel are:

1. Identifying quality candidates and
2. Bringing them to the organization for in-depth

interviews (including a seminar).

The best way to succeed with the first step is to visit
universities for interviews with students. The ethical
way to succeed with the second step is to have the can-
didate talk to as many hands-on workers as possible
and to encourage interviewers to be honest and candid
in answering questions about the organization. The
more welcome and respected candidates feel, the better
the chances they will accept an offer.

Recruiters should gather information about the can-
didate by talking with major advisors, other faculty
members, former classmates, and formal references.
The following personal characteristics are especially
important: competence, productivity, genuineness,
growth potential, flexibility, open-mindedness, coop-
erativeness, deference, communication, self-confidence,
motivation, thoughtfulness, ethics, independence, and
commitment.

Conducting Formal Performance Reviews

Moral or diagnostic evaluations are always threaten-
ing. —Carl Rogers

The typical formal performance review is similar to a
trip to the dentist: There is apprehension before,
pain during, and a sense of relief afterward, when the
session is over.

Douglas McGregor (2) explains why:

1. Evaluating an employee’s performance is highly
dependent on the manager’s psychological
makeup.

2. For various reasons (including managerial
malfeasance), the appraisal often has little
relation to reality.

True event. Roger, a first-line R&D supervisor,
had always received above-average performance reviews.
He made no waves, followed orders, did the required
paperwork, and sleep-walked his way through corporate
life for 10 years, totally ignoring employees’ concerns

and frustrations. When a new, highly competent depart-
ment manager arrived, she quickly recognized Roger’s
incompetence and pressed for his demotion, transfer,
or termination. This caused a great uproar because the
‘‘record’’—a decade of innocuous, relatively positive
performance appraisals by a variety of managers—
painted an entirely different picture.

1. Experts agree that to a great extent, a worker’s
performance is a function of how he is managed.

2. Concerning criticism, the effectiveness in com-
munication is inversely proportional to the
employee’s need to hear it. The more harsh
the criticism, the less likely the person can/will
accept it.

3. The manager may be able to convey negative
judgments, but this will seriously damage the
relationship.

4. Performance reviews accentuate the worker’s
dependence on the manager.

5. It’s an open question if a troubled individual
really wants to hear about his deficiencies.

6. Concerning amateur counselors (which man-
agers are) Carl Rogers (5) says that the most
they can accomplish is a temporary change,
which then disappears, leaving the person more
than ever convinced of his inadequacy.

There’s a better, well-proven, successful approach
(which assumes that all employees are performing
adequately; if that’s not the case, then the manager
needs to transfer or terminate unacceptable perfor-
mers—see the following section).

1. Well before the actual reviews, employees are
reminded that the ‘‘system’’ demands a formal
performance appraisal and that certain rituals
must, as in the past, be followed.

2. Then the manager reminds them that she has
been in close contact with each of them through-
out the year, and that consequently, there will be
no surprises during the formal interview.

3. The manager assures everyone that their per-
formance review will be a pleasant experience.

4. Then the manager holds formal reviews only
when in a relaxed, reassuring mood.

5. When the person first comes into her office, she
reiterates the first 3 points.

6. The manager emphasizes—genuinely—what a
good job the employee is doing and how glad
she is to have him in the department.

7. Then the manager goes into specifics concerning
what she likes about the employee and his per-
formance over the past year; he is encouraged
to add accomplishments the manager has failed
to mention.
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8. Next, the manager reminds the employee that
the system requires that she record some nega-
tives and asks for suggestions (e.g., he often puts
things off until the last minute).

9. The manager then reassures him—genuinely—
concerning any weaknesses he brings up, e.g.,
‘‘If you were perfect, you’d make the rest of
us look bad.’’ ‘‘Your intentions are always
good, and your strengths far outweigh your
weaknesses.’’ Any additional discussion in this
area should consist exclusively of the manager
asking the employee how he feels about the
negatives and, most important, where she—or
the work situation—is deficient in helping him
do his best.

10. The manager then records—honestly—the
weaknesses the employee mentions, but puts
them in as positive a light as possible (e.g.,
‘‘Employee tends to complete some assignments
at the last minute, but hasa good sense of prio-
rities and is always on schedule’’).

11. Then—and this is especially important—the
manager asks the employee what she can do
to help him improve even more. She then sits
back and listens in a non-defensive manner,
thanking the employee—genuinely—for the can-
did feedback (and follows up on the suggestions).

12. The manager sums up by re-emphasizing—
again, genuinely—an appreciation for the con-
tributions to the group’s accomplishments and
her delight in having him as a member of the
department.

In summary, criticism should be avoided here
and in all management behavior, simply because it’s
counterproductive, and employees who feel accepted
and valued by their supervisor will engage in self-
criticism. This is, by far, more productive over the
long term.

Transferring or Terminating
Unproductive Employees

If, in spite of good management practices, a hands-on
worker cannot do the job adequately, the manager is
obliged to transfer the employee to a more suitable
position elsewhere in the corporation. If that is not
an option, then the employee should be terminated if
legally possible and ethically acceptable.

Here’s a recommended procedure to follow:

1. The manager should consult the Human
Resources department personnel for official
guidance. In fact, it is wise to work with them
unofficially at a much earlier stage.

2. After ensuring that his actions have been con-
sistent with company policy, the manager
should bring the employee into his office for a
private, candid, uninterrupted, and caring
conversation.

3. He should begin by saying, ‘‘I’m sorry, but
things are not working out and you are facing
termination. You don’t have to leave tomorrow,
but if you were still here 6 months from now
it would be a problem. Sometime between
tomorrow and 6 months from now you need
to find a job with a different company. I’ll help
you all I can, but in the end, that’s your
responsibility.’’

4. The person will almost certainly be upset
and antagonistic toward the manager. At that
point, he needs to remember that the employee
is going through an ultratraumatic process
and needs all the sympathy and support he
can muster. The last thing the manager should
do is try to defend his decision unless pressured
by the employee, which usually does not occur.

Managers who recruit and manage well will seldom
have to perform this unpleasant task.

Promoting

Proper selection of new supervisors is crucial to
organizational success.

Promoting the wrong people

The most common mistakes made when choosing
people for R&D management positions are:

1. Assuming the best laboratory worker will make
the best supervisor (management is an entirely
different world than laboratory research);

2. Choosing autocratic, results-oriented people
rather than person-centered individuals; and

3. Going outside the company instead of promot-
ing from within, which lowers employee morale
and motivation.

Promoting the right people

A key element in promoting the right people is having
the right people to promote; thus, recruiting the best
candidates and creating a growth-fostering environ-
ment are crucial. It is also important to recognize the
personal qualities (especially interpersonal orientation)
needed to make a good supervisor. Managers should
avoid promoting people with little talent for or interest
in management. The best way to prevent this is to
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provide potential supervisors with temporary responsi-
bilities and then evaluate their performance.

Organizing Project Teams

There are two common ways to organize project teams:

1. Informal (in which team members belong to
scientific discipline-oriented departments with
the leader’s role being coordinator, not boss).

2. Formal (in which the project leader has organi-
zational authority over team members).

In pharmaceutical R&D, it seems best to have
informal project teams because:

1. Everyone needs an organizational ‘‘home’’ for
emotional stability and security reasons, and
formal project teams tend to make scientists
migrant workers, e.g., when the project is
completed, they are often assigned to another
project with a new boss.

2. Formal project teams tend to inhibit intergroup
cooperation and create unhealthy competition
among teams (we should have the highest
priority regarding limited joint resources and
we want to make sure that our project comes
out first in upper management’s rating).

International R&D

Domestic R&D managers face special challenges in a
multinational corporation; in general, they need to
do the following:

1. Know the organizational specifics of their
company’s international operations;

2. Learn as much as possible about the cultural,
economic, technical, and governmental differ-
ences among the various countries;

3. Establish close ties with their international
R&D colleagues.

A multilingual R&D manager is especially valuable.

R&D Management and Corporate
Management

R&D management needs to:

1. Understand and appreciate the views and con-
cerns of corporate management;

2. Develop a broad vision for R&D that is har-
monious with long-range corporate plans; and

3. Decide, with workers’ help, what is in the best
interests of the corporation.

Corporate management must learn enough about
the world of R&D to:

1. Appreciate R&D’s point of view;
2. Understand the R&D process so that funding is

steady, not sporadic; and
3. Recognize the danger signals (confusion, aim-

lessness, consistently poor decisions, laboratory
worker malaise) of poor R&D management to
distinguish them from bad-luck cycles inherent
to all R&D.

Industry and Academia

Interactions between industry and academia have
mutual benefits.

Advantages for academia

1. Educational benefits:

– Encourages the cross-fertilization of ideas;
– Offers temporary, education-focused work

in industry for faculty, undergraduates,
and graduate students; and

– Develops joint projects for increased knowl-
edge.

2. Financial and other benefits:

– Support for research.
– Possible employment opportunities for stu-

dents after graduation.
– Consultantships for faculty.
– Rapid commercialization of academic

research.

Advantages for industry

1. An increased knowledge base for:

– Cross-fertilization of ideas.
– More options for new and better products.
– More flexibility in R&D spending (academic

support can be enlisted for an urgent but
speculative project without making long-
term internal commitments).

2. Greater professional development of employees
through:

– Teaching and lecturing opportunities in
academia.
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– Research sabbaticals.
– Internal short courses given by academic

consultants.

3. Successful recruiting of new personnel owing to:

– More thorough evaluation of potential job
candidates via summer employment of stu-
dents.

– Improved corporate image among students
and faculty.
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Drug Information Systems

Linda Lisgarten
Michelle Wake
Library and Information Services, School of Pharmacy,
University of London, London, U.K.

INTRODUCTION

All those with an interest in the pharmaceutical
sciences need up-to-date and reliable drug infor-
mation, not only for their own research and studies,
but also for communicating with their healthcare
colleagues and patients. In this chapter, we will dis-
cuss the wide range of modern electronic drug infor-
mation systems that are currently available, and will
give an indication of their main uses and individual
strengths.

Since the 1960s, there has been a dramatic increase
in the amount of drug information. The number of
chemical compounds alone is growing at a tremen-
dous rate. The CAS Registry database adds around
4000 new substances every day. In tandem with this
huge growth of information, there have been many
developments in data storage and communication
technology, which have impacted on the type of
medium used to contain and deliver drug information.
Along the way we have used, and are still using, paper,
microfilm/microfiche, magnetic tape, floppy disks,
CD-ROMs, DVDs, and of course Internet servers.
There has been a veritable explosion of drug infor-
mation on the World Wide Web during the past few
years.

Also, there are other features and peculiarities about
the nature of drug information (apart from the sheer
quantity) which can make it difficult to find what
you need. Drugs have several names, and those names
can differ from country to country: for example, the
substance known as acetaminophen in the United
States is known as paracetamol in the UK. Then, there
is the problem of licensing arrangements which also
differ from country to country: a well-known recent
example of this being Viagra, which was available in
the United States several months before it officially
became available in the UK. (For help with nomen-
clature try the CAS Registry File, the Merck Index,
Martindale, or Pharmaprojects. The last resource is
very useful for finding out brand names and gives
information on when a product was licensed in different
countries.)

BACKGROUND

The sources of drug information are extremely diverse
and include journals, books, conference proceedings,
patents, and trade literature. These sources are
generally classified as primary, secondary, or reference
compendia/tertiary information. ‘‘Primary’’ refers to
original and new information and ‘‘secondary’’ refers
to reviews and commentaries of the primary infor-
mation, whereas ‘‘reference compendia’’ or ‘‘tertiary’’
usually refers to compilations such as dictionaries and
pharmacopoeias. When conducting an information
literature search, it is wisest to begin with the reference/
tertiary sources as necessary and then move on to the
secondary and finally the primary sources of drug
information.

REFERENCE COMPENDIA

Pharmacopoeias, Compendia,
and Formularies

Many queries can be answered quickly by using a
pharmacopoeia, a drug compendium or a formulary.
Many of these are now available electronically:

Pharmacopoeias

� United States Pharmacopeia/National Formulary
(http://www.usp.org).

� British Pharmacopoeia (http://www.pharmacopoeia.
org.uk).

� The European Pharmacopoeia (http://www.pheur.
org).

Drug compendia

� Merck Index (http://www.merck.com/pubs).
� Physicians’ Desk Reference (http://pdrbookstore.

com).

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120011982
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� Martindale: the extra pharmacopoeia (http://
www.pharmpress.com).

� DRUGDEX (http://www.micromedex.com/
products/drugdex).

� Medicines Compendia (http://emc.vhn.net).
� Pharmaprojects (http://www.pharmaprojects.co.uk).

Formularies

� USP DI, Volume III, Approved Drug Products and
Legal Requirements (http://www.usp.org).

� BNF (http://www.bnf.org).

SECONDARY SOURCES: INDEXING
AND ABSTRACTING SERVICES

Journals are usually the most up-to-date form of
primary and secondary scientific literature and the
number of new biomedical journals has grown rapidly.
Computerized abstracting and information databases
are often the first port of call to gain access to the
published journal literature on a particular drug topic.
There has been a plethora of new drug information
system products in recent years but perhaps the most
useful, with an international outlook, are MEDLINE,
EMBASE, IPA, CAplus, and BIOSIS Previews. These
databases are traditionally classed as indexing and
abstracting resources and, traditionally enough, started
life as paper-based services, although it should be
noted that one of the great advantages of their elec-
tronic versions is that it is possible with some of them to link
directly to the full text of a journal article on screen.

MEDLINE

Produced by the National Library of Medicine in the
United States, MEDLINE is the computerized form
of Index Medicus, the Index to Dental Literature,
and the International Nursing Index dating back to
1966. Over 4600 biomedical journals are indexed from
more than 70 countries, although 52% of its current
records are from U.S. journals and 75% are derived
from English language publications. Updated weekly,
67% of the entries contain abstracts.

When searching for a drug in MEDLINE, it is best
to use a generic name. The U.S. Adopted Names are
preferred, as the brand name can only be searched
for if it is in the title or abstract of the original article.
However, since June 1980, the NLM has added other
searchable fields to ease drug searching. It is now
possible to search on CAS registry numbers, Enzyme
Commission Numbers, and the substances of those
numbers.

EMBASE

EMBASE is the electronic form of Excerpta Medica,
from the publisher Elsevier Science. It contains indexed
articles from more than 4000 biomedical journals from
119 countries, although again the English language
dominates. EMBASE is stronger on European and
Far Eastern literature than MEDLINE. Books were
also included from 1975 to 1980. The database goes
back to 1974 and is updated weekly.

The generic name, the standard being the WHO
International Non-proprietary Name, is the first choice
of the EMBASE indexers and for ‘‘combination pre-
parations’’ the brand name is preferred. However,
EMBASE allows drugs to be indexed under numerous
names, more so than MEDLINE, and even includes
the name of the manufacturer if it is in the original
article. EMBASE concentrates more on the pharmaco-
logical and toxicological aspects of the biomedical
literature than MEDLINE.

IPA

International Pharmaceutical Abstracts, available elec-
tronically from 1970, from the American Society of
Health-System Pharmacists, may only index around
800 journal titles but, as its name suggests, it specializes
in pharmacy literature from around the world. A study
by Bonnie Snow found that 12% of IPA’s journals
were not covered by MEDLINE, EMBASE, BIOSIS
Previews, or Chemical Abstracts.[1] IPA has also
indexed ASHP meetings since 1988, meetings of the
American Association of College Pharmacists and
the American Pharmacy Association. All records have
abstracts.

The preferred index name for a drug is its U.S.
Adopted Name. If lab codes and chemical names ap-
pear in the same article, lab codes are preferred. When
looking for an enzyme, try the CAS Registry Number
before the EC Number.

For the literature on dosage forms, drug delivery,
pharmacy practice, pharmacy law, cosmetics, pharma-
ceutical technology, and herbal medicines, IPA is one
of the premier resources.

CAplus File

CAS, a division of the American Chemical Society, pro-
duces a large number of databases which cover a range
of sciences; not only for chemistry, but also for physics,
biology, and the applied sciences. CAS’s CAplus,
developed from Chemical Abstracts, is one of the
largest indexing and abstracting databases for che-
mistry, going back to 1907 and covering over 8000
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journals as well as conference proceedings, disserta-
tions, books, and patents from 33 national patent
offices. Patents make up 30% of the database.
Electronic journals and Web preprints are also
included. Updated daily, the literature has worldwide
coverage, taking material from 130 countries and from
47, languages.

CAplus is particularly useful to do research for the
first stages of drug development. However, it is not so
useful for clinical practice. Inevitably, the best way to
search for a substance is to use its CAS registry
number. It is even possible to draw a chemical struc-
ture and conduct a search on it for post-1966 data.
Generic and brand names are indexed for searching
only if they are provided by the author in the original
source.

BIOSIS Previews

From the U.S. BioSciences Information Service,
BIOSIS indexes life sciences material from around
5500 journals, theses, conference proceedings, books,
and organizational reports. Some U.S. patents were
included from 1986 to 1989. The literature is from over
100 countries and from 57 languages. Once again, the
English language dominates with 86% of the references
being derived from English language sources. BIOSIS
goes back to 1969 and is updated weekly. Author abstracts
have been given for 55% of references since 1976.

The life sciences remit of BIOSIS means that it cov-
ers a wider range of scientific subjects than MEDLINE
or EMBASE and has a focus on research rather than
clinical practice. As a result, it is good for finding
literature on early drug development.

When searching for a drug the U.S. Adopted Name
is the first choice, but since 1998 it is also possible to
search using CAS registry numbers. Note that it is only
possible to search on the fields of brand names,
Enzyme Commission Numbers and lab codes if they
are given in the original literature source. The indexers
at BioSciences Information Service will not add them
to the database.

Other pharmaceutical and indexing services
which have less of an international remit, but neverthe-
less have an important place in the drug information
armoury include Pharm-line and RPS e-PIC.

Pharm-line

Around 100 English-language pharmacy and medical
journals are indexed by pharmacists in UK NHS
hospitals. The project is based at the Guy’s and
St. Thomas’s Hospital Trust in London and involves

the UK Drug Information Pharmacists’ Group. The
database, which goes back to 1978 and is updated
weekly, is good for pharmacy practice and clinical
pharmacy.

RPS e-PIC

Produced by the Royal Pharmaceutical Society of
Great Britain e-PIC (electronic Pharmacy Information
Coverage) consists of five databases which contain
references selected from the major UK pharmacy prac-
tice and medical journals since 1992. The databases are
e-PIC, which looks at pharmacy practice, New Prod-
ucts, Discontinued Products, Pharmaceutics-Ceuted
which covers pharmaceutics, formulation and tech-
nology and Pharmacy History.

Criteria/Issues for Selecting an Indexing
and Abstracting Service

Searching the secondary literature can be an expensive
and time-consuming business, and the intensive mar-
keting of some of the abstracting databases can make
objective choice difficult. We have suggested further
criteria that could be useful when choosing a database:

1. Subjects covered and the use of descriptors.
2. The fields that are searchable. What infor-

mation is indexed? For example, can you specify
a brand name search?

3. The type of material covered.
4. Geographical coverage.
5. The criteria for items being included.
6. Designated audience.
7. The standing of the service created—is it from a

respected institution?
8. Size of the database—the total number of

records and the number of journals considered.
9. The years covered.

10. The currency of the service—how often is it
updated and what is the time delay between
an item being published and it appearing in
the database?

11. The inclusion of abstracts.
12. The user friendliness of the interface and the

quality of the ‘‘Help’’ screens.
13. The ease of downloading and/or manipulating

results.
14. Cost—not just for the database itself but for also

for equipment and online costs, if applicable.

It is worth noting that not all of these criteria are
linked to the database itself; they may relate to the
supplier of the software operating the database.
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For example, MEDLINE can be purchased from many
software vendors, including Ovid and Compact Cam-
bridge. All vendors will provide you with a different
user interface and will have varying prices. They will
also vary in the timeliness of the latest material on
the database, depending on when they update their
products from the National Library of Medicine’s
MEDLINE source data. The NLM also provides its
data for free via PubMed (http://www.ncbi.nlm.
nih.gov/PubMed) and the NLM Gateway (http://
gateway.nlm.nih.gov). As several studies have shown,
there are overlaps in coverage between the main
indexing and abstracting services, but enough dif-
ferences to mean that searchers need to use more than
one service to gain an accurate picture of the relevant
literature.[2,3]

PRIMARY SOURCES

Patent Information

Each country has its own laws for patents, which
means it is important to remember that countries differ
in the length of protection time given; the name used
for the term ‘‘patent’’; and even about what can be
patented. In the United States, patents are sometimes
known as ‘‘utility patents,’’ but note that some coun-
tries provide ‘‘utility models’’ which are similar to
patents, but are not as inventive and which also have
a shorter protection period. Utility patents are also
called ‘‘petty patents’’ (or ‘‘Gebrauchsmustern’’ in
German). In the UK, it is neither possible to patent a
new plant or animal, nor a method of treatment of
the human or animal body by surgery or therapy or a
method of diagnosis. However, this is not the case in
all countries; e.g., in the United States, plants can be
patented.

Patent searching is a specialized field, but there are
several useful options for the novice patent searcher.
All patent offices will keep indexes of what they have
and many of these will be computerized. Chemical
Abstracts include patents. A free service on the Web
is esp@cenet (http://gb.espacenet.com), which is pro-
vided by the European Patent organization. It contains
over 30 million worldwide patents going back to 1920,
although the past three years are the most comprehen-
sive. For some of these patent applications you can
obtain the full text, for others only abstracts or basic
bibliographic details. The U.S. Patent and Trade
Mark Office Database (http://www.uspto.gov/patft/
index.html) gives the full text of patents issued since
January 1 1976 and the full-page images of every
U.S. patent issued since 1790. The UK Patent Status
Information Service (http://webdb4.patent.gov.uk/

patents) provides information on the status of a UK
patent, e.g., it is possible to see if it is still in force, if
you know the Publication or Application Number.

It is worth noting that there is an inevitable overlap
between patent and journal literature, as researchers
who are registering patents will often be publishing
their work in article form throughout a project.[4]

One study found that 60% of British pharmaceutical
patents had been written about in article form. But
of course that still leaves 40% which were not, and in
any case the information contained in patents often
differs from that given in journal papers.

e-Journals

A growing number of printed journals provide their
contents online. Sometimes, this is for free—e.g., the
Pharmaceutical Journal (http://www.pharmj.com) of
the Royal Pharmaceutical Society of Great Britain.
But more often than not a subscription is needed.
For details of other online pharmacy journals try the
Virtual Pharmacy Library, PharmWeb (more infor-
mation on these is given below in section, ‘‘Internet
Resources’’), and the Free Medical Journals site
(http://www.freemedicaljournals.com). Some journals
will provide additional information online to their
printed versions. Nature’s Web site (http://www.
nature.com) contains auxiliary data from authors, a
link to a grant database and the opportunity to take
part in online discussions.

Collections of e-journals, online and CD-ROM, can
be purchased so that you can access your own personal
‘‘virtual’’ library from your desktop. One of the largest
collections is that from the publisher Elsevier Science,
which provides access to over 1000 of its journal titles
at ScienceDirect.com. Other collections include the
Wiley Interscience and the American Chemical
Society. Obviously, many of the titles in these collec-
tions will not be directly related to the pharmaceutical
sciences, so a careful examination of the journals
included is recommended before making a purchasing
decision. You may find it more economical to use
‘‘pay per view’’ rather than take out a subscription
to the full text of a collection/title.

Electronic only journals were pioneered by American
physicists, but now encompass all areas of science.
To look at free e-only journals, try the Public Library
of Science (http://www.publiclibraryofscience.org)
and BioMedNet (http://www.bmn.com). Electronic
journals have their advantages: ease of availability in
that you no longer have to make a special visit to a
Library; they do not take up shelf space, and you no
longer need to spend money on binding and binding
repairs. For libraries, they have the added advantage
of making it easy to gather statistics on usage to help
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inform acquisition decision-making. However, there
are issues/questions that warrant consideration before
moving from print to electronic journal subscriptions,
some of which are as follows: Identifying and locating
electronic resources can take more time than print.[5]

Printed journals are still generally more portable and
easier to browse. Continuing access: if you cancel a
title, will you still be able to access the issues you paid
for? Archiving: will the publisher maintain a perma-
nent archive? (In the UK, at present, there is no legal
requirement for electronic/digital material to be placed
in a national depository.) Will the publisher be willing
to transfer the data to a new medium if the existing
technology proves to be transitory? (In the late
1980s, as we all moved away from microfiche, we were
told that CDs would last forever, but we have since dis-
covered that their average life-span is from 10–15 yr).
Will the electronic edition of a printed journal be avail-
able before or after the print issue? Also, be sure to
read the license conditions to check for any restrictive
practices: for example, can you download an article
rather than print it out?

INTERNET RESOURCES

The Internet, and in particular the World Wide Web,
has brought about a huge change to the communi-
cation of drug information. Not only has it dramat-
ically increased the amount of information (it has
been estimated that the Web contains approximately
800 million pages of information[6] and is doubling in
size every year[7]), but it has also enabled the lay person
to easily access what in the past would have been
‘‘professional only’’ data. Governments, companies,
societies, charities, educational establishments, and
individuals are all contributing. It is not just the
amount of information that can make the Internet dif-
ficult to search, it is also the difficulty in distinguishing
between quality material and dubious material that
could be downright dangerous. One survey looking
at information on Ewing’s sarcoma found that 40%
of web pages sampled were from non-reviewed resources
and, of these, 6% gave incorrect information.[8] There are
many more such examples.[9] Of course, it is not just drug
information that can be obtained on the Internet, but
also the drugs themselves. However, one must keep the
dangers of the Internet in perspective.[10] There is a great
deal of extremely useful information available, and
one should remember that the medium of print can also
be abused.[11]

If you need to search the Internet for an unknown
site, a good place to start is a pharmacy specific ‘‘gateway.’’
This is a Web site which indexes relevant pages. The
Argus Clearinghouse (http://www.clearinghouse.net)

reviews these gateways (which are sometimes referred
to as ‘‘virtual libraries’’ or ‘‘internet portals’’). Started
in 1994, PharmWeb (http://www.pharmweb.net) was
one of the first gateways for pharmacy. It indexes
sources from across the globe including governments,
companies, societies, and pharmacy schools. The U.S.
based Virtual Library: pharmacy section (http://
www.pharmacy.org) also looks worldwide, but does have
a U.S. bias, e.g., the UK’s National Health Service is not
listed. PharmiWeb (http://www.pharmiweb.com) is
designed for UK pharmaceutical industry and provides
information on individual companies, employment
vacancies, and news. InPharm.com (http://www.
inpharm.com) is also aimed at industry, in that it
creates web sites for companies to encourage commercial
exploitation of the Internet, but it also lists web sites by
topic (e.g., new drugs for stroke), and includes directories
of those involved in medical communications, along with
industry news and vacancies. A site designed by the
London and South Eastern Drug Information Service,
aimed at health professionals, is called DrugInfoZone
(http://www.druginfozone.org). It contains a new sec-
tion: the latest issues of current awareness bulletins and
monthly bibliographic citations from the PharmLine
database. Governments are increasingly recognizing
the need to steer the rapidly expanding number of
Internet users towards quality health sites, and to utilize
this source of information and communication to the
benefit of both health providers and consumers. The
U.S. Healthfinder (http://www.healthfinder.gov) does
not just link to government information; it also
lists companies, societies, charities, and academic insti-
tutions. The Electronic Library for Health (http://
www.nelh.nhs.uk) has been designed by the UK govern-
ment for professionals and the layperson, while
NHS Direct (http://www.nhsdirect.nhs.uk) provides
patients with information on symptoms, conditions, ill-
ness, and disease. The U.S. Food and Drug Adminis-
tration has its own web site (http://www.fda.gov) but
you can also access FDA information on new drugs
and recalls at Intelihealth (http://www.intelihealth.com)
a site jointly developed by the Harvard Medical
School, the University of Pennsylvania and Aetna US
Healthcare. Drug information can be searched by generic,
brand name, or condition being treated. Although
designed for the layperson there is a ‘‘professional net-
work’’ area. Another drug database created for patients
and searchable by generic and trade name is MedMaster
(http://www.safemedication.com/about/medmaster.
cfm) from the American Society of Health-System Phar-
macists. This has been developed from the ASHP’s
Medication Teaching Manual: The Guide to Patient
Drug Information.

For a list of pharmacy email services, try Pharm-
Web or the other pharmacy specific gateways discussed
earlier.
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Once again, much time and energy can be expended
on ‘‘surfing the net’’ in the hope of finding relevant,
good quality Internet sites providing required drug
information. Thus, we have suggested the following
guidelines in the hope that they will prove useful.

Criteria/issues for selecting internet resources:

1. Provider/publisher credentials: Are they repu-
table? A well designed and credible resource
will provide an ‘‘about us’’ section, with contact
details, and there may also be a site logo. Do
you recognize the provider? The URL will
also give you a hint as to the origins of an
organization, e.g., ac.uk for a British academic
institution and edu for a U.S. educational
organization. If any funding sources are listed,
would these detrimentally affect the information
included?

2. Geographical origin: The ‘‘about us’’ section
or the URL should help. All countries, apart
from the United States, have a country code for
their URLs, although increasingly the domain
.com is being used worldwide without any refer-
ence to the country of origin. There is also the
problem that anyone is free to register a co.uk
domain. However, it is another piece of evidence
to take into account.

3. Author credentials: Do you recognize the
author and/or the organization from which
they originate? If you do not, it is worth doing
a search on a relevant quality indexing and
abstracting service to discover if they have pub-
lished on the same topic in a reputable journal.

4. Does the author provide references to back up
any statements?

5. Currency: Does the site provide a date for when
it was last updated?

6. Criteria for information being included. Check
the ‘‘about us’’ and ‘‘help’’ sections for this
information.

7. Designated audience: If the site is one you want
to suggest to your patients, remember it is help-
ful and a good practice for the site to state that
users should visit a health professional if they
have any concerns.

8. Awards: Obviously, if a site has won a reputable
award it is a positive indication, but make sure
you know the credentials of the award. Repu-
table awards include those from the Health
on the Net Foundation (http://www.hon.ch).
Their Web site also acts as a gateway to quality
medical information.

9. Security: It is worth checking to see if the site
has a confidentiality policy, with mechanisms
to back it up, if it collects sensitive personal

information. Although, of course, one should
always remember that no networked computer
is totally secure.

10. Speed of access: This can be affected by the
providers’ and users’ hardware, communication
technology, and software. Location is also
important—Internet sites are always quicker
early in the morning providers’ local time.

11. Ease of use.
12. Last but not least—price of use, if any.

CONCLUSIONS

There is little doubt that the already overwhelming
quantity of drug information will continue to grow,
causing severe problems to those desirous of keeping
up-to-date in their field. Additionally, the impact
of the Internet explosion has added a further layer of
‘‘information overload’’ to be reckoned with—it is
now necessary to search out quality sources of infor-
mation by the use of gateways and search engines.
Indeed (and somewhat ironically) these have developed
so quickly and to such an extent that we are now
experiencing a difficulty in keeping abreast of the
available gateways and portals, let alone the primary
information on any topic. New products and packaged
services aimed at helping users find drug information
are regularly advertised and launched in all pro-
fessional and scientific fora. Thus, it will become
increasingly important for the end user to develop
and hone the evaluative skills of critical appraisal to
enable him or her to choose good quality and relevant
sources of drug information. Finally, it is hoped that
readers will remember that experienced drug infor-
mation scientists and pharmaceutical librarians are
there to help with the quest.
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Drug Interactions

Daniel A. Hussar
University of the Sciences in Philadelphia, Philadelphia, Pennsylvania, U.S.A.

DRUG INTERACTIONS

The term drug interaction is applied most frequently to
those situations in which the actions of one drug are
altered by the concurrent use of another (drug–drug
interactions), and to those situations in which the
actions of nutrients affect drugs or vice versa (drug–
nutrient–food interactions). The concept of drug inter-
action has also been extended to include situations
in which a drug causes alterations of laboratory test
results (drug–laboratory test interactions) and in which
a drug causes undesired effects in patients with certain
disease states (drug–disease interactions).

CONSEQUENCES OF DRUG INTERACTIONS

One of the most important consequences of a drug
interaction is an excessive response to one or more
of the agents being used. For example, a significantly
enhanced effect of agents such as digoxin (e.g.,
Lanoxin) and warfarin (e.g., Coumadin) can result in
serious complications, and the hazards of using agents
having central nervous system depressant properties
in combination are also well known. Not as well recog-
nized but also very important are those interactions in
which drug activity is decreased, resulting in a loss of
efficacy. These interactions are especially difficult to
detect because they may be mistaken for therapeutic
failure or worsening of the disease.

Although some drug interactions develop unexpect-
edly and are impossible to predict, others are related
to known pharmacodynamic and pharmacokinetic
properties of the drugs and can be anticipated. How-
ever, in considering the number and diversity of the
pharmacological actions of each of the agents utilized
in many multiple-drug regimens, it is very difficult to
predict the magnitude of a specific action of any given
drug. These circumstances point to a need not only
for maintenance of complete and current medication
records for patients, but also for closer monitoring
and supervision of drug therapy so that problems can
be prevented or detected at an early stage.

The concerns over drug interactions and the advocacy
for appropriate precautionary measures are justifiably

based on the rapidly growing number of observations
and studies in which these problems have been described.
However, it is also very important to keep in perspective
the potential for the occurrence of an interaction.
Caution is needed in evaluating and using the available
information to avoid overreacting to a potential prob-
lem. Although therapeutic alternatives might be con-
sidered and/or steps taken to more closely monitor
combination therapy, patients must not be deprived of
therapy from which they can benefit. The appropriate
clinical perspective must be exercised if optimal therapy
is to be achieved.

Sometimes a second drug is prescribed intentionally
to modify the effects of the first. Such an approach
might be used in an effort to enhance the effectiveness
or to reduce the adverse effects of the primary agent. In
these situations, the efficacy and/or safety of a drug is
increased, which indicates that drug interactions are
not always harmful but also can be beneficial.

FACTORS CONTRIBUTING TO THE
OCCURRENCE OF DRUG INTERACTIONS

A number of factors contribute to the occurrence of
drug interactions; the most important factors will be
discussed.

Multiple Pharmacological Effects

Most drugs used in current therapy exhibit more
than one type of pharmacological action and have
the capacity to influence many physiological systems.
Therefore, two concomitantly administered drugs will
often affect some of the same systems. When consider-
ing the potential for interactions between drugs, there
is often a tendency to focus on the primary effects of
the drugs involved and to overlook their secondary
actions. As an example, combined therapy with a
phenothiazine antipsychotic [e.g., chlorpromazine
(Thorazine)], a tricyclic antidepressant [e.g., amitripty-
line (e.g., Elavil)], and an antiparkinsonian agent [e.g.,
trihexyphenidyl (e.g., Artane)] is employed in some
patients. Each of these agents has a considerably
different primary effect; however, all three possess
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anticholinergic activity. Even though the anticholiner-
gic effect of any one of the drugs may be slight, the
additive effects of the three agents may be significant.

Multiple Prescribers

Some individuals go to more than one physician, and
it is common for a patient to be treated by one or
more specialists in addition to a family physician. Some
patients are also seeing other health professionals (e.g.,
dentists, podiatrists, etc.), who may prescribe medi-
cation. It is frequently difficult for one prescriber to
become aware of all the medications that have been
prescribed by others for a particular patient, and many
difficulties arise from such situations. For example,
one physician may prescribe an antihistamine having
sedative properties for a patient for whom another
physician has prescribed an antianxiety agent, with
the possible consequence of an excessive depressant
effect. Even though the patient is seeing different pre-
scribers, he will often have the prescriptions dispensed
at the same pharmacy. Therefore, the pharmacist,
by maintaining patient medication records, plays an
important role in the detection and prevention of
drug-related problems.

Concurrent Use of Non-prescription Drugs

Many reports of drug interactions involve the concur-
rent use of a prescription drug with a non-prescription
drug (e.g., aspirin, antihistamines, antacids, etc.). When
a physician questions a patient about medications
being taken, the patient will often neglect to mention
non-prescription medications. Many patients take
preparations such as antacids, laxatives, analgesics,
and vitamins for such long periods and in such a
routine manner that they do not consider them to be
drugs. This information may often be missed when
questioning patients, and some physicians and phar-
macists prefer to utilize a list of symptoms that might
ordinarily be treated with non-prescription drugs when
obtaining this information from patients.

Interactions may also result from the concurrent use
of two or more products available without a prescrip-
tion. In some situations, two non-prescription products
promoted for different purposes contain the same
active ingredient(s), which increases the risk of an
excessive response to these agents. Diphenhydramine
is included in many products for its antihistamine
action but also is included for its sedative effect in
many non-prescription sleep aids. Patients are often
unaware that the products they purchase for different
conditions may contain the same active ingredients.
This puts users at increased risk for interaction

difficulties due to the use of products they assume
are safe since they do not require a prescription.

The observations made with respect to potential
interactions involving non-prescription products also
apply to the use of herbal products, dietary supple-
ments, and other related products that are available
without a prescription. Although much is still to be
learned about the properties of these products, many
appear to have a potential to interact with prescription
medications. Therefore, patients should be asked
whether they are using such products.

Patient Non-compliance

For a variety of reasons, many patients do not take
medication in the manner intended by the prescriber.
Some patients have not received adequate instructions
from the prescriber and pharmacist as to when and
how to take their medication. In other situations,
particularly those involving patients who are taking
several medications, confusion about the instructions
may develop even though the patient understood them
initially. It is understandable that older patients, who
may be taking five or six medications several times a
day at different times, can become confused or forget
to take their medication, although these occurrences
are by no means unique to this population.

At times, patients are non-compliant when they
do not take enough of their medication. In other
instances, interactions can occur due to excessive dos-
ing. For example, some patients double their dose of
medication after realizing they forgot to take the initial
dose. Other patients may assume that if the prescribed
one tablet dose provides partial but not complete relief
of symptoms, a two-tablet dose will be more effective.

MECHANISMS OF DRUG INTERACTION

Understanding the mechanisms by which drug inter-
actions develop will be valuable in anticipating such
situations and dealing with problems that do develop.
Although the circumstances surrounding the develop-
ment of some drug interactions are complex and
poorly understood, the mechanisms by which many
interactions develop are well documented and relate
to the basic processes by which drugs act and are acted
on in the body.

These mechanisms are often generally categorized
as being either pharmacodynamic or pharmacokinetic.
Included among the pharmacodynamic interactions are
those in which drugs that have similar (or opposing)
pharmacological effects are administered concurrently
and situations in which the sensitivity or responsiveness
of the receptors/tissues to one drug is altered by
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the action of another. In these situations, there is a
change in drug effect without a change in drug plasma
concentration. Pharmacokinetic interactions are those
in which one agent (designated by some as the ‘‘pre-
cipitant drug’’) alters the absorption, distribution,
metabolism, or excretion (ADME) of a second agent
(the ‘‘object drug’’), with a resultant change in the
plasma concentration of the latter agent. Several
mechanisms may be involved in the development of
certain interactions.

Pharmacodynamic Interactions

Although pharmacokinetic interactions have been
studied and publicized to a greater extent, pharmaco-
dynamic interactions are very common and also present
challenging clinical problems. Some of the causes of
pharmacodynamic interactions will be discussed.

Drugs having opposing pharmacological actions

Interactions resulting from the use of two drugs with
opposing effects should be among the easiest to detect.
However, opposing pharmacological actions are some-
times caused by the secondary effects of certain drugs,
and this and other factors may preclude early identifi-
cation of such situations.

Diuretics. Thiazides and certain other diuretics may
elevate blood glucose concentrations. When the diuretic
is prescribed for a diabetic patient being treated with
insulin or one of the oral antidiabetic agents, this effect
may partially counteract the glucose-lowering action of
the antidiabetic drug, necessitating an adjustment in
dosage. Similarly, many diuretics may produce a hyper-
uricemic effect. Therefore, therapy in patients with gout
should be closely monitored, as the hyperuricemic action
of a diuretic may necessitate an adjustment in dosage of
the agent being used in the treatment of gout.

Drugs having similar pharmacological actions

The most common type of pharmacodynamic interaction
is an excessive response attributable to the concurrent use
of drugs having similar actions. These potential problems
warrant particular attention.

Central Nervous System (CNS) Depressants. An
excessive CNS depressant effect, resulting from the
concurrent use of two or more drugs exhibiting a
depressant action, represents one of the most dangerous
drug related problems. Older patients are especially
susceptible to this type of response, and patients
experiencing effects such as fatigue and dizziness are at
increased risk of falls and injuries, such as hip fractures.

Patients also must be advised of the risks of operating
motor vehicles or machinery. In considering multiple
drug regimens, the prescriber needs to recognize the
large number of agents (e.g., antianxiety agents, hypno-
tics, antipsychotics, tricyclic antidepressants, certain
analgesics, and most antihistamines) that can exhibit a
depressant effect. Consideration should be given to
whether it is necessary to use all the drugs concurrently,
and the dosages of the drugs having a depressant effect
should be appropriately reduced.

Alcohol and Other CNS Depressants. The increased
CNS depressant effect experienced by most individuals
being treated with depressant drugs when they con-
sume alcoholic beverages is among the best known
interactions. However, this interaction also illustrates
the difficulties in predicting the magnitude of the
response experienced by a particular patient, as the
response will depend on many variables, including
the patient’s tolerance of alcohol. Every patient should
be alerted to the fact that the depressant effect of the
drug prescribed may be enhanced by alcohol. Patients
who will not completely avoid alcoholic beverages
should be urged to use them only in moderation,
particularly when therapy is initiated, and cautioned
to observe their own tolerance when such combina-
tions are employed. However, it should be remembered
that even though many individuals can take depressant
drugs and consume relatively large amounts of alcoholic
beverages with no apparent difficulty, this combination
can be lethal to some and cause injury to others. Thus,
all patients prescribed these drugs need to be warned
of the potential interactions.

Drugs Having Anticholinergic Activity. As noted ear-
lier, drugs that differ considerably in their primary
pharmacological actions may exhibit the same second-
ary effects. Some patients treated with antipsychotic
agents, such as chlorpromazine, are also given antipar-
kinsonian agents, such as trihexyphenidyl, to control
the extrapyramidal effects of the former. In addition, a
number of patients experience depressive symptoms,
and a tricyclic antidepressant, such as amitriptyline,
might be added to the therapy. These three agents all
possess anticholinergic activity, and the additive effect
could result in side effects such as dryness of the mouth,
blurred vision, urinary retention, constipation, and
elevation of intraocular pressure.

While some health professionals might consider side
effects such as dryness of the mouth to be minor, these
side effects may be especially troublesome in certain
patients. For example, persistent dryness of the mouth
could make the use of dentures more difficult and
cause other dental complications. Increased difficulty
in chewing and swallowing may contribute to the prob-
lem of malnutrition in some older individuals.

1394 Drug Interactions



D
ru

g
D

es
ig

n–
D

ry

Dryness of the mouth may also result in other
problems. For example, the tricyclic antidepressant
imipramine (e.g., Tofranil) can cause persistent dryness
of the mouth. If nitroglycerin tablets are administered
sublingually for the management of exertional angina,
the relief of the symptoms may be delayed due to the
slower dissolution of the sublingual tablets.

An excessive anticholinergic effect can cause an
atropine-like delirium, particularly in older patients.
This effect could be misinterpreted as an increase in
psychiatric symptoms that might be treated by increas-
ing the dosage of the therapeutic agents that are
responsible for the problem. This example points out
the difficulty that often exists in distinguishing between
the symptoms of the condition(s) being treated and the
effects of the drug(s) being employed as therapy. Other
potential problems associated with the use of drugs
having anticholinergic activity include memory impair-
ment and impairment in self-care capacity.

There have been reports of patients who take a
phenothiazine and antiparkinsonian agent concurrently
developing severe hyperpyrexia after being exposed
to high environmental temperatures and humidity.
These combinations may interfere with the thermoreg-
ulatory system of the body, and physicians treating
patients in hot and humid climates should minimize
the outdoor exposure of patients receiving high doses
of these agents.

Drugs Exhibiting Hypotensive Effects. Certain antihy-
pertensive drugs, as well as some other classes of
medications (e.g., tricyclic antidepressants), can cause
orthostatic hypotension, which results in dizziness,
lightheadedness, and in more severe cases, syncope.
Older patients are more susceptible to this type of
response and the associated risks, such as falls and
injuries. Appropriate precautions should be exercised
whether these agents are given alone or in combination.

Non-steroidal Antiinflammatory Drugs (NSAIDs). In
some cases, a patient may unknowingly be taking
several different products that contain the same
NSAID. An arthritic patient whose condition has been
managed with ibuprofen obtained via prescription
(often at dosage levels at or near the recommended
maximum) may purchase a non-prescription ibuprofen
product for pain/discomfort not associated with
the arthritis. The patient may not know that the two
products contain the same drug and that there is an
increased risk of adverse effects.

Alteration of electrolyte concentrations

Several important drug interactions occur as a result
of therapeutic agents altering the concentrations of
electrolytes, such as potassium and sodium. When these

drugs are included in a therapeutic regimen, it is
important that electrolyte concentrations be period-
ically monitored.

Digoxin and Diuretics. One of the problems associa-
ted with the use of most of the commonly employed
diuretics [e.g., the thiazides furosemide (e.g.,Lasix)], is
excessive loss of potassium. Particular caution is neces-
sary in patients also being treated with digoxin, many
of whom are also candidates for diuretic therapy.
If potassium depletion remains uncorrected, the heart
may become more sensitive to the effects of digoxin
and arrhythmia may result.

Although potassium supplementation is necessary
in some individuals being treated with a potassium-
depleting diuretic, the initiation of therapy with such
a diuretic must not be viewed as a mandate to provide
potassium supplementation. This decision should be
based on a consideration of the individual patient’s
situation and the appropriate parameters should be
periodically monitored. It must be recognized that dan-
gers exist if hyperkalemia occurs as a result of excessive
supplementation. Although the kidneys are usually able
to excrete excessive amounts of potassium rapidly,
hyperkalemia may develop, especially in patients with
diminished renal function.

In addition to the diuretics, other agents can cause
potassium depletion. Prolonged therapy with cathartics
and corticosteroids can cause potassium depletion,
although this is not likely to occur as quickly or to
the same extent as with diuretics.

Lithium and Diuretics. Sodium depletion is known to
increase lithium toxicity, and it is generally recom-
mended that lithium not be used in patients on diuretic
therapy or on a sodium-restricted diet. Even protracted
sweating or diarrhea can cause sufficient depletion of
sodium to result in decreased lithium tolerance. The
sodium depletion caused by diuretics reduces the
renal clearance and increases the activity of lithium.
However, if preferable therapeutic alternatives are
not available, concurrent therapy need not be contrain-
dicated as long as the interaction is recognized and
appropriate steps are taken to monitor therapy and
adjust the dosage.

Interactions at receptor sites

Examples of interactions occurring at receptor sites
include problems involving the use of the monoamine
oxidase (MAO) inhibitors [isocarboxazid (Marplan),
phenelzine (Nardil), tranylcypromine (Parnate), and
procarbazine (Matulane)].

MAO Inhibitors and Sympathomimetic Agents. MAO
breaks down catecholamines, such as norepinephrine.
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When this enzyme is inhibited, the concentrations of
norepinephrine within adrenergic neurons increase
and drugs that stimulate its release can bring about
an exaggerated response. Interactions between MAO
inhibitors and indirectly acting sympathomimetic
amines (e.g., amphetamine) develop by this mech-
anism. If amphetamine is administered to a patient
whose stores of norepinephrine have been increased
by MAO inhibition, the patient may experience severe
headache, hypertension (possibly a hypertensive crisis),
and cardiac arrhythmias. The serious consequences
associated with these interactions contraindicate the
use of these agents in combination.

Most sympathomimetic amines, such as ampheta-
mine, are available only by prescription; others such
as phenylephrine and pseudoephedrine, which also
are reported to interact similarly with MAO inhibitors,
are found in most popular non-prescription cold and
allergy preparations. It is important that patients being
treated with MAO inhibitors avoid using products
containing these agents.

MAO Inhibitors and Other Antidepressants. Product
literature and case reports caution against concurrent
use of MAO inhibitors with tricyclic antidepressants
(e.g., amitriptyline, imipramine) because severe atropine-
like reactions, tremors, convulsions, hypothermia, and
vascular collapse can occur. The labeling for most of
these products warns that therapy with a MAO inhibi-
tor or a tricyclic antidepressant should not be initiated
until at least 7–14 days after therapy with the other
drug has been discontinued.

Although the labeling for most MAO inhibitors and
tricyclic antidepressants warns that concurrent use is
contraindicated, there is disagreement as to the degree
of risk involved. Several studies show little evidence of
interaction. The impression that serious interactions
are uncommon, coupled with reports of favorable
results with such combinations in selected patients
who did not respond to either agent given alone, have
led some to conclude that these combinations can be
cautiously employed. In patients who are refractory
to single antidepressants and who are not candidates
for other therapeutic approaches, the potential benefits
of combination therapy may outweigh the risks.
However, such therapy should be undertaken only by
those who are thoroughly familiar with the risks
involved and under circumstances in which therapy
can be closely monitored.

Very little data regarding the combined use of fluox-
etine (Prozac) and a MAO inhibitor are available. It is
advised that their combined use be avoided and that at
least 14 days elapse between discontinuation of a
MAO inhibitor and initiation of treatment with fluox-
etine. There are reports of deaths in patients in whom
therapy with a MAO inhibitor was initiated shortly

after discontinuation of fluoxetine. Due to the long
half-lives of fluoxetine and its active metabolite, it is
recommended that at least 5 weeks elapse between
discontinuation of fluoxetine and initiation of therapy
with a MAO inhibitor.

Pharmacokinetic Interactions

Alteration of gastrointestinal absorption

The interactions that involve a change in the absorp-
tion of a drug from the gastrointestinal (GI) tract
may develop through different mechanisms and be of
varying clinical importance. In some situations, the
overall absorption of the drug might be reduced and
its therapeutic activity compromised. In other circum-
stances, absorption may be delayed but the same
amount of drug is eventually absorbed. A delay in drug
absorption is undesirable when a rapid effect is needed
to relieve acute symptoms such as pain. However, in
other situations, a delay in drug absorption will not
be clinically significant, and this is usually the case
when a drug is being used on a chronic basis and thera-
peutic concentrations in the body have already been
achieved. As a general guideline, those drugs not com-
pletely absorbed under normal circumstances are most
susceptible to alterations of GI absorption.

Ketoconazole and Antacids. An acidic medium is
required to achieve adequate dissolution of ketoconazole
(e.g., Nizoral) following oral administration. Therefore,
an antacid, histamine H2-receptor antagonist [e.g.,
cimetidine (e.g., Tagamet), ranitidine (e.g., Zantac)], or
a proton pump inhibitor [e.g., lansoprazole (Prevacid),
omeprazole (Prilosec)] is likely to reduce the dissolution,
absorption, and effectiveness of the antifungal agent.
An antacid should be administered at least 2 h after
ketoconazole. The concurrent use of ketoconazole and
a histamine H2-receptor antagonist or proton pump
inhibitor is best avoided, and other agents having a lesser
potential for interaction should be considered.

Tetracyclines and Metals. Tetracyclines can combine
with metal ions, such as calcium, magnesium, alumi-
num, and iron, in the GI tract to form complexes that
are poorly absorbed. Thus, the simultaneous adminis-
tration of certain drugs (e.g., antacids, iron prepara-
tions, products containing calcium salts) by patients
on tetracycline therapy could result in a significant
decrease in the amount of antibiotic absorbed. When
two drugs are recognized as having a potential to
interact, there is sometimes a tendency to believe that
one of them should be discontinued. In the case of
the tetracycline antacid interactions, problems can be
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avoided by allowing an interval of at least 1 h to separate
the administration of the two drugs.

Fluoroquinolones and Metals. Aluminum- and mag-
nesium-containing antacids, as well as other products
that contain metals (e.g., iron), markedly reduce the
absorption and serum concentrations of the fluoroqui-
nolone derivatives [e.g., ciprofloxacin (Cipro)], prob-
ably as a result of the metal ions complexing withthe
antiinfective agent. Antacids or other metal-containing
products must not be administered at the same time as a
fluoroquinolone, and the labeling for most of the fluoro-
quinolones designates a minimum interval of time that
should separate the administration of the two drugs.
For example, it is recommended that moxifloxacin
(Avelox) be taken at least 4 h before or 8 h after taking
antacids or other metal-containing products.

Cholestyramine and Colestipol. Other interactions
involving complexation might be anticipated when
cholestyramine (e.g., Questran) and colestipol (Coles-
tid) are used. These resinous materials, which are not
absorbed from the GI tract, bind with bile acids and
prevent their reabsorption. In addition, cholestyramine
and colestipol can bind with drugs (e.g., digoxin and
warfarin) that are present in the GI tract. To minimize
the possibility of an interaction, the interval between
the administration of cholestyramine or colestipol
and another drug should be as long as possible.

An interesting application of this interaction is seen
with the use of leflunomide (Arava) in the treatment of
rheumatoid arthritis. Leflunomide can cause fetal harm
if administered during pregnancy, and it has an active
metabolite that can persist in the system for at least 2
years. If a woman of childbearing potential discontinues
use of leflunomide, it is recommended that cholestyra-
mine (8 g 3 times a day for 11 days) be used to accelerate
the elimination of the drug and its active metabolite.

Food. Food can influence the absorption and activity
of a number of drugs. In some situations, absorption is
delayed but not reduced, whereas in other circum-
stances, the total amount of drug absorbed is reduced.
The effect of food in influencing drug absorption is
often due to slower gastric emptying. However, food
may also affect absorption by binding with drugs, by
decreasing the dissolution rate of solid dosage forms,
or by altering the pH of the GI contents.

The presence of food in the GI tract reduces the
absorption of many antiinfective agents. Although there
are some exceptions (e.g., penicillin V, amoxicillin, and
doxycycline), it is generally recommended that penicillin
and tetracycline derivatives, as well as certain other
antiinfective agents, be given at least 1 h before meals
or 2 h after meals to achieve optimum absorption.

Alendronate and Food. Food and some beverages
(e.g., orange juice, coffee, and mineral water) may
markedly reduce the bioavailability of alendronate
(Fosamax). Therefore, the drug should be administered
at least 30 min before the first food, beverage, or medi-
cation of the day, with plain water only.

Acarbose or Miglitol and Food. Some medications
should be administered with food for optimum benefit.
Acarbose (Precose) and miglitol (Glyset) are effective
in the treatment of diabetes mellitus because they delay
the digestion of ingested carbohydrates and reduce the
elevation of blood glucose concentrations following
meals. Maximum effectiveness is attained when doses
are administered at the start (with the first bite) of each
main meal.

MAO Inhibitors and Tyramine. There have been
reports of serious reactions (e.g., hypertensive crises)
occurring in patients being treated with a MAO
inhibitor following ingestion of foods with a high
content of pressor substances, such as tyramine.

Tyramine is metabolized by MAO, and normally
these enzymes in the intestinal wall and in the liver
protect against the pressor actions of amines in foods.
However, when these enzymes are inhibited, large
quantities of unmetabolized tyramine can accumulate
and act to release norepinephrine from adrenergic
neurons where greater-than-usual stores of this cate-
cholamine are concentrated as a result of MAO inhi-
bition. Among the foods having the highest tyramine
content are aged cheeses (such as cheddar), certain
alcoholic beverages (e.g., Chianti), pickled fish (e.g.,
herring), concentrated yeast extracts, and broad-bean
pods (also known as fava beans or Italian green beans).

The pharmaceutical companies that market the
MAO inhibitors have developed lists of dietary items
to avoid when taking taking one of these agents. This
information should be provided to and discussed with
each patient who is prescribed a MAO inhibitor.

Grapefruit Juice. Grapefruit juice is reported to
increase the serum concentrations and activity of a
number of medications, such as certain calcium
channel blocking agents [e.g., felodipine (Plendil) and
nisoldipine (Sular)], certain HMG–CoA reductase
inhibitors [e.g., lovastatin (Mevacor)], and cyclospor-
ine (e.g., Neoral). The bioavailability of most of these
agents is generally low, primarily as a result of exten-
sive first-pass metabolism. Components of grapefruit
juice possibly reduce the activity of the cytochrome
P450 enzymes (primarily CYP3A4) in the gut wall,
which are involved in the metabolism of these agents.
As a result, larger amounts of unmetabolized drug
are absorbed and serum concentrations are increased.
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Alteration of distribution

Interactions involving an alteration of distribution
may occur when two drugs that are capable of binding
to proteins are administered concurrently and one
agent displaces the other. Most significant are the
situations in which two drugs are capable of binding
to the same sites on the protein (competitive displace-
ment). Since protein-binding sites are limited in
number, the drug that has the greater affinity for the
binding sites will displace the other from plasma or
tissue proteins. The protein-bound fraction of a drug
in the body is not pharmacologically active. However,
an equilibrium exists between bound and unbound
fractions, and as the unbound or ‘‘free’’ form of the
drug is metabolized and excreted, the bound drug is
gradually released to maintain the equilibrium and
pharmacological response.

The risk of an interaction occurring is greatest with
those drugs that are highly protein bound (more than
90%) and that also have a small apparent volume of
distribution. Since only a small fraction of the drug
would ordinarily be available in the free form, the
displacement of even a small percentage of the amount
that is bound to proteins could produce a considerable
increase in activity.

Methotrexate. Methotrexate is highly bound to plasma
proteins, and agents such as the salicylates may be
capable of displacing it from binding sites. Salicylates
may also increase the action of methotrexate by inhibit-
ing its renal excretion. The potential for toxicity with
methotrexate dictates caution in all situations in which
it is used.

Stimulation of metabolism

Drug metabolism occurs primarily in the liver and most
commonly involves oxidation, reduction, hydrolysis,
and conjugation reactions. Quantitatively, the most
important hepatic enzymes are the cytochrome P450
enzymes that have been divided into families and
subfamilies (e.g., CYP3A4) based on the similarity of
their amino acid sequences. These enzymes are respon-
sible for the metabolism of a large number of drugs.

Many drug interactions result from an effect
frequently referred to as enzyme induction: the ability
of one drug to stimulate the metabolism of another,
most often by increasing the activity of liver enzymes.
Enzyme induction usually results in increased metab-
olism and excretion, and reduces the effect of the agent
that is metabolized by the hepatic enzymes. Phenobar-
bital (and other barbiturates), phenytoin, carbamaze-
pine (e.g., Tegretol), and rifampin (e.g., Rifadin) are
among the agents best recognized as causing enzyme
induction.

Warfarin and Phenobarbital. Phenobarbital, by caus-
ing enzyme induction, can increase the rate of metabolism
of warfarin. The result of this interaction is a decreased
response to the anticoagulant and an increased risk of
thrombus formation if the interaction is not recognized.

Smoking. The polycyclic hydrocarbons in cigarette
smoke may increase the activity of oxidative enzymes,
with the result that certain therapeutic agents [e.g.,
diazepam (e.g., Valium), propoxyphene (Darvon),
theophylline, chlorpromazine, and amitriptyline] are
metabolized more rapidly and their effect is decreased.
In addition to monitoring therapy carefully with drugs
that are metabolized by hepatic enzyme systems in
patients who are moderate or heavy smokers, caution
must also be exercised if a patient treated with such a
medication discontinues smoking. For example, if ther-
apy with a tricyclic antidepressant is initiated in a
patient who is a heavy smoker, the maintenance dosage
will be determined during the time period in which the
enzyme-inducing action of smoking is decreasing the
effect of the medication. If the patient stops smoking
and is still taking the medication, the dosage that had
been appropriate is now likely to be excessive and will
have to be reduced.

Inhibition of metabolism

There are numerous situations in which one drug inhi-
bits the metabolism of a second agent, usually resulting
in a prolonged and intensified activity of the latter.

Mercaptopurine or Azathioprine and Allopurinol. Allo-
purinol (e.g., Zyloprim), by inhibiting the enzyme
xanthine oxidase, reduces the production of uric acid,
which is the basis for its use in the treatment of gout.
Xanthine oxidase also has an important role in the
metabolism of such potentially toxic drugs as mercap-
topurine (e.g., Purinethol) and azathioprine (e.g.,
Imuran). When xanthine oxidase is inhibited by
allopurinol, the effect of these agents can be markedly
increased. When allopurinol is given in doses of 300—
600 mg/day concurrently with either of these drugs, it
is advised that the dose of mercaptopurine or azath-
ioprine be reduced to about one-third to one-fourth
the usual dose.

Cimetidine. Since cimetidine may inhibit certain meta-
bolic pathways, an increased action of concurrently
administered drugs that are metabolized via these path-
ways should be anticipated. For example, cimetidine
may inhibit the metabolism of diazepam and certain
other benzodiazepines, and the sedative effect of these
agents may be enhanced as a result of the interaction.
Particular caution is necessary in older patients who
may exhibit an increased sensitivity to the depressant
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effects of the benzodiazepines, even when one of these
agents is given alone.

The metabolism of lorazepam (e.g., Ativan), oxaze-
pam (e.g., Serax), and temazepam (e.g., Restoril) are
not likely to be affected, and one of these agents may
be preferred when a benzodiazepine is indicated in a
patient being treated with cimetidine. The experience
with ranitidine (e.g., Zantac), famotidine (Pepcid),
and nizatidine (Axid) suggests that these agents are
not likely to inhibit hepatic enzyme systems, and these
other histamine H2-receptor antagonists are less likely
than cimetidine to interact with other drugs that are
metabolized via these pathways.

Macrolide Antibiotics. Erythromycin may signifi-
cantly increase serum concentrations of medications
such as theophylline by inhibiting their hepatic metab-
olism. Clarithromycin (Biaxin) and troleandomycin
appear to interact with other medications in a manner
similar to erythromycin, whereas azithromycin
(Zithromax) is unlikely to interact with these agents.

Fluoroquinolones. Ciprofloxacin and enoxacin (Pene-
trex) may markedly increase serum concentrations of
medications such as theophylline by inhibiting their
hepatic metabolism. Certain other fluoroquinolones,
such as levofloxacin (Levaquin), are not likely to
inhibit hepatic enzyme systems and interact with these
medications.

Alteration of excretion

Many drugs and their metabolites are excreted via the
kidneys. The most important clinical implications of
altering renal excretion involve the use of drugs that
are excreted in their unchanged form or in the form
of an active metabolite. Thus, substances with pharma-
cological activity are being reabsorbed or excreted to a
greater extent when renal excretion is altered.

Salicylates. A change in urinary pH will influence the
ionization of weak acids such as salicylates as well
as weak bases (e.g., amphetamine), thereby affecting
the extent to which these agents are reabsorbed and
excreted. When a drug is in its non-ionized form, it will
more readily diffuse from the urine back into the
blood. Therefore, an acidic drug will have a larger pro-
portion of the non-ionized drug in an acid urine than
in an alkaline urine, where it will primarily exist as
an ionized salt. The result is that acidification of the
urine may result in increased salicylate concentrations
and a prolonged and perhaps intensified drug action.
The risk of a significant interaction is greatest in
patients who take large doses of salicylates (e.g., for
arthritis).

Penicillins and Probenecid. A number of organic
acids are actively transported from the blood into the
tubular urine and vice versa. In some situations, these
agents interfere with each other’s excretion. Probenecid
(e.g., Benemid) can increase the serum concentrations
and increase and prolong the activity of penicillin deri-
vatives by blocking their tubular secretion. This is an
interaction that has been used to therapeutic advantage
in the treatment of certain infections.

Methotrexate and NSAIDs. NSAIDs are reported to
increase the activity and toxicity of methotrexate, pre-
sumably by inhibiting its active renal tubular secretion.
Other mechanisms probably also contribute to an
increase in serum methotrexate concentrations. Most
of the patients in whom these interactions were reported
were receiving high-dose methotrexate therapy for
neoplastic disorders. However, caution should also be
exercised in patients receiving lower doses.

Digoxin and Quinidine. Studies have noted signifi-
cantly greater serum digoxin concentrations when
quinidine was administered concurrently than when
digoxin was given alone. Digoxin is actively secreted
in the renal tubules, and a primary cause of the quini-
dine-induced increase in serum digoxin concentrations
appears to be a reduction in the renal clearance of
digoxin. However, quinidine may also reduce the
non-renal clearance of digoxin.

Although other mechanisms may be involved in
the development of drug interactions, the ones cited
are the most important. More than one mechanism
may be responsible for certain interactions and these
mechanisms may work in concert or in opposition
to determine the resulting effect. Still other drug inter-
actions develop by mechanisms yet to be identified.

Significant limitations often exist in trying to predict
the results of combination therapy. In the following
discussion, guidelines are provided to reduce the risk
of the occurrence of drug interactions.

REDUCING THE RISK OF
DRUG INTERACTIONS

Reducing the risk of drug interactions is a challenge
that embraces a number of considerations. The fol-
lowing are guidelines to reduce and manage drug
interactions.

1. Identify patient risk factors: Factors such as
age, the nature of the patient’s medical problem
(e.g., impaired renal function), dietary habits,
smoking, and problems such as alcoholism
influence the effect of certain drugs and
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should be considered during the initial patient
interview.

2. Take a thorough drug history and maintain com-
plete patient medication records: An accurate
and complete record of both the prescription
and non-prescription medications a patient is
taking must be obtained prior to changing the
therapeutic regimen. Numerous interactions have
resulted from a lack of awareness of medications
prescribed by another physician, or of non-
prescription medications the patient did not
consider important enough to mention. By main-
taining patient medication records, the pharma-
cist is in an excellent position to detect potential
problems and initiate the necessary steps to
minimize or avoid them.

3. Be knowledgeable about the actions of the drugs
being utilized: The knowledge of the properties
and the primary and secondary pharmacologi-
cal actions of each of the agents used, or being
considered for use, is essential if the interaction
potential is to be accurately assessed.

4. Consider therapeutic alternatives: In most cases,
two drugs that are known to interact can be
administered concurrently as long as adequate
precautions are taken (e.g., closer monitoring
of therapy or dosage adjustments to compensate
for the altered response). However, in those
situations in which another agent with similar
therapeutic properties and a lesser risk of
interaction is available, the other agent should
be used.

5. Avoid complex therapeutic regimens where
possible: The number of medications used should
be kept to a minimum. In addition, the use of
medications or dosage regimens that permit less
frequent administration may help avoid interac-
tions that result from an alteration of absorption
(e.g., when a drug is administered in close proxim-
ity to meals).

6. Educate the patient: Patients often know little
about their illness, let alone the benefits and
problems that could result from drug therapy.
Individuals who understand this information
are more likely to comply with instructions for
administering medications and are more attent-
ive to the development of symptoms that could
be early indicators of drug-related problems.
Patients should be encouraged to ask questions

about their therapy and to report any excessive
or unexpected responses. There should be no
uncertainty on the part of the patient as to
how to use medications in the safest, most effec-
tive way.

7. Monitor therapy: The risk of drug-related
problems warrants close monitoring, not only
for the possible occurrence of drug interactions
but also for adverse effects occurring with
individual agents and non-compliance. Any
change in patient behavior should be suspected
as drug-related until that possibility is excluded.

8. Individualize therapy: Although the develop-
ment of a therapeutic regimen that meets the
specific needs of individual patients is inherent
in many of the above guidelines, the importance
of this consideration cannot be too strongly
emphasized. Wide variations in the response of
patients to the same dose of certain drugs are
well recognized. It is difficult to predict the
response to many therapeutic agents when they
are given alone; the challenge and limitations in
anticipating the response to a multiple drug
regimen are even greater. Therefore, priority
should be assigned to the needs and clinical
response of the individual patient, rather than
to the usual dosage recommendations, standard
treatment, and monitoring guidelines.

9. Involve the patient as a partner in health care.
The best efforts of the health professionals
involved in the patient’s care will fall short of
the desired goals unless the patient and/or the
family participates in, understands, and com-
plies with decisions regarding the therapeutic
regimen. If the optimal benefits of therapy are
to be achieved with minimal risk, each partici-
pant must be knowledgeable about and diligent
in fulfilling his responsibilities.

The following publications are recommended as
comprehensive references in which detailed infor-
mation regarding specific interactions is provided:
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Drug Master Files

C. Jeanne Taborsky
Brian James Reamer
SciRegs Consulting, Columbia, Maryland, U.S.A.

INTRODUCTION

In most cases, in order to market a new drug or generic
drug in the United States, the manufacturer must file a
drug application with the Food and Drug Administra-
tion (FDA). The FDA must review and approve the
drug application. In support of the application, the
manufacturer can reference the information that is
filed with the FDA in a Drug Master File (DMF). This
information is confidential and the technical contents
of a DMF are (usually) only reviewed when authorized
by the DMF holder and reviewed only in connection
with the review of an Investigational New Drug
(IND), New Drug Application (NDA), Abbreviated
New Drug Application (ANDA), or an Export Appli-
cation. A company that intends to conduct a clinical
investigation on an approved drug must file an IND.
A drug company that wants to market a new drug or
a previously approved drug in a new container or a
new formula must file a NDA. A company that wants
to market a generic drug must file a ANDA. A com-
pany that wants to export a drug that is not approved
for marketing in the United States must file an Export
Application submitted under Section 802 of the Federal
Food, Drug, and Cosmetic Act. The DMF is a critical
part of the review process and is in increasing use. For
this reason, many drug applicants will not use a supplier
who does not have a Drug Master File. Drug Master
Files are not accepted or rejected, but are rather found
to be satisfactory or deficient in support of the drug
application in which they are provided. Marketing a
pre-1938 drug or a drug for which an Over The Counter
(OTC) Monograph status has been granted does not
require the filing of an application with the FDA.

FDA—ORGANIZATION

The FDA is divided into different centers, each with
their own set of regulations and areas of responsi-
bility.[1] These centers and their areas of responsibility
are as follows:

� CSFAN—The Center for Food Safety and
Nutrition: Responsible for regulating foods, dietary
supplements, and cosmetics.

� CBER—The Center for Biological Evaluation and
Research: Responsible for regulating biologics,
blood.

� CDRH—The Center for Devices and Radiological
Health: Responsible for regulating medial devices,
kits, and diagnostic solutions.

� CVM—The Center for Veterinary Medicine:
Responsible for regulating animal medicine.

� CDER—The Center for Drug Evaluation and
Research: Responsible for regulating drugs.

Drug applications filed with the CDER can be for
INDs, NDAs, and ANDAs, also known as generics.[2]

The CDER, the CBER, and the CVM share access to
the same Drug Master Files.

The CDRH does not use DMFs submitted to the
CDER, and submissions to the CDRH are not
reviewed or used to support drug applications to the
CDER. This aspect of the drug review and approval
process is important because there is an overlap of
responsibility in the use of some materials and compo-
nents regulated by more than one center. A syringe that
is sold on its own merit, without an associated drug, is
regulated by the CDRH, while a syringe containing a
drug is reviewed by the CDER. There is an internal
FDA intercenter agreement that details the divisions
of authority. The CDRH would only comment on a
component if requested by the CDER reviewer. There-
fore filing information to the CDRH on a syringe does
not obviate the need to file a DMF to the CDER. The
CDER has defined the information that they expect
to review in support of a drug application, and the
information should appear in the drug submission or
a referenced DMF.

DRUG MASTER FILES

A Drug Master File (DMF) is a submission of infor-
mation to the FDA by a person or a firm.[3] A DMF
is filed with the intent to permit a drug applicant to
use (incorporate by reference) the information con-
tained in the DMF in support of a drug application
or a supplemental change to an approved application
without having to disclose the information to the drug
applicant. Drug Master Files were originally used as a
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way for suppliers to file limited confidential or pro-
prietary information with the FDA in support of the
drug application, while keeping the information confi-
dential from the end user and the competition. In the
United States, confidentially is still an important
aspect of the process. In Europe, the relationship
between the DMF holder and applicant are somewhat
different: It is not uncommon for the DMF holder to
provide a copy of the Drug Master File to the drug
applicant or customer.

Although firms have the option of filing their own
DMF or providing the information to an applicant
to file in their drug application, there are many disad-
vantages to having the drug applicant file the infor-
mation. The holder of the intellectual property would
have to confide the information to the applicant,
thereby losing control of it. The term ‘‘control’’ does
not refer only to confidentiality of the information,
but also to document control: The tracking and update
of changes. For multiple drug applications, the
information is repeatedly reviewed for each drug
submission. Different reviewers may have different
questions based on their areas of expertise or the end
use of the material. Therefore the information may
be rereviewed with questions and responses repeat-
edly filed to each individual drug application. Filing
DMF-type information in the NDA or ANDA sig-
nificantly increases the size of the drug submission,
and increases the workload for the FDA reviewer.
The information must be well controlled and
updated with all drug applicants whenever a change
occurs. With a DMF, the information is reviewed
once, and if found satisfactory, may not be reviewed
for 2 years, unless the end user is changed or the
information is amended. A record of the satisfactory
review is maintained in the FDA computer database
and filed in the Drug Master File. The DMF holder
does not receive a copy of the review and is only
contacted by the FDA if the DMF is found to be
deficient.

DRUG MASTER FILE PROCESS

Two copies of the Drug Master File are mailed to the
Drug Master Files Staff, located at 12229 Wilkins
Avenue, Rockville, Maryland 20852.[4] The Drug Mas-
ter File staff will audit the non-technical information
for completeness and adequacy for submission. If the
key elements are missing, the staff will contact the pro-
posed holder to try to obtain the necessary documents
in order to file the DMF. Once the DMFs are determ-
ined to be acceptable for filing, the document room
staff assigns a DMF number and a letter is sent to
the contact person listed in the DMF.

DRUG MASTER FILE FORMAT

The DMF must meet the format requirements.[5] The
DMF is submitted as Original and Duplicate jackets,
collated, assembled, paginated, and jacketed, using
covers obtained from the government printing office.
Multiple volumes are numbered, and the paper must
be standard U.S. size paper. It is not unusual to receive
paper from England or India that is of different size or
weight. Because the pages are placed in binders, the left
margin should be no smaller than 3/4 in. and the right
margin should be no smaller than 1/2 in. The DMF
must be submitted in two copies, one with a blue cover
and one with a red cover. The jacket covers are
purchased from the government printing office and
are specifically provided for the DMFs (Fig. 1).

REQUIREMENTS

The regulations for Drug Master Files are listed in the
Code of Federal Regulations Title 21 x314.420. In
addition, the CDER has issued guidances to better
describe the format and provide some suggestions on
content. These guidances can be found on the CDER
guidances web page www.fda.gov.

A DMF provides (incorporates) information by ref-
erence and permits the ‘‘holder’’ to ‘‘authorize’’ other
‘‘persons’’ to disclose information in support of an
application. Usually, a DMF may only be accessed
(reviewed) by the FDA if the holder of the drug appli-
cation provides the FDA with authorization (by incor-
poration), in writing, with two copies, dated, with the
DMF number, name of holder, name of material,
specific product, reference number/volume, page num-
ber, name of authorized persons, and a statement of
commitment that the DMF is current. The letters
filed to the DMF must have the original signature,
typed name, and title of the authorizing person on

Fig. 1 DMF jackets.
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the letterhead. A copy of each letter is provided to the
drug applicant to file in their submission.

The applicant is not required to acquire a new letter
for each submission. The DMF holder usually does not
know for which drug an applicant has filed their DMF
letter. Regulations governing DMFs are very general.
For all DMFs, the following must be provided: The
names and addresses of the DMF holder, the corporate
headquarters, the manufacturing/processing facility,
as well as the name, address, phone number, and fax
number for the company contact for FDA correspon-
dence, and the contact information for agent(s), if any.
The specific responsibilities of each person listed in any
of the above categories should be listed. Including an
organization chart with job titles helps to communicate
this information. A statement of commitment is
required, as well as a signed statement by the holder
certifying that the DMF is current, and that the
DMF holder will comply with the statements made
in the DMF. The commitment letter, a letter appoint-
ing the U.S. agent, and any debarment or current
Good Manufacturing Practices (cGMPs) statements
should all be provided on separate pages.

When a U.S. agent is ‘‘appointed,’’ the DMF holder
should submit two copies of a letter to the DMF giving
the agent’s name, address, and scope of responsibility
(administrative and/or scientific). Drug Master File
holders are not required to appoint an agent, but
foreign DMF holders are encouraged to do so. The
holder or agent is required to submit archival and
duplicate copies and notify each person authorized to
incorporate information of changes, additions, or dele-
tions. It should go without saying that the holder must
conform to the procedures listed in the DMF.

The DMF should include the name, address, phone
number of holder, a description of items that are the sub-
ject of the DMF, a list of materials of construction, and
the sources of materials of construction. The standards
for testing incoming, in process, and release are some-
times different. There are five types of CDER Drug Mas-
ter Files listed in the Code of Federal Regulations Title
21 S314 Drug Master Files (DMF). They are as follows:

� Type 1—Reserved (no longer used; once used for
facilities).

� Type 2—Drug substances, intermediates, and mate-
rials used in their preparation of drug products.

� Type 3—Packaging materials (resins, compounds,
colorants, inks, components).

� Type 4—Excipients (colorants, flavors, and raw
materials).

� Type 5—FDA-accepted reference information.

Type 1 Drug Master Files are no longer used. They
were once used to describe facilities. In an effort to bet-
ter define the relationship between the field investigators

and the center reviewers, the Center/Field Agreement
was written, transferring the responsibility for review
of facility information to the field investigator. Facility
information on companies that manufacture active
ingredients, packaging materials, and raw materials
was transferred to the respective Drug Master File.

Type 2 Drug Master Files are required for drug sub-
stances, also referred to as active ingredients or active
pharmaceutical ingredients. A separate DMF is filed
for each active ingredient. The DMF must include a
brief description of the facility, the address, a contact,
phone number, and fax number. The manufacturing
facility must be registered and the number should be
listed. A U.S. agent is required to list the active ingredi-
ent and register the firm if the site is located outside of
the United States. The address should be the same as
the address used on the FDA registration form. While
a U.S. agent is required for registration, an agent is not
required to file a DMF at this time.

Type 2 Drug Master Files should contain a flow dia-
gram of the manufacturing or synthetic process (if it is
synthetic) including a list of the critical steps, in-
processing tests conducted at those steps, and sampling
protocol. The testing of all raw materials should be
provided as well as the in-process controls, packaging,
release, and stability testing. The impurity profile,
particle-size distribution, organic volatile impurities,
and residual solvent test results have become increas-
ingly important. These tests should reference the current
standards of the United States Pharmacopeia (USP)
and the International Conference on Harmonization
(ICH) Guidelines. These test results are often compared
with those obtained by the end user to validate the
results when reviewed by the FDA. If the values are
not in agreement, it is a signal that the DMF holder
may not be in compliance with the DMF. The testing
for polymorphism is increasingly important, and many
times is an issue for drug absorption and stability and
increasingly in patent litigation. The test methods
should be validated if they are not USP. CDER
reviewers have standardized the information require-
ments for Type 2 Drug Master Files through their
deficiency letters and guidances.

Guidances for residual solvents, methods validation,
changes to the synthetic route, and analytical methods
should all be cited in the DMF and used to generate
the documentation. As these guidances and test meth-
ods evolve, the DMF should be amended to provide
for changes and be updated to incorporate changes
in USP/NF or FDA standards. The establishment of
standards for impurities and residual solvents should
not be solely based on the ICH/CDER guidances
but should also be established at a low-enough level
to demonstrate the control of a process.

Changes in the synthetic route, process, test method,
and the loosening of specifications can all have a major
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impact on the drug application, in which the Drug Master
File is referenced. These changes must be classified to
minor or major changes, and a determination must be
made as to how these changes are to be reported by the
drug company. Changes may require the drug company
to manufacture a new test batch with the revised pro-
cedure and file a supplement to their approved appli-
cation before releasing the product to the market. It is
in the best interest of the DMF holder to discuss the
changes with the end user well in advance of the
implementation of the change. Failure to file a change
in the DMF, or to notify the end user, can result in regu-
latory action against the DMF holder. The FDA can also
place an embargo on a foreign firm and prevent the
import of the active ingredient. The FDA can also ‘‘can-
cel’’ a DMF if the DMF holder does not follow the
requirements stated in the Code of Federal Regulations.

The information submitted in Type 3 DMFs is more
variable because the articles can be very different. Most
Type 3 DMF holders are ISO (International Organiza-
tion for Standardization) certified, but the rules for ISO
and those of CDER are not always the same. There is
an increase in the use of Type 3 Drug Master Files for
both contract packaging companies and firms that
manufacture either components or parts of components.
There is a confusion over what is to be filed in packag-
ing DMFs. A Type 3 DMF can contain information on
a number of different packaging components. Typically,
separate DMFs are filed for closures, plastic bottles,
caps, droppers, stoppers, etc. Each packaging material
should be identified by the intended use, components,
composition, and controls for its release. The names
of the suppliers or fabricators of the components used
in preparing the packaging material and the acceptance
specifications should also be provided. Data supporting
the acceptability of the packaging material for its
intended use should also be submitted in conformance
with the agency’s guidances. Toxicological data can be
included where appropriate. Components manufactured
at alternate sites can still be filed in the same DMF. For
example, bottle manufactured at two different plants in
the United States can both be in the same DMF. Blister
film manufactured in the United States and overseas can
be listed in the same DMF. The addresses for both
manufacturing facilities would be provided in the
facility section of the DMF.

Manufacturers of resins, colorants, inks, com-
pounds, parts, molded components, container systems,
and packaging operations all use Type 3 DMFs.
Depending on the subject of the DMF, it should con-
tain the following: A short facility description, the
formulation providing the trade name, the generic
name, Code of Federal Regulations Title 21 indirect
food additive reference or Food Contact Number,
Chemical Abstract number, and references to other
supporting DMFs, if applicable. The DMF should list

the quality, quantity, and purpose of each chemical in
the component compound. A brief description of the
manufacturing process, drawings (if applicable), and
Certificate of Conformance, with critical-to-function
or fit testing should also be included. Test methods
should be based on public standards such as ASTM
(American Society for Testing and Materials) or USP[3,4]

to include physiochemical qualification tests, identity
tests, and extractions (USP or other). Firms should
specify any additional treatments (such as washing).
It is also recommended to include a brief description
of packaging and labeling procedures and include
samples of labels.

Type 3 DMF holders must be aware of the need to
meet additional standards. Certain states and organi-
zations such as the Congress of North East Governors
(CONEG), and the states of California and New Jersey
have local regulations that must be considered. There
are limits for heavy metals, lead, hexavalent chromium,
mercury, and cadmium. Mad Cow Certification is
required if stearates are used. Testing for Organic Vol-
atile Impurities and residual solvents maybe required.
In addition, because most firms ship overseas, inter-
national rules may apply as well. Drug Master File
holders should follow the FDA regulations and gui-
dances, stay informed, maintain documentation, follow
applicable cGMPs, follow DMF practices, and keep
customers informed.

The needs of the drug applicant must also be
considered. The DMF provide all of the required
supporting information on the components that is
not contained in the drug submission. Standards and
requirements are contained in the USP,[5] FDA, CDER
guidances, and ICH/CDER documents. These docu-
ments cover most of the testing needed to assure that
the components should not adversely impact the drug
and render it unacceptable for use. The lower the drug
product risk, the more standard the component and its
materials, and the easier it is to provide adequate infor-
mation and meet drug-applicant needs. Standards for
high-density polyethylene bottles for a solid oral dos-
age form are published in the USP <661> and soon
to be revised <671> chapters. Solid oral dosage forms
are lower-risk products. The standards are understood
and have been in place since the 1970s when the stan-
dards in the USP chapters were established. Reviewers
and manufacturers are well aware of the resins and the
properties requirements for this end use.

Where plastic or elastomeric material is used for
high-risk products such as inhalation products, inject-
able drugs, or implants, the risk is greater and the rules
are less clear. The FDA provides guidance in this area,
but there is a limit as to what help they can provide
prior to reviewing the drug product and component
information. The drug applicant is placed in a position
of trying to test for extractables from the component
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without knowing what they are, and the DMF holder
is trying to meet the needs of the customer without
compromising their product(s).

The end user does not usually inform the DMF
holder as to the product for which the component will
be used. It is not unusual for the drug applicant to
request a sample supply and a letter of authorization.
The DMF holder may be unaware of the status of their
DMF. The end user would benefit by telling the DMF
holder what the end use of the material or components
would be. Through this, the DMF holder can better
advise the end user on the choice of components and
the degree of testing that they themselves have conducted.
The applicant can provide a list of criteria to the DMF
holder in advance to be certain the article they purchase
meets the product needs. An alternative is to use a confi-
dential third party, to work with both the DMF holder
and the drug applicant. With a confidentially agreement
signed by both parties, there can be consistency in the
information in the DMF. A flow of information from
the DMF to the container section of the drug application
makes it easier for the FDA to review.

Type 4 Drug Master Files are seldom filed and are
not required for raw materials. Most raw materials
meet USP/NF standards and need only to meet those
criteria for acceptance and certain physical tests. Type
4 DMFs are usually used for flavors and cosmetic coat-
ings for tablets for which USP/NF standards do not
exist. Coatings, whether cosmetic or controlled release,
may be proprietary in nature. The DMF process allows
for these articles to be reviewed, again, under confiden-
tiality. Coatings are usually multiple ingredients. The
raw material qualifications, formulation, manufactur-
ing process, and release testing should be provided
and iron oxide constituents should be quantitated. It
is advisable to include the calculation for iron content
for these materials in the DMF.

All DMFs require continuing support. The DMF
holder is required to file annual reports and inform
the drug applicant of changes to the DMF. The
DMF holder must notify each firm authorized to refer-
ence the DMF if the DMF holder adds, deletes, or
changes information in the DMF. If the holder
changes any process or document listed in the DMF,
then the DMF must also be changed.

As changes occur, both parties must have a clear
understanding of the impact of the change, the method
of reporting the change, and the time for the FDA to
review the change, if necessary. Changes should be
classified based on the cGMPs and the CDER gui-
dances. If the DMF holder is uncertain about the
classification of a change or the way in which the drug
application should report the changes, it is strongly
recommended that the DMF holder contact a regula-
tory consultant or the agency to discuss the change

before it is made. Sufficient information should be
provided to the agency in order for the FDA to render
a meaningful decision. On the anniversary date of the
filing, the holder is to update the DMF to include
changes in the authorization list, manufacturing proce-
dures, designs, suppliers, testing, letters of authoriza-
tion to other DMFs, and provide a complete updated
list of people to whom letters of authorization have
been issued. Failure to update these items can result
in delays in drug approvals. The FDA agencies can
also close the DMF based on failure to provide an
annual list of persons authorized to incorporate infor-
mation, failure to provide a list of changes, and failure
to provide a statement that the DMF is current.

Based on its experience or newly provided informa-
tion, the FDA is constantly updating its practices and
issuing revised policies and guidances. It is important
for both DMF holders and drug applicants to stay vigi-
lant. Documentation and practices should be reviewed
on a routine basis and updated to incorporate changes
in the regulations, practices, and guidances.

CONCLUSIONS

The Drug Master File is a critical document used to
support a drug application. Deficiencies in the Drug
Master File can result in the delay of approval of drug
applications. It is important that the DMF be filed in a
timely manner and that the standards used to compete
it are of the same quality as the actual drug appli-
cation. The DMF can be considered an extension of
the drug application. The drug review process works
best when the required information flows from the
DMFs to the drug application.
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Drug Safety Evaluation

Farrel L. Fort
TAP Pharmaceutical Products, Inc., Lake Forest, Illinois, U.S.A.

INTRODUCTION

Definition and Goals of Drug
Safety Evaluation

Drug safety evaluation is the determination of the
safety of drugs for use as therapeutic agents in humans
or animals through the conduct of laboratory studies
in animals and in vitro systems.

Drug safety evaluation studies are essential to:

1. Differentiate between new drug entities that are
unacceptably toxic and those that are not.

2. Characterize the potential toxic effects of new
drugs.

3. Determine animal dosage levels that do not
cause unwanted side effects and to estimate safe
dosages to be used in clinical studies.

4. Demonstrate the safety of pharmaceutical com-
pounds or new drug formulations for marketing
purposes.

5. Support the marketing approval for new drugs
by regulatory agencies.

Use of Drug Safety Evaluation Data

Drug safety data are used by scientists and manage-
ment in the pharmaceutical industry to aid in making
decisions about new drugs that can be chosen for
further development. Drug safety data are necessary
for approval of the Notice of Claimed Investigational
Exemption for a New Drug (IND), which is required
before clinical trials can begin. Clinicians conducting
clinical trials refer to drug safety studies in animals
for information on the side effects to be expected
from the new drug and for guidance in selecting safe
dosages to be used in the clinical trials. Extensive toxi-
cology studies in animals are required for the New
Drug Application (NDA) for marketing approval.
Even after the marketing launch of the new drug,
toxicology studies may be conducted to investigate
new side effects reported after widespread clinical
use. If new derivatives or new formulations of a
marketed drug are discovered, toxicology studies may
be conducted to determine whether the new derivative
or formulation offers improved safety over the original
product.

HISTORICAL PERSPECTIVE

Origins of Drug Safety Evaluation

Drug safety evaluation, as we know it today, is a
relatively recent development. It probably began in
the late 1930s in the United States as a result of several
catastrophic events that illustrated to the public and to
the Congress the need for safety testing on pharma-
ceutical products. These events stimulated legislation
leading to regulations requiring animal safety tests
before marketing of a new drug would be allowed.

Significant Events Stimulating Development
of Drug Safety Evaluation

There have been several famous examples of marketed
pharmaceutical products that poisoned hundreds or
thousands of people (1). These examples focused the
attention of the public, Congress, and the medical com-
munity on the need for safety testing of new pharma-
ceuticals before marketing.

During prohibition, alcoholic extracts of jamaica
ginger became popular as an illicit beverage due to
their 60 to 80% alcohol content. These extracts usually
contained other ingredients, often including castor oil.
One manufacturer in Brooklyn, New York, tried to
avoid the rising price of castor oil by using triorthocre-
syl phosphate (TOCP) instead. TOCP is now well
known to cause a delayed axonal neuropathy that
results in paralysis or impaired use of the legs (known
as ‘‘jamaica ginger paralysis,’’ ‘‘ginger jake paralysis,’’
or ‘‘jake leg paralysis’’). Approximately 50,000
Americans were affected from 1930 to 1931.

In 1937, an oral formulation of sulfanilamide (sulfa-
nilamide elixir), containing about 72% diethylene gly-
col, was marketed. Until that time, a suitable vehicle
for an oral formulation of sulfanilamide was not avail-
able. The manufacturer chose diethylene glycol
because the drug exhibited good solubility in that
vehicle. Diethylene glycol is now known to cause kid-
ney and liver damage when ingested in relatively large
amounts, as occurred with sulfanilamide elixir. About
350 people were poisoned by sulfanilamide elixir, and
105 died.

During the 1930s, dinitrophenol was touted as a
weight-reduction drug. Dinitrophenol acts to uncouple
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oxidative phosphorylation from electron transport in
the mitochondria, thereby stimulating the uncontrolled
consumption of metabolic energy. This results in con-
sumption of metabolic energy reserves, for example,
fat. It also results in an elevation of body temperature.
At least one person died from severe elevation of body
temperature after taking an overdose of dinitrophenol.
Dinitrophenol also causes cataracts; several hundred
people developed cataracts as a result of taking
dinitrophenol for weight reduction.

Thalidomide is the most publicized example of a
disaster resulting from inadequate testing of a pharma-
ceutical prior to marketing. Thalidomide was never
marketed in the United States but was very popular
in other parts of the world, where it was taken as a
sleeping aid and for colds, coughs, flu, nervousness,
headaches, and asthma. It was used during pregnancy
to control nausea. It was eventually reported that thal-
idomide causes a polyneuritis resulting in sensory and
motor disturbances of the hand and thumb. However, it
is best known for the induction of birth defects (e.g.,
phocomelia and amelia). During the late 1950s and early
1960s, over 10,000 babies were born deformed as a result
of their mother’s use of thalidomide during pregnancy.

Regulatory Events Influencing Development
of Drug Safety Evaluation

In the United States, the regulatory environment
allowing the development of drug safety evaluation
as a distinct discipline began with the Food and Drug
Act of 1906. This act provided governmental control
over food contaminants, but provided no authority
to ensure the safety of new drugs.

About the time of the sulfanilamide elixir episode, a
senate bill, which was to become the new Food and
Drug Act, was tied up in the House of Representatives.
The publicity over the sulfanilamide elixir episode
spurred Congress to pass the bill, which was signed
into law in June 1938. This act created the Food and
Drug Administration (FDA) and required that manu-
facturers of new drugs prove the product’s safety to the
FDA prior to marketing.

The thalidomide tragedy and the publicity it gener-
ated led to the passage in 1962 of the Kefauver–Harris
Drug Amendments establishing the Investigation of
New Drugs–New Drug Application (IND/NDA) sys-
tem in the United States. These amendments require
that before clinical studies are initiated with a new
drug, the FDA has to be informed of the intent to con-
duct clinical studies, the nature of the clinical studies,
the qualifications of the clinical investigators, and the
preclinical safety studies in animals demonstrating
the safety of the new drug. This information is supplied
to the FDA in the form of an IND application.

The 1962 amendments also require proof of efficacy
before a new drug is approved for marketing. This
proof is obtained by conducting clinical trials and is
submitted to the FDA as part of the NDA for market-
ing approval.[1,2]

Influence of the International Marketplace
on Drug Safety Evaluation

The international pharmaceutical market has a
tremendous financial impact on all the major pharma-
ceutical houses. Therefore, drug safety animal studies
must be conducted to satisfy the requirements of regu-
latory agencies around the world. In practical terms,
this means satisfying the requirements of the United
States, Japan, the European Economic Community
(EEC), and Canada because all the other countries in
the world have less stringent requirements. In certain
respects, the requirements of Japan and EEC are more
stringent than those of the United States. Recently, the
International Conference on Harmonisation of Tech-
nical Requirements for Registration of Pharmaceuti-
cals for Human Use (ICH) has developed guidances
recommending international standards for non-clinical
safety studies. These ICH guidelines serve to reduce
differences among regional requirements and to reduce
duplication of efforts needed to register a compound
internationally. However, most countries not listed
above approve new drugs for marketing if those drugs
have previously been approved in the United States.

The development of regulations governing drug
safety studies around the world has generally followed
the development of regulations in the U.S. Such regula-
tions were promulgated in the EEC in 1980, in Canada
in 1981, and in Japan in 1984.

GENERAL PRINCIPLES

There are a few general principles followed in conduct-
ing drug safety animal studies in the development of
new drugs. These principles and the reasoning behind
them are sometimes misunderstood by those not
involved in drug safety evaluation, leading to unwar-
ranted criticism of toxicology studies.

First, animal toxicology studies almost always use
dosage levels higher than the intended clinical dosage.
One of the goals of drug safety toxicology studies is to
characterize the toxic side effects of a new drug. To
characterize the toxicity of a new drug, high-enough
dosages must be used to allow full expression of the
toxic effects of the drug. The first goal stated in the
introduction was to differentiate between drugs that
are acceptably safe and those that are unacceptably
toxic. One criterion by which this differentiation is
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made is the safety margin between the expected clinical
dosage, or the pharmacologically active dosage, and
the dosage that causes toxicity in animals. To deter-
mine this safey margin, dosages higher than the clinical
dosage must be used. In addition, dosages in labora-
tory animals required to elicit pharmacological and
toxicological responses are usually higher than those
in humans, another reason why high dosages are used
in animal toxicology studies.

Margin of safety is not the only criterion used to
determine if a drug is safe enough to use in humans.
The type of toxicity caused by the drug and the
intended clinical indication are also considered. For
example, a drug that might cause cancer would not
be used for symptomatic relief of a head cold. However,
such a drug might be used for the treatment of cancer
as the disease to be treated is itself life-threatening.
Many anticancer agents fall into this category. In other
words, the benefit-to-risk ratio would be too low for the
head cold but high enough for the treatment of cancer.
This is an extreme comparison. Another example
would be the teratogenic anticonvulsants in use today.
These drugs can cause malformations in fetuses.
Having a seizure during pregnancy also carries serious
risk to the fetus and to the mother, however. The
benefits of using an anticonvulsant during pregnancy
are often considered to outweight the risk of having a
malformed child.

Reversibility of toxic effects is an important con-
sideration in evaluating the safety of a drug. Cancer
and fetal malformation are irreversible changes. If,
instead of cancer a drug caused reversible enlargement
of the liver, such a drug might be acceptable for less
life-threatening diseases. In the case of the anticonvul-
sant used during pregnancy, a reversible retardation of
neonatal growth would obviously be a more acceptable
side effect than a malformation.

During the development of new drugs, reversibility
of toxic effects is often studied to provide information
for use in making benefit-to-risk decisions. The
information is also helpful to the clinicians conducting
clinical trials or using the drug if it eventually reaches
the market. For the clinician it is helpful to know that if
a particular side effect appears in study subjects or
patients, it will disappear upon cessation of treatment.
The margin of safety derived from animal toxicity
studies is not always infallible. During the clinical
development program, it is often necessary to increase
the dosage beyond that used in initial clinical studies.
In this situation, where the margin of safety is
decreased because the dosage has been increased, side
effects are more likely to be encountered. If those side
effects have been shown to be reversible in animal
studies, the clinical investigators may feel more
comfortable about raising the clinical dosage in order
to achieve the desired pharmacological effect.

The conduct of animal toxicity studies proceeds
concurrently with and in advance of clinical studies.
A certain amount of animal toxicity data is required
for the IND. This often includes acute toxicity in two
rodent species, mutagenicity screening studies, and
one-month toxicity studies in a rodent and non-rodent
species. After the clinical studies have begun, further
animal studies are conducted, usually until the time
for the NDA. These would include further muta-
genicity studies, reproductive toxicity studies, and
long-term toxicity studies, possibly including carcino-
genicity studies.

The duration of treatment in animal studies is
always at least as long as the duration of treatment
in clinical studies and, at the later stages of develop-
ment, longer than in the intended therapeutic indi-
cation. This provides another element of safety. With
long-term treatment, toxicity usually occurs at lower
dosages than with short-term treatment. Some drugs
may be found to accumulate in the body or in certain
organs and thereby give rise to toxic changes at lower
dosages than with short-term treatment. Occasionally
with long-term treatment, different side effects may
manifest themselves. If long-term toxicity studies are
conducted in advance of long-term clinical trials, any
changes in safety margin or toxicity profile will be
known before the conduct of those clinical trials. The
duration of treatment required by regulatory agencies
for marketing approval is usually longer than the
intended clinical regimen.

Another principle that is generally followed in drug
safety evaluation is the use of two or more species to
study the toxicology of a new drug. It is usually not
possible to know which species will be the most accu-
rate predictor of the toxicological response in humans.
However, if a particular side effect is found in two or
more species, we can predict that it will also occur in
humans at high-enough dosages. In the case where a
side effect is found at a lower dosage in one species
than in another, the more sensitive species is generally
used to estimate the safe dosage level for humans.

TYPES OF DRUG SAFETY
EVALUATION STUDIES

Acute Toxicity

Acute toxicity studies are often misunderstood and cri-
ticized for the use of large numbers of animals to gen-
erate relatively valueless data, such as LD50 (a dosage
that kills 50% of the test animals). It is worth pointing
out that there are legitimate uses for such data.
For example, in the early stages of new drug discovery,
when no toxicity data of any kind are available, it
is often very helpful to determine an LD50 for
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comparison with the ED50 (a dose that produces a
pharmacological effect in 50% of the test subjects).
This comparison is often used to calculate a thera-
peutic index (LD50/ED50): the higher the therapeutic
index, the greater the implied margin of safety between
the pharmacologically active and toxic dosages. These
numbers can be generated quickly and inexpensively,
helping to provide an early indication of the
acceptability of a new drug for further development.
Another way in which LD50 data are useful is in the
quality testing of new batches of a drug. In mice,
LD50 data are often routinely obtained for each new
batch of bulk drug for comparison with the LD50
obtained on the original batch(es) of the same drug.
This quick and inexpensive test gives a final assurance
that the drug is not substantially different from the
original drug, or has not been contaminated prior to
preparation of the final formulation. To date, there
are no good substitutes for these in vivo tests.
Although they do consume large numbers of animals,
the tests are quick, inexpensive, and reliable.

In addition to the applications of acute toxicity stud-
ies mentioned previously, such studies are necessary as
the initial toxicity studies conducted in the develop-
ment of a new drug. The information provided is used
to select dosages for subacute and subchronic toxicity
studies in which animals are treated daily for various
periods of time. Studying the acute toxicity of drug
combinations is a convenient method for detecting
potential drug interactions that may occur clinically.
If such interactions are detected, they may be studied
further in subacute and subchronic toxicity studies.
In these studies, a single dose of test compound is given
to animals, which are then observed for a period of 1
or 2 weeks afterward for the development of toxic
signs. Surviving animals are usually necropsied at the
end of the observation period to determine if grossly
observable organ changes have occurred. When organ
changes are observed, these are usually examined
microscopically to determine the nature of the change.
If an LD50 is determined, it is usually calculated using
probit analysis.[3] Less often, the up-and-down[4] or
moving averages[5] methods, which require fewer ani-
mals, will be used. An LD50 value is not necessary
for the safety evaluation of a drug or for choosing
dosages for subacute toxicity studies. For these pur-
poses, it is only necessary to determine the lowest lethal
dosage of the compound and to characterize the toxic
manifestations of an acute overdose. This information
is useful to clinicians using the drug and to poison-
control centers where information regarding the effects
of acute overdose must be made available. To select
dosages for repeated-dose, subacute toxicity studies,
information about the lowest toxic dose is needed.

Often, an LD50 cannot be determined if the com-
pound has low toxicity. Sometimes lethality or toxicity

cannot be elicited. In these cases a ‘‘limit’’ dose concept
is used. A limit dose, for example, 5 g/kg for rodents or
2 g/kg for dogs, is administered. If no deaths or signs of
toxicity occur, the lethal or toxic dose is simply stated to
be greater than the respective limit dose. Sometimes the
limit dose may be determined by the volume that can be
administered in a single bolus. In rodents, for example,
50 mL/kg is the maximum that can be given as a bolus
orally or intravenously (IV). For IV acute toxicity, much
higher dose volumes can be given if the drug solution is
administered as a slow infusion.

The animals used in acute toxicity studies are usually
mice, rats, and dogs. The batch tests mentioned above
are usually conducted in either male or female mice.
Females are generally more sensitive than are males,
but either sex is appropriate. Because the objective is
simply to compare the toxicity of a new batch of a given
drug to that of previous batches, the absolute toxicity is
less important than the toxicity relative to previous
batches of the same drug. For the safety evaluation of
a new drug, acute toxicity studies are usually conducted
in both sexes of mice and rats by several routes of
administration, including the intended clinical route(s).
This is to generate initial information regarding dif-
ferences in degree or type of toxicity resulting from
different routes of administration [e.g., oral vs. IV vs.
subcutaneous (SC) vs. intraperitoneal (IP)]. An initial
indication of the degree of absorption can be obtained
by comparing IV and oral toxicity. Sex differences in
acute toxicity can alert the toxicologist to anticipate
such differences in subacute/subchronic studies. If sex
differences are marked, this may be taken into considera-
tion in deciding whether to pursue development of the
compound. Because subacute and subchronic studies
are usually conducted in rats and dogs, it is usually
necessary to generate acute toxicity data in these species
to aid in dosage selection for those studies.

There is increasing awareness in the industry regard-
ing the need to reduce the numbers of animals used in
acute toxicity studies. This is because of social con-
cerns about the unnecessary use of animals in labora-
tory studies and because of the financial impact of
purchasing and housing large numbers of animals.
The use of limit tests as outlined above and of alterna-
tive methods for calculating the LD50 offers practical
means for reducing the numbers of animals used for
acute toxicity studies.

Ocular and Dermal Irritation

If a drug is intended for use by ocular or dermal
administration, one of the first requirements is to
determine whether it could cause irritation upon
contact with those tissues. Drugs or drug formulations
that may inadvertently come into contact with the eye

Drug Safety Evaluation 1409



D
rug

D
esign–D

ry

should also be tested for ocular irritation. For instance,
a topical antibiotic that might be applied to the face
could accidentally get into the eyes. Inhalation anes-
thetics also have the potential for ocular exposure.

Muscle and Vein Irritation

Muscle and vein irritation studies are conducted if a
drug formulation is to be administered by these routes.
These studies may be conducted as a guide during the
development of formulations for these routes. They
should be conducted prior to any subacute studies so
that experimental animals are not subjected to avoid-
able pain and suffering.

Pain on Injection

It seems obvious that drug formulations to be given by
injection should be tested for the amount of pain pro-
duced upon injection before being tested in humans. In
practice, however, this kind of testing is rarely done
unless a formulation is first tested in humans and
found to be painful upon injection. The muscle and
vein irritation studies mentioned previously sometimes
give indications of pain if the animals show signs
of discomfort during the injection. However, this is
usually not a reliable indicator of the painfulness of
the formulation. Muscle and vein irritation studies give
information on the potential for drug formulations to
cause tissue injury but not for pain on injection.

Models that do assess pain on injection are the rat
paw lick and mouse scratch models. In the paw lick
model, the drug formulation is injected into the pad
of the hindfoot, and the number of times the rat licks
the paw is counted.[6] The mouse scratch test is similar
except that the formulation is injected subcutaneously
on the back, and the number of times the mouse
scratches the injection site is counted.

Results from the rat paw lick model seem to corre-
late well with clinical painfulness experience and the
muscle irritation test with certain antibiotic formula-
tions.[6,7] However, because rat paw lick results from
a wide variety of drug formulations have not been pub-
lished, these correlations may hold only for a certain
subset of painful formulations. A formulation could
cause pain but yet not cause muscle damage upon
intramuscular injection. Additionally, some formula-
tions are painful upon intravenous injection.

Subacute, Subchronic, and
Chronic Toxicity

These studies are designed to characterize the toxic
effects of drugs upon repeated daily administration

for periods of time ranging from 2 weeks to 1 year
and to determine no-toxic-effect dosage levels for short
to long-term repeated dosing.

The studies are usually conducted in rats and dogs,
unless one of these species is found to be inappropriate.
This may be because of a sensitivity or insensitivity to
the pharmacological effects of the drug which is not
expected to be characteristic of the response in
humans. The rat or dog may metabolize the drug sub-
stantially differently from humans. These animals may
absorb the drug poorly relative to other species, or the
pharmacokinetics may be substantially different. Such
differences in pharmacological responsiveness, phar-
macokinetics, or metabolism are almost never known
when the initial toxicology studies are conducted. An
exception would be the case of certain monoclonal
antibody products with binding sites specific to pri-
mate tissues. In this case, primates would be selected
as the only species in which to conduct safety evalua-
tion studies. Genetically engineered human protein
products where the antigenicity to primates is expected
to be less than that to other species less closely related
to humans, or where the pharmacological responsive-
ness in primates is similar to that expected in humans,
might also be tested only in non-human primates. In
most cases, the toxicology program is conducted in rats
and dogs until one of these species is found to be inap-
propriate. The information that might lead to this con-
clusion would not be available until the Phase I clinical
trials are conducted in healthy volunteers.

A certain amount of toxicology data is necessary,
usually including 1 month studies in rodents and non-
rodents, prior to the initiation of Phase I clinical trials.
The studies are usually conducted in a sequential fash-
ion, using the results from the short-term studies to
design subsequent studies of longer duration. Thus,
acute toxicity results are used to design 2 week studies,
the results of which are used to design 1 month studies,
which lead to 3 month studies, and then to studies of 6
month or 1 year. A typical study design would include
a period of 2 weeks or more for quarantine and acclim-
ation of the animals to the laboratory environment.
During this time, measurements can be made (e.g.,
body weight, food and water consumption, urine
output, serum chemistries, hematology, urinalysis,
electrocardiograms (ECG), and general physical and
ophthalmological examinations) to determine that the
animals are healthy before beginning the treatment
phase of the study. Excess animals are ordered and
allowed to acclimate so that after unsuitable animals
are rejected, a sufficient number of healthy animals
remain to begin the study.

During the quarantine period, it is customary to
have the animals examined by a veterinarian for signs
of disease. In some cases, particularly in preparation
for a long-term study where the financial risk is great,
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some of the animals from the shipment may be sacri-
ficed, blood collected for serology to determine if viral
antibodies are present, and the tissues examined for
evidence of infectious processes.

During the conduct of the study, all the animals are
carefully monitored for changes in physical appear-
ance, behavior, body weight, and food consumption.
These variables are often the most sensitive indicators
of toxicity. During the study, the other variables men-
tioned above are periodically measured. The variables
to be measured, the intervals between measurements,
and the number of such measurements during the
study depend on the drug under development, the
length of the study, and on the species being used.
For example, when dogs are used, blood samples for
serum chemistry, hematology, or drug concentration
determinations can be taken more frequently because
of the larger blood volume relative to rodents and
the ease of obtaining blood samples. However, if
interim blood samples are required in rodents, extra
animals are commonly included in each group to be
used for this purpose. Because of the small blood vol-
ume in a rodent and the trauma inflicted when blood is
collected, there is the possibility that the process of
repeated blood collection could alter the response of
the test animal to the toxic insult from the drug. This
possibility will vary with the frequency of blood collec-
tions, the method of blood collection (e.g., tail bleed-
ing, retro-orbital sinus bleeding, or cardiac puncture),
and the nature of the drug under study. Many investi-
gators prefer to avoid the possibility of such confound-
ing effects by assigning extra animals to provide blood
samples. In a 1 month study, blood samples might be
taken only during acclimation and at the end of the
dosing period. However, if the time course of certain
expected changes is of interest, then additional blood
and/or urine samples may be taken after 2 weeks of
treatment. In a 3 month study, samples might be taken
at the end of every month or once every 6 weeks. In a 6
month study, samples might be taken every 3 months;
in a 1 year study, once every 6 months. If a recovery
period is included in the study design, then blood
and/or urine samples would be taken at the end of
the recovery period. If the recovery period is relatively
long in duration, or if the time course of recovery of
some function is important, samples may be taken at
intervals during the recovery period. A recovery period
is a period of time in which some of the animals in a
study are held after the cessation of treatment to study
the reversibility of any toxic changes that manifested
during the treatment period. The length of recovery
depends upon the nature of the toxic change under
study, the duration of the treatment phase, and, to
some extent, the species. For example, if the side effect
caused by the drug results from an exaggerated phar-
macological effect, for example, central nervous system

(CNS) stimulation, cardiac arrhythmia, or hyperten-
sion, which might reverse fairly rapidly after the cessa-
tion of treatment, then a short recovery period would
be appropriate. On the other hand, a change that might
take longer to reverse, for example, testicular atrophy
or hepatomegaly, would require a longer recovery per-
iod. In the absence of such qualifying circumstances
(i.e., when the nature of the toxic changes to be
expected is not known), typical recovery periods would
be 2 weeks after 1 month of treatment, 1 month after
3 months or 6 months of treatment, and 3 months after
1 year of treatment.

Electrocardiograms are commonly recorded in dog
studies but only rarely in rodents, although there is
no good reason not to record ECGs in rodents. With
the dorsal-axial-inferior (DAI) lead system,[8] it is actu-
ally easier and faster to record ECGs in rats than in
dogs. Furthermore, the rat heart is known to respond
to pharmacological agents (except the cardiac
glycosides) affecting the ECG of other species.[8]

Because of the more rapid heart rate of rat, the ECG
is slightly more difficult to evaluate. However, the main
reasons why ECGs are not recorded more commonly
in rats in toxicology studies are custom and historical
precedent.

It is also fairly easy to perform specialized measure-
ments such as electroretinography in dogs without the
anesthesia or surgical preparation required in other
species.[9,10] Electroretinography has assumed a status
of increased importance in safety evaluation because
many drugs affect retinal function. Examples are the
quinolone antibacterials and Viagra.[11]

At the end of the study, all the animals are killed
under anesthesia, the internal organs are examined
for visible changes indicative of pathological responses,
the organs are weighed, and samples of all tissues are
taken for histological examination. In some studies,
particularly long-term studies, animals from each group
may be killed at intervals during the study to collect
tissues for histological examination. For example, in a
6 month study, some animals may be killed after 3
months of treatment; in a 1 year study, some animals
may be killed after 6 months of treatment. Animals
would also be killed at the end of any recovery period,
or at intervals during the recovery period, for assessment
of drug-related tissue changes. In studies with large
animals (e.g., dogs or monkeys), protocols are sometimes
written so that all the tissues from all the animals are
examined histologically. However, in rodent toxicity
studies, because of the large number of animals used,
protocols are commonly written so that tissues from
animals in the control and highest dosage groups killed
at the end of the treatment period are examined first.
If any changes are found that appear to be drug related,
tissues from animals in the next lower dosage group are
examined, and so on. Tissues from recovery group
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animals are usually examined only in groups where
drug-related changes are found at the end of treatment.

The determination of the no-toxic-effect dosage
level in a toxicity study is not always easy; often the
only findings at a particular dosage level are those
resulting from the pharmacological action of the drug,
for example, hypotension and the resultant behavioral
signs with a peripheral vasoditator or sedation with a
tranquilizer. Are these changes to be considered due
to toxicity? Certainly, they would be unwanted side
effects of the drug, but on the other hand, they would
not be unexpected based on the pharmacology of the
drug. Other examples would be hepatocellular
hypertrophy with a drug that also causes induction
of liver microsomal enzymes, or renal enlargement at
high dosages. These changes might be considered
adaptive physiological changes. Should they be con-
sidered to be due to toxicity? Some investigators look
for a slightly different end point in determining the
results of a study—the no-observed-effect dosage level.
In their view, all the examples just cited would be
lumped along with other findings more clearly labeled
toxicity into the category of drug-induced observed
effects. They look for a dosage level below which no
drug-induced effects are observed.

Dosage selection for subacute, subchronic, and
chronic studies is always a sensitive matter, requiring
experience and judgment. Three dosage levels plus
one or more vehicle or untreated control groups are
usually used. The highest dosage is selected to elicit
some degree of toxicity. It should not be so toxic that
animals die or are debilitated before the end of the
study. The purpose is to characterize the toxicity of
the drug on repeated administration. If the dosage is
too high, animals may be lost before the end of the
treatment period. This reduces the number of animals
available for terminal serum chemistry, hematology,
histology, and so on, so that the toxicity cannot be
characterized adequately. On the other hand, if the
dosage is not high enough to cause toxicity, the study
may be rejected as inadequate by regulatory agencies.
The low dosage is usually selected to provide some
small multiple of the expected clinical dosage or sys-
temic plasma exposure level. In cases where the drug
is fairly toxic, the low dosage may be slected to match
the clinical dosage or plasma exposure level. However,
it is usually considered necessary to demonstrate a no-
toxic-effect dosage of at least 10 or 6 times the clinical
dosage in the case of rats or dogs, respectively. There-
fore, the low dosage is usually at least this multiple of
the clinical dosage. The mid-dosage is selected to be at
equal log intervals between the high and low dosages.
This is because the response of biological systems to
the vast majority of stimuli are logarithmic. Therefore,
to best demonstrate a linear dose–response relationship,
the stimulus should be administered on a logarithmic

scale. In selecting the dosages for a study, it must be
remembered that if the high dosage is toxic as expected,
the mid-dosage is likely to be the no-toxic-effect dosage.
Therefore, the relationship of the mid-dosage to the
clinical dosage should also be considered when selecting
the dosage scheme for a study. Often, it is desirable to
compare the toxicity in long-term studies with the same
dosages in short-term studies. If this is the case, some of
the dosage levels in long-term studies may be the same as
those in short-term studies. Although three dosage levels
are usually considered the minimum, sometimes more
dosage levels are used to meet all the considerations
discussed above.

The number of animals per group depends on the
length of the study, the species, whether a recovery per-
iod will be included, and whether extra animals will be
included for blood sampling or other special proce-
dures. Generally, for rodent studies to be submitted
to a regulatory agency, 10 per sex is the minimum for
studies up to 3 months, and 20 per sex is the minimum
for longer studies up to 1 year. For dogs, at least 4 per
sex is usually required in studies submitted for regis-
tration. More animals are preferred for long-term stud-
ies because the longer the study duration, the greater
the chance of losing animals due to accidents or
disease. The study design should compensate for the
greater statistical chance of losing animals so that an
adequate number of animals are available at the end
of the study for evaluation.

The route of administration is an important con-
sideration in the design of a study. Generally, the route
of administration in drug safety evaluation studies is
the same route intended clinically. The most common
route is oral. Drugs can be administered easily by
gavage in rats, dogs, and monkeys and by capsule in
dogs. Methods are available for administering capsules
to monkeys and rats. In these cases, the capsule is
usually affixed to the end of a special gavage needle
for rats or gavage tube for monkeys. The tube is
inserted into the stomach and the capsule expelled
from the end of the tube. In long term (i.e., 1 year)
rodent studies, it is common to administer drug mixed
in the diet. This assumes that the drug is stable and
bioavailable when mixed in the diet and that the drug
can be mixed in a homogeneous manner in the diet.
All these requirements must be demonstrated before
committing to a dietary administration study. When
administering drugs via the diet, it is necessary to
adjust the drug concentrations in the diet to compen-
sate for variations in food consumption by the animals
and for changes in body weight. During the early
stages, for example, the first 3 months, of the study
when the animals grow most rapidly and when drug
effects on food consumption and body weight gain
are likely to be most pronounced, this should be
done on a weekly basis. Later in the study, say,
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after 3 months, when the growth curve of rodents
approaches a shallow slope, this can be done once
per month. This is done by adjusting the concentration
of drug in diet based on the food consumption and
body weight gain from the previous period. The con-
centration for each sex group is adjusted separately.
If an intravenous study is needed, this could limit the
feasible duration of the study and/or the number of
animals or groups that can be accomodated. If the
drug formulation does not cause vein irritation, it is
feasible to conduct 3-month studies in rats, using the
lateral tail veins for injection. In dogs, almost any
length of study should be possible; however, 3 or 6
month studies seem to be within the usual limits of
practicability. If the drug must be given by slow injec-
tion rather than by bolus or slow push, there will
be limitations on the numbers of groups and animals
that can be used due to the equipment and increased
technical staff needed to conduct such studies.

Mutagenicity

Mutagenicity studies are required for the marketing
approval of new drugs. The role of mutagenicity stud-
ies in drug safety evaluation is sometimes misunder-
stood. The purpose of these studies is not to replace
carcinogenicity bioassays but to predict which drugs
are likely to be positive in carcinogenicity bioassays
and cause cancer in humans and to detect compounds
that might cause hereditable germ-line mutations in
humans. Such predictions require an in-depth knowl-
edge of the mutagenicity assays available and scientific
judgment. Sound predictions cannot be made strictly
on the basis of numbers of positive or negative results
in a few tests.

It is currently accepted knowledge that many, but
not all, known carcinogens have the ability to cause
damage to deoxyribonucleic acid (DNA). Such agents
also have the potential to cause heritable germ line
mutations. The mutagenicity studies currently avail-
able were designed to detect DNA-damaging agents.
Positive results in these tests therefore indicate the
possibility of carcinogenicity and germ cell mutageni-
city resulting from the test compound. However, a
negative result in mutagenicity tests designed to detect
DNA-damaging agents does not imply that the com-
pound will not be a carcinogen. We now realize that
some carcinogens are non-genotoxic. Examples are
the rodent liver carcinogens, phenobarbital and chlor-
ophenothane (DDT), which are not mutagenic. These
compounds are thought to cause liver tumors through
their action as promoters. Bile acids are known to act
as promoters in the induction of intestinal tumors. In
experimental situations, certain compounds are known
to act as cocarcinogens (enhancing the carcinogenic

response only when applied concurrently with a
DNA-damaging agent) or as promoters (enhancing
the carcinogenic response when applied after the
DNA-damaging agent). These types of carcinogens
are not detected by mutagenicity assays. Currently,
there are no short-term assays available for routine
testing which reliably detect cocarcinogens or promo-
ters, that is, non-genotoxic carcinogens.

Much publicity has been given to the absence of a
high level of concordance among the results of a selec-
ted battery of four in vitro mutagenicity assays with
the results of carcinogenicity bioassays in rats and
mice.[12] First, the number of compounds available
for comparison is hardly an adequate sample size from
which to make any general conclusions regarding the
predictive capabilities of any series of assays. Second,
the compounds selected for comparison of bioassays
to genetic toxicity assays were heavily weighted in
favor of genotoxic compounds. This makes the esti-
mation of specificity for the mutagenicity assays (the
ability to produce a negative result with a true non-
carcinogen) difficult. Both sensitivity (the ability to
produce a positive result with a true carcinogen) and
specificity are used to determine concordance (the
ability to produce a correct response with either a true
carcinogen or a true non-carcinogen). Furthermore,
the compounds selected surely included compounds
that were carcinogenic in the rodent bioassays but
are not genotoxic. Finally, the four mutagenicity
assays selected represent an artificial restriction on
the comparison of mutagenicity assays to bioassay
results. In practice, the genetic toxicologist is not
restricted to using only a few specific assays.

As stated at the beginning of this section, certain
mutagenicity tests are required by regulatory agencies
for approval of new drugs. The ICH (International
Conference on Harmonisation of Technical Require-
ments for Registration of Pharmaceuticals for Human
Use)[13] requires a battery of three categories of tests:
(1) bacterial mutagenicity; (2) in vitro cytogenetics or
in vitro mammalian cell mutagenicity assay with ability
to detect chromosomal damage (i.e., mouse lymphoma
tk [thymidine kinase locus] assay); and (3) in vivo
test for chromosomal damage using rodent hemato-
poietic cells. For initial screening of new compounds,
I recommend bacterial mutagenicity and in vitro
cytogenetics. This is because the bacterial mutagenicity
test, usually the Ames test using Salmonella typhimur-
ium, is rapid, inexpensive, and sensitive. In vitro cyto-
genetics should be included because the bacterial
test cannot detect agents that act at the level of the
eukaryotic chromosome. Therefore, using these two
tests, one can determine relatively quickly whether
a new drug is a potent mutagen or not. If positive
results are obtained in in vitro studies, other tests can
be conducted to try to determine the mechanism
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responsible for the positive results, and to determine the
potency and any specificity of the mutagenic response.
If the drug is positive for mutagenicity in some tests
but has relatively low potency, the drug might still be
developed. In this case, in vivo mutagenicity tests
may reveal a lack of detectable response. This would
aid in defending the benefit/risk ratio for the drug.
Some drugs may be positive in in vitro mutagenicity
tests only in the presence of activating microsomal pre-
parations. If this is the case, analysis of the metabolic
products of the in vitro reaction may reveal that those
products are not the same as the metabolites produced
in vivo. Thus, the relevance of the in vitro mutagenicity
study to in vivo risk assessment can be determined. The
point is that one should not just accept in vitro study
results at face value. Further study of positive results
is usually warranted. Also, some of the mammalian cell
in vitro mutagenicity assays are known to be sensitive
to alterations in the osmolarity and/or the pH of the
culture medium. Examples are the in vitro cytogenetics
in Chinese hamster ovary cells and the L5178Y mouse
lymphoma assays. The osmolarity in the assays should
not be greater than 600 milliosmolar[14] and the pH
should be in the range of 6.8–8.0.[15]

Several transgenic animal models are available for
mutagenicity testing in vivo. The most widely used
are the Big BlueTM and MutaTM Mouse models. These
animals have portions of the E. coli galactosidase
operon inserted into their genome. This bacterial
DNA is used as the target for mutagenicity testing
when the animals are treated with test chemicals. After
chemical treatment, the bacterial DNA is removed
from the tissues and packaged into bacterial viral
(phage) particles. The phages are used to infect bac-
teria growing on agar plates. The bacteria multiply to
form colonies that can be counted. Because of a color
reaction that can be catalyzed by the galactosidase
protein, a color reaction formed in the bacterial colon-
ies can be used to assess the presence or absence of
mutations formed in the target DNA from virtually
any tissue within the treated mice.

Guidelines and protocols for specific muta-
genicity assays can be found in Naismith, 1987; Bru-
sick, 1980; Kilby et al., 1984; Mirsalis et al., 1994;
Provost et al., 1993; and Heddle et al., 2000, listed in
the Bibliography.

Reproductive Toxicity

Reproductive toxicology covers the entire process of
reproduction from mating to pregnancy, birth, wean-
ing, and, sometimes, the reproductive function of sub-
sequent generations. The species most commonly used
in these studies are rats and rabbits, although in
special circumstances, other species such as mice, dogs,

or monkeys are used. A series of studies is usually
conducted so as to cover all the phases reproduction.
Within each study, groups of animals corresponding
to untreated controls and 2 to 3 drug-treated groups
are used.

To assess potential effects on all phases of repro-
duction, separate studies are usually conducted that
focus on distinct aspects of reproduction. The separate
studies are usually designed to provide some overlap in
the phases tested so as to avoid in gaps in the testing
program. Fertility studies (historically called Seg-
ment-I studies) are generally intended to assess effects
of the drug on the processes of spermatogenesis,
oogenesis, mating behavior, copulation, fertilization,
early embryonic survival and development, and
implantation of the zygote in the uterus. Teratology
(Segment II) studies are intended to assess effects of
the drug on embryonic/fetal survival and develop-
ment. Peri-/post-natal (Segment III) studies assess
drug effects on late pregnancy, parturition, lactation,
and postnatal development. One reason for dividing
the reproductive process into phases is that, generally
speaking, the shorter the treatment period, the higher
the dosage that can be given without causing excessive
toxicity. By dividing the reproductive process into
shorter phases instead of using the long phase required
to encompass the whole process, higher dosages can be
given to maximize characterization of the drug’s tox-
icity in any part of the reproductive process. If a drug
effect is found, the stage of the reproductive process
affected by the drug can be more readily identified.
This facilitates the assessment of risk for clinical use
and helps the toxicologist design further studies, if
needed, to examine the mechanism of action. A practi-
cal reason is that smaller studies can be conducted,
sometimes in parallel fashion. Smaller studies allow
flexibility in the timing of the evaluation of various
parts of the reproductive process in accordance with
the development program of a particular drug.

Fertility studies

Segment-I fertility studies are usually conducted in
rats, although mice may occasionally be used.
Rodents are used because of the convenience of hous-
ing large numbers of them, ease of mating, and wide-
spread experience among reproductive toxicologists
with these species. In these studies, the drug is usually
administered to males for 28–30 days and to females
for 14 days prior to mating. The duration of the sper-
matogenic cycle in rodents is approximately 60 to
80 days. However, a 28- to 30-day exposure period is
considered sufficient to detect changes to the male
reproduction when used in conjunction with thorough
histological evaluation of the male reproductive tract.
The treatment duration in females is considered
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sufficient to allow enough time for the females to be
exposed to steady-state blood levels of the drug for
at least a week to 10 days before mating. The animals
are then placed with individual members of the
opposite sex for mating. Treated males may be mated
with treated females, or treated members of one sex
may be placed with untreated members of the opposite
sex. The females are observed for signs of mating,
copulatory plug or sperm-positive vaginal smear, to
determine mating performance. Generally, mating
treated males to treated females is less costly because
of the smaller numbers of animals involved. However,
if drug-related effects are found, it may be necessary to
repeat the study by mating treated animals with
untreated animals. Drug treatment of the females is
continued through the mating period and through
mid-gestation. Treatment of the males continues until
it is possible to determine whether there were any
effects on fertility. If such effects are found, it may
be desirable to remate the males to see if effects on fer-
tility are reversible, or subject the males to histological
evaluation of the reproductive tract to try to determine
the cause of any fertility effects. Waiting until the end
of pregnancy for the intrauterine examination offers
the advantage of an additional assessment for effects
on intrauterine development. The fertility study may
or may not be initiated prior to the IND application;
however, it is usually required for the NDA. This fer-
tility study in male animals is conducted prior to
large-scale (phase III) clinical trials in men. This study
is generally conducted prior to any clinical trials
involving women of childbearing potential. However,
in the U.S. and Europe, women of child-bearing poten-
tial confirmed to be non-pregnant and using effective
birth control may be enrolled in phase I and phase II
(usually small-scale) studies prior to completion of
the female fertility study.

Teratology studies

In teratology (hisorically called segment-II) studies, a
drug is administered to pregnant animals during the
period of fetal organogenesis. The studies are usually
conducted in rats and rabbits, although other species
such as mice or monkeys, are also commonly used.
Most regulatory guidelines require that teratology stu-
dies be conducted on two species, and most suggest
rats and rabbits as the preferred species. These species
are used because of the ease of housing and handling,
the ease of mating or insemination (rabbits), their short
gestation period, and their large litter sizes (which
facilitates statistical evaluation of the data). The period
of drug treatment during gestation can be confusing.
Most guidelines recommend gestation Days 6 to 15
for mice and rats and Days 6 to 18 for rabbits.
Japanese guidelines recommend Days 7 to 17 for rats.

These guidelines assume that the first day of pregnancy
(the day when a vaginal plug or sperm in the vagina is
found) is counted as gestational day 0. However, the
guidelines of the Organization of Economic Coopera-
tion and Development (OECD) recommend that if
animals are artificially inseminated or pregnancy is
determined by forced mating (rabbits are usually
impregnated by one of these methods), the days of treat-
ment be calculated by adding 1 day to the usual number.
To accommodate all these guidelines, I recommend
administering drugs during gestation Days 6 to 17 for
rodents and Days 6 to 19 for rabbits. The extra day or
two of dosing will have no adverse affect on the study
but will allow compliance with worldwide guidelines.

At the end of the gestation, the dams are killed and
the uteri examined internally for the presence of live,
dead, resorbed, or degenerating fetuses. At this time
the number of implantation sites and the number of
corpora lutea are counted, and the internal organs of
the dam are examined visually to detect any pathologi-
cal changes that may have affected the pregnancy. The
pups are weighed and examined for any external
abnormalities. A number of the pups are fixed and pre-
pared for examination of the internal organs, and the
rest are fixed and prepared for skeletal examination.
In the case of rabbits, all the pups are subjected to both
internal and skeletal examination. The abnormalities
found are classified as either malformations or devel-
opmental variations. Malformations are those changes
that are irreversible, alter general body conformity,
interfere with body function or are possibly life-
threatening, and are not commonly found in untreated
animals. Variations are those changes that may be
reversible, have no effect on body conformity or the
health of the animal, represent slight deviations from
the normal, and are found occasionally in untreated
animals. Some changes, for example, reduced skeletal
ossification or enlarged renal pelvis (apparent hydrone-
phrosis), may simply be indicative of delayed intrauter-
ine growth.

Dosages are selected so that some maternal toxicity
is demonstrated during the study. This is to ensure a
thorough test of teratogenic potential. It also has a
practical application when the drug is used clinically.
If during drug treatment a pregnant woman develops
a toxic response, the physician is alerted to reduce
the dosage or withdraw treatment. If it is known that
the drug does not cause fetal toxicity or malformations
at dosages up to those causing maternal toxicity, the
physician can be assured that the fetus remains
unharmed. If, on the other hand, a drug caused toxicity
or developmental abnormalities in fetuses at dosages
below those causing maternal toxicity, the physician
no longer has the warning sign of maternal toxicity.
With such a drug, the fetus may be harmed in the
absence of maternal toxicity. Obviously, this is a more
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dangerous situation. Thus, the concept of toxicity to
the adult mother versus the developing conceptus (or
A/D ratio) assumes practical importance. Often, the
results of reproductive toxicology studies are reported
in terms of no-toxic-effect dosage for the dam and
no-toxic-effect dosage for the fetus or offspring.

The special case of teratology studies in rabbits is
worth mentioning. Rabbits are very susceptible to
changes in the intestinal flora caused by some antibio-
tics. This usually leads to a marked reduction in food
consumption, which leads secondarily to fetal toxicity,
abortions, and fetal malformations. In such cases, the
rabbit exhibits a species-specific sensitivity to the drug
and may be an inappropriate species for a teratology
study. However, the standard protocol may be modi-
fied so that the dams are treated with a drug for only
a few days during the gestation period (e.g., Days 6
to 13 and Days 14 to 19, or smaller intervals). In this
manner, excessive toxicity to the dam can be avoided
while sufficiently high dosages of the drug can be given
to provide an adequate test for teratogenicity.

The teratology study is often the first study of repro-
ductive toxicity because it is less time- and resource
consuming than are studies involving other phases of
reproduction and because it assesses an end point, ter-
atogenicity, which can have a major impact on further
development of a drug.

Perinatal and postnatal toxicity

The perinatal and postnatal study (sometimes called a
Segment III study) is usually conducted in rats. In this
study, the drug is administered to pregnant rats from
implantation (gestation day 6) through parturition
and lactation. If desired, some of the fetuses can be
taken at the end of gestation for morphological exams
to satisfy the requirements for testing effects on
organogenesis (teratology or Segment II phase).
Effects of the drug on fetal development, parturition,
nursing, growth, development, learning/memory, emo-
tionality, and often, reproductive function of the
pups are assessed. Postnatal developmental indices
such as body weight gain, time of eye opening, pinna
detachment, incisor eruption, vaginal opening, and
development of righting and startle reflexes are evalu-
ated. Some of the pups are retained after the lactation
period for determination of behavioral variables such
as learning, memory, and emotionality. Tests such as
active or passive avoidance, shuttle box, and water T
or M maze assess learning and memory. Test such as
activity measurements or open-field behavior give
some assessment of emotionality. In addition some of
the pups may be retained for mating to determine the
fertility and reproductive performance of the F1 genera-
tion. In this case, the study is usually terminated at the
end of the F1 generation’s pregnancy, but may be

extended to assess early postnatal survival of the
F2 generation. Again, the rationale is to conduct a
stringent test for effects of the drug on development
of the offspring.

Carcinogenicity Bioassays

Carcinogenicity bioassays are long-term studies con-
ducted in rodents to assess the tumor-producing poten-
tial of a compound. These studies are conducted
according to guidelines established originally by the
U.S. National Cancer Institute. However, other guide-
lines, for example, OECD and FDA, are also useful in
developing protocols. It is required that bioassays be
conducted on both rats and mice over a period of time
representing a majority of the natural life span for the
species. Depending on the strain used, this is usually 2
years for rats and 18 months to 2 years for mice. The
animals must be no older than 6 weeks at the initiation
of treatment. The strains used are most commonly
Fisher 344 or Sprague Dawley rats and B6C3F1 or
CD-1 mice. The animals are dosed daily, usually with
orally administered drugs. If the drug is stable in the
rodent’s diet and can be mixed with it homogeneously,
it is commonly administered via the diet because of the
reduced staff required. Again, in the case of drugs, the
concentrations of test compound in the diet are usually
adjusted at regular intervals in order to maintain the
target dosage level. The animals are examined fre-
quently for the presence of palpable masses. Blood
samples may be taken at 6 month or 1 year intervals
for hematological evaluation, with particular attention
paid to the development of leukemias. At the end of
the study, surviving animals are killed and their tissues
subjected to a thorough evaluation for the presence of
neoplasia. The study design usually includes three
drug-treated groups plus one or more control groups.
The number of animals is usually 50 per sex for the
drug-treated groups and 100 per sex for the control
groups. However, extra animals (e.g., five per sex-
group) are often started on treatment for the first 6
to 8 weeks of the study so that if animals die during
the early phases of the study, which commonly occurs,
there will still be enough animals on study to maintain
the intended group sizes. The dosages are selected on
the basis of the results of 3 month maximum tolerated
dosage (MTD) studies. The object of the MTD studies
is to determine the MTD for each sex of each mouse
and rat strain to be used in the bioassay. The MTD
is defined as a dosage that causes some degree of tox-
icity but not a decrement in body weight gain greater
than 10% compared with that of controls; also, that
does not cause toxicity, other than that related to a
neoplastic response, which would be expected to
shorten the animal’s natural life span.
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Recently, transgenic strains of mice have become
available, which allow detection of a carcinogenic
response within 6 months of treatment rather than 2
years. Examples of these are the P53 þ/� (P53 knock-
out), TG.AC and the rasH2 mouse models. These ani-
mals contain deletions of genes involved in suppressing
the formation of tumors. The use of these animal mod-
els is justified based upon the fact that these same genes
are known to be involved in many human tumors.
Thus, the mechanisms leading to enhanced tumori-
genic response in these animals is known to be relevant
to human tumorigenesis.

There has been controversy over the use of a
maximum tolerated dosage in conducting carcinogeni-
city bioassays. The argument against the MTD concept
is that the dosages usually required to satisfy the MTD
criteria are unrealistically high relative to the exposure
levels expected for the drug. Thus, a carcinogenic
response at the MTD would not be predictive of the
same response in humans. However, it is my opinion
that this high dosage is necessary to give a stringent
test of the drug’s potential to cause cancer. After all,
we are trying to predict the response of a hetero-
geneous population with different susceptibilities to
potential cancerogenic agents with relatively small
numbers of homogeneous strains of animals. Even
though we treat the animals for most of their lives, this
is still only a 2-year period. Humans are potentially
exposed to some drugs for much longer periods of
time. We must, therefore, push the test system in order
to understand the potential of the new drug. Neverthe-
less, there are cases where valid exceptions can be
made. For instance, if the metabolism of the drug
changes (different metabolites or kinetics are observed)
at a particular dosage level, then the capacity of the
organism to handle the drug in the usual manner has
probably been exceeded. A carcinogenic response, or
the lack of one, at dosages higher than that level would
not be predictive. Obviously, if a drug is non-toxic,
then a MTD may not be possible. If a drug causes
alterations in levels of, or target organ responsiveness
to, sex or thyroid hormones, high dosages may
lead to tumor formation in animals secondary to the
endocrine disturbances. If such disturbances do not
occur below a certain threshold level, and if they are
not expected at the human therapeutic dosage, tumors
formed in a bioassay at higher than threshold levels
will not be predictive of the risk to humans. The same
argument applies if the drug stimulates cell division in
the organs such as the liver of experimental animals.
Such stimulation of cell division will likely lead to
tumor formation in rodents. Again, dosages below
those that stimulate cell division must be used for
extrapolation of bioassay results to humans.[16,17]

The ICH guidelines allow several alternative ways
of selecting the highest dosage for carcinogenicity

studies in addition to an MTD. The highest dosage
may also be selected based on dose-limiting pharmaco-
dynamic effects, or systemic plasma exposure levels at
least 25-fold higher than the human plasma. Certain
pharmacodynamic effects if allowed to become exag-
gerated may affect the viability of animals on a study.
Examples would be excessive hypotension with an
agent that would be used to treat hypertension. In this
case, excessive pharmacological action may lead to the
death or poor condition of animals before the potential
for carcinogenicity could be assessed. Other agents
may cause behavioral changes. Dopamine agonists,
for example, cause hyperactivity and stereotypical
behaviors such as self-mutilating behaviors which, if
allowed to become excessive, represent an issue in
terms of humane, ethical treatment of animals. The
25-fold AUC criterion can be used only when there is
no evidence for genotoxicity. Under this condition, a
dosage which gives a plasma systemic exposure level
in terms of AUC (Area Under the Curve) that is 25
times higher than the maximal anticipated human
systemic exposure is allowed even if toxicity is not
produced. In this case AUCs of both parent drug
and metabolites are considered, both individually and
combined. In addition, the plasma exposures must be
normalized for any differences in plasma protein
binding between animals and humans. The ‘‘limit’’
dose concept can be used under certain conditions.
There must be no evidence of genotoxicity, the human
dose must be �500 mg/day, and the AUCs obtained in
animals must be �10 times the human AUCs. If these
conditions are met, the high dosage in a carcinogeni-
city study may be limited to 1500 mg/kg/day. Satura-
tion of absorption means that at some point, if a
higher dosage is given, no further increase in systemic
exposure (plasma AUC) will be obtained. Under these
conditions a dosage that is slightly above the dosage
where the AUCs stop increasing with dosage will be
accepted as the highest dosage. The maximum feasible
dosage is limited by the amount of formulation that
can be delivered safely to the animals without trauma
(usually 10–20 ml/kg/day by oral gavage) or intefering
with nutrition (e.g., 5% mixed in the diet). Other factors
such as ability to prepare a homogeneous mixture
with vehicle or diet or other physical characteristics
of the compound or formulation may also be
limiting factors.

The statistical analysis of bioassay results is some-
times controversial. Problems arise when early deaths
occur and the distribution of such early deaths is not
uniform among study groups. This is because in groups
where more animals die early, the number of animals
remaining at risk for the development of tumors over
the remainder of the study is reduced. Thus, the prob-
ability of finding a positive result is artificially reduced
for those groups. To overcome this problem, a method
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is commonly used whereby the entire study period is
divided into small time intervals, and animals having
tumors discovered at necropsy or tumors considered to
have caused the death of the animal are compared among
groups within the small time intervals. A comparison of
the summation of tumor incidence rates within the time
intervals is then used to determine if treated groups exhibit
an increased incidence of tumors.[18–20]

It is important to understand the situations and cri-
teria that determine the need for a carcinogenicity
bioassay of a new drug. If a drug is intended for
long-term use, for example, some antihypertensive
agents or benzodiazepine tranquilizers where the dura-
tion of exposure could be years or the remainder of
one’s lifetime, or if it will be available for widespread,
uncontrolled use, then bioassays will likely be required.
If the drug affects rapidly growing tissues, for example,
bone marrow or intestinal mucosa, or is known to
affect cell division, bioassays may be required. If on
the other hand, the drug is intended for short-term,
controlled use, say, a few days, weeks, or months,
and does not affect rapidly growing tissues, then bio-
assays will not be required unless mutagenicity tests
indicate the drug represents a risk. If positive results
have been obtained in one or more mutagenicity tests,
the probability is high that a bioassay will be required.
If positive mutagenicity results were obtained in in vitro
studies only, and appropriate in vivo studies are nega-
tive, the probability of having to conduct a bioassay
is much lower than if the in vivo studies are positive.
In any case, I recommend holding discussions with
the appropriate regulatory authority to determine the
case for the particular drug under study. Currently,
the cost for a set of bioassay studies in rats and mice
is close to two million dollars. Therefore, the cost
involved warrants a thorough mutagenicity program
and meaningful interaction with regulatory authorities.

Immunological Sensitization

New drugs are sometimes tested for antigenic sensi-
tization if they are suspected of being sensitizers.
Such drugs would have a chemical structure similar
to that of known sensitizers or would be high-molecu-
lar-weight compounds such as peptides. Agents to be
administered topically are generally tested for dermal
sensitization regardless of chemical structure.

Typical protocols for dermal sensitization, active
systemic anaphylaxis, and passive cutaneous anaphyl-
axis tests are given in the article Animals in Drug
Development, in this encyclopedia. In a typical gel-
diffusion test, solutions of test compound, egg albumin
(positive control), or vehicle (usually saline) are mixed
with complete Freund’s adjuvant. These mixtures are
injected into animals (usually guinea pigs) of the

respective treatment group once a week for 3 weeks.
Two weeks after the last injection, blood is collected
by cardiac puncture and serum (antiserum) is pre-
pared. The gel diffusion is carried out on double
immunodiffusion (Ouchterlony) discs containing try-
pan blue. Each disc contains a pattern of wells consist-
ing of a circle of six 5-mm wells around a single 6-mm
well. Antiserum is placed in the center well, and test
compound or positive control or vehicle is placed
in the wells surrounding the center well. The discs
are incubated in a humidified 37�C incubator for up
to a week to allow development of precipitation
bands resulting from interaction between antigens (test
compound or positive control) and antibodies (in
antiserum). The precipitation bands are visible to the
naked eye or with a dissecting microscope.[21,22]

Phototoxicity

Phototoxicity testing is not often included in the safety
assessment of new pharmaceuticals; however, such
studies may be conducted if phototoxicity is expected
on the basis of reports on chemicals of similar structure
or pharmacological class. Information on UV absorp-
tion spectrum of a compound may prompt phototoxi-
city testing. Sometimes reports of phototoxicity after a
drug has reached the marketplace prompt laboratory
studies of phototoxicity to determine if the drug is
causing phototoxicity and, if so, by what mechanism.

Phototoxicity is to be distinguished from photosen-
sitization (or photoallergy). Phototoxicity results from
interaction of the drug or drug metabolites in the skin
with light, usually in the UV region, to produce
reactive molecular species that cause cell injury or
death in the skin. Phototoxicity is most commonly pro-
duced under sunlight where the skin is exposed to the
full range of UV light. The phototoxic response gener-
ally shows a dose response to both the amount of drug
and the intensity or duration of light exposure. Photo-
sensitization, on the other hand, results from an immu-
nological response to by-products formed in the skin
when the drug or its metabolites interact with light.
The initial exposure to the drug and light may not
result in an adverse reaction, but subsequent exposures
to drug and light will result in an allergic reaction in
sensitized individuals. The models described in this sec-
tion are confined to the assessment of phototoxicity.
Modifications of the models for dermal sensitization
referred to in the section on immunological sensitiza-
tion, incorporating light (i.e., UV light) as well as drug
exposure, can be used to test for photosensitization.

Several sensitive and convenient models can be used
to test for phototoxicity.[23,24] Guinea pigs, rabbits, and
mice are the most commonly used species. Normal,
albino guinea pigs and rabbits must be shaved or their
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hair removed with a depilatory before light exposure.
Hairless mice have been used because of the obvious
advantage of not having to remove the hair prior to
testing. The euthymic, hairless guinea pig has also been
used. These animals provide a convenient and sensitive
model for phototoxicity testing.[25] When conducting a
phototoxicity test with normal animals, one finds that
the hair can never be completely removed from the test
site, and that this interferes to varying degrees with
light exposure and scoring the resulting skin reaction.
In addition, the ears, a site containing relatively small
skin area, are sensitive indicators of phototoxicity. In
some cases, the ears may be the only part of the animal
where a skin reaction is obtained. With hairless ani-
mals, a much larger skin area is available for accurate
observation of the skin reaction. The larger size of the
hairless guinea pig compared with that of hairless mice
maximizes this advantage. With hairless animals, accu-
rate scoring of skin reactions is facilitated because
inevitably there will be an area where exposed and
unexposed skin are juxtaposed along the sides of the
animal. (This assumes the animal was exposed to light
coming from above with the animal in the normal rest-
ing position on all four feet.) The comparison of the
appearance of exposed and unexposed skin side by side
in the same animal makes it easier to discern slight
changes in skin appearance due to light exposure.

A test using the mouse tail has also been recom-
mended for determining phototoxicity.[26] In this test,
mice of the same strain, age, sex, and weight are used.
Groups of mice are exposed to the drug and UV light;
after a period of 24–48 hours, depending on the drug,
the tails are removed and the wet weight of the tails is
determined. An increase in tail wet weight indicates an
inflammatory response due to phototoxicity. Obvi-
ously, an untreated group as well as groups treated
with only the drug or the light are included as controls.

In Vitro Toxicity

In vitro toxicity studies are being used more commonly
in drug safety evaluation as improved techniques are
being developed. Their main uses at present are as a
tool for screening compounds for toxicity to particular
cell types and in studying cellular mechanisms for tar-
get organ toxicity.

The most common assay systems consist of cell cul-
tures that are treated with the drug in the culture
medium. Toxicity is commonly assessed by release of
intracellular enzyme, for example, lactate dehydrogen-
ase or aspartate transaminase, into the culture medium
or by other indicators such as decreases in the rate of
radiolabeled amino acid or nucteotide precursor incor-
poration into macromolecules. A decrease in the intra-
cellular uptake of the vital dye, neutral red, has also

been used as a measure of toxicity with a variety of cell
types. Fluorescent dyes are also available which allow,
for example, estimations of intracellular Ca2þ concen-
trations, intracellular pH, or mitochondrial function.
Such measurements can be helpful indicators of
cellular toxicity and can help determine mechanism
of toxicity.

An example of screening compounds for toxicity to
particular cell types is the use of rat hepatocyte pri-
mary cultures in screening macrolide antibiotics for
potential liver toxicity. The liver is a target organ for
this class of compounds. In the development of new
macrolides, this in vitro culture system is useful in dis-
criminating those macrolides that are more toxic to
liver cells and those that are more toxic than other
well-known and widely used antibiotics such as ery-
thromycin. This information, together with data on
antimicrobial potency and spectrum, acute in vivo tox-
icity, absorption, and so on, can be used to select new
drug candidates for further development. The in vitro
assay provides a rapid, sensitive means to simul-
taneously compare several compounds, using only
milligram quantities of each drug. Such an in vitro sys-
tem can predict only the inherent toxicity of the drug
to hepatocytes. It cannot predict the modifying influ-
ences of the rate of absorption, distribution, and elim-
ination that obtain in vivo. Hepatocytes used in such
assays do have the ability to metabolize drugs to a lim-
ited extent. However, once the drug is placed into the
culture medium, the cells are essentially exposed to that
concentration of drug for the duration of the incuba-
tion period. Such prolonged exposure at the same
concentration may not occur in vivo; therefore, the
toxicity observed in vitro may not be predictive of
the in vivo situation. The same arguments hold for
other cell systems such as renal tubule cell, myocardial
cell, or keratinocyte cell cultures. However, cell types
such as the latter two have the additional limitation
that they do not metabolize drugs as do liver or renal
tubule cells. If the metabolite of a drug causes toxicity
in these cell types, this would be missed in an in vitro
assay unless some provision is made for introducing
drug metabolizing enzyme systems into the assay.

Prescreening new compounds in in vitro tests for
target organ toxicity can minimize the severity of
toxicity and thus suffering and mortality in subsequent
animal toxicity studies. Because fewer compounds will
be tested in animals with this approach, in vitro tests
will reduce the numbers of animals used in drug
development.

To use such tests rationally, one needs to know the
expected target organ for the type of drug under study.
This knowledge may come from experience with
similar drugs or from initial pharmacological or toxi-
cological studies with a series of new drugs. Cell types
such as the rat hepatocyte can also be used to study
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the mechanism of drug-induced hepatotoxicity. For
instance, in addition to measuring the loss of intracel-
lular enzymes, one could measure the amounts
of intracellular glutathione, adenosine triphosphate
(ATP), calcium, or enzymes of the various metabolic
pathways to gain insight into possible mechanisms
of toxicity.

Primary cultures of hepatocyte and tubule cells are
prepared by collagenase perfusion and dissociation of
the liver or kidney into cell suspensions. Primary rat
myocardial cells can be similarly prepared by using
trypsin to dissociate the cells. Rhythmic contractions
of myocardial cells can be observed in such cultures.
Changes in these contractions serve as another end
point for the measurement of toxicity.[27] The L6 rat
skeletal muscle myoblast cell line has been used to
screen compounds for potential muscle irritating and
damaging activity.[28]

Newer technologies that use the methods of molecu-
lar biology are being applied to rapid screening of large
numbers of compounds (high-throughput screening)
for potential toxicity. These methods make use of
knowledge of selected genes or patterns of gene
expression that have been associated previously with
toxic responses. The methods are known generally as
genomics or proteomics. One approach is to expose
cells, tissues, or an animal to a test compound and
extract either RNA or proteins from the cells or tissue
of interest. If RNA is extracted, DNA complementary
to this RNA (cDNA) can be applied to a chip contain-
ing DNA from thousands of different genes to
determine which of those genes are expressed in the
drug-exposed tissues. This is determined by labeling
the cDNA as it is formed with either radioactivity or
a fluorescent molecule. The site on the chip where
radioactivity or fluorescence is detected allows deter-
mination of genes that had expression levels either
higher or lower than in untreated tissues. If protein is
extracted, the protein extract is subjected to multi-
dimensional gel chromatography to determine patterns
of alteration in gene expression. These patterns are
then compared to patterns previously shown to be
associated with toxic responses in vivo with other
compounds. Efforts are being made in some cases in
the pharmaceutical industry to understand toxic
responses in humans better by determining genetic
susceptibility to adverse effects of specific drugs. Gene
expression or genetic polymorphisms are studied in
people who have had adverse reactions to the drug of
interest. Once the genetic nature of the drug sensitivity
is understood, other potential patients can be tested to
avoid those who might be sensitive to adverse effects of
the drug.

There are a few in vitro models available for rapid
testing of ocular irritation potential. These tests were
developed to mimimize exposure of live animals to

potentially distressing procedures. These include the
BCOP (Bovine Corneal Opacity) test and the Eyetex
test.[29,30] In the BCOP test, bovine corneas obtained
from slaughter houses are treated under tissue culture
conditions with solutions of the test compound to
determine whether corneal opacity occurs. Corneal
opacity is considered a type of severe ocular irritation.
In the Eyetex test, a the test compound is added to a
solution of proprietary proteins. The protein solution
is then observed for cloudiness or precipitation.
Both these tests have a fair record of concordance
with in vivo data. Tests such as these are useful
for rapid screening of large numbers of compounds
or for preliminary testing prior to testing in animals.
Compounds predicted to cause severe irritation pre-
sumably would not be tested further in animals.

In vitro systems have also been developed to use as
screening tools or for mechanistic studies ofteratogeni-
city. Among the most commonly cited examples are
the limb bud assay[31] and the hydra assay.[32] In the
limb bud assay, cultures of mouse embryonic limb
bud mesenchymal cells are prepared and exposed to
test compound. Under normal conditions, the mes-
enchymal cells differentiate into chondrocytes. An
agent that disrupts this differentiation process would
be expected to be teratogenic. In the hydra assay,
two protocols have been recommended. In both cases,
the ratio of the test compound’s degree of toxicity for
the adult form of the organism to that for an undiffe-
rentiated form of the organism is the end point used to
determine the relative teratogenic potential. In one
protocol, the undifferentiated form is a mass culture
of dissociated cells. In the other, it is the digestive
region dissociated from the adult form. In both cases,
the undifferentiated form will differentiate or regener-
ate the adult form unless inhibited by the test com-
pound. Neither of these systems have found wide
usage in new drug development. The hydra assay is
probably better suited to screening environmental con-
taminants because of the economy of the assay and the
massive number of environmental chemicals likely to
be screened.

Immunotoxicity

Immunotoxicology is an area where refined methods of
measuring functional changes in a particular organ
system are increasingly being applied to the safety
assessment of new compounds. The assays used for
functional measurements are taken from methods
used for research in immunology and for screening
new compounds for in vivo antimicrobial or antitumor
efficacy.

In routine subchronic-chronic toxicity studies, sev-
eral variables are obtained that can be indicators of

1420 Drug Safety Evaluation



D
ru

g
D

es
ig

n–
D

ry

immunotoxicity. These include differential white blood
cell count, spleen and thymus weights, histological
assessment of spleen cellularity, and thymus and lymph
node morphology. However, the new, more refined
methods being applied to immunotoxicity assessment
are more specific; they can indicate whether particular
cell types or immunological functions are affected.
These newer specific assays are not at present being
applied on a routine basis to screen new drugs. Instead,
they are applied selectively in cases where the parti-
cular drug is suspected of being an immunotoxicant.
This suspicion may arise from a structural relationship
to previously known immunotoxicants (e.g., antivirals
or steroids) or from data obtained in routine toxicity
studies.

The National Institute of Environmental Health
Sciences National Toxicology Program has recom-
mended that immunotoxicity testing be done using a
tier approach.[33] Inbred strains of mice are usually
used for these assays although methodology has been
developed for conducting most of the assays in rats.[34]

The first tier would include those indicators routinely
obtained in subchronic/chronic toxicity studies men-
tioned above, as well as specific assays for humoral-
mediated, cell-mediated, and non-specific immunity.
In these specific assays, the animals are treated with
a test compound for 14 days, for example, then their
peripheral blood lymphocytes or spleen cells are used
in the assay. The length of time for in vivo drug treat-
ment will vary with the type of drug and its pharmaco-
kinetics. The assay for humoral-mediated immunity
consists of the plaque-forming cell assay to determine
the numbers of splenic cells forming IgM antibody to
a T-Cell dependent antigen (e.g., sheep red blood cells).
In this assay, spleen cells from the treated animal are
incubated in a mixture of complement and sheep red
blood cells. The number of antibody-forming cells is
determined from the plaques formed by areas of lysed
sheep red blood cells on a background of unlysed red
blood cells. The recommended assays for cell-mediated
immunity are lymphocyte blastogenesis in response to
a mitogenic stimulus (concanavalin A or phytohe-
magglutinin) and the mixed leukocyte response. In
these assays, the extent of lymphocyte cell division is
determined by incorporation of radiolabeled thymidine
into cellular DNA after stimulation by a mitogen or by
allogeneic lymphocytes, respectively. Natural killer cell
activity is determined by incubating spleen cell sus-
pensions from drug-treated animals with radioactive
chromium-labeled target cells such as YAC-1 tumor
cells. Release of free chromium into the culture
medium is a measure of cell-killing activity.

The second tier includes assays that help determine
the specific cell type involved in a response seen in the
first tier and assays designed to assess the in vivo rel-
evance of results seen in the first tier. These assays

include quantitation of the numbers of splenic B and
T lymphocytes, IgG humoral-mediated immunity,
cell-mediated and non-specific immunity, and host-
resistance challenge models. Quantitation of B and T
cells is done using cell-specific antibody techniques.
IgG humoral-mediated immunity is assessed similarly
to IgM humoral-mediated immunity (discussed above)
except that a longer in vitro incubation time is used to
allow the development of IgG antibodies. Cell-
mediated immunity can be assessed by the interleukin
2-dependent expression of cell-killer activity in a man-
ner similar to the natural killer cell assay mentioned
above. Non-specific immunity can be assessed by
counting the numbers of peritoneal macrophages in
drug-treated animals and by measuring the ability of
these macrophages to phagocytize radioactive chro-
mium-labeled chicken red blood cells.

The host resistance models provide a means to
directly assess the functional, and clinical significance
of any changes found in the preceding tests. Direct
assessment is important because of the multifactorial
nature of immune responses and because of the well-
known reserve capacity of the immune system. These
assays consist of infectious agents or tumor cells that
will routinely kill 10 to 30% of the animals not treated
with drugs. An increase in the lethality of the challenge
agent indicates suppression of the immune response.
The challenge agent can be selected so as to challenge
either humoral or cell-mediated immune systems.

SAFETY EVALUATION OF BIOTECHNOLOGY-
DERIVED PRODUCTS

The safety evaluation of biotechnology-derived pro-
ducts is a developing area, which has been the subject
of controversy. Safety evaluation has been developed
for each product on a case-by-case basis. The ICH
and FDA have developed guidelines for the safety
evaluation of proteins and peptides produced via
biological or cell culture systems.[35] Several issues that
should be addressed for each product have been
identified,[36,37] through discussion among toxicologists
concerning the appropriateness of applying the toxicity
protocols used for synthetic pharmaceuticals to
peptide products of biotechnology, and from examples
of the few biotechnology-derived products that have
been developed for clinical use.

Much discussion has arisen from the issue of
potential contamination of the final dosage form by
cellular material from the cell culture system used to
produce the product. If a mammalian system has been
modified by insertion of a DNA vector into cellular
DNA, the concern would be over the potential con-
tamination of the final product by transforming
DNA. This might potentially increase the risk for
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developing cancer in a patient receiving such a con-
taminated product. For such products, assays for
transforming activity of the final product or of DNA
extracted from the cell culture system would be appro-
priate. The target limit for contaminant DNA that has
generally been discussed is 10 picograms of DNA per
final dose. Assay for contaminant DNA should be
established as a routine quality control procedure for
production batches. Tests for transforming activity
(e.g., cell transformation in C3H/10T 1/2 or Balb/c
3T3 cells) should be performed initially once the cell
culture system is established and at periodic intervals to
assure genomic stability of the cell culture system.
Another source of problems with potential contami-
nation is the antigenicity of the final product due to
foreign cellular materials from the biological system used
to produce the product, whether bacterial or mammalian.
Also, with bacterial production, systems contamination
with pyrogenic cell components must be avoided.

The development of neutralizing antibodies against
a human protein that would be foreign to the test
species is a major concern. The presence or absence
of a neutralizing antibody must be determined in
each test species used. This could very well limit the
species that are appropriate to use in safety studies,
and it could limit the duration of any toxicity studies
conducted. Generally, neutralizing antibody titers
could develop as early as 10 to 14 days after initiation
of treatment. Therefore, for a product inducing
such antibodies, toxicity studies of more than approxi-
mately 14–16 days duration would not be appropriate.

Knowledge of the product’s pharmacological
activity in the species used for safety testing is requisite
for a valid toxicity study; obviously, this should be
determined beforehand. The only toxicity induced by
the product may be in the form of exaggerated phar-
macological effects. Exaggerated pharmacological
activity may arise through systemic exposure to a
protein normally present in only small quantities at
specific sites and/or through stimulation of non-target
receptors. In the latter case, if an inappropriate species
is used, the safety of the product may be overestimated.
Monoclonal antibody products represent a special case
of this requirement. The species selected for testing a
monoclonal antibody product should provide anti-
genic receptors for the antibody on the same target
tissues as in humans. If the species selected has anti-
genic receptors that bind the antibody to unintended
tissues, or if there are no antigenic receptors that bind
the antibody, the results obtained from that species will
be misleading and inappropriate. Generally, the closer
in structure the product is to the natural product, the
lower the need for extensive long-term toxicity studies;
however, the greater the difference in structure
between the biotechnology-derived product and the
natural product, the more the situation comes to

resemble that of a synthetic drug where more extensive
toxicity studies are required. Improved predictions of
human safety may be obtained through the use of
transgenic animals bearing the human receptor. Alter-
natively, toxicity studies in animals may be conducted
using the animal homologue of the human protein
under consideration. In addition, it may be possible
to conduct studies in an animal model of the human
disease. In these cases it should be demonstrated that
the pharmacological response of the test system would
be similar to the response in human tissues.

Much information can be gained from in-life
physiological measurements such as blood pressure,
electrocardiograms, body temperature, and respiratory
rate. When the number of studies is reduced due to the
lack of appropriate species and the potential for
development of neutralizing antibodies, as much
information as possible should be obtained from the
few studies that are conducted. In-life measurements
assume more importance in these cases. When the
product is likely to contain proteins that may cause
acute ‘‘serum sickness’’ type responses and pyrogens,
measurements of blood pressure, body temperature,
and respiratory parameters are especially important.

Local injection site irritation studies would be
expected with these types of products because they
are almost always given by injection.

Mutagenicity studies may be conducted if muta-
genic contaminants are suspected. If a biotechnology-
derived product is closely related to the natural
product, there would be no need to conduct mutageni-
city studies to assess mutagenicity of the compound per
se. Carcinogenicity studies are not routinely needed for
these types of products unless there is a concern about
induction of tissue proliferation (e.g., with growth fac-
tors) or immunosuppression. Reproductive toxicity
studies may or may not be conducted, depending on
the nature of the product and its intended use. If the
compound is suspected of having abortifacient actions
(as with the interferons), a study in pregnant primates
would be indicated.

USE OF METABOLISM AND
PHARMACOKINETIC DATA IN
DRUG SAFETY EVALUATION

There are a host of factors that can affect blood and
tissue levels of a drug and thus affect exposure of target
organs.[38,39]

Selection of the route of administration can affect
the degree of absorption and time course of drug levels.
The intravenous route can give a rapid rise and fall in
drug levels following bolus adminstration or a steady
level during slow infusion. Oral administration usually
gives a slower rise and fall in blood levels than
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intravenous dosing does; however, the extent of
absorption may be the same, that is, 100%. Intramus-
cular, intraperitoneal, and subcutaneous administra-
tions generally give rates of rise and fall of blood
levels between those of intravenous and oral adminis-
tration. If a drug is insoluble, or precipitates out of
solution after injection, the intramuscular, intraperito-
neal, and subcutaneous routes may give rise to a pro-
longed period of absorption from the injection site
until all the drug has become solubilized and absorbed
from the site.

For the oral route of administration, various factors
such as the use of solutions versus suspensions versus
dietary administration, the selection of the vehicle,
the particle size, and the particle dissolution rate can
affect the rate and extent of absorption. The absorp-
tion of a drug is likely to be greater if a solution rather
than a suspension can be administered; on the other
hand, the time course of rise and fall of drug blood
levels is likely to be more prolonged with a suspension.
There is some evidence that increasing the concen-
tration of the suspending agent, for example, methyl-
cellulose, can cause slower and less complete
absorption. With dietary administration, the rate and
extent of absorption are generally expected to be lower
than with gavage dosing. Because rodents feed noctur-
nally, the period of drug consumption will be markedly
prolonged compared with gavage dosing. However,
because of the degree of dispersion necessary to pre-
pare homogeneous dietary drug mixtures, and because
of the long period available for drug administration,
absorption from the diet can often approach 100% of
that for gavage dosing. If a drug is intended to be
administered several times per day, for example, over
a 12 h period, dietary administration may provide the
most appropriate means of modeling the expected
human exposure. Particle size and the rate of particle
dissolution can affect the rate and extent of drug
absorption. The smaller the particle size, the greater
the surface area per mass of the particle, and therefore
the greater the rate of dissolution and absorption. The
toxicologist has to be careful about using different
batches of the same compound because the particle size
may differ among batches. Such variation may affect
the blood levels of a drug obtained in the test animals,
which may in turn affect the toxicity observed.

For many drugs, most absorption probably occurs
in the small intestine due to the vast surface area avail-
able. The rate of gastric emptying affects the delivery
of drug to the small intestine. Therefore, the gastric
emptying rate may affect the rate of absorption. The
normal gastric emptying times are about 10 min for
rodents, 30 min for rabbits, and 1.3 h for dogs. How-
ever, these times may be altered by drug administra-
tion, either pharmacologically or by the effect of
variables such as dose volume or osmotic pressure.

This further complicates the effect of gastric emptying
on the absorption kinetics of the drug.

Oral absorption may be decreased as a percentage
of administered dose at high doses. This can occur if
the gastrointestinal transit time is less than the time
required for complete absorption. This is sometimes
the case with poorly absorbed drugs and drugs with
poor solubility.

The selection of the vehicle can make a dramatic dif-
ference in the toxicity of a compound. An example
would be the use of corn oil instead of methylcellulose
to suspend a lipophilic compound. Corn oil may allow
a better suspension, and possibly dissolve more of the
drug, but it may also delay absorption of the drug
due to retention in the lumen of the gastrointestinal
tract. Opposite effects can also be obtained. I experi-
enced a case where the toxicity of a drug was markedly
greater when suspended in corn oil than when sus-
pended in methylcellulose. In attempting to conduct
intravenous studies with drugs having poor aqueous
solubility, it is often necessary to use non-aqueous sol-
vents, for example, ethanol, propylene glycol, or poly-
ethylene glycol, to dissolve the drug. All non-aqueous
solvents cause some degree of toxicity, whether cardio-
toxicity, hemolysis, hepatic toxicity, or renal toxicity,
that may complicate the toxicity assessment of the
drug. Therefore, non-aqueous vehicles must be care-
fully selected, and the amounts and concentrations
administered must be kept to a minimum.

The rate of intravenous injection can be a critical
factor in determining the observed toxicity. Rapid
administration of intravenous formulations will give
high peak blood levels of drug, which may cause tox-
icity that could be avoided by infusing the drug at a
slower rate. It is important in comparing the results
of intravenous toxicity studies to note the injection
rate. In designing a series of studies with a given for-
mulation, it is important to use the same rate of injec-
tion. When determining upper tolerated limits for
volume and rate of injection for a given species, knowl-
edge of the glomerular filtration rate for the species can
provide a useful guide. If one knows the rate of
injection that will be used clinically, it is prudent to
use the same injection rate in the animal toxicity
studies. Interspecies differences in the rate and extent
of absorption and in the metabolism of drugs are com-
mon and have a major effect on observed toxicity.
Unfortunately, the toxicologist usually does not have
this information when designing the initial toxicity stu-
dies. If the rat or dog is found to be an inappropriate
species due to major differences in these parameters
when compared to humans, some of the toxicity work
may have to be repeated in another species. With some
drugs, a large percentage may be metabolized to an
inactive form by the intestinal mucosa or the liver
before all the absorbed drug reaches the systemic
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circulation. This is called the ‘‘first-pass effect’’ because
some of the active drug is removed during the first pass
through the mucosa or liver, which obviously decreases
the effective or apparent absorption of the drug. On
the other hand, if a large amount of the drug is given
(e.g., at high doses in a toxicity study) so that the
capacity of the first-pass metabolism is exceeded, the
blood levels obtained will be disproportionately high
and lead to excessive toxicity. It is important to be
aware of any first-pass metabolism when designing
oral or intraperitoneal toxicity studies. When a drug
is administered intraperitoneally, most of the drug is
absorbed via the portal circulation that flows through
the liver before reaching general circulation.

When an active drug is excreted in the bile, it may be
reabsorbed. This sets up a cycle of biliary excretion,
reabsorption, biliary excretion, and reabsorption.
Usually only a fraction of the drug is excreted in the
bile, and only a fraction thus excreted is reabsorbed.
Therefore, the cycle does not continue indefinitely
when treatment is stopped. However, such enterohe-
patic recirculation can lead to higher blood levels of
drug than would otherwise be obtained and can pro-
long the apparent blood or tissue half-life of the drug.
Such a cycle can lead to alterations in the blood
level-versus-time curve such that after a single dose
the initial peak level is followed by a smaller peak
caused by the reabsorption of excreted drug from the
small intestine. This phenomenon can affect the blood
levels and thus the toxicity obtained with a given
dosage level, and should be taken into consideration
when designing toxicity studies.

With substantial increases in body weight and in
pregnancy, the volume of distribution will be increased
since the blood and tissue volumes increase. The half-
life (t1/2) is directly related to the volume of distri-
bution (Vd) as follows:

t1=2 ¼
Vd � AUC � 0:693

D

where AUC is the area under the blood concentration-
versus-time curve and D is the dose. With substantial
increases in body weight, the t1=2 for elimination increases
also. The time required to reach a steady-state concen-
tration of drug in blood or tissues upon repeated admin-
istration, or to eliminate virtually all of a drug after
cessation of treatment, is roughly 4 to 5 � t1=2. There-
fore, the weight gain found in rodents during their phase
of rapid growth (the first 3 to 5 months and during
pregnancy) will have an effect on the time required to
reach steady-state blood–tissue levels, and on the time
required to clear a drug from the body.

The concept that four to five half-lives are required
to achieve a steady blood level is also of practical

importance when determining whether there is any
accumulation of blood levels over the course of a
subchronic-chronic toxicity study. It is the usual prac-
tice to take blood samples early in the study and
again toward the end of the study to determine if blood
levels of the drug are higher at the end than at the
beginning of treatment. If not enough time is allowed
at the beginning of the study for steady-state blood
levels to be obtained, the results may mislead one to
conclude that accumulation has occurred. Similarly,
if a recovery period is included in the study design, it
is important to allow enough time for the drug to be
eliminated from the test animals and to allow
additional time for recovery from drug effects beyond
that required to eliminate the drug.

Changes in the organs of elimination (e.g., liver and
kidneys) can have dramatic effects on the blood levels
of a drug, such that excessive blood levels and con-
comitant toxicity are obtained due to reduced elimina-
tion of drug. However, some drugs induce increased
synthesis of metabolizing enzymes, mainly in the liver,
and sometimes increased rate of bile flow. In these
cases, lower-than-expected blood levels may be
obtained. This may occur at higher dosages and after
a period of time necessary to stimulate the metabolic
machinery.

Many drugs are metabolized to products that have
pharmacological and/or toxicological activity. The
pharmacokinetics of these metabolites may differ from
those of the parent drug, complicating the design and
interpretation of toxicity studies.

EXTRAPOLATION OF ANIMAL TOXICITY
DATA TO HUMANS

Continually present in drug safety evaluation are ques-
tions concerning the predictive value of toxicological
findings in animals relative to those expected to occur
in humans. Two questions are of importance: Will the
same kinds of toxic changes occur in humans that
occur in laboratory animals? At what dosage may
toxic changes be expected in humans relative to the
dosage in animals?

There are differences in the processes of absorption,
metabolism, and excretion that have been identified
between several laboratory species and humans.[40]

These differences are useful in the selection of the
appropriate species in which to study particular com-
pounds. However, having selected, as far as practical,
the appropriate species, it is generally recognized that
if toxic changes occur in more than one species, they
can be expected to occur in humans as well. Predicting
the kind of toxicity that will occur in humans is usually
less of a problem than predicting the dosage at which it
will occur.
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Generally, laboratory animals are less sensitive on a
per body weight basis to the toxic effects of chemicals
than are human beings. The sensitivity generally varies
inversely with the size of the animals. More specifically,
the sensitivity varies inversely with the surface area-to-
body weight ratio. The surface area of a mammal is
roughly the body weight raised to the two-third power.
The ratio of the body surface area to the body weight
determines the amount of energy that must be
expended to maintain normal body temperature. The
energy that is converted to body heat to maintain tem-
perature is derived from the basal metabolic processes
of the animal. The smaller the animal, the higher the
metabolic rate because the ratio of surface area to
body weight is larger. The rate at which drugs and
other chemicals are metabolized and excreted generally
varies with the basal metabolic rate of the species,
which in turn varies with the surface area-to-body
weight ratio. Thus, dosages comparable to a 1 mg/kg
dosage in humans, after adjustment for differences in
surface area, would be about 3 to 5 mg/kg for species
such as rabbits, dogs, and monkeys, and about
10 mg/kg for rodents such as rats and mice. These fac-
tors are frequently used to establish the safe dosage for
humans on the basis of animal toxicity studies. For
example, the no-toxic-effect dosage obtained in a
rodent toxicity study may be divided by 10 to deter-
mine the maximum dosage for clinical use in humans.

Application of the results of carcinogenicity studies
to humans continues to be a controversial subject.
Some of the issues involved were mentioned in the sec-
tion on carcinogenicity bioassays. The relevance of
tumors found at unrealistically high dosages is ques-
tioned as is the extrapolation of tumor incidence–dose
response curves to low dosages where, presumably, no
additional tumors above spontaneous incidence would
be found. In some cases, as mentioned previously,
where there is a clear change in metabolism or pharma-
cokinctics of the drug at high dosages, results found at
such dosages may not be expected to occur in humans
under normal, presumably much lower, exposure
levels. The validity of the extrapolation of tumor
incidence-dose response curves to low dosages where,
theoretically, the tumor incidence should be zero,
depends upon whether the compound acts as a geno-
toxic initiator or as a non-genotoxic promotor or
cocarcinogen. Genotoxic compounds induce initiating,
that is, DNA or chromosome damaging, events that
can eventually lead to tumor formation. Non-genotoxic
promoters or cocarcinogens can lead to tumor forma-
tion only in conjunction with the action of a genotoxic
initiating compound. Promoters can act when applied
either at the same time as or after the application of
the initiating compound. Cocarcinogens can act only
when applied at the same time as the initiator. For
most genotoxic compounds, theoretically, one molecule

is sufficient, if it reaches the target DNA, to cause an
initiating lesion. For promoters and cocarcinogens,
it is generally understood that one molecule is not suf-
ficient; there is a threshold concentration or dose below
which the promoting or cocarcinogenic action is not
obtained. Therefore, extrapolation to dosages below
the threshold dosage would be appropriate for agents
that act via promotion or cocarcinogenesis but not
for genotoxic initiating compounds. An example of a
class of compounds that cause DNA damage indirectly
via interaction with a non-DNA target would be the
topoisomerase inhibitors. Through inhibition of topo-
isoermase action DNA strand breakage normally
caused by the enzyme is maintained, whereas without
the action of the drug the breaks would be rejoined
as part of the normal process of maintaining the
DNA. The interaction of drug with the topoisomerase
enzyme is subject to a dynamic equilibrium so that a
certain concentration of drug is required to interfere
with enzyme action. This drug effect, although causing
DNA damage should demonstrate a threshold effect;
since concentrations of drug below the critical level
should be without biological effect.[41]

Application of animal data on eye, skin, muscle, and
vein irritation and pain on injection to humans merits
comment. The rabbit eye is the most commonly used
model for predicting eye irritation. This model is gen-
erally believed to be slightly more sensitive than the
human eye to most irritants.[42,43] The same can be said
for the rabbit skin as a model for human skin irritants.
The muscle irritation test in rabbits seems to have a
good correlation with clinical experience regarding
painful intramuscular formulations even though this
is not a test for pain.[44] If a formulation causes mus-
cle damage in rabbits, because of the similarity of
muscle tissue across species, it can be expected to do
so in humans. Vein irritation studies in animals are
not always predictive of clinical results. If a formulation
produces marked vein irritation in animals, it will likely
do so in humans. However, a low level or absence of
vein irritation in animals does not mean the formulation
will not be irritating clinically. Several variables influ-
ence the irritating nature of an intravenous formulation.
These are concentration of the drug, tonicity, pH,
formulation ingredients other than the drug, rate of
infusion, and number of repeated injections in the same
site. Naturally, any changes in these variables between
animal and clinical studies affect the predictability of
animal vein irritation studies. Results of animal muscle
and vein irritation studies cannot be used to predict pain
on injection in humans because pain is not an end point
in these tests. The only available models for pain on
injection, by any route, are the rat paw lick and mouse
scratch tests mentioned previously. These seem to be
predictive for the few compounds that have been tested
for a correlation with clinical experience.
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The application of data from reproductive toxicity
studies to humans involves special considerations in
addition to those mentioned above for general toxicity
studies. This is especially true of teratology studies.
The actual reliability of animal models to predict tox-
icity in this area is never known until adequate epide-
miological studies are conducted in humans. Such
epidemiological studies are rarely conducted due to
the expense and time required. The ideal animal model
would handle the drug (i.e., through absorption,
distribution, metabolism, excretion, and maternal fetal
distribution) identically to humans and would have
the same maternal–placental–fetal relationships as
humans. Because the animal models available to us
rarely represent the ideal model, the best compromise
is to test, for teratogenicity at least, in two or more
species.[45] If the drug causes fetal toxicity or terato-
genicity in two or more species, it would be a good
assumption that the drug will do the same in humans.
Of the chemicals known to be teratogenic in humans,
all but one class, the coumarin anticoagulants, are also
teratogenic in at least one species of laboratory ani-
mal.[46] However, there are many chemicals known to
be teratogenic in animals that are apparently not tera-
togenic in humans. This may be due to lower levels of
exposure in humans or to more careful management of
exposure as in the case of pharmaceuticals. Animal
models have greater predictive power when combina-
tions of two or more species are used. Among the
species commonly used for teratogenicity testing, rats
and mice seem to be the best for modeling human
responses. However, the use of rabbits in combination
with either rats or mice provides greater predictability
because rabbits are less likely to yield false positive
results. The rabbit was originally selected as a second,
non-rodent species for routine teratogenicity testing
because of its responsiveness to thalidomide.

Finally, it should be pointed out that although the
animal models commonly used can predict the fetal
toxicity of a drug in humans, the exact type of fetal
toxicity in humans cannot be predicted. If an agent
causes fetal toxicity of any kind in animals, it should
be suspected as a potential human teratogen or fetal
toxin. Valproic acid serves to illustrate this concept:
It causes skeletal abnormalities in rats and rabbits. In
humans, it has been shown by epidemiological studies
to cause a low incidence of spina bifida, a neural tube
defect. Therefore, the type of fetal toxicity caused in the
animal models may different from that caused in
humans, but the fetal toxicity in humans could be pre-
dicted from the animal studies. It turns out that
valproic acid also causes neural tube defects in mice
and hamsters. In summary, the animal models used
for teratogenicity screening seem to provide reasonable
predictability for fetal toxicity in humans. The greater
the number of species with positive results, the greater

the likelihood that the drug will also cause fetal
toxicity in humans.

ARTICLE OF FURTHER INTEREST

Animals in Drug Development, p. 114.
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INTRODUCTION

The delivery of pharmaceutical aerosols as a dry
powder is no longer perceived as the ‘‘second best’’
method to deliver drugs to the lung. This is because
of the mounting technologies, which are capable of
making stable powders of respirable size and devices
competent to deliver accurate doses and versatile
payload.

The identification of the lung to deliver drugs to the
bloodstream has expanded the kinds of chemical enti-
ties that can be delivered via this route. Therapeutic
proteins and polypeptides such as insulin administered
as a powder via the lung are examples showing sub-
stantial systemic absorption into the bloodstream,
resulting in well-controlled blood glucose level for
diabetes.[1,2]

The delivery of therapeutic macromolecules by
inhalation, however, presents additional problems
and challenges to produce fine powders of particle size
0.5 mm–5 mm that flow well during manufacture, filling,
and emptying from the inhaler device. Macromolecules
are more ‘‘fragile’’ compared with small molecules,
thus imposing certain restrictions during manufacture
and storage in order to maintain not only their disper-
sibility, but also their biochemical and physical stabi-
lity. Proteins and polypeptides are often substantially
more expensive than the small molecules; therefore,
the ability to efficiently deliver the dry powder with
minimal loss is crucial. Furthermore, adequate disper-
sion and delivery of the powder to the patient are espe-
cially important for reproducible lung distribution and
systemic absorption of drugs.

This review captures some of the most recent tech-
nologies with examples relating to pharmaceutical dry
powder aerosol delivery.

EMERGING TECHNOLOGIES FOR POWDER
AEROSOL DELIVERY

Two main areas that have been given most attention
to improve inhalation drug delivery of powders are:

(I) powder production and formulation and (II)
powder inhaler devices.

Powder Production and Formulation

Traditionally, freeze-drying has been the process used
to produce dry powders of proteins and peptides from
a solution. This is because the solution can be dried
without being exposed to elevated temperatures, which
may adversely affect the product stability. Unfortu-
nately, powders prepared by this method are too large
in size for inhalation. Even though milling of the
freeze-dried powders to reduce particle size is feasible,
the pressure, temperature, and shearresulting from
milling may cause significant loss of bioactivity of
proteins.[3,4]

To date, the two most successful ways for making
powders for inhalation are spray drying and solvent
precipitation.

Spray drying

Spray drying involves converting the atomized liquid
droplets into dry powders by hot air. This one-step
process is capable of making particles of size suitable
for inhalation.[5] The particle size and size distribution
of the powder can be manipulated by the concentra-
tion of the feed solution, the spray temperature,
cyclone efficiency, and chemical nature of the feed.[6]

Therapeutic proteins prepared as dry powders are
often found unstable when dried alone. Due to the tre-
mendous surface area of the atomized droplets and the
relatively high drying temperatures and mechanical
stress during atomization, the integrity of the protein
may be adversely affected during spray drying. Protein
degradation can be minimized by cospray drying the
protein with excipients as has been reported for recom-
binant human deoxyribose nuclease (rhDNase) for
inhalation.[7,8]

Molecular aggregation of recombinant human
growth hormone (rhGH) due to air–liquid interfacial
degradation can be prevented by adding polysorbate-20
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(with no sugar protectant) or Zn2þ into the liquid feed.
Polysorbate-20 significantly reduced the formation of
insoluble protein aggregates, while Zn2þ suppressed the
formation of soluble protein aggregates. Combination
of polysorbate-20 and Zn2þ resulted in a spray-dried
rhGH powder having insignificant protein degradation.
The occupancy of polysorbate at the air–liquid interface
of spray droplets and the formation of a dimer complex
between Zn2þ and rhGH are believed to reduce the
chance for protein unfolding and aggregates formation.[9]

Spray drying of recombinant humanized monoclo-
nal antibody, anti-IgE (rhMAbE25) containing treha-
lose or lactose had �1% of aggregates formed
following spray drying.[10] Despite that, the powders
containing trehalose were too cohesive for aerosol
delivery. Mannitol was less capable of stabilizing
rhMAbE25, with 1%–3% aggregates found following
spray drying. The stabilizing effect of mannitol leveled
off at a mannitol concentration of �20 wt.%.[11] In the
case of follicle stimulating hormone (FSH), formula-
tion containing mannitol, sucrose, and raffinose as
excipients gave rise to �2% of the higher order aggre-
gates formed from spray drying. Mannitol-containing
formulations had the highest amount of aggregates
(1.2%) than those of sucrose and raffinose (0.05%).
The production yield of powders from the mannitol-
containing formulation (50%) was much less than that
of sucrose (79%) and raffinose (74%). Despite these,
the mannitol-containing formulation has the highest
emitted dose of 66 wt.% vs. 15 wt. % and 55 wt.%
obtained from the sucrose- and raffinose-containing
formulation, respectively.[12] These results indicate that
each protein/excipient system requires individual char-
acterization to identify an optimal formulation for
powder aerosol performance and protein stability.

Modification of the spray drying process

Spray Freeze-Drying. Spray freeze-drying, a method
developed for producing protein aerosol powders,
involves spraying the feed solution into liquid nitrogen
followed by freeze-drying. This process produces large
(8 mm–10 mm) but porous particles of rhDNase and
anti-IgE with high production yields (>95%). The
fine particle fraction (FPF) of the spray freeze-dried
powder was significantly higher than that of the spray-
dried powder due to improved aerodynamic proper-
ties.[13] The overall process, however, is much more
costly, time consuming, and complex as compared with
spray drying.

Process for Spray Drying Hydrophobic Drugs. The
conventional spray drying process is usually limited
to hydrophilic drugs with hydrophilic excipients in
aqueous solutions. It is not feasible for systems con-
taining hydrophobic drugs and hydrophilic excipients

or vice versa. While spray drying of hydrophobic mate-
rials can be accomplished using an organic solvent,
a patented invention has been developed for spray
drying pharmaceuticals and other compositions,
which comprise both hydrophobic and hydrophilic
substances. A basic requirement is that the hydrophilic
excipient and hydrophobic drug would be at least
partially dissolved in the same organic solvent or cosol-
vent system.[14] For example, both budesonide (hydro-
phobic drug) and povidone (hydrophilic excipient)
have high solubility in methanol. Such a drug/excipi-
ent composition yielded powders of slightly dimpled
spheres, with moisture content of 0.49 wt.%, and parti-
cle size of 2.3 mm. The delivered dose efficiency was
measured as �50 wt.%. The use of a nonaqueous or
partially aqueous system has the advantage of prepar-
ing powders that are physically or chemically sensitive
to water while in solution or to residue moisture in the
powder.

Solvent precipitation

The solvent precipitation method utilizes the unique
properties of nonsolvent at a critical temperature and
pressure to precipitate solid particles of drugs from
solutions. Carbon dioxide, which exhibits remarkable
solvent power at its critical temperature of 31.1�C
and pressure of 70 bar for high molecular weight and
low vapor pressure solids, is an ideal nonsolvent
choice. CO2 is also nontoxic, inexpensive, and readily
available. The technology has been successfully applied
to the production of fine particles for aerosol
delivery.[15–17]

York and Hanna[18] have developed the SEDS
(solution enhanced dispersion by supercritical fluids)
process for preparing powders of an anti-asthmatic
drugs salmeterol xinafoate. The method is capable of
controlling the dispersion of the solution in the system,
and thus has the ability to manipulate the characteris-
tics of the particles in the micrometer-sized range. This
technique has also been used to prepare powders of
therapeutic proteins, with the key experimental compo-
nent being the three-channeled coaxial nozzle designed
to use high velocity supercritical CO2 to disperse the
feed of aqueous and organic nature into the particle
formation vessel. Relatively high percent of bioactivity
was maintained for lysozyme and a therapeutic peptide
(95% and 100%, respectively).

Alternatively, protein particles can be produced
using a supercritical or near critical CO2-assisted aero-
solization and bubble drying process.[19] This method
utilizes the high solubility of CO2 in water, coupled
with expansion of the solution through a nozzle to
aerosolize aqueous solutions of drugs. When the
microbubbles formed are dried, solid (such as lactose
and albuterol sulfate, with size between 0.5 mm and
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5 mm) or hollow spherical particles (such as sodium
chloride, mannitol, or tobramycin sulfate) are formed
depending on the compound. Protein powders such
as lysozyme or lactate dehydrogenase can also be pro-
duced by this process and can be stabilized through the
use of sugars, buffers, and surfactant additives in the
formulations. Depending on the solute and conditions
of drying, the particles are crystalline in some cases and
amorphous in others.[20]

Recently, Bustami et al.[21] have investigated the
feasibility of the ASES (aerosol solvent extraction
system) process to generate microparticles of proteins
for inhalation. Protein powders generated were of par-
ticle size 100 nm–500 nm. In vitro performance showed
65, 40, and 20 wt.% respirable fraction for lysozyme,
albumin, and insulin, respectively. Little or no loss of
monomer content was observed for these proteins.

Ways to improve powder flowability
and dispersability

Inclusion of Excipient. Powders prepared by any one
of the above methods may not be used directly as the
powders may be too cohesive for device filling and
for administration as an aerosol. This is the case for
anti-IgE cospray dried with trehalose[10] and spray-
dried rhDNase powders.[8] In contrast to the tradi-
tional approach of using binary blend systems (i.e.,
drug plus coarse carrier), the addition of fine carrier
particles (<10 mm) such as lactose and magnesium
stearate to form a ternary system has been shown to
further enhance the amount of drug particles in the
aerosol cloud.[22,23] The role of the fine carrier particles
is believed to reduce the drug–coarse carrier interac-
tion by occupying possible drug binding sites on the
larger carrier particles. The formation of multiplets
between the fine carrier and drug may hinder the direct
contact between the drug and the coarse carrier, thus
promoting detachment of drug particles from the car-
rier surface during powder dispersion. Magnesium
stearate at concentration as low as 0.1% was found
to be sufficient to increase the fine particles of salbuta-
mol sulphate in the aerosol cloud.[23]

Recently, Ganderton, Morton, and Lucas.[24] have
found that the inclusion of low-density amino acid par-
ticles produced by spray drying can also enhance the
amount of fine particles in the aerosol. Such low-density,
flake-like particles have a bulk density of 0.1 g/mL with
thickness of �100mm and MMAD � 10mm. Addition
of low-density leucine particles as low as 1% enhances
the fine particles of salbutamol in the aerosol by
�25wt.%. However, the addition of 10% leucine made
no difference to the amount of fine particles in the
aerosol compared with salbutamol alone.

Another conventional approach to improving
powder flow and dispersion is to form agglomerates.

However, liquids that are commonly used, e.g., alka-
nols, may dissolve and denature the actives such as
macromolecules. The recent discovery of fluorocarbon
(FC) liquids including perfluorodecalin and perfluoro-
octyl bromide as alternatives may be useful because
they are hydrophobic and do not dissolve proteins.
In addition, FC has a low surface tension; relatively
weak bonds are expected to form between the fine par-
ticles of the loose agglomerates, which can be then
redispersed readily as an aerosol. The high vapor
pressure of FC renders low solvent residue in the final
product.[25] Fluorocarbon does not contain chlorine
atoms, and is therefore ozone friendly.

Tailor-made powders

Besides the use of excipients, powder flow and disper-
sion can also be improved by manipulation of the
physical characteristics of the powder.

AIRTM Particles. AIRTM particles (Alkermes, Inc.,
Cambridge, Massachusetts, U.S.A., Fig. 1) are pre-
pared by spray drying solutions containing a mixture
of drug and biodegradable material (e.g., polyglycolic
acid, polylactic acid, or copolymers). AIRTM particles
have a low tapped density of less than �0.4 g/cm3, with
an irregular surface. These low-density particles are
physically large but aerodynamically small, which
enhances the flow and dispersion of powders, and are
ideal for deep lung delivery. Large particles could
also minimize phagocytic uptake in alveoli, thereby
providing the potential for controlled release of drugs
in the lungs.[26,27]

Fig. 1 AIRTM particle. (Courtesy of Alkermes, Inc.,
Cambridge, Massachusetts, U.S.A.)
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PulmosphereTM. PulmosphereTM (Inhale Therapeutic
Systems, San Carlos, California, U.S.A.) particles are
also prepared by spray drying, in which the feed
comprises an aqueous solution containing dissolved
or dispersed active drug, and a fluorocarbon-in-water
emulsion, stabilized by a monolayer of phospholipid
(such as dipalmitoylphosphatidylcholine).[28] Being
hollow and porous, PulmosphereTM particles have a

bulk density of 0.05 g/cm3–0.2 g/cm3, and a size
between 2mm and 4 mm. These particles are dispersed
more readily without the need of carriers than the
traditional drug–carrier blends with lactose.

Wrinkled Surface Particles. In contrast to the AIRTM

particles and PulmospheresTM which are hollow and
porous, solid protein particles with wrinkled surfaces
have recently been prepared in our laboratory. These
wrinkled particles gave a significant improvement in
FPF over spherical particles of bovine serum albu-
min.[29] The reduction of the surface contacts among
the wrinkle particles (Fig. 2) is believed to reduce
powder cohesion. Dispersion of the wrinkle particles
was shown to be less dependent on the inhaler choice
and airflow compared with the smooth spherical parti-
cles of the same aerodynamic size.

Powder Inhaler Devices

Dry powder preparation and formulation are only part
of the inhalation drug delivery system. Dispersion of
these powders is closely linked to the performance of
the inhaler device.

Recent inventions of the powder inhaler device are
aimed at improving the inhaler’s dispersion efficiency
and reducing the resistance of the device as well as
decoupling powder dispersion from the patient’s
inspiratory effort in order to deliver accurate and flex-
ible dosages for different patient’s needs.

Pump handle

Blister pack
containing
drug powder

Blister pack entry

Mouthpiece (closed)

Transparent
chamber

Inhale
TM

Fig. 3 Schematic diagram of InnovaTM from Inhale Therapeutic Systems. (Adapted from Ref.[32].)

Fig. 2 Wrinkled bovine serum albumin particles, produced
by spray drying.
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InnovaTM and SoloTM

The InnovaTM (Inhale Therapeutic Systems, San Carlos,
California, U.S.A., Fig. 3) inhaler device is a unit dose
inhaler that has been designed for long-term use. It is
powered by a stored bolus of compressed air and is
designed to generate aerosol independent of patient’s
inspiratory effort. Atransparent holding chamber
enables patients to view the aerosol to assure proper
dosing. Further, the device is designed to have the
capability to fluidize and extract up to 90% of the dose
from the reservoir, thus minimizing wasteand enhan-
cing the accuracy and precision of the dosage.[30]

The SoloTM device from Inhale Therapeutic Sys-
tems is a patient-driven unit dose inhaler. It has a
built-in flow control to maximize the reproducibility
of dose to patient. It is designed for short-term use
and when large drug dosages are preferred.[31]

SkyePharma mDPI

SkyePharma multidose pocket-sized inhaler features
an ‘‘intelligent’’ single dose counter to count the dose
dispensed and remained in the inhaler. The built-in
locking mechanism also allows no ‘‘tailoff’’ effect
toward the last doses from the inhaler (Fig. 4).[32]

Bead inhaler technology

Elan Pharmaceuticals has developed the Spiros� S2
inhaler which features the use of beads to disperse
the powders on inhalation. Still under development,
the results from testing show that Spiros� S2 is a high
dispersion efficiency inhaler capable of delivering drugs at relatively low inspiratory flow rates (30 L/min

and 60 L/min).[33]

Twisthaler�

The Twisthaler� (Schering-Plough, Kenilworth, New
Jersey, U.S.A., Fig. 5) features specially designed
nozzle geometry that creates an airflow pattern which
carries the small particles out of the device via the flu-
ted chimney, while the larger particles or agglomerates
will be spun into a centrifugal pattern and deagglomer-
ated into fine particles for inhalation. The design opti-
mizes the deagglomeration of powders, but at the same
time minimizes drug caught in the inhaler nozzle and
mouthpiece.[34]

Hovine FlowCaps�

Hovine FlowCaps� (Hovione SA, Loures, Portugal,
Fig. 6A and B) is a capsule–powder inhaler. Instead
of the traditional needle piercing, the capsule is pierced
by two blades, giving rise to a narrow slit across each

Swirl nozzle

Reservoir

Air passageAir passage

Air passage

Inhalation
channel

Fig. 5 Inhalation through the ASMANEXTM TWISTHA-
LERTM DPI. (From Serentec Press, Raleigh, North Carolina.)

Fig. 4 SkyePharma mDPI. (Courtesy of SkyePharma, PLC,
Switzerland.)
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end of the capsule. The tube-shaped inhaler receives
the capsule(s) at one end.[35,36] Upon inhalation, the
air is mainly entrained into the inhaler tube inlets, with
only a little air entering the capsules. The powder gets
fluidized and experiences turbulence within the capsule
before emptying from the device.

ARTICLE OF FURTHER INTEREST

Supercritical Fluid Technology in Pharmaceutical
Research, p. 3568.
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Drying and Dryers

Anthony J. Hlinak
Searle Research and Development, Skokie, Illinois, U.S.A.

Bradley A. Clark
Solvay Pharmaceuticals, Inc., Marietta, Georgia, U.S.A.

INTRODUCTION

Many pharmaceutical operations, including those
used to produce active pharmaceutical ingredients
and excipients, use water or organic solvents as essen-
tial processing aids. However, the continued presence
of these processing aids may hamper downstream
manufacturing operations or compromise the safety
and stability of the final pharmaceutical product. Dry-
ing is a common unit operation used to reduce the
levels of water or organic solvent in pharmaceutical
materials to acceptable levels. Drying requires the use
of a manufacturing firm’s scarce resources: facilities,
equipment, utilities, human labor, and time. Thus,
there is often economic pressure to select aggressive
drying conditions in an effort to minimize cycle times
and increase throughput. However, the drying rate
can impact the properties, functionality, and quality
of the material being dried. Thus, the practitioner must
balance the economic pressure with the quality and
performance needs of the product.

In general terms, drying can be described by three
processes operating simultaneously. The first process
is energy transfer from an external source to the water
or organic solvent in the material. The second process
is the phase transformation of the water or organic
solvent from a liquid or liquid-like state to a vapor
state. The third process is the transfer of the vapor gen-
erated away from the pharmaceutical material and out
of the drying equipment. Analysis of the drying process
is complicated by the fact these three processes are
coupled to each other, and all three need to be
considered simultaneously.

THEORY

Heat Transfer

For most equipment designs, the energy transferred is in
the form of heat. Heat flows naturally in the direction of
decreasing temperature and is known to transfer by three
distinct mechanisms. The first, conduction, involves
purely molecular scale transfers of kinetic energy and

can be modeled in one dimension in the steady state
using Fourier’s equation of heat conduction:[1]

qk ¼ �kA
dT

dx
ð1Þ

where qk is the rate of energy transferred by the conduc-
tive mechanism (calories/s), k the thermal conductivity
of the transferring medium (calories/s/cm/�C), A the
transfer area (cm2), and

dT

dx

is the temperature gradient in the direction of transfer
(�C/cm).

For the simple case of steady one-dimensional heat
flow through a homogeneous medium with parallel,
planer boundaries held at fixed temperatures, Eq. (1)
can be integrated to yield

qk ¼ kA
ðTs � TiÞ

‘
ð2Þ

where Ts, Ti are the exposed surface and interface
temperatures, respectively (�C) and ‘ is the thickness
of the material layer (cm).

Although derived assuming the simplest of con-
ditions, Eq. (2) can be used to analyze a variety of
drying situations as illustrated in Fig. 1, including cases
involving modest curvature, as a reasonable approxi-
mation. Solutions for more complex cases, including
non-planer geometries, non-steady state, and complex
boundary conditions can be found in classic texts on
the subject.[2]

A useful concept, known as thermal resistance, can be
derived from Eq. (2) by a simple redefinition of terms:

qk ¼
ðTs � TiÞ

Rk
ð3Þ

here

Rk ¼
‘

kA
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is the thermal resistance. Eq. (3) takes the functional
form of Ohm’s law in electrical circuit theory, with
the temperature difference playing the role of voltage dif-
ference, energy flow in the role of current flow, and ther-
mal resistance in the role of electrical resistance. This
form emphasizes the importance of the temperature dif-
ference as the driving force behind thermal transport and
permits the physical factors that make up the thermal
resistance to be broken down in detail. Because of this
analogy with Ohm’s law, thermal ‘‘circuits’’ can be con-
structed to handle complex cases involving simultaneous
transfer with multiple heat transfer mechanisms or
sources and the techniques developed for electrical cir-
cuits can be used to simplify the analysis.

In the second heat transfer mechanism, convection,
molecular scale transfers of kinetic energy are augmen-
ted by the macroscopic movement of a fluid transfer
medium. Convection is most important as the mech-
anism of transfer between the solid surface of a static
bed or an individual suspended particle and the gas-
eous medium that surrounds it. Convection has been
modeled classically using the following relationship
generally attributed to Isaac Newton:

qc ¼ �hhcAðT1 � TsÞ ð4Þ

where qc is the rate of energy transferred attributable
to convection (calories/s), Ts the exposed solid surface
temperature (�C), T1 the fluid temperature far away
from the exposed solid surface (�C), A the transfer area
(cm2), and hc is the average convective heat transfer
coefficient (calories/s cm2 �C).

The apparent simplicity of Eq. (4) can be mislead-
ing, because the convective heat transfer coefficient
is actually a very complex function of fluid flow
conditions, fluid properties, and system geometry. In
addition, the fluid flow patterns are significantly differ-
ent depending on whether or not the fluid motion is
induced by buoyancy forces alone (termed natural or
free convection), or generated by external mechanical
means using pumps or blowers (termed forced convec-
tion). When a heated fluid passes over a solid surface,
the regions of significant velocity and temperature
change are generally restricted to a small layer in the
immediate vicinity of the solid surface. This boundary

layer may consist entirely of fluid moving in the lami-
nar flow regime, where transport of both momentum
and energy rely solely on molecular interactions.
More generally, the boundary layer consists of both
a laminar sublayer immediately adjacent to the solid
surface and a turbulent region.

Classical techniques have relied heavily on dimen-
sional analysis,[3] the combining of the many variables
into physically meaningful non-dimensional groups,
supported with experiments to quantify heat transfer
for various geometries. For most drying applications
of pharmaceutical relevance, the most important of
these non-dimensional groups are the Nusselt number
(Nu), the Prandtl number (Pr) and the Reynolds num-
ber (Re), defined as follows:

Nu ¼ hL

kf
ð5aÞ

Pr ¼ cpm
kf

ð5bÞ

Re ¼ VLr
m

ð5cÞ

Here, kf, cp, r, and m are, respectively, the thermal con-
ductivity, specific heat at constant pressure, density,
and dynamic viscosity of the convective fluid; V is the
relative velocity between fluid and solid; and L is a
geometry dependent, characteristic length dimension
for the system. Note that the Pr is composed exclus-
ively of fluid properties and that the Re will increase
in direct proportion to the relative velocity between
fluid and solid surface. Example applications are
shown in Fig. 2.

Knowledge of Nu, fluid phase thermal conductivity,
and characteristic length allows computation of the
average convective heat transfer coefficient, using
Eq. (5a). For flat surfaces, like the surfaces of static
beds exposed to air or other gases (Pr � 0.7), Kreith[4]

Ts

TsTi

Ti

T∞

T∞

V

V

L
L

q

q

l ldry layer

dry layer

wet layer
wet core

boundary
layer

boundary
layer

A B

Fig. 2 Convective heat transfer applications in pharmaceu-
tical drying: (A) tray-drying of a static solids bed and (B)
fluid bed-drying of a spherical particle.

dry layer
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wet layer

A
dry layer
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Ti
ql wet layer
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T i
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l q

C

Fig. 1 Application of Eq. (2) to (A) direct heating of a static

solids bed; (B) indirect heating of a static solids bed; and (C)
fluid bed-drying of a spherical particle.
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provides the following for low-velocity, laminar flow
conditions

Nu ¼ 0:664 Re0:5
L Pr0:33 for Pr > 0:1

and ReL < 5 � 105 ð6aÞ

and for high-velocity, turbulent conditions

Nu ¼ 0:036 Pr0:33½Re0:8
L � 23; 200�

for Pr > 0:5 and ReL > 5 � 105 ð6bÞ

For a spherical particle moving in an air or other gas-
eous stream, Whitaker[5] recommends the following
relationship:

Nu ¼ 2 þ ð0:4 Re0:5
L þ 0:06 Re0:67

L ÞPr0:4ðms=m1Þ0:25

for 3:5 < ReL < 76; 000 ð6cÞ

where ms and m1 are the dynamic viscosities of the gas
at the temperature of the particle surface and at the
temperature far away from the surface, respectively.
In the limiting case of ReL � 1, Johnston, Pigford,
and Chapin[6] have shown that the Nu approaches the
constant value of 2, using assumptions approximating
spherical particles in gas streams.

Equipment designs based on indirect conduction
usually transfer the heat from the primary heat transfer
fluid to the intermediate wall within some kind of
internal duct or channel. Transfer coefficients for these
cases depend on the nature of the flow (laminar or
turbulent) and the geometry of the duct or channel (short
or long). Expressions for evaluating the transfer coeffi-
cients for these cases are available in standard texts.[7]

An expression for the convective thermal resistance
can be generated similar to that derived for the
conductive resistance:

qc ¼
ðT1 � TsÞ

Rc
ð7Þ

Here, Rc ¼ 1
hcA

, is the convective thermal resistance.

The third mechanism of heat transfer is thermal
radiation that can be defined as radiant energy emitted
by a medium by virtue of its temperature. The wave-
lengths of thermal radiation produced by emitting
bodies fall roughly between 0.1 and 100 mm, which
includes portions of the ultraviolet, visible, and infrared
spectra. The net exchange of radiant thermal energy
between two surfaces can be characterized by the
following relationship

qr ¼ sA1=1�2ðT4
1 � T4

2 Þ ð8Þ

where qr is the rate of energy transferred attributable to
thermal radiation (calories/s), T1 the absolute tempera-
ture of radiating surface 1 (K), T2 the absolute tempera-
ture of radiating surface 2 (K), s the Stefan–Boltzmann
constant (1.35 � 10�12 cal/s cm2 K4), A1 the transfer
area of surface 1 (cm2), and =1–2 is a dimensionless fac-
tor that corrects for the radiative properties and relative
geometries of the surfaces involved in the exchange.

Most of the complexity of radiative heat transfer
analysis is thus condensed into evaluation of the
dimensionless factor =1–2. This factor is a function of
both surface properties and the geometric orientation
of the surfaces involved in the exchange. For real sur-
faces the amount of thermal radiation emitted and
absorbed depends on the temperature, the wavelength,
and the angular direction. These complications are
often neglected and the radiative properties of the sur-
face are lumped together into a dimensionless factor
that is independent of both wavelength and direction,
referred to as emissivity (e). The emissivity expresses
the radiative power of a surface as some fraction of
an ideal radiator or blackbody. Real surfaces so
treated are referred to as greybodies to emphasis this
simplification imposed. For exchanges between parallel
rectangular surfaces, where the spacing between the
surfaces is small compared with the smaller dimension
of the rectangles, the factor =1–2 can be estimated as

Im1�2 ¼
1

1

e1
þ 1

e2
� 1

ð9Þ

where, e1, e2 are the emissivities of the surfaces involved
in the exchange. For a small spherical particle inside a
large enclosure, the factor =1–2 can be estimated as

=1�2 ¼ e1 ð10Þ

where e1 is the emissivity of the spherical particle.
For more rigorous treatments, the reader is advised
to consult advanced texts.[8] Eq. (8) can be used to
generate an expression for the thermal radiative resist-
ance similar to that derived for the conductive and
convective resistance:

qr ¼
ðT1 � TsÞ

Rr
ð11Þ

Here the thermal radiative resistance must assume a
more complex form

Rr ¼
ðT1 � TsÞ

sAs=s�2ðT4
2 � T4

s Þ
ð12Þ

with the subscripts s and 2 used to denote the product
surface and external radiating surface, respectively.
Unfortunately, the resistance defined by Eq. (12)
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cannot be evaluated without a priori knowledge of
temperatures, unlike those defined previously for con-
duction and convection. However, enough information
on temperatures is often available from previous
drying experience to permit useful estimates of the
radiative resistance to be established.

Application of the Ohm’s law analogy allows con-
struction of combined series parallel thermal circuits
to describe a specific drying application. The flow of
heat energy through the circuit shown in Fig. 3 can
be described as

q ¼ ðT1 � TiÞ
RT

ð13Þ

where

RT ¼ Rk þ
RcRr

ðRc þ RrÞ
ð14Þ

is the total resistance to heat transfer for the circuit.
If Rr � Rc then the radiation transfer mode can be
neglected and the total resistance simplifies to

RT ¼ Rk þ Rc ð15Þ

In the early stages of the drying operation, the thermal
resistance attributable to conduction through the dried
layer will be negligibly small for the cases illustrated in
Figs. 1A and C because the thickness ‘ will approximate
zero. For this early stage, the thermal resistance would be

RT ¼
RcRr

ðRc þ RrÞ
ð16Þ

or

RT ¼ Rc ð17Þ

depending on whether or not thermal radiation is
appreciable. For a fixed temperature difference and flow
rate, we would then expect to generate a constant heat
transfer rate during this initial drying period, since the
parameters that make up RT using either Eq. (16) or
Eq. (17) are at most dependent on fluid velocity and
temperature. As drying proceeds we will expect the ther-
mal resistance attributable to conduction through the
growing dried layer to increase and eventually become
a significant part of the total resistance. If temperature
and flow conditions are fixed, we would therefore expect
a decrease in heat transfer rate with time. Heat will
continue to flow as long as there is a temperature diffe-
rence between the energy source and the product.

Mass Transfer

The vapor generated during drying must migrate from
the liquid vapor interface through the dried material
layer and then be transported out of the drying equip-
ment. For purely diffusional transport, exact solutions
to Fick’s law are available for a variety of geometric
configurations and boundary conditions, usually in
the form of infinite series. For a layer of wet material
drying off the top surface from an initial uniform
concentration of c0 with the top surface maintained
at a constant concentration of c1 the drying rate for
a purely diffusion based-based transfer mechanism is[9]

_mm ¼ 2Dðc0 � c1Þ
‘

X

1

n¼0

exp
�ð2n þ 1Þ2p2Dt

4‘2

" #

ð18Þ

where m is the rate of vapor transferred by the
diffusion mechanism (g/s), D the mass diffusivity of
the dried layer (cm2/s), A the transfer area, (cm2) ‘
the layer thickness (cm), and t the elapsed time (s).

Eq. (18) leads to the following expression for the
expected drying curve

MðtÞ
M0

¼ 8

p2

X

1

n¼0

1

ð2n þ 1Þ2
exp

�ð2n þ 1Þ2p2Dt

4‘2

" #

ð19Þ

where M(t) is the amount of solvent in the dried
material at time t(g), and M0 is the initial amount of
removable solvent (g).

The corresponding expressions for the drying rate
and drying curve of a spherical particle from an initial

Ts

Rk

Rr Rc

Ti

T∞

q

Fig. 3 Construction of a thermal circuit for a drying appli-
cation.

1438 Drying and Dryers



D
ry

in
g–

El
ec

tr
oa

n

uniform concentration of c0 with the exposed surface
maintained at a constant concentration of c1 are[10]

_mm ¼ 8Dr0pðc0 � c1Þ
X

1

n¼1

exp
�n2p2Dt

r2
0

� �

ð20Þ

and

MðtÞ
M0

¼ 6

p2

X

1

n¼1

1

n2
exp

�n2p2Dt

r2
0

� �

ð21Þ

where r0 is the particle radius. Expressions such as
Eqs. (18) and (20) illustrate the role of concentration
difference as the driving force behind mass transfer
and predict a decrease in drying rate with time.
However, these expressions tend to overstate the
magnitude of the decrease and the dependence on layer
thickness and/or particle radius.[11]

The total mass transferred will include the com-
bined effect from a number of mechanisms, including
molecular diffusion through the solid via vacancies
and interstitial defects, migration along dislocations,
grain boundaries, and along surfaces of internal pores
and fissures, and molecular diffusion through the
vapor filled passages defined by the internal pores and
fissures.[12,13] In cases where the total pressure inside
the material is higher than ambient, the transport mech-
anism could include convective flow through the pores
and fissures.

The two-zone model described above allows for
the multiple mechanisms. The rules that govern these
mass transfer operations are completely analogous to
those governing heat transfer already discussed. The
migration of vapor through the dried material layer
can be expressed as

_mm ¼ �DeffA
dc

dx
ð22Þ

where dc
dx

is the concentration gradient in the direction
of transfer (g/cm3/cm). The effective mass diffusivity
(Deff) will include the combined effect from all the
mechanisms outlined above.

Eq. (22) can be recast using vapor phase pressure as
the driving force behind the mass transfer, using the
ideal gas relationship,

_mm ¼ �DeffA
MWs

RT

� �

dp

dx
ð23Þ

where MWs is the molecular weight of the solvent
(g/mole), R the molar gas constant (62364.1 mm Hg
cm3/mole K) and T is the absolute temperature (�K).

Using appropriate simplifying assumptions, Eq. (23)
can be integrated and placed in a form analogous to
Eq. (3)

_mm ¼ ðps � piÞ
RD

ð24Þ

where ps, pi are the vapor pressures at the exposed
surface and interface, respectively (mm Hg), and

RD ¼
‘

DeffA

RT

MWs

� �

pm

P

� �

ð25Þ

is the effective mass transfer resistance of the dried layer
(mm Hg s/g). Here P is the total pressure and

pm ¼
ðps � piÞ
ln P � pi

P � ps

� � ð26Þ

referred to as the logarithmic mean partial pressure,
accounts for the fact that the partial pressures of the
individual components in a multicomponent system
must equal the system’s total pressure. For dilute mix-
tures of solvent vapor in air, pm ffi P and the pressure
ratio on the right-hand side of Eq. (25) approximates 1.

Solvent transfer from the surface of the dried
material can be treated in a manner analogous to
Eq. (4) above for heat transfer. An expression for the
convective mass resistance can be generated similar
to that derived for the thermal resistance:

_mm ¼ ðp1 � psÞ
Rc

ð27Þ

Here, Rc ¼ 1
hGA

, is the convective mass resistance

(mm Hg s/g), _mm ¼ the rate of vapor transferred from
the exposed surface (g/sec), ps ¼ the partial pressure
of solvent at the exposed solid surface temperature
(mm Hg), p1 ¼ the partial pressure of solvent far
away from the exposed solid surface (mm Hg), A ¼ the
the transfer area (cm2), and �hG ¼ the average convective
mass transfer coefficient (g/s-cm2-mm Hg).

Convective mass transfer coefficients must generally
be determined by experiment. Again dimensional
analysis can be used to determine physically meaning-
ful non-dimensional groups to guide experimental
designs. For most drying applications of pharmaceutical
relevance, the most important of these non-dimensional
groups are the Sherwood number (Sh), the Schmidt
number (Sc), and the Reynolds number (Re). The Sh
and Sc are defined as follows:

Sh ¼ hGL

Dv

RT

MWs

� �

pm

P

� �

ð28aÞ

Sc ¼ m
Dvr

ð28bÞ
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Here, Dv is the mass diffusivity of the solvent through the
convective fluid and all other parameters are as defined
previously.

The powerful analogy that exists among momen-
tum, heat, and mass transport permits useful values
of convective mass transfer coefficients to be calculated
from known values of convective heat transfer coeffi-
cients. For a particular drying system with a specific
geometry and flow characteristics, the following
relationship is recommended.[14]

�hhG ¼
�hhc

cpr

� �

MWs

RT

� �

P

pm

� �

Pr

Sc

� �0:67

ð29Þ

Once again, application of the Ohm’s law analogy
allows construction of mass transfer circuits to describe
a specific drying application. The mass flow through the
circuits derived from Fig. 2 can be described using

_mm ¼ ðpi � p1Þ
RT

ð30Þ

where

RT ¼ RD þ Rc ð31Þ

The mass transfer resistance of the dried layer will be
negligibly small for some period at the start of drying
because the dried layer thickness, starts at zero. During
this period the total resistance to mass transfer
will equal the convective resistance. For fixed flow,
temperature, and solvent concentration far from the
exposed product surfaces, the drying rate will be con-
stant during this period. As drying proceeds the resist-
ance of the dried layer becomes a significant portion of
the total resistance and continues to increase with time.
The drying rate would steadily decrease during this
period even if the solvent pressure difference could be
held constant.

Phase Transition

The liquid solvent added to a pharmaceutical material
generally exists in a variety of states.[15] Some will con-
dense or be pulled by capillary forces into macroscopic
pores and fissures or into the interstitial spaces between
particles. A state of local equilibrium can be assumed
to exist at the interface between the liquid and vapor
phases of solvent so situated. As a result, the tempera-
ture and vapor pressure exerted by the condensed
solvent will not be independent of one another. Fig. 4
shows the equilibrium vapor pressure vs. temperature
relationship for a number of common solvents.[16]

Heats of vaporization are shown parenthetically.[17]

Among common solvents, acetone has the highest
vapor pressure and water the lowest. Water requires
three–five times the energy of the common organic
solvents to vaporize.

Some of the solvent added will adsorb to the
solid surfaces of crystalline solids, particularly at
higher energy sites resulting from surface defects and
impurities. The amount adsorbed will increase in pro-
portion to the exposed surface area and as the partial
pressure of solvent vapor above the surface increases.
Solvent can also concentrate in the crystal interior by
migrating along high-diffusion paths produced by dis-
locations and grain boundaries.[18] Some polymeric
materials of pharmaceutical interest, such as starches
and celluloses, often exhibit non-crystalline or amorph-
ous structures. Such materials will typically take up
solvent in significantly greater quantities than do
crystalline materials with the amount absorbed
independent of surface area. As with crystalline solids
the amount sorbed will increase as the partial pressure
of solvent vapor in contact with the material increases.
Sorption data can be experimentally generated and
fitted to a variety of available models, including the
well-known BET equation, and the more generally
applicable 3-state extension developed by deBoer
and Guggenhein.[19] Data on a number of relevant
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Fig. 4 Vapor pressure curves for common

solvents. Heats of vaporization are shown
parenthetically. (From Refs.[16,17].)
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pharmaceutical materials have been compiled by
Callahan and collaborators.[20]

In some cases the water or organic solvent added
move to regular positions in the crystal lattice and
form a stoichiometric relationship with the original
molecules resulting in a hydrate or solvate crystalline
structure that differs from that of the original crystal-
line material. Solid state techniques, such as X-ray
diffraction, can be used to detect these structural
changes. For these materials the impact of solvent
addition and removal through drying must be carefully
considered as new states with unknown or undesirable
properties could be inadvertently generated. In the case
of erythromycin, researchers have reported that the
method of removing the water of hydration leads to
a collapse of the crystalline structure into a metastable
amorphous form.[21] On the other hand, Schilling
and coworkers monitored the formation of a hydrated
form of a 5-lipoxaginase inhibitor during wet granu-
lation and subsequent return to the desired anhydrous
state after fluid bed-drying.[22]

The energy that flows to the water or organic
solvent interface is used in two ways. First, and most
desirable, it is used to transform the water or organic
solvent from a liquid or liquid-like state to a vapor
state. The second use, often less desirable, is to raise
the temperature of the interface. The distribution can
be expressed in terms of an energy balance

qt ¼ _mmDh þ Mcp
ðT 0i � TiÞ

Dt
ð32Þ

where qt is the total rate of energy transferred to the
interface from all sources and mechanisms (calories/s),
Dt the time interval under consideration (s), Ti

0
the

temperature of the interface at the end of the time
interval (�C), Ti the temperature of the interface at
the beginning of the time interval (�C), Dh the solvent’s
heat of vaporization (calories/g), M the effective mass
of wet product associated with the interface (g), cp the
heat capacity of the wet product (calories/g�C), and _mm
is the drying rate (g/s).

Eq. (32) can be used to understand the link between
drying rate, heat flow, and temperature rise during dry-
ing. If the resistance to mass transfer is sufficiently low
so solvent vapor molecules generated at the interface
can freely escape from the solid, then the bulk of the
energy supplied will be absorbed by the first term on
the right-hand side of Eq. (32) and the interface will
remain cool. This is generally the case near the begin-
ning of the drying cycle because the mass transfer
barrier created by a dried product layer has not yet
formed. The rate of energy transferred is generally
fixed by inlet temperature and flow conditions, leading
to a constant drying rate. This portion of the drying
cycle is referred to as the constant rate period.

As the dried product layer builds the vapor molecules
generated cannot readily escape, causing the vapor
pressure at the interface to increase. Because tempera-
ture and pressure at the interface are related through
the equilibrium relationship, the interface temperature
increases as the vapor pressure increases. More and
more of the energy supplied then shifts from the first
to the second term on the right-hand side of Eq. (32)
resulting in a drop in the drying rate and a product
temperature rise during the time interval. This portion
of the drying cycle is referred to as the falling rate
period. The higher interface temperature and higher
heat transfer resistance created by the dried product
barrier serve to reduce the rate of energy transfer in
subsequent time intervals as predicted by Eq. (13).
The higher interface pressure partially offsets the effect
of increasing the mass transfer resistance.

Psychrometrics

The solvent vapor generated during drying must be
transported out of the drying equipment. If it isn’t,
the gas surrounding the material to be dried will soon
become saturated with vapor and drying will cease.
Various interconvertible terms have evolved over time
to express the amount of solvent that is absorbed by
the drying gas. Many of the common terms have been
defined strictly to apply to the air–water vapor system.
However, the concepts involved apply equally well
to any solvent–drying gas combination. The most com-
mon term is that of relative humidity (f), which
expresses the ratio of the actual amount of water vapor
present to the maximum amount that could be present
at a specified temperature. Amounts can be expressed
in any consistent way, including units of mass, moles,
or partial pressures. For drying applications, partial
pressures are particularly convenient and the relative
humidity becomes

f ¼ p1
psat

ð33Þ

where p1 is the partial pressure of solvent vapor
present and psat is the maximum pressure at saturation.
The saturation pressures for common solvents have
been shown previously (Fig. 4) as a function of
temperature. For ease of computation, saturation data
can be fit to an equation of the form

lnðpsatÞ ¼ A þ B

T
þ C lnðTÞ þ DT ð34Þ

where T is the absolute temperature and the constants
A, B, C, and D depend on the solvent.[23] Recommended
constants for the common solvents, determined
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through regression, are listed in Table 1 for psat

in mm Hg and temperature expressed in K.
An alternate expression for solvent content is the

specific humidity or humidity ratio, which is defined
as the ratio of the mass of solvent vapor present to
the mass of dry gas

o ¼ mv

mg
¼ MWv

MWg

� �

Pv

Pg

� �

ð35Þ

Eqs. (33)–(35) allow interconversion from one exp-
ression for solvent content to another. For example,
knowledge of temperature, total pressure, and relative
humidity allows the humidity ratio to be determined
using

o ¼ MWv

MWg

� �

fPsat

P � fPsat

� �

ð36Þ

Solvent content can be portrayed graphically in what is
known as a psychrometric chart, such as the one for
an air water system at atmospheric pressure shown in
Fig. 5. Such a chart is a convenient tool for converting
between the different expressions for solvent content
and for tracking changes in solvent content during
drying. Say, for example, that drying air enters a dryer
at 60�C and a relative humidity of 0.05 (point A in
Fig. 5) and leaves at 30�C and a relative humidity of
0.90 (point B in Fig. 5). Moving horizontally and to
the left from point A shows the inlet condition corre-
sponds to a moisture vapor pressure of approximately
7.5 mm Hg and by moving horizontally and to the right
shows a humidity ratio of approximately 0.006. The exit
condition (point B in Fig. 5) corresponds to a humidity
ratio of 0.024 for a difference of approximately 0.018 g
of water vapor carried out of the system per gram of
dry air. The intersection of the moisture content (hori-
zontal) lines with the saturation curve (f ¼ 1.0)
uniquely defines the so called dew point temperature,
indicated in Fig. 5, which is yet another way of specifying
solvent content. Fig. 5 can also be used to illustrate the
effect of product temperature on the mass transfer driv-
ing force. For example, product at 17.5�C (point C in
Fig. 5) would provide a driving force of approximately
7.5 mm Hg (15.0–7.5 mm Hg) between the solvent vapor

interface and the inlet drying air. A modest temperature
rise to 24�C approximately doubles the driving force
with the same inlet air by increasing the vapor pressure
at the solvent vapor interface.

PRACTICE

Drying can be carried out successfully using a variety
of commercially available equipment designs. Pharma-
ceutical drying equipment has been classified according
to principal mode of operation in a recently published
regulatory guidance document[24] as shown in Table 2.
Equipment classified as direct heating allows intimate
contact between the material being dried and the heat
energy source, usually a heated gas. That same gas is
used to transport the vapor generated from the equip-
ment. In indirect conduction, the energy is transferred
from the source, usually a heated liquid, to the material
being dried through a conducting wall. In this case
other means must be used to remove the generated
vapor from the equipment. Radiant approaches do not
rely on temperature to generate or transfer the needed
energy to the material being dried. Instead, the material
is exposed to electromagnetic energy at frequencies
strongly absorbed by the solvent being targeted for
removal. Specialized approaches, such as spray drying
and lyophilization, are treated in separate articles in
this encyclopedia and will not be covered more here.

Table 1 Recommended constants for computing saturation pressure, using Eq. (34) for common solvents (psat in mm Hg
and T in K)

Solvent A B C D

Water 70.708779 �7175.9470 �7.9064596 0.0053125111

Ethanol �93.710636 �2458.5969 20.649371 �0.039031369

Isopropyl alcohol �7.4598754 �5.017.1464 5.7374144 �0.015489516

Acetone 92.141422 �6280.1292 �12.241911 0.013701258
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Tray and Truck-Drying

Historically, the most common method of drying of
pharmaceutical powders has been tray-drying. With
this method, wet powder or granulation is placed on
paper-lined trays, usually solid or perforated metal,
which are then placed directly onto racks in a drying
chamber (oven) or onto movable racks, or trucks, that
are wheeled into an oven. The heat and low relative
vapor pressure of solvent provided by the flow of
heated, dry air throughout the chamber provide a
driving force for solvent transfer to and subsequent
removal from the particle surfaces of the powder. This
results in the gradual overall loss of solvent from the
bulk powder.

The drying process from solids has been character-
ized by three drying regions, as shown in Fig. 6.[12,25]

The first, termed the Constant Rate Period, is the
initial drying phase in which surface moisture exceeds
a critical level and rate is controlled by surface area.
When the level of moisture falls below the critical level,
it begins to be controlled by mass transfer from inside
the solid mass: this is called the First Falling Rate
Period. As drying proceeds, mass transfer is not able
to supply moisture to the surface of the solid mass at
a rate equal to the drying rate, and the free water con-
tent at the surface goes to zero. At this time, the surface
temperature rises rapidly, and a receding evaporation

front may be formed that divides the solid into a wet
region and a dry or sorption region. This is the begin-
ning of the Second Falling Rate Period, during which
mass transfer of moisture vapor through the sorption
region becomes more and more retarded.

The falling rate portion of the drying process can be
generally modeled by using a variation of Eq. (19) in
which the summation is truncated after one term:

ln
MðtÞ
M0

� �

¼ � p2D

4‘2

� �

t þ ln
8

p2

� �

ð37Þ

Eq. (37) can be simplified to

ln
MðtÞ
M0

� �

¼ �kt � 0:2 ð38Þ

where k is a first-order drying rate constant such that
when ln(M(t)/M0) is plotted vs. time a straight-line
relationship is obtained with a slope of �k.[11] This
becomes very useful in trying to model the tray-drying
process and evaluating the impact of process variables
such as bed thickness and drying temperature changes.
An example of this is given in Fig. 7, in which drying

First Falling Rate Period

Second Falling Rate Period

Constant Rate Period

Time

M
oi

st
ur

e

Fig. 6 The phases of the drying process. (From Ref.[12].)

Table 2 Classification of pharmaceutical drying equipment

Class Subclass Common names

Direct heating Static solids bed Tray and truck dryers
Moving solids bed Belt dryer
Fluidized solids bed Fluid bed dryer
Dilute solids bed Spray dryer

Indirect conduction Moving solids bed Tumble dryer
Gas stripping Zanchetta
Static solids bed Heated shelf tray drier
Lyophilizers Freeze dryer

Radiant Microwave, moving solids bed Microwave dryer
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Fig. 7 Temperature dependence of drying rate constant
[(k from Eq. (38)]. (From Ref.[11].)

Drying and Dryers 1443



D
rying–Electroan

rate constants obtained at multiple temperatures are
plotted vs. inverse temperature, allowing one to predict
drying rate at any interpolated temperature.

During the drying process, internal liquid transport
occurs via capillary flow, while vapor transport occurs
both via diffusion and true mass flow driven by press-
ure gradients.[12,26] Because the powder bed is static,
significant resistance to the diffusion of solvent from
the bed as a whole reduces the rate of drying, thereby
limiting the efficiency of this method of drying. This is
demonstrated by the dependence of the first order rate
constant k on the depth of the bed being dried. Theo-
retically it is shown that the drying rate constant is an
inverse function of the square of the bed thickness [Eq.
(37)], but experimental data shows a relationship that
more closely resembles an inverse relationship of k
with the first order of bed depth.[11]

Tray-drying is also used as a method to remove
water from soft elastic gelatin capsules,[27] and can be
model according to Eq. (39a):

lnðc � c1Þ ¼ �
t

G
þ lnðc0 � c1Þ ð39aÞ

where

G ¼ h2

5:8D
ð39bÞ

Here c is the amount of moisture at time t, c0, c1 the
amounts of moisture at time zero and infinity, respect-
ively, h the thickness of the gelatin film, and D is the
diffusion coefficient of moisture through gelatin.

This modeling becomes important as a soft-gel
product is being developed and a drying end point
needs to be established and reproduced.

Despite the low relative capital investment required
for tray-drying, it provides a low rate of drying and
the loading and unloading of trays is a labor-intensive
process. Although still commonly found in both drug
substance and drug product manufacturing procedures,
tray-drying has become less popular in comparison to
other more efficient, reproducible, and well-defined
drying procedures such as fluid bed and vacuum tumble
drying.

Fluid Bed Dryers

Fluid bed-drying is a widely used example of the direct
heating classification. Drying is accomplished by
suspending the particles to be dried directly in a stream
of heated air or other gaseous media. The intimate
contact and high surface areas available for transfer
result in fast, efficient drying, often making fluid bed
the approach of choice for high-volume products.

A typical installation is shown in Fig. 8. Ambient air
enters an air-handling unit through a coarse filter in
the lower right. The air is first passed over a chilled,
condensing coil to reduce the moisture content. The
air leaving the coils can be assumed to be in equilib-
rium with the condensed water so the temperature
measured at the coil outlet represents the wet bulb tem-
perature, a measure of moisture content. The coolant
temperature determines the degree of dehumidification
achieved. Chilled water and refrigerant are common
coolants. A portion of the inlet air is then diverted
through louvers past a heat source and then allowed
to remix with the portion not diverted. A steam coil
is commonly used as the heat source. The louvers are
mechanically linked so that one flow path opens as
the other closes. A feedback loop can be established
between the downstream temperature and the louver
position to control drying temperature. If the drying
temperature drops below the set point, the louver
position is adjusted to divert a larger fraction of the
incoming airflow past the heat source, resulting in a
higher temperature of the remixed streams. If the dry-
ing temperature drifts above the set point, the louvers
are repositioned to divert less past the heat source. This
type of arrangement is referred to as face and bypass
control and has the advantage of fast response time
and minimal overshoot. The warm, dehumidified air
is then passed through a second, finer filter and sent
to the dryer.

The product to be dried is placed inside a bowl on
top of a retaining screen. The retaining screen can be
of the wire mesh, perforated plate, gill plate, or combi-
nation design. As the drying air enters the bowl from
below, it drags the product particles off the retaining
screen and entrains them in the flow stream. The air
transfers heat energy to the suspended particles and
collects the solvent vapors given off. A small part of

Filters
Air Flow Lines

Heat
Source

TWB

Qloss

Tout

Tin

mair

mair

+mH2O

Blower

Coolant

Fig. 8 Schematic of a typical fluid bed dryer installation.
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the heat energy supplied to the drying air stream is lost
through transfer to the surrounding environment. Pro-
duct filters are provided to prevent the entrained parti-
cles from leaving the drying chamber. A split filter
design allows for periodic cleaning without disrupting
the drying operation. Flow through one filter segment
can be interrupted so it can be mechanically shaken or
reverse-pulsed with clean air to remove accumulated
particles. Flow then resumes and the cleaning operation
is performed on the other segment.

Drying air flow rate control is achieved using a
blower that works against a flow control valve. Both
are typically located on the downstream side of the
drier to maintain the drying chamber at a slight but
not excessive negative pressure with respect to ambi-
ent. Product particles and organic solvent vapors are
thus unable to escape against the negative pressure
gradient. The airflow rate is measured, usually on
the clean and dry upstream side of the drier, and a
feedback loop is established with the flow control
valve. Flow control is achieved by adjusting the pos-
ition of the flow control valve. Before releasing the
used air back into the environment, it is filtered once
more to remove any pharmacologically active and
potentially hazardous product particles that may have
leaked past the product filters. For organic vapor
applications, the spent air would also be treated to
separate and remove the vapors from the air stream
before releasing it back to the environment. Grounding,
containment, and venting strategies are incorporated
into the designs to control explosion hazards.

The dryer bowl is designed in the shape of an
inverted frustum of a right circular cone, with the
smaller diameter at the bottom of the bowl. As the dry-
ing air passes up through the bowl, the increasing area
causes the flow velocity to drop in the direction of
flow. At the lower velocity the larger, heavier particles
can no longer be sustained and they fall back toward
the retaining screen. The situation represents a tension
between the drag forces exerted on the particle by the
moving fluid and the force of gravity trying to pull the
particle back down to the retaining screen. For spherical
particles moving at low velocity in a fluid stream the
expression for the drag force first determined by
Stokes[28] can be set equal to the particle weight to yield
an expression for the minimum fluidization velocity[29]

V ¼ gd2

18m
ðrp � rÞ ð40Þ

where V is the minimum fluidization velocity (cm/s), d
the particle diameter (cm), g the acceleration of gravity
(980 cm/s2), rp the particle density (g/cm3), and r andm
are the density and dynamic viscosity of the fluid,
respectively.

Strictly speaking, Eq. (40) is a good approximation
only at low Re, that is at particle diameters signifi-
cantly less than 0.01 cm (100 micrometers). White[30]

has provided a formula extending the range to particle
diameters as high as 1 cm, using a curve fit of data from
many sources. A plot of fluidization velocity as a func-
tion of particle diameter (in microns) and density is
shown in Fig. 9 assuming spherical particles in air at
45�C, using White’s formula. Typical commercial
equipment provides velocities in the range of 150–250
cm/s at the retaining screen that drop after expansion
into the range of 60–100 cm/s. Because particle density
drops as drying proceeds, flow rates used at the begin-
ning of drying to fluidize the particle bed could be
reduced later in the cycle without losing entrainment.

The drying rate at any point in the drying cycle
can be derived from information provided from avail-
able process instrumentation without resorting to
intrusive sampling during the process. An energy
balance across a control volume surrounding the
drying bed yields:

_mm ¼ _mmgCp;gðTin � ToutÞ � Qloss

hfg
ð41Þ

where _mm is the drying rate, Cp,g the specific heat
capacity of drying gas at constant pressure, _mmg the
mass flow of drying gas through dryer, Tin the inlet
temperature of dryer gas, Tout the outlet temperature
of dryer gas, Qloss the heat loss to the environment
through thermal convection, and hfg is the latent heat
of vaporization for solvent.

The heat loss term can be estimated by applying
Eq. (41) to conditions near the end of the drying cycle,
where the evaporation rate is negligible.

Qloss ¼ mgCp;gðTin � ToutÞ
� �

end of cycle
ð42Þ

0 100 200 300 400 500 600

600

500

700 800 900 1000

Particle Diameter (µm)

400

300

200

100

0F
lu

id
iz

at
io

n 
V

el
oc

ity
 (

cm
/s

ec
)

ρp = 1.2 g/cm3
ρp = 1.4 g/cm3

ρp = 1.8 g/cm3
ρp = 2.0 g/cm3

ρp = 1.6 g/cm3

Fig. 9 Fluidization velocity as a function of diameter and
density for spherical particles suspended in an air stream at
45�C, using the curve fit of White. (From Ref.[30].)
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Using these conditions, the h̄A term is then calculated
from the following equation and is assumed constant
throughout the drying cycle:

Qloss ¼ hAðT � TambÞ ð43Þ

where h̄ is the average convective heat transfer coef-
ficient, A the external dryer surface available for heat
transfer, T the average temperature in the drying bed,
and Tamb is the ambient temperature.

The temperature and computed drying rate histories
for a water based drying case in air at a constant flow
rate of 2.36 � 106 cm3/s (5000 ft3/min) is shown in
Fig. 10.[31] The heat loss term parameter �hhA is
computed to be 17.9 cal/s/�C for this case. An early
constant rate period is evident that extends out to the
first 30 min of drying in which a drying rate of approxi-
mately 40 g/s is achieved.

Because different mechanisms limit the drying rate in
each of the drying periods, scheduled changes in flow
rate and inlet temperature have been used with great
success to shorten drying cycles without subjecting
the pharmaceutical material to unnecessary stress.[31,32]

During the constant rate period, the drying rate is
limited by the enthalpy available in the inlet air and
its capacity to absorb the vapor that is generated.
Increases in flow rate and inlet temperature can be

used to reduce the length of the constant rate period.
Staged reductions in inlet temperature and flow rate
can be scheduled without impacting the rate during
the falling rate and equilibration periods because
internal moisture transfer limits the overall rate. The
lowest flow rates can be used during the equilibration
period because the low-moisture, low-density particles
are easiest to fluidize and because dehumidification
techniques should become more efficient, resulting in
inlet air with lower moisture content.

Vacuum Drying

Vacuum can be used with all of the indirect conduction
and microwave approaches to drying. The total pres-
sure surrounding the pharmaceutical material is
reduced to levels below the saturation pressure of the
solvent at the interface between the wet and dry layers
causing generation of vapor. With suitable vacuum
levels, drying can be cost-effective at relatively low pro-
duct temperatures. Vacuum drying is particularly
advantageous for heat- or oxygen-sensitive products,
for reducing the risk of dust explosions, and for appli-
cations requiring solvent recovery or extremely low
residual solvent levels.

A typical rotating double-cone vacuum dryer is
shown in Fig. 11. Vapor exits the dryer via a tube that
passes through a rotary seal along the axis of rotation.
A filter prevents particles from leaving the dryer with
the exiting vapor. Vacuum can be supplied by conven-
tional pumps, blowers, or steam jets. Heating fluid
circulates through a jacket and enters and exits
through dynamic seals along the axis of rotation. Typi-
cal rotation speeds are 6–8 rpm. Working capacities,
generally defined as 50% of total volume, range from
0.1 to 10 m3 and vacuum levels range from just under
ambient to 20 mm Hg.[33] Indirect methods rely on
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Fig. 11 Rotating double-cone vacuum dryer.
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contact between the wet material and the jacketed
walls of the dryer to supply energy and the drying rate
can be heat transfer-limited. Average drying rates
range from 1–7 kg/h/m2 of heat transfer surface area
available. The ratio of jacket area to working volume
tends to decrease with increasing size, so larger models
often require additional internal plates or pipe coils to
increase available area for heat transfer.[33]

Vacuum drying can be readily incorporated into
high shear granulation designs to permit multiple
processing steps to be completed in a single piece of
equipment, as shown in Fig. 12. Granulation takes
place in an initial processing step by introducing a fluid
to the particle bed while mixing it with a high shear
impeller. Vacuum drying follows. Typical vacuum
conditions are 18–22 mm Hg. The vapor exits through
a port in the cover through a tube equipped with a par-
ticulate filter. Heating fluid is circulated through the
jacket of the bowl with typical operating temperatures
of 60–80�C. Inert stripping gas (3–30 m3/h depending
of vessel volume) is introduced through the shaft seal
to improve the convective transfer of vapor out of
the vessel during drying. Gas stripping rates above
an optimal level reduce the drying effectiveness by
raising the pressure in the vessel. Commercial designs
allow for tilting of the unit up through 180� to improve
contact between the granules and the heated walls.
Microwave and infrared generators can be added to
augment the heat transfer rates.[34,35]

Microwave (Dielectric) Drying

By applying microwave energy to pharmaceutical sys-
tems to be dried, dielectric materials such as water and
solvents with dissolved salts absorb the energy thereby
increasing molecular vibration. This movement is in turn
converted to friction resulting from interactions with
neighboring molecules, solvent temperature increases
and ultimately vaporizes, and drying is affected.[36]

In contrast to previously discussed more conventional
means of drying, energy is transferred to the entire
volume of solvent in a particle rather than relying on
heat transfer from contact surfaces to the interior of a
particle or bed. This mode of energy transfer provides
for higher temperatures at the center of the granule or
powder bed, generating a temperature gradient directed
outward from the center of the material. This facilitates
both liquid and vapor mass transfer away from the
center of the granule. Vaporization of the solvent inside
the granule can occur,[36] which allows drying rates to be
governed by the diffusion coefficient of the solvent vapor
rather than that of the liquid, potentially reducing mass
transfer limitations in drying rate.

Microwave dryers can be constructed as stand-alone
cabinets, as combination dryers with vacuum, fluid bed,
or vibrational capabilities, and as one-pot processors
that provide mixing and granulation capabilities in
conjunction with microwave drying. Microwaves are
generated at typical frequencies of either 915 MHz or
2.45 GHz, and are directed to the powder bed to be
dried by way of waveguides. The magnetrons used to
generate the microwave output require high-voltage
supply and may require water cooling to remove excess
heat. The size (output) and number of magnetrons
depends on the size of the dryer and mass of wet
material to be dried, and in many applications are
pulsed on and off by a controller to prevent damage to
the product resulting from excessive heat generation.

Some dryers also provide heat energy to the powder
mass by a jacketed vessel, thereby increasing overall
heat transfer. Moisture can be removed via vacuum
or hot air fluidization depending on the design of the
dryer allowing for improved evaporative drying and
vapor mass transfer. Fig. 13 shows the relationship
between power input (W) and first-order drying rate
constant in a microwave fluid-bed processor.[37]
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Fig. 12 High shear vacuum processor.
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Fig. 13 The influence of microwave power input and inlet
air temperature on microwave fluid-bed drying. (From
Ref.[37].)
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The extent of microwave drying can be correlated to
the amount of power absorbed by the product, which
is described by Eq. (44):[38]

P ¼ 2p f V 2E0Er tan d ð44Þ

where P is the power density (W/m3), f is the frequency
(Hz), V the voltage gradient (V/m), E0 the dielectric
constant of vacuum (8.85 � 10�12 F/m), Er the dielec-
tric constant of the material being dried (F/m), and d is
the loss angle (a physical property of magnetic waves).

The product of the dielectric constant and the loss
tangent (tan d) is called the loss factor,[36] Er

00, and is
a relative measure of how easily a material will be
heated by microwave energy.

E00r ¼ Er tan d ð45Þ

A table of loss factors of some common solvents and
excipients are given in Table 3.

Clearly the composition of the powder to be dried
plays an integral role in the drying process, using micro-
waves based on the energy absorption characteristics a
formulation possesses. As microwaves penetrate the
powder bed the intensity of the electrical field strength
is reduced by absorption according to when

d ¼ lrE
1=2
r

2pE00r
when E00r � 1 ð46aÞ

or when

d ¼ lr

2pðE00r Þ
1=2

when E00r � 1 ð46bÞ

where d is the depth where the field strength is 37% (or
1/e) of original value, and lr is the wavelength (e.g.,
12.3 cm at a frequency of 2450 MHz). Fig. 14 shows
the calculated penetration depth for lactose and starch.

Because the penetration depth is limited, both the
speed and the uniformity of drying can be improved by
mixing during the drying process. As a material loses
moisture during the drying process, both its dielectric
constant and its loss tangent change. Because the loss
factor is the product of these numbers, an understand-
ing of these property characteristics throughout the
drying process may be important. For example, starch
with 3% moisture has a higher loss factor than it does
with both 7.5% and 15% moisture.[39]

Theoretical comparisons have been made between
conventional drying techniques and microwave and
have shown the superior drying rate of microwave
over conductive drying in a jacketed bowl[39] and
microwave-aided fluid bed-drying over fluid bed-
drying alone.[40] Because of the reduced drying time
associated with the use of increased microwave energy,
the generation of pharmaceutical dust can be reduced
in a single-pot drying process.[41]

Because of the benefits in drying uniformity and
efficiency in energy transfer, microwave drying pro-
vides an attractive alternative to more conventional
modes of drying. For highly potent pharmaceutical
compounds the microwave unit provides a high degree
of containment (particularly when coupled with high
shear granulation) and is an easily cleanable dryer.
However, the initial capital investment to install such
a dryer and the significant amount of ancillary equip-
ment is oftentimes prohibitive in conventional applica-
tions. Nonetheless, uniformity in drying and reduction
in time and manpower may be sufficient to consider
microwave drying as a viable alternative.
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Economic Characteristics of the R&D Intensive
Pharmaceutical Industry

Douglas L. Cocks
Eli Lilly and Company, Indianapolis, Indiana, U.S.A.

INTRODUCTION

This article presents a brief sketch of the economics of
the R&D intensive ethical pharmaceutical industry,
highlighting its dynamic characteristics. The approach
taken here minimizes the use of static analysis, and
thus avoids the use of pure or perfect competition as
an analytical tool. In this theoretical discussion, certain
empirical studies will be cited as support for aspects of
the theory being developed.

The theory discussed here will concentrate on allo-
cative efficiency, but as with all discussions of allo-
cative efficiency, elements of technical efficiency will
automatically be involved and at least implicit recog-
nition of these elements will be evident. The allocative
efficiency concerns will be placed in a dynamic frame-
work; we will be attempting to establish a notion of
‘‘dynamic pure competition’’ that has analytical and
public policy implications. The concept of dynamic
pure competition will describe a hybrid form of work-
able competition as the term is used by industrial
organization economists.

AN OUTLINE OF A COMPETITIVE PROCESS

Before we get into an outline of the theory of pharmaceu-
tical economics, we need to establish pure competition as
a competitive process. Traditional microeconomics has
assumed implicitly that the ‘‘natural state’’ is one that
is depicted by pure competition. Deviations from the
natural state occur as a disequilibrium, by the establish-
ment of monopoly power, or through other often cited
market failures. In cases of disequilibrium, the tatonne-
ment will bring us to the equilibrium ideal of pure com-
petition. Interestingly, the model of pure competition
never really describes the process of the tatonnement
(equilibration) but only the conditions necessary for the
process to operate and the final equilibrium to result
when the process has worked itself out.

The monopoly power deviation arises because the
nature of ‘‘economic man’’ causes him or her to
attempt to break out of a pure competitive equilib-
rium, or the equilibrating tatonnement process, and
maximize his or her own economic situation relative
to the rest of the world. The economic man will

attempt to establish a monopoly power position
through ‘‘entry barrier’’ meansemp.[1a,1b]

According to traditional microeconomics, then, the
natural economic process is one that proceeds from
the natural state of pure competitive equilibrium, or
from where the necessary conditions exist for the pure
competitive tatonnement process to take place, to con-
ditions of monopoly.

The competitive process that is relevant here is one
in which a naturally occurring monopoly is systemati-
cally faced with a pressure that erodes this position. It
is a process that occurs on a continuum and which
must be considered on the basis of changes through
time. Reverting to the static sense, the economic con-
cept of deadweight welfare loss is a representation of
the social opportunity cost that is associated with
having entrepreneurs, singular and corporate, invading
previously held monopoly positions by providing new
and improved products and services. This in turn
represents the economic progress that generates wel-
fare gains, in the technically economic context and
not in the sense of providing public funds to needy
populations. Through time, economic life is character-
ized as a continual process of monopoly establishment
and systematic erosion via entrepreneurial activity.
This entrepreneurial activity constitutes the obser-
vation of, and action upon, profit opportunities as
evidenced by static monopoly rents.

We can think of dynamic pure competition as a pro-
cess where naturally occurring monopoly is systemati-
cally eroded. It represents a kind of entropy that
properly allocates resources in the production of cur-
rent and future goods and services. The underlying
characteristics of the competitive process are that it
recognizes that economic imperfections are inherent;
that economic man realizes this as a matter of course;
and he or she is willing to compensate economic agents
who act to ameliorate these imperfections.

EMPIRICAL EVIDENCE OF COMPETITION
IN THE PHARMACEUTICAL INDUSTRY

The issue of competition in the pharmaceutical indus-
try is implicitly addressed in the works of Cocks and
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Virts,[2,3] who show a significant lack of price rigidity in
various drug markets and among individual
drug products. But its clearest discussion is given by
Brozen:[4]

The Cocks data also destroy the common fiction
of rigid prices for drugs and the fiction of inelastic
demands for each of these patented products.

Prices are remarkably flexible, thus producing large
effects on market position. Leading products in the
anti-infective market, for example, suffered price

declines from 1962 to 1971 ranging from 7% (for pro-
duct number 8) to 67% (for product number 3). The
average price decline in this inflationary period for
these products was 32%, while the consumer price

index rose 34%. The price of leading anti-infectives
fell by 51% in constant dollars. This is a remarkable
record.

Sales of these products also demonstrate what a com-
plete fiction is the story that the average physician pays

no attention to prices in writing prescriptions. Product
11 among the anti-infectives languished at 0.1% of the
market for 5 years until it had cut its price by 47%. At

that point, its market share rose to 0.7%, a sixfold
increase. Another 14% price cut raised its market share
another 170%. Still further cuts over the next three

years amounting to 12% raised its market share by still
another 68%. This would seem to demonstrate a
remarkably high price elasticity of demand for a

branded patented product; particularly in view of the
price cuts of competitive products.

Product number 3 had a fading market position from
1962 through 1969 ‘‘despite its price cuts, but then a
16% price cut in 1970 stopped the decline and added

14% to its market share. A further 27% cut in 1971
jumped its market share by another 40%. The market
for ethical drugs responds remarkably vigorously to
price changes, the myth of the price-insensitive pre-

scribing physician to the contrary nothwithstanding.

There appears to be competition among products
within each class despite whatever unique features each
possesses. A product only singular enough to win 0.1%
of the market over a five-year span won a 310%
increase in market share when it cut its price relative
to most of the other products in its market. A fading
product turned itself around and reclaimed a major

portion of its market position as it undertook similar
price action.’’

One area that has been emphasized in economic theory
is that price competition does not exist if a firm or
group of firms can charge different prices to different
segments of the market. In the pharmaceutical indus-
try, this ‘‘market failure’’ has been emphasized relative
to the prices charged to the elderly. It has been claimed
that the elderly pay higher prices than the rest of the

population. A recent study by Berndt et al. provides
statistical evidence that theelderly do not.

A study by Reekie provides a more systematic
analysis of pricing behavior regarding pharmaceutical
products.[5] This study provides a statistically strong
inference that physicians are indeed sensitive to drug
prices. The paper provides statistical evidence on phar-
maceutical product price elasticity in which the coef-
ficient of elasticity is determined to be greater than 1.
Schwartzman also provides significant evidence on
the amount of price competition in the pharmaceutical
industry, especially in the area of antibiotics.[6] The
elderly generally pay higher prices than the rest of
the population, and in some drug categories they pay
lower prices.[7]

INTERNAL ORGANIZATION
CHARACTERISTICS OF THE
PHARMACEUTICAL FIRM

The model of the pharmaceutical firm that we have
constructed so far leaves us with a fundamental dichot-
omization of the firm. The dichotomy is between the
firm consisting of the production of existing, marketed
products, and the production of new products through
research and development. The existence of this nat-
urally leads us to question why the firm has to consist
of these seemingly different activities. In other words,
why could there not be firms who engage in research
and development and only produce new products?
They could sell these new products on the open market
to firms whose specialized function it is to produce and
sell the products developed by research firms. In
addressing this issue, it is hoped that greater insight
into the subtleties of the theory of the pharmaceutical
firm can be garnered.

There are two basic elements as to why it is
economically efficient to have both characteristics—
current product production and new production—
present in one firm. The first element relates to corpor-
ate finance and the sources and uses of cash flows in
the firm. The second element relates to the efficiencies
that can be gained by resorting to markets within the
firm (as opposed to external markets that are thought
of in conventional microeconomic theory).[8a–8c] It
should be obvious from the discussion that follows
there is an inherent interaction between these elements.
This discussion also points out the entrepreneurial
function in the firm and its implications for considering
the efficiency of the firm.

A characteristic of the pharmaceutical industry, and
very likely other R&D intensive industries, is the inter-
relationship among new products, the cash flows of the
firm, profit expectations, and the utility-enhancing
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characteristics of new drugs. This flow of economic
events can be depicted in the following:

! Portfolio of products
comprised of past
R&D induced

competitive
products contributes
to forming, maintaining,

or raising expected
present values of
portfolio of current
products and portfolio

of research products

! Increasing cash flows
(this relates to high

accounting profits,
discussed elsewhere
in this article)

!

! Increasing real

R&D investment.

!

! Determination of
number of new
drug products

! A portfolio of
products that
contains the
previous products

plus the newly
developed products.

!

This is a series of events that occurs on a continuum,
and the main characteristic is the internally generated
cash flows that provide the wherewithal for R&D
investment to come from the portfolio of existing
products. To provide the necessary cash flows, this
portfolio must contain products that have a range of
price-marginal manufacturing cost differentials.

The relevance of the two elements, just discussed,
can be elaborated on by considering the employment
relation that is the primary aspect of the R&D process
described above. Pharmaceutical R&D is really an
investment in and accumulation of human capital
through the employment of scientists and technicians.
Like all human capital its ‘‘producing’’ aspects are
necessarily embodied in individuals. Unlike normal
labor[6] and any associated human capital character-
istics that go with it (learning by doing), the human
capital associated with pharmaceutical R&D creates
complexities of monitoring and metering work effort.
These difficulties exacerbate the contingent claims
contracts, bounded rationality, opportunism, and
information impactedness problems that would prevail
if external markets were used. The use of a hierarchical
system clearly presents a less costly alternative. In
addition, it is evident from the previous description
of the R&D process that the internal market organi-
zation allows the combining of the R&D inputs and
yields output that is larger than the sum of the
products if inputs are used separately.

We can now address the significance of a third
element—what can be described as the entrepreneurial,
combined element. The six stages of the R&D system
process are really the steps that characterize going
from invention to innovation, as discussed in the
economics of innovation literature. The role of
the concept of the entrepreneur is very crucial here.

If we view the entrepreneur as the economic visionary,
the importance of his or her role is especially apparent
in stage 1 of our stage process. At this stage something
more than mere ‘‘scientific’’ ability is required. It is
also necessary to have the vision to convert ‘‘science’’
or knowledge into a useful product. However, each
step of the system process requires entrepreneurial
input.

The pharmaceutical firm amalgamates the diverse
entrepreneurial activities that make up the complex
process from invention through getting a marketable
pharmaceutical product. In essence, we are making a
distinction between the R&D inputs: scientist
and scientist-entrepreneur. In many cases, the scientist
does not have the full extent of entrepreneurial ability,
and the firm provides the mechanism to achieve this.
In addition, when dealing with both the scientist
and scientist-entrepreneur, the problems with the
Williamson[9] concepts are attenuated; resources are econ-
omized because the elements of complexity of contingent
claims contracts, bounded rationality, information
impactedness, and opportunism are separately prevalent
in both the scientists’ and scientist-entrepreneurs’ activi-
ties. It is likely that there are distinctive aspects of the
Williamson characteristics that are interactive, and this
compounds the difficulties and thus makes the internal
organization alternative less resource-costly.

In summary, the pharmaceutical R&D process lends
itself to the efficiency gains that come from internally
organizing these activities. These efficiencies are
derived from the existence of the complex technologi-
cal environment that surrounds the R&D process.

The essence of the theory that we are attempting to
apply to the pharmaceutical industry has clearly been
outlined by Demsetz. The crucial point is that there
are efficiency gains that are apparent not by comparing
them with some ideal, but by comparing them with
‘‘real world’’ alternatives.[10]

CONCLUSIONS

The model of the economics of the pharmaceutical
industry that is developed here has four basic
assumptions:

1. There is price sensitivity on the part of pharma-
ceutical consumers or, in particular, their
agents-physicians, for new products as well as
for existing products.

2. Research and development (R&D) serves as the
primary catalyst for change among drug firms
and is the focal point of entrepreneurial activity
that ensures dynamic welfare gains (a continuum
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of static welfare losses being offset by concomi-
tant higher utility, yielding benefits from new
products and systematic erosion of monopoly
power through price pressures for older
products). As an institutional consideration,
there will be a substantial number of firms
intensively engaged in R&D activity. In the
late 1990s there have been attempts at mega
mergers in the industry that would create firms
approaching the $100 billion or more sales
amount. These mergers seem to be due to the
significant rise in the R&D cost of developing
new drugs—possibly exceeding $500 million.

3. The utility benefits from even small impro-
vements in therapy can theoretically offset
substantial differences in the prices of the
new improvement relative to existing drug
therapies. (This is basically a corollary to
assumption 2).

4. The economic profitability of the industry will
reflect all dynamic opportunity costs and will
through time tend toward normal returns. As
such, economic profitability serves as the ulti-
mate guide to the proper allocation of resources
as it does with the pure competitive model.

It has been the purpose of this article to apply
certain aspects of economic analysis to the pharmaceu-
tical industry. In doing this, we have described a
dynamic competitive process that generates new
products and serves as a mechanism that pushes us
toward the optimal allocation of resources for the pro-
duction of existing products. A model of the pharma-
ceutical firm was also presented. Finally, the welfare

implications of the competitive process and the model
of the firm were discussed.
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INTRODUCTION

Effervescent tablets are uncoated tablets that generally
contain acid substances and carbonates or bicarbo-
nates, and that react rapidly in the presence of water
by releasing carbon dioxide. They are usually dissolved
or dispersed in water before administration.[1]

Effervescent mixtures have been known for over 250
years. During the 1930s, the success of Alka Seltzer
created a vogue for effervescent products, including
tablets.[2] Effervescent tablets have been reviewed.[3–5]

Effervescent reactions have also been employed
in other dosage forms, such as suppositories (laxative
effect), vaginal suppositories (mainly contraceptive
effect), and drug delivery systems (e.g., floating systems
and tablets rapidly dissolving in the saliva).

Effervescent products should be stored in tightly
closed containers. Desiccants are usually added to the
containers.

PHARMACOPEIAL MONOGRAPHS

Soluble, effervescent tablets are prepared by com-
pression. In addition to active ingredients, they contain
mixtures of acids (citric acid, tartaric acid) and sodium
bicarbonate (NaHCO3) that release carbon dioxide
when dissolved in water.[6] The United States Pharmaco-
peia (USP) 24 includes the following seven monographs:
Acetaminophen for Effervescent Oral Solution; Aspirin
Effervescent Tablets for Oral Solution; Potassium
Bicarbonate Effervescent Tablets for Oral Solution;
Potassium Bicarbonate and Potassium Chloride for
Effervescent Oral Solution; Potassium Bicarbonate and
Potassium Chloride Effervescent Tablets for Oral
Solution; Potassium and Sodium Bicarbonates and
Citric Acid for Oral Solution; and Potassium Chloride,
Potassium Bicarbonate, and Potassium Citrate Effer-
vescent Tablets for Oral Solution.[7]

Effervescent tablets as well as effervescent granules
and powders are mentioned in the European Pharma-
copoeia (Ph. Eur.), although it does not contain any
monographs regarding specific drugs.[1,8]

THE EFFERVESCENT REACTION

Acid–base reactions between alkali metal bicarbonate
and citric or tartaric acid have been used for many
years to produce pharmaceutical preparations that
effervesce as soon as water is added. In such systems,
it is practically impossible to achieve much more than
an atmospheric saturation of the solution with respect
to the released carbon dioxide. If the acid dissolves
first, then the bulk of the reaction takes place in the
saturated solution in close proximity to the undissolved
bicarbonate particles. If the bicarbonate dissolves fas-
ter, the reaction essentially takes place near the surface
of the undissolved acid. Such suspension systems do not
favor supersaturation with respect to carbon dioxide
because the particulate solids act as nuclei for bubble
formations.[9]

RAW MATERIALS

General Characteristics

With regard to compressibility and compactibility, the
considerations pertaining to raw materials in effer-
vescent products are similar to the ones that prevail
in evaluating raw materials intended for conventional
tablets. However, poor compactibility cannot usually
be compensated for by the use of binders, as this will
prevent a rapid dissolution of the effervescent tablet.
Addition of a binder is generally not as critical for
the dissolution of effervescent granules or powders.

The general tablet compaction process normally is
described by a number of sequential phases: rearrange-
ment, deformation (elastic, plastic) of initial particles,
fragmentation, and deformation of fragments. Particle-
surfaces are brought into close proximity and interpar-
ticulate attraction or bonds will be formed.[10] Similar
conditions will prevail with the effervescent tablets.

A very important property for effervescent products
is the adsorption/desorption isotherm of the raw
material and, consequently, its moisture content. To
avoid a premature effervescent reaction in the tablets,
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substances with low moisture contents will have to
be used. The aqueous solubility is another important
property of the substances used in effervescent pro-
ducts. It is also important to use raw materials that
are easily wetted. Of course, the taste of the employed
substances is important.

Acid Materials

The acidity for the effervescent reaction can be obtained
from three main sources: acids, acid anhydrides, and
acid salts. Traditional sources of acid materials are the
organic acids, citric and tartaric acid; however, some
acid salts also are used.

Acids

Citric acid: Citric acid is obtained as a monohydrate
or an anhydrate. A variety of particle-size grades
are available—colorless, translucent crystals, or white,
granular-to-crystalline powder. Citric acid is odorless
and has a strong acidic taste. It is soluble in less than
1 part of water and 1 in 1.5 parts of ethanol.[11]

Citric acid monohydrate melts at 100�C. It loses
water at 75�C, becomes anhydrous at 135�C, and fuses at
153�C. At relative humidities (RH) lower than approxi-
mately 65%, it effloresces at 25�C; the anhydrous acid
is formed at humidities below approximately 40%. At
RH between approximately 65 and 75%, it sorbs insig-
nificant amounts of moisture, but above this, substantial
amounts are absorbed (Fig. 1).[11]

Fig. 1 also includes the sorption curve of the
anhydrate. The anhydrous form melts at 135�C during
decomposition.[12] At RH approaching 75%, the mono-
hydrate is formed.[11]

Information from Heckel plots indicates that anhy-
drous citric acid is predominantly fragmented during
compression.[13] The elastic deformation and conse-
quently the elastic recovery during decompression
are low.[14]

Tartaric acid: Tartaric acid is soluble 1 in 0.75
parts of water, and 1 in 2.5 parts of alcohol.[15] It sorbs
insignificant amounts of moisture at RH up to
approximately 65%, but at RH above approximately
75%, substantial amounts are absorbed (Fig. 1).

Studies indicate that tartaric acid behaves in a
manner similar to that of anhydrous citric acid. During
compression, the acid fragments predominantly, and
the elastic deformation and consequently the elastic
recovery were low.[14]

A comparison of the formation of carbon dioxide
from effervescent tablets based on anhydrous citric
acid, ascorbic acid or tartaric acid, and NaHCO3

in stoichiometric proportions indicated that ascorbic
acid and anhydrous citric acid behaved similarly.

However, tartaric acid formed the most carbon diox-
ide, but the disintegration time was longer.[16]

Ascorbic acid: Ascorbic acid occurs as white to
light yellow crystalline powder or colorless crystals
with a sharp, acidic taste and no odor. It is not hygro-
scopic. Upon exposure to light, it gradually darkens.
Ascorbic acid is soluble 1 in 3.5 parts of water and 1
in 50 parts of ethanol.[17]

Ascorbic acid particles show an intermediate frag-
mentation during compaction. The relatively low tablet
strength indicates that the attraction forces are rela-
tively weak and not very resistant to stress relaxation
and elastic recovery.[18]

Ascorbic acid can be used as the acid source. The
speed of release of carbon dioxide from a mixture of
ascorbic acid and NaHCO3 is comparable with that
produced by citric or tartaric acid–NaHCO3 combina-
tions. Since ascorbic acid is less hygroscopic than citric
and tartaric acid, using ascorbic acid as the only acid
source makes it possible to produce effervescent tablets
in a non-airconditional area.[19]

Fumaric acid: Fumaric acid is a white, odorless
or nearly odorless crystalline powder. It is soluble 1
in 222 parts of water and 1 in 28 parts of ethanol.[20]
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Fig. 1 Sorptionisotherms of some hygroscopic acids. Key: x
axis ¼ relative humidity, %; y axis ¼ moisture content, %;
� ¼ citric acid monohydrate; D ¼ anhydrous citric acid;
& ¼ tartaric acid. (Adapted from Ref.[16].)
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The sorption isotherm indicates that fumaric acid is
not a hygroscopic substance.[16]

Acetylsalicylic acid (aspirin): Although acetyl-
salicylic acid is a drug frequently used in effervescent
form, it cannot be used as the acid source because of
its low water solubility. Additional acid is necessary
to decrease the reaction time.

Other acids: Malic acid is hygroscopic and readily
soluble in water. It has been suggested for effervescent
products.[3]

Other acids have been mentioned in connection with
effervescent products.[3,5]

Acid anhydrides: The use of acid anhydrides as
the acid precursor has been investigated. However,
their use in commercial products is limited.

Acid salts: Amino acid hydrochlorides readily
release acid when in solution. However, these materials
have the disadvantage of being expensive and rather
hygroscopic.[4] Other suggested acid sources include:
sodium dihydrogen citrate,[21] a non-hygroscopic sub-
stance;[16] disodium hydrogen citrate, which is non-
hygroscopic below approximately 93% RH/20�C;[16]

and sodium acid phosphate, which is very soluble
in water.

Sources of Carbon Dioxide

Both carbonates and bicarbonates are used as carbon-
ate sources, but the latter is most often used.

Sodium bicarbonate: Sodium bicarbonate (NaHCO3)
is an odorless, white crystalline powder with a saline,
slightly alkaline taste. A variety of particle-size grades
of powders and granules are available. The carbon
dioxide yield is approximately 52% by weight. At
RH below approximately 80% (at room temperature),
the moisture content is less than 1%. Above 85% RH,
it rapidly absorbs an excessive amount of water and
may start to decompose. Its solubility in water is 1
part in 11 parts at 20�C, and it is practically insoluble
in 95% ethanol at 20�C. When heated to 250–300�C,
NaHCO3 decomposes and is converted into anhydrous
sodium carbonate. However, thisprocess is both time-
and temperature-dependent, commencing at about
50�C. The reaction proceeds via surface-controlled
kinetics, and when NaHCO3 crystals are heated for a
short period of time, very fine needle-shaped crystals of
anhydrous sodium carbonate appear on the surface.[22]

In humid air, there is a slow decarboxylation of
NaHCO3, where as sodium sesquicarbonate Na2CO3 �
NaHCO3 � 2H2O is formed.[23]

NaHCO3 mainly consolidates by plastic deforma-
tion and not by fragmentation.[18] It is a non-elastic
substance.[13]

In order to overcome the poor flowability and low
compressibility of NaHCO3, a spray-drying technique

was used. Additives such as polyvinylpyrrolidone and
silicon oil were found to be essential to obtain direct
compressible spray-dried NaHCO3. The product showed
good compression characteristics without being trans-
formed into sodium carbonate.[24]

Sodium carbonate: Sodium carbonate is commer-
cially available as an anhydrous form and as a mono-
hydrate or a decahydrate. All forms are very soluble in
water. The anhydrate is hygroscopic.[25]

Potassium bicarbonate: Potassium bicarbonate
(KHCO3) is very soluble in water. When heated to
approximately 200�C, it is decomposed, and potassium
carbonate, water, and carbon dioxide are formed.[26]

Consequently, KHCO3, is less sensitive to heat in
connection with drying than is NaHCO3. Above
approximately 80% RH at 20�C, substantial amounts
of water are adsorbed by KHCO3.

Potassium carbonate: The moisture scavenging effect
of potassium carbonate in effervescent tablets has been
investigated.[27]

Calcium carbonate: Precipitated calcium carbonate
occurs as fine, white, odorless, and tasteless powder
or crystals. It is practically insoluble in water and
ethanol (95%). Precipitated calcium carbonate is non-
hygroscopic.[28] Calcium carbonate is a high-density,
not very compressible material.[29] It is known to consoli-
date by fragmentation.[30]

Other sources: Amino acid–alkali metal carbonate
derivatives, such as sodium glycine carbonate, have
been suggested as sources of carbon dioxide.

Sodium glycine carbonate is a non-hygroscopic, heat-
resistant, stable substance.[31] However, the carbon
dioxide yield—approximately 18% by weight—is only
about one-third of NaHCO3.

PRODUCTS

Dosage Forms

Effervescent tablets[1,6] granules, and powders[8] are
mentioned in the pharmacopoeias and exist as pro-
ducts onthe market. The effervescent tablet provides
several advantages over conventional oral solid dosage
forms. It is administered as a reasonably palatable,
sparkling solution. Consequently, it can be given to
patients who have difficulties swallowing capsules or
tablets. Since the drug is administered as a solution,
problems associated with dissolution, that is, absorp-
tion rate and extent of bioavailability, are avoided.
Drugs that are unstable when stored in aqueous solu-
tions are more often stable in the effervescent tablet.

Effervescent dosage forms have several drawbacks
when compared with aqueous solutions and plain
tablets. For example, they are relatively expensive to
produce due to the use of large amounts of more or less
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expensive excipients and the necessary special pro-
duction facilities, as well as high Naþ and/or Kþ
concentrations. In addition, when compared with plain
tablets, effervescent tablets are bulky, even though
small packages that are easy to carry in a pocket or
handbag are available. Finally, it is sometimes difficult
to make unpleasant tasting drugs sufficiently palatable
in an effervescent form.

When an effervescent product is dropped into a
glass of water, the reaction between the acid and the
NaHCO3 is quite rapid, usually completed within
1 minute or less.[32] The effervescent reaction is also
used in other pharmaceutical dosage forms than the
traditional effervescent products. Effervescent laxative
suppositories that release carbon dioxide have been
thoroughly studied.[33] One product has been on the
Swedish market for many years. Effervescent vaginal
suppositories are described.[34] Pulsatile and gastric
floating drug delivery systems for oral administration
based on a reservoir system consisting of a drug-
containing effervescent core and a polymeric coating
also have been investigated.[35]

Drugs (Product Categories)

Many drugs and drug compositions have been used for
effervescent products. Some of these are listed below.

Acetylsalicylic acid (aspirin) is a common drug in
many different effervescent products.[36,37]

Paracetamol (acetaminophen) is another analgesic
used in effervescent preparations.[38].

Effervescent compositions of ibuprofen, another
analgesic, are marketed.

Among effervescent antacid preparations, Alka-
Seltzer, an effervescent antacid analgesic pro-
duct, has been available since the 1930s. Pure
effervescent antacid products are marketed in
many countries.

Effervescent tablets of ascorbic acid, 0.5–1 g, are
well known. Other vitamins as well as calcium
and some minerals have also been included.

Acetylcysteine, a mycolytic agent that also is used
as an antidote for paracetamol overdose, is
available as an effervescent tablet.

Effervescent products of water-insoluble drugs
have been manufactured. A successful example
is the effervescent activated charcoal pre-
paration suggested in the management of
theophylline poisoning.[39]

Electrolyte Balance Considerations

Effervescent tablets normally have a high sodium
content. In most of the effervescent analgesic products

in Sweden, the sodium content is approximately
15 mmol. This sodium content may be contraindicated
in some patients (e.g., in patients with active sodium-
retaining status such as congestive heart failure or
renal insufficiency). Otherwise, there are no restrictions
concerning the sodium content of effervescent tablets.

Biopharmaceutical Aspects

Drugs are most rapidly absorbed from the gastrointes-
tinal (GI) tract when administered as aqueous solu-
tions. Although dilution of the drug solution in the
gastric fluids sometimes results in precipitation, the
extremely fine nature of the precipitate permits rapid
redissolution.[40] The rapid absorption of the aqueous
solution is the idea behind effervescent analgesic pro-
ducts, for example. Furthermore, consistent absorption
is expected with the solution, as disintegration and
dissolution in the GI tract are bypassed.

Effervescence may produce physiological changes
within the body. Carbon dioxide bubbling directly
onto the intestinal epithelium induced enhanced drug
permeability due to an alteration of the paracellular
pathway. This, in addition to fluid flow and membrane
hydrophobicity concepts, may account for observed
increases in drug flux.[41]

Buffered effervescent aspirin tablets are generally
believed to have a less irritant effect on the gastric
mucosa and cause less GI blood loss than conventional
tablets. This view has been questioned.

The bioavailability of acetylsalicylic acid from three
different dosage forms—two types of effervescent
tablets with different buffering properties and tablets of
a conventional type—was studied in healthy volunteers.
Complete absorption was found for all the preparations
studied. Both effervescent tablets were rapidly absorbed.
The buffering properties did not influence the rate of
absorption.[36]

Effervescent aspirin, soluble aspirin, and soluble
aspirin to which sufficient NaHCO3 had been added
to give it the same buffering capacity as the effervescent
preparation, were compared in healthy volunteers.
There were no significant differences in plasma salicy-
late levels at any time after taking these preparations.[37]

The absorption of the effervescent formulation of
paracetamol was compared with that of a plain tablet
in normal volunteers. As to the rate of absorption, this
was more rapid and consistent from the effervescent
preparation than from the plain tablet. This may have
important therapeutic implications where a rapid and
predictable analgesic effect may be desired.[38]

The bioavailability of an effervescent ibuprofen
tablet was compared to a sugar-coated tablet. Ibupro-
fen was absorbed more rapidly from the effervescent
tablet but both formulations were bioequivalent in
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respect to peak plasma concentrations and area under
the plasma concentration curves.[42]

PROCESSING

Environment

The manufacturing of effervescent tablets requires
careful control of environmental factors. As early as
the 1930s, it was clear that it was essential to maintain
RH throughout the plant of no more than 20%. In
addition, a uniform temperature of 21�C also was
desirable.[2]

A maximum of 25% RH at a controlled room tem-
perature of 25�C or less is usually sufficient to avoid
problems caused by atmospheric moisture.[3]

Equipment

Conventional processing equipment (mixers, granulators,
roller compactors, drying equipment, and mills) can be
used to produce effervescent preparations if the influence
of atmospheric moisture is considered. As a rule, tablet
presses have to be adapted to handle effervescent pro-
ducts, except for tablets with a sufficient proportion of
a self-lubricating substance, such as acetylsalicylic acid.

Wet Granulation Methods

The acid and carbonate parts of the effervescent for-
mulation can be granulated either separately or as a
mixture with water (crystal water of citric acid, liquid
water, or water vapor), ethanol (possibly diluted with
water), isopropanol, or other solvents.

When granulating with solvents without any moisture,
no effervescent reaction will occur provided the raw
materials are dry and the process is performed in a low
humidity atmosphere. However, citric acid will partly
dissolve in ethanol or isopropanol, and function as a
binder when the solvent is evaporated.

When granulating either with solvents containing
water or pure water, the effervescent reaction will start.
Care must be taken to maintain adequate control of
the process. Vacuum processing is often beneficial
due to the ability to control the effervescent reaction
and the drying process.

In the fusion method of granulation, the effervescent
mixture is heated to approximately 100�C (the melting
point of the monohydrate) so that the water of crystal-
lization from hydrous citric acid is released. This pro-
cess is sporadic and difficult to control, especially in a
static bed.[3]

By means of high-shear mixers and the heat gener-
ated during mixing, it was possible to prepare granular

effervescent products in batch sizes of 60–300 kg using
the fusion method.[43]

Citric acid is moistened and added to the NaHCO3.
Partial wet fusion occurs, and granules are formed by
kneading in a suitable mixer. The granules are tableted
while still damp, with the moist citric acid acting as
a lubricant. The compressed tablets are transferred
immediately and continuously to ovens where they
are dried at 70–75�C. Drying also hardens them. As
soon as they leave the dryer, the tablets are packed
in aluminum foil lined with polyethylene.[44]

X-ray diffractometry and infrared (IR) spectropho-
tometry were used to study the reaction between citric
acid and NaHCO3 when granulating the mixture with
water in a high-shear mixer and vacuum drying the wet
mass. The contact time before drying varied as did the
water content. At low water levels, varying the contact
times did not change the citric acid. However, with
higher levels of water content, the presence of monoci-
trates, dicitrates, and tricitrates was verified. The loss
of carbon dioxide during granulation occurred in the
presence of, especially, dicitrates and tricitrates.[45]

Effervescent granules were prepared in a fluid bed
granulator/dryer.[46]

The drug can be mixed with the effervescent granu-
late and other excipients or be a part of the granulation.
When mixing low proportions of drug with granulate,
the risk of segregation must be taken into account.

Dry Granulation

Granulation by slugging (slugs or large tablets that are
compressed using heavy-duty tableting equipment) or
roller compaction is suitable for materials that cannot
be wet granulated. The slugs and the material from the
roller compactor are reduced to the proper size. Lubri-
cation is often necessary during slugging but not always
with roller compaction. The acidic and basic compo-
nents may be dry granulated separately or together.

Direct Compression

Some effervescent tablet products are successfully pro-
duced by direct compression (e.g., acetylsalicylic acid
products). Direct compression normally requires care-
ful selection of raw materials to achieve a free-flowing,
non-segregating, compressible mixture. Effervescent
products present the same problems as conventional
products in direct compression.

Tableting

The adaptation of a single-punch tablet press for com-
pressing effervescent tablets via external lubrication
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has been described.[5,47] Only rotary presses are normally
used in connection with the commercial production of
effervescent tablets. Tablet machine manufacturers have
applied various adaptations to their existing equipment
to avoid problems due to internal lubrication and punch
adhesion. Consequently, many effervescent tablets are
produced on rotary presses with external lubrication.
Liquid or solid lubricants can be used.

FORMULATION

Excipients (Including Sweeteners and Flavors)

Lubricants

A perfect lubricant (or auxiliary agent, in general) for
effervescent products must be non-toxic, tasteless, and
water-soluble. Very few traditional lubricants fulfill
these requirements.

Intrinsic lubricants are added to the powder mixture
and consequently included in the formulation. When
added in solid form, the lubricant will have to be finely
divided.

Metal stearates, such as magnesium or calcium
stearate that serve as lubricants in conventional tablets,
are seldom used as intrinsic lubricants in connection
with effervescent tablets due to their insolubility
in water. Use of stearates results in an undissolved,
foamy, soapy-tasting layer on the surface of the cloudy
solution. In addition, normal lubricant concentrations
of metal stearates make the tablets hydrophobic, which
entails a slow dissolution of the effervescent tablet in
the water. However, very low concentrations of metal
stearates can be used to improve the rate of solution
of effervescent tablets as the tablet will remain
immersed in the water during dissolution and not float
to the surface the way a tablet without metal stearate
would. A floating tablet presents a smaller surface area
to the water than a tablet immersed in the liquid.

Sodium stearate and sodium oleate are water-
soluble in low concentrations. They have the character-
istic soapy taste, which virtually precludes their use in
effervescent products.

A combination of 4% polyethylene glycol (PEG)
6000 and 0.1% sodium stearyl fumarate proved to
be a good lubricant for ascorbic acid tablets made
by direct compression on a small scale.[48] Sodium
chloride, sodium acetate, and D,L-leucine (water-
soluble lubricants) also have been suggested for
effervescent tablets.[44]

Twenty lubricants for effervescent tablets were
tested for lubrication efficiency in direct compression of
a standard effervescent formulation. The lubricant con-
centration was high as compared to traditional tablet
lubricants. By increasing the lubricant concentration

and the compression force, most lubricants became more
effective. The lubricant used in effervescent formulations
should combine hydrophobic and hydrophilic properties
in order to achieve both good lubrication and a short dis-
integration time. A medium polar lubricant was the best
compromise. Fumaric acid was chosen and its concen-
tration optimized.[49] Other research that studied the
lubrication of effervescent products indicated optimal
concentrations of spray-dried L-leucine and PEG 6000
at levels of 2 and 3%, respectively.[50]

Surfactants such as sodium lauryl sulfate and mag-
nesium lauryl sulfate also act as lubricants.

Extrinsic lubrication is provided via mechanisms
that apply a lubricating substance, normally paraffin
oil, to the tableting tool surface during processing.
One method makes use of an oiled felt washer attached
to the lower punch below the tip. This washer wipes the
die cavity with each tablet ejection. To avoid having
tablets stick to the punch faces, materials such as poly-
tetrafluorethylene or polyurethane have been applied
to the faces. Another lubrication method sprays a thin
layer of lubricant (either liquid or solid lubricant) onto
the tool surfaces after one tablet is ejected and before
the granulate of the next tablet enters the die cavity.

Products containing acetylsalicylic acid do not usually
require additional lubrication.

Glidants

Glidants are usually not necessary. Free-flowing gran-
ulates, ingredients of appropriate physical form for
direct compression, and the large tablet diameters
make it possible to exclude the use of glidants.

Antiadherents

The adherence of the granulate or powder mixture to
the punch surfaces, so-called picking, can be eliminated
by using discs, such as polytetrafluorethylene or
polyurethane, cemented to the punch surfaces.

Binders

Binders are commonly used when making conven-
tional tablets. The binders are either added in dry form
or dissolved in a suitable solvent and then added in
connection with a wet-granulation process. Most bin-
ders are polymers and increase the plastic deformation
of the formulation.

The use of binders will normally prevent a rapid dis-
solution of the effervescent tablet. Therefore, many
effervescent tablets are formulated without any binder.
However, effervescent granules may be formulated with
binders since their large surface area, when compared
withthat of the conventional or the effervescent
tablet, will result in rapid dissolution. An effervescent
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granulation composed of anhydrous citric acid and
NaHCO3 was made with dehydrated alcohol as
the granulating liquid. A portion of the citric acid
dissolved during the massing and functioned as a
binder.[51]

In order to compress ascorbic acid from a combina-
tion with NaHCO3, granulation was required. Common
water-soluble binders, such as polyvinylpyrrolidone
(polyvidone) or polyvinylpyrrolidone–poly(vinyl acetate)-
copolymer, led to a change of color on the part of the
ascorbic acid granules. Hydrogenated maltodextrins
containing high amounts of maltitol were chosen from
a wide range of dextrins and maltodextrins as possible
binders. Maltitol was a suitable binder for ascorbic acid
effervescent tablets. Formation of crystal bridges of
maltitol was the assumed binding mechanism.[19] PEG
6000 functions both as a binder and as a lubricant.

Disintegrants or dissolution aids

Disintegrants, which are used in conventional tablets,
are not normally used in effervescent tablets because
one of the marketing demands is that a clear solution
should be obtained within a few minutes after adding
the tablet to a glass of cold water.

Diluents

Effervescent products generally do not require diluents.
The effervescent materials themselves will have to be
added in large quantities.

Sweeteners

Sucrose and other natural sweeteners, such as sorbitol,
can be used in effervescent products, although artificial
sweetening agents are customary. However, the appli-
cation of artificial sweeteners is restricted by health
regulations. Therefore, the use of such sweeteners will
vary from one country to the next based on national
standards.

Saccharin or its sodium and calcium salts are used
as sweeteners. Aspartame is also employed as a sweet-
ener in effervescent tablets. Earlier, cyclamates and
cyclamic acid were the artificial sweeteners of choice,
but their use has now been restricted.

Flavors

The simple use of sweetening agents may not be
sufficient to render palatable a product containing a
drug with an unpleasant taste. Therefore, a flavoring
agent can be included. Various dry flavors are available
from suppliers. The flavors used must be water-soluble
or water-dispersible.

Colors

Water-soluble colors may be added; however, some
dyes change color according to pH variations, a con-
sideration that must be noted before a dye is selected.

Surfactants

This type of excipient is sometimes used to increase the
wetting and dissolution rate of drugs. Attention must
be paid to the formation of foam.

Antifoaming agents

To reduce the formation of foam, and consequently the
tendency of drugs to stick to the wall of the glass above
the water level, an antifoaming agent, such as poly-
dimethylsiloxane, can be used. However, antifoaming
agents do not normally form constituents of effer-
vescent products.

Formulations (Including Optimization)

Literature on formulations of effervescent products it
relatively sparse. Table 1 presents some examples of
effervescent products on the Nordic market.

A fractional factorial design was employed in the
preparation of effervescent aspirin tablets. The opti-
mum conditions for preparing the tablets were determ-
ined following the path of steepest ascent.[53]

An experiment investigating the effects of tablet
manufacturing conditions, tablet formulations, tablet
compression pressures, storage conditions, and storage
times was performed on five different formulations.[54]

The effects of two formulation factors (the ratio of
citric acid/NaHCO3 and the polyvidone content) and
two process factors (the temperature and the velocity
of the fluidizing air) on granule size, powder content,
and dissolution rate of the tablets were studied using
factorial design. In addition, the levels of the significant
factors were optimized with the path of steepest
ascent.[46]

Solid dispersions of poorly water-soluble drugs were
made by the fusion method. Citric acid was employed
in various ratios with NaHCO3 as the carrier for these
drugs.[55]

Stability

The greatest problem with effervescent products is the
loss of reactivity with time if exposed prematurely to
moisture (i.e., the stability of the effervescent system).
In addition, the stability of the drug and some
excipients, such as flavors, also must be considered.
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Effervescent products are not stable in the presence
of moisture. Most effervescent products are hygro-
scopic and can therefore adsorb enough moisture to
initiate degradation if they are not suitably packaged.

Tablets made with equivalent amounts of NaHCO3

and tartaric acid were stored at 70�C. In a closed sys-
tem, a reaction between the NaHCO3 and the tartaric
acid occurred. When the tablets were stored as an
open system, the weight loss was concluded to be a
decarboxylation of the NaHCO3.[56]

Effervescent compositions may be markedly stabi-
lized if the NaHCO3 is partly converted to the corre-
sponding carbonate. Usually, the desired degree of
stability is attained if approximately 2–10% of the
weight of the bicarbonate is converted to the carbon-
ate.[57] The addition of sodium carbonate did not by
itself improve stability. One explanation for the stabi-
lizing effect caused by heating of the bicarbonate could
be that heating causes a uniform distribution of the
carbonate on the surface of the bicarbonate so that
the water-scavenging efficiency is greater. Another
explanation is that the carbonate formed by the rup-
ture of the bicarbonate crystals would be much finer
than added crystalline sodium carbonate, however
finely ground. A third explanation is the possibility
that double salts might be present and that they could
be better scavengers than the carbonate itself.[56] The
moisture scavenging effect of potassium carbonate
was determined and the concentration optimized for
a specific formulation.[27]

The stability of three commercial effervescent and one
dispersible aspirin tablet were evaluated by factorially
designed experiments. Temperature affected the hydroly-
sis of all tablets, whereas humidity influenced one pro-
duct in a plastic tube and one in an aluminum tube.[58]

Mercury-intrusion porosimetry and a cantilever beam-
proximity transducer balance were used to monitor

the stability of selected effervescent tablet systems.
An index of reactivity was obtained from the balance
measurements. The porosity measurements proved to
be useful in elucidating tablet-pore structure changes
over time. Compression pressure and manufacturing
conditions were not significant factors in the stability
of an effervescent system when non-hygroscopic
materials were used.[54]

Codeine phosphate in a paracetamol-codeine effer-
vescent tablet was found to react at room temperature
with the citric acid constituents to form citrate esters of
codeine. The esterification was confirmed in a solid-
state reaction at an elevated temperature. Tartaric acid
also yielded an ester with codeine phosphate in a
similar non-solvolytic reaction.[59]

PRODUCTION

Granulation

At the Pharmacia plant in Helsingborg, Sweden,
approximately 1200 kg of effervescent granulate is
produced daily. Anhydrous citric acid and NaHCO3

are massed with ethanol in a planetary mixer and the
wet mass is dried on trays. Additional effervescent
granulates are produced with vacuum equipment (Topo
granulator) where water is the main component of the
granulation liquid. The Topo granulator, developed
for preparation of granules andcoated particles in a
vacuum, handles the mixing, granulation, drying, and
milling/sieving as a closed system.

The fusion method, which employs heat to liberate
water of crystallization from hydrous citric acid in
order to effect moistening, was applied by using a
high-shear mixer to generate heat.[43] Batch sizes of
60 and 300 kg were granulated.

Table 1 Some compositions of effervescent tablets on the Nordic market: components and weight per tablet

Product A Product B Product C

Component mg Component mg Component mg

Drugs Ascorbic acid 1000 Acetylsalicylic acid 500 Paracetamol 500

Caffeine 50

Excipients Citric acid, anhydrous 700 Citric acid, anhydrous 500 Citric acid, anhydrous 1200
Sodium bicarbonate 490 Sodium bicarbonate 1250 Sodium bicarbonate 1550
Polyethylene glycol 6000 45 Docusate sodium 0.85 Polyvidone 25

Sodium benzoate 0.15 Sodium cyclamate 45

Sorbitol 25 Saccharin sodium 5

Saccharin sodium 12 Lemon flavor 25
Riboflavin sodium
phosphate (for color)

1 Magnesium stearate 1.4

Orange flavor 2

(Adapted from Ref.[52].)
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Anhydrous citric acid and NaHCO3 were granu-
lated with ethanol in a twin-screw extruder at powder
flow rates of 60–90 kg/h in a continuous process.[51]

The air suspension coating–reacting technique also
is used in the production of effervescent granulates.

Tableting

Effervescent tablets are normally produced by machines
with external lubrication systems. Most tablet machine
manufacturers can add this type of equipment to their
rotary machines. Products with a high proportion of
acetylsalicylic acid can be manufactured without any tra-
ditional lubricants. Consequently, conventional rotary
tablet presses can be used. Effervescent acetylsalicylic
acid tablets are produced on ordinary high-speed rotary
presses at the Pharmacia plant in Helsingborg, Sweden.

Effervescent granules can be tableted while still
damp since moist citric acid acts as a lubricant. The
compressed tablets are transferred immediately and
continuously to ovens where they are dried. Drying
also hardens them.[44]

Several types of steel are normally used in the manu-
facture of compression tooling. Material rich in nickel
was found to have the best resistance to rusting
induced by a hydrochloride salt, although other factors,
such as humidity, temperature, and contact time, also
were responsible for the rusting of tooling material.[60]

This information may be useful when ordering and
managing tooling materials for effervescent tablets.

The compression of effervescent mixtures usually
results in severe picking and sticking. By means of
flat-faced punches with discs of polytetrafluorethylene,
the sticking to tablet-punch surfaces is overcome.[61]

Other non-adherent materials, such as Vulkollan� (a
polyethane), Hostalit� (polyvinyl chloride), and
Resopal� (a melamine), have been used.[62] The disc
of the plastic material is attached to the recess of the
punch surface by glue or adhesive tape. It should be
noted that fragments of the polymer can rub off during
compression.

Effervescent tablets were produced using four
different formulations that contained citric and/or
tartaric acid and NaHCO3 with polyvidone and PEG
6000. The adhesion of each formulation to the metal
faces of the punch tips was determined by means of
electron microscopy, surface-roughness measurements,
and quantification of punch-weight variations during
tablet production. The basic formulations were
inherently adhesive and produced tablets with a weak,
porous structure; the tablets were rougher than con-
ventional, non-effervescent compressed tablets. Both
formulations that contained tartaric acid produced
tablets with a lower surface roughness and had less

of a tendency to stick to tablet-punch faces than the
two formulations that contained citric acid alone.
The addition of a water-soluble sucrose ester had a
beneficial effect, especially on formulations with inher-
ently high adhesive tendencies.[63]

In-Process Quality Control

For a rapid determination of loss on drying, an IR
drying balance may be used. In the matter of size
distribution, effervescent granulations are controlled
by sieve analysis.

During the compression of effervescent tablets, in-
process tests are routinely run to monitor the process.
These tests include controls of tablet weight, weight
variation, thickness, crushing strength, disintegration,
and appearance of the tablet. Friability and pH of
the solution may be additionally tested. Electronic
devices that monitor tablet weight are normally used.

Inspection of the punches is carried out during the
manufacturing of the tablets when plastic insertions
are used. Inspections ensure that the plastic insertions
are intact, i.e., that no loss or damage to the discs has
occurred.

Product Evaluations

Both chemical and physical properties have to be con-
sidered when evaluating effervescent products. In this
review, only the physical properties will be discussed,
except where the chemical characteristics are especially
influenced by the effervescent base. For more detail,
Ph. Eur. includes a special disintegration test for
effervescent tablets[1] and granules.[8]

Many tests (e.g., titrimetric, gravimetric, colori-
metric, and volumetric tests as well as loss-of-weight
measurements and pressure measurements) have
been proposed in order to determine carbon dioxide
content.[16,48,64] Methods based on monitoring carbon
dioxide pressure generation and weight loss have been
applied.[16,65]

Results from weight-loss measurements were
modeled.[65] Research indicates that the determination
of water content by Karl Fischer analysis in effer-
vescent tablets was possible after extraction with diox-
ane.[66] NaHCO3, which reacts with the Karl Fischer
reagent, is insoluble in dioxane and does not interfere
during the determination.

Near IR (NIR) is a quick and non-destructive
method for the determination of water in effervescent
products. In addition, it is suitable for in-process
quality control. Measurement of pH of the solution
is often performed. The conditions are important for
congruent results.
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Tablets

The disintegration and dissolution times are very
important characteristics of effervescent products. A
well-formulated effervescent tablet will disintegrate
and dissolve within 1–2 min to form a clear solution.
Consequently, the residue of undissolved drug must
be minimal. The temperature of the water influences
the dissolution time. It is, therefore, important to
choose a water temperature that is actually used by
consumers (e.g., cold tap water). Ph. Eur. includes a
general requirement on disintegration time of 5 min
in water 15–25�C.[1]

Factors such as crushing strength and friability will
influence the possibility of packaging the tablets on
packaging lines, as effervescent tablets chip easily at
the edges during handling. When the tablets are filled
in tubes, the tablet height is of the utmost importance
since the looseness or tightness of the packaging
depends on the tablet height. When small or fairly
small amounts of drug form part of the formulation,
it is essential that content uniformity be carefully
supervised.

Powders and Granules

Disintegration and dissolution time is an important
characteristic, as is powder weight variation. The Ph.
Eur. requirement time for disintegration of granules
is 5 min.[8]

Production Area

As the mass of an effervescent tablet is, as a rule, many
times larger than that of a conventional tablet, larger
amounts of raw material will have to be handled when
packaging the same number of tablets. Therefore, the
production area will be larger, too, unless a compact
continuous line has been constructed.

At the Pharmacia plant in Helsingborg, Sweden, all
steps during the production of effervescent tablets (i.e.,
mixing, granulating, drying, milling, final mixing of
granulate and other constituents, tableting, and pack-
aging) are performed in dehumidified areas of <25%
RH and <25�C. Other companies perform mixing,
granulating, drying, and milling at normal humidities
but store the final mixture in dehumidified areas while
slowly bubbling dehumidified air through the mixture.
The mixture is then tableted and packaged in a small,
dehumidified area around the tablet and packaging
machine.

In direct compression, the mixing can be performed
at normal humidities; however, in that case, the
mixture is dried (to prevent a premature effervescent
reaction) by means of causing dehumidified air to flow
through the bed in a suitable container. Tableting and

packaging are also performed in the dehumidified area.
Thus, the number of manufacturing stages in the low
humidity zone is reduced.

PACKAGING

Effervescent tablets should be stored in tightly closed
containers or moisture-proof packs.[6]

Even the moisture in the air may be enough to
initiate the effervescent reaction of an effervescent
product if it is not properly protected. When the
consumer opens the container, the effervescent product
will again be exposed to the moisture in the air. Conse-
quently, the packaging of all effervescent products
is very important. The time between tablet production
and start of packaging operation should be kept as
short as possible.

Ph. Eur. recommends that effervescent granules
and powders be stored in airtight containers.[8] In the
past, acidic and alkaline components were wrapped
separately to prevent effervescent reactions during
the storage of powders and granules.

Materials

Effervescent products are usually packed in individual
aluminum foil pouches and effervescent tablets are
often packed in metal tubes. To avoid excessive lami-
nate stress, the dimensions of the sachets should be
adapted to the dimensions of the tablet or the amount
of granulate. These pouches are arranged in con-
veniently sized strips and stacked in a paperboard box.

The metal tube is a multiple-use container sealed
with a moisture-proof closure. The tablets are stacked
on top of one another. Consequently, a minimum of
air surrounds them. The tubes are seamless, extruded
aluminum packages. They are closed by tightly fitting
plastic snap caps that contain a desiccant chamber.
Tubes of plastic materials, such as polyvinyl chloride
or polypropene, have been tested with effervescent
tablets. Acceptable stability was obtained with some
of these products. Plastic tubes are used more often
due to their lower cost and lower noise level during
the packaging operation.

Aluminum-foil blisters can provide hermetic packs.
Similar protection can be achieved by using a foil-
bearing laminate or a strip pack. A special strip pack
for effervescent tablets, where each tablet is connected
to a desiccant via a channel, has been suggested.[67]

The effect of environmental moisture on the physi-
cal stability of effervescent tablets in foil-laminate
packages containing microscopic imperfections was
examined. Physical stability, after storing at different RH
and temperature conditions, was assessed by noting
whether the tablet components reacted prematurely.
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A penetrating dye-solution test was used in order to
determine whether the foil packages permitted any trans-
mission of moisture. High humidity accelerated the
physical deterioration of effervescent tablets when stored
in packets of poor integrity.[68]

Filling

Packaging operations must be conducted in a low
humidity environment if the long-term stability of the
product is to be maintained. The tablets must be hard
enough so as not to break during packaging.

Quality Control

Individual foil packets are tested for proper sealing.
Several methods of rapid seal integrity testing have
been devised, such as the vacuum underwater method,
detection of tracer material sealed within the pouch,
purging with detectable gas, IR seal inspection, and
electronic air-tightness testers.[3]

CONCLUSIONS

The traditional effervescent product is dissolved prior
to oral intake. This requires the drug to have an
acceptable taste. Since the drug is given as a solution,
the absorption is normally rapid and the bioavailabil-
ity is usually good.

The commercial manufacturing of effervescent
products involves controlling air humidity in the pro-
duction area. Special tablet machines are generally
required, and the package is a very important part of
the effervescent product. Over-the-counter analgesics
have been very successful as effervescent tablets on
certain markets.
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12. Kommentar, Böhme, H., Hartke, K., Eds.; Acidum citri-
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Elastomeric Components for the Pharmaceutical Industry

Edward J. Smith
Wyeth Pharmaceuticals, Collegeville, Pennsylvania, U.S.A.

INTRODUCTION

The primary function of elastomeric components used
by the pharmaceutical industry, which includes both
drugs and medical devices, is to protect and deliver.
Elastomeric components are typically primary packag-
ing components; that is, they are or may be in direct
contact with the dosage form. They must neither inter-
act with the dosage form nor allow the ingress or egress
of materials. Elastomeric or rubber components typi-
cally provide the means for sealing parenteral contain-
ers of varying size and shape because of their unique
physical properties. Elasticity particularly permits
intimate contact between the closure and the relatively
rigid surfaces of container openings. No other material
known today has this same unique property. This
property is primarily responsible for the ability of the
closure to be pierced with a sharp device, such as a
hypodermic needle, and then to reseal. This is an
example of the delivery function of elastomeric compo-
nents. Rubber closures are an essential component of
the primary package for most parenteral or injectable
products. Typical rubber components are pictured in
Figs. 1 and 2.

In order to understand how rubber performs its
unique ‘‘protect and deliver’’ function, it is necessary
to know how rubber is compounded and manufactured.

RUBBER COMPOUNDS

Rubber, like all other primary packaging materials, is
not inert. Any material used in the compounding of
the rubber component may be leached into and/or
chemically react with the dosage form. The basic mate-
rials used in the compounding of rubber components
used by the drug and medical device industries are
listed in Table 1. These materials, and the amounts
used, are significantly different from those that may
be used in industrial rubber belts, tires, and hoses
where heat, abrasion, and solvent resistance are typi-
cally the main concern. More than one type of
each material may be used in a rubber compound.
For example, compounds containing two elastomers,
such as isoprene and chlorobutyl rubber, and two
pigments, such as titanium dioxide and carbon black,

are very common. Compounds used for parenteral
closures consist of an elastomer as the base material
combined chemically and physically with other neces-
sary rubber chemicals.

The elastomer determines most of the physical and
chemical characteristics of a rubber compound. Typi-
cal elastomers are natural elastomers such as natural
rubber (NR), sometimes called crepe, and synthetic
elastomers such as butyl (including chlorobutyl and
bromobutyl), ethylene propylene diene monomer
(EPDM), and styrene butadiene rubber (SBR). A list
of commonly used elastomers is shown in Table 2.

In the pharmaceutical industry, natural rubber and
its synthetic analog, isoprene rubber, are normally used
in products that require good physical strength or that
must be able to withstand multiple punctures while
maintaining seal integrity. Due the ‘‘latex sensitivity’’
issue, the use of natural rubber is declining. This issue
is discussed in a later section. Neoprene, a halogenated
form of polyisoprene, is typically used for oil-based
pharmaceutical products, such as mineral oil or veg-
etable oil. SBR and nitrile rubber (NBR), which isused
primarily for oil-based products, are specialty elasto-
mers that are not as commonly used. Butyls and halo-
butyls comprise the largest segment of pharmaceutical
rubber compounds, having properties that make them
applicable for the packaging of many products, espe-
cially those requiring protection from moisture vapor
or oxygen. Most lyophilized and powdered products
require this protection, and some liquid products
require protection from oxygen. EPDMs are less com-
monly used, though they have been selected for large
intravenous (IV) stoppers. Silicones also are not often
used due to their permeability to moisture vapor and
oxygen as well as their relatively high cost. A list of
common elastomers and their chemical structures is
found in Table 3.

Curing (or vulcanizing/cross-linking) agents are
chemicals used to cross-link elastomer chains into the
three-dimensional (3D) network required to give a
rubber component the desired elasticity. The term
‘‘vulcanization’’ indicates that heat is employed in
the manufacturing or molding process. Common cur-
ing agents are sulfur, thiurams, zinc oxide, peroxides,
resins, and amines. A desirable property of pharmaceu-
tical rubber formulations is‘‘cleanliness,’’ that is, that
they contain materials that neither leach nor volatilize
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into the packaged pharmaceutical. Sulfur-cured rubber,
because it requires other chemicals to effect an efficient
cure, is not usually as clean as resin-, metal oxide-, or
peroxide-cured formulations. The demands of the phar-
maceutical industry and regulatory agencies are such
that these relatively clean cure systems are becoming
more common.

Accelerators reduce the cure time considerably by
increasing the cure rate. They are not catalysts because
they are chemically altered and, in many cases, also
react as curing agents. Common sulfur-cure accelerators
are amines, dithiocarbamates, sulfenamides, thiazoles,
and thiurams. Some accelerators, because of their
reactivity, may form toxic compounds, such as
2-(2-hydroxyethylmercapto)benzothiazole from mer-
captobenzothiazole (2-MCBT), residues of which may
be extractable. Accelerators that are secondary amines
may form toxic nitrosamines.

Activators, which affect the efficiency of accelera-
tors, are commonly added. Normally these are metal
oxides, such as zinc oxide or stearic acid.

Antioxidants are classified as antidegradants or age
resistors. Chemically, antioxidants protect the reactive
(sensitive) sites of the rubber chains against oxygen
attack. Typical antioxidants are chemicals such as

hindered phenols and amines. Unsaturated elastomers,
such as natural rubber, require antioxidants for protec-
tion against oxidation, which causes surface cracking
and loss of elasticity. Saturated elastomers, such as sili-
cones and fluoroelastomers, are resistant to oxidation
and usually require no added antioxidants. Some anti-
oxidants are classified as antiozonants, which are
designed to provide protection when high levels of
reactive ozone are likely to be in the environment. A
list of saturated and unsaturated elastomers is found
in Table 4.

Plasticizers are used in rubber compounds to assist
in the mixing or molding of the rubber, to soften the
final vulcanized rubber, or to add surface lubricity to
the surface of the rubber component. Examples are

Fig. 2 Typical rubber syringe plungers; (A) Plunger for
10-mL sterile-empty syringe; (B) Plunger for sterile-prefilled
dental cartridge; (C) Plunger for 1mL sterile-empty syringe;

(D) Tip cap for Luer Tip syringe. (Photograph provided by
West Pharmaceutical Services, Inc.)Fig. 1 Typical rubber components; (A) Syringe plunger.

(B,C,D) Sleeve stoppers; (E) Abbott ADDVantage vial
stopper; (F) IV bag injection site; (G) Serum vial stopper;
(H) Lyophilization vial stopper. (Photograph provided by
Abbott Laboratories.)

Table 1 Rubber compounding materials and their function

Material Function

Elastomer Base material

Curing agent Forms cross-links

Accelerator Affects type and rate of cross-links

Activator Alters efficiency of accelerator

Antioxidant Antidegradant

Plasticizer Processing aid

Filler Affects physical properties

Pigment Color

Elastomeric Components for the Pharmaceutical Industry 1467



D
rying–Electroan

paraffinic wax, silicone oil, paraffinic and naphthenic
oils, phthalates, and organic phosphates. Silicone oil
is commonly used in syringe pistons that must slide
freely within a glass or plastic barrel; it also reduces
the coring or fragmentation tendency of vial stoppers.

Fillers are materials that modify rubber characteris-
tics (e.g., hardness) and improve its physical character-
istics (e.g., tensile strength), in addition to reducing
costs. Rubber is sometimes compounded without the
use of fillers; the resultant product is called ‘‘gum rub-
ber.’’ Typical fillers are calcined and hydrated clays,
magnesium silicate (talc), magnesium oxide, and sili-
cas. Carbon black, a common filler used to increase
the heat resistance in industrial components such as
tires, is not used as a filler in pharmaceutical compo-
nents but it is used in smaller amounts as a black pig-
ment. Polynuclear aromatic (PNA) hydrocarbons are a
concern with carbon blacks but the grades used by
manufacturers of pharmaceutical components contain
very low concentrations.

The pigments used are inorganic salts and oxides,
carbon black, or organic dyes that are used for aes-
thetic or functional purposes (e.g., identification, desig-
nating a dosage, etc.). Typical pigments are carbon
black, titanium dioxide, and iron oxide. With these
three pigments white, black, red, and many shades of
gray and pink can be produced. These pigments are
chemically pure and stable, non-toxic, and relatively
inexpensive. Other pigments such as phthalocyanines
and ultramarine blue can be used for blues and greens,
but their color fastness in not as good as the aforemen-
tioned pigments.

A typical thermoset rubber compound is shown in
Table 5. In terms of percentage by weight, the elasto-
mer and filler are the chief materials used, accounting
typically for over 90% of a compound. However, the
other ‘‘minor’’ materials are quite necessary in order
for the compound to have the necessary chemical,
physical, and toxicological properties required for a
functional packaging component. For example, with-
out the curing agent the compound would remain a
physical mixture of materials that would have the con-
sistency of chewing gum. On the other hand, materials
such as pigments may be omitted from the compound

with only minor consequences—i.e., the loss of the
desired color.

SELECTION OF COMPOUND MATERIALS

Many materials may be used in a rubber compound;
however, only a fraction of materials are acceptable
in components used for the drug industry. A source
of acceptable materials is the U.S. Code of Federal
Regulations (CFR). Since the CFR has no list for drug
contact, the drug industry uses the CFR list designated
for foods. Applicable sections of 21 CFR are as follows:

Section 175—Indirect Food Additives

Sections 177 and 178—Indirect Food Additives
Polymers

Sections 182, 184, 185—Generally Regarded as
Safe (GRAS) Lists

Section 177.2600—Rubber Articles Intended for
Repeated Use (The primary section containing a
list of materials used in rubber formulations for
pharmaceutical items.)

There are some cautions with the CFR lists. First,
manufacturers may not always submit materials to
the Food and Drug Administration (FDA) for listing
in the CFR. They may not want to take the time or
incur the costs if they see only a limited market for
their material in the pharmaceutical or food market.
Second, some materials, such as 2-MCBT, which is
not permitted by the FDA, are listed but are strongly
discouraged. Finally, some materials listed in the
CFR, such as food, drug, and cosmetic dyes, are really
not applicable for rubber compounds used for pharma-
ceuticals. Many of these dyes are water-soluble and are
not applicable for rubber formulations that come in
contact with aqueous solutions, since the dyes could
be extracted from the rubber and discolor the drug.

Component manufacturers may use materials not
listed in the CFR provided that acceptable toxicity
data is available to the reviewing health authority.

Table 2 Common elastomers used in parenteral packaging components

Elastomer % Use Reason

Butyl/halobutyls �80 Excellent O2 and moisture barrier

Natural/isoprene �10 Excellent physical properties such as reseal

EPDM �5 Good heat resistance and surface lubricity

Nitrile and neoprene �3 Resistance to vegetable and mineral oils

SBR �1 Blended with isoprene/NR or halobutyls to improve physical properties

Silicone �1 Excellent heat resistance; poor O2 and moisture barrier; high cost
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Table 3 Chemical structures of common elastomers

Common name Chemical name Structure

Butyl rubber Poly(isobutylene-isoprene)

]nCH2)) ( CH2( CH2

CH3

CH3

CH3

[ HCCC
50

Halobutyl rubbera Halogenated
poly(isobutylene-isoprene)

]nCH2)( CH( CH2

CH3 CH3

CH3

[ C CHC )
65

X

Ethylene-propylene rubber Poly(ethylene-propylene)
]nCH2)

3
( CH2 ( CH2

CH3

[ CH )

Ethylene-propylene-diene
rubber

Poly(ethylene-propylene-diene)
]nCH2)

15
( CH2 ( CH2 ( diene )

CH3

[ CH )
5

Silicone rubber Polydimethylsiloxane

Si O[

CH3

CH3

]n

Urethane rubber Adipic acid-ethylene
glycol polyester

]n( CH2)
2

( CH2)
4

C O[ O C

O O

HO OH( CH2)
2

Fluoroelastomers Polytetrafluorethylene

]nC

F

C

F

FF

[

Natural rubber cis-(1.4-Polyisoprene)

CH3

]nC( CH2 CH2[ CH

Polyisoprene rubber cis-(1.4-Polyisoprene)

CH3

]nC( CH2 CH2[ CH

Neoprene rubber Polychloroprene
]nC( CH2 CH2[ CH

Cl

Styrene-butadiene rubber Poly(butadiene-styrene)
]nCH( CH2 ( CH2

C6H5

[ CH CH2)
4

CH )

Nitrile rubber Poly(butadiene-acrylonitrile
]nCH( CH2 ( CH2[ CH

CN

CH2)
5

CH )
2

Polybutadiene Polybutadiene
]nCH( CH2 CH2[ CH

aX ¼ Cl or Br.

(From Ref.[22].)
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TYPES OF RUBBER AND THE
MANUFACTURING PROCESS

Elastomeric closures for parenteral products are made
from two types of elastomers or rubbers. Thermoset
rubber, the most common, undergoes a chemical reac-
tion during the molding or component-forming proces-
sing. In this chemical reaction cross-links, or bonds are
inserted between the long polymer chains to form a
resilient 3D network. Without these cross-links elasto-
meric closures would have properties resembling those
of chewing gum, which is an uncross-linked rubber
blended with sugar, flavors, and food coloring. The
cross-linking process is not reversible. Once a closure
is molded it cannot be remolded into another shape or
size. Addition of heat only causes degradation or
reversion of the rubber.

Another type of rubber that is used frequently is
thermoplastic rubber.[1,2] Components are fabricated
in a process that is similar to that used for common
hard plastics, such as polyethylene or polystyrene,
but the final product is an elastic material with proper-
ties otherwise equivalent to those of thermoset rubbers.
No chemical reactions are involved in the processing of
a thermoplastic rubber. The fabrication process con-
sists of heating the rubber compound until it liquefies,
injecting the liquid into a mold, cooling the mold, and
finally removing the closure from the mold. The pro-
cess is reversible. Closures can be remelted and
remolded into different shapes or sizes as desired.

Cross-linking in this case is not a chemical process
but a physical intertwining of polymeric chains. The
resulting intertwined 3D network gives thermoplastic
elastomers their elasticity and resiliency.

Currently, thermoplastics account for less than 5%
of the elastomeric closures for parenterals. Their lim-
ited resistance to heat deformation under stress during
autoclave sterilization is the main reason for this lim-
ited use. However, thermoplastics have two advantages
over thermosets. First, they are chemically less
complex and therefore less prone to interact with par-
enteral medications, and second, they may be manufac-
tured by a simpler and more automated process.
Thermoplastic elastomers have found use in baby bot-
tle nipples and dropper bulbs that are not typically
heat sterilized under compression.

The manufacturing of rubber components for phar-
maceutical applications is a multistep process with
controls on each step. Fully validated processes are
now common. The process is outlined in Table 6.

There are generally three molding processes used for
manufacturing pharmaceutical closures: compression
molding, injection molding, and transfer molding.
The choice of molding method usually depends on
the necessary final dimensional tolerances of the item
being molded. Injection molding gives the best dimen-
sional tolerances; however, it is usually the most
expensive technique, especially as compared to com-
pression molding. Thermoset rubbers are commonly
compression or transfer molded, while thermoplastic

Table 4 Saturated and unsaturated elastomers

Saturated ASTM abbreviation Unsaturated ASTM abbreviation

Butyl IIR Natural NR

Halobutyls (chlorobutyl and bromobutyl) CIIR, BIIR Isoprene IR

Ethylene-propylene-diene monomer rubber EPDM Styrene butadiene SBR

Silicone Q Nitrile NBR

Urethane U Neoprene CR

Fluoroelastomers FKM Polybutadiene BR

Table 5 Typical thermoset rubber compound

Material Percent by weight

Chlorobutyl rubber (elastomer) 52.7

Calcined clay (filler) 39.4

Paraffinic oil (plasticizer) 4.4

Titanium dioxide (pigment) 1.1

Carbon black (pigment) 0.13

Thiuram (curing agent/accelerator) 0.14

Zinc oxide (activator) 1.6

2,6-Di-tert-butyl-4-sec-butyl phenol (antioxidant) 0.53
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rubbers are typically injection molded. The com-
pression molding cycle is illustrated in Fig. 3. Sheets
of molded components vary in shape from round to
rectangular, and in size from 12 in. in diameter to
36 � 36 inches square, and may contain 50–10,000
components.

A recent trend in rubber component manufacturing
is the production of ‘‘preprocessed’’ components.
Components are prepared for shipment in either one
of two states:

1. Ready to Sterilize (RtS): Typically components
are washed, then rinsed with Water For Injec-
tion (WFI) to reduce bioburden and endotoxin
levels, lubricated with silicone oil, and finally
packaged in a classified area (Classes 100–
10,000) in Tyvek� bags that can be steam steril-
ized by the drug or device manufacturer before
use. Alternately polyethylene bags may be used
if the end user is utilizing gamma radiation for
sterilization.

2. Ready to Use (RtU): The process is identical to
that used for RtS components except that the
component manufacturer takes responsibility
for component sterilization and the sterilized
components are received by the drug or device

Table 6 Manufacturing process for rubber components for pharmaceutical use

Process step Comment

Raw material specifications and testing Tests for identity and purity

Weighing of batch ingredients
according to DMF-filed ‘‘recipe’’

Weighted to �0.2% of nominal batch weight

Mixing to get homogeneous
batch of material

Mixed either in an internal mixer or on an open mill

Testing representative samples

of the mixed batch of rubber

Blend of ingredients is tested for cure characteristics; molded

testpiece is tested for common attributes such as durometer
hardness, specific gravity, percentage ash, IR spectrum of
pyrolizate, and UVspectrum of an aqueous extract.

Preform material by extrusion,
calendering or pelletizing

Material is formed into blocks, trips, sheets or pellets
for ease of handling

Preformed material is placed on

mold or into mold feeder mechanism

Molding by compression, transfer,
or injection techniques

Unvulcanized mixtures of materials are shaped into the
desired component by heat and pressure; chemical reaction
causes cross-links to form between polymer chains

Trimming Convert molded sheets of connected components into

individual components

Washing Remove particulate matter, and mold and trim lubricants

Rinsing Reduce surface endotoxins and bioburden when WFI water is used

Sterilization Only done when presterilized components are produced

Final QC testing Tests for identity, dimensional measurements, and physical,
chemical and biological tests

Packing A counted number of components are placed in containers,
usually bags made of polyethylene or Tyvek�, then sealed in

cardboard cartons for shipping

Shipping Cartons are grouped by lot number, palletized and shipped
by truck, ship or air

UNLOADING LOADING

MOLD OPEN

CURING

HEAT & PRESSURE

PRESS

OPENS

TO FINISHING

~10 Min

@ 350°F

APPLIED

Fig. 3 Compression molding cycle.
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manufacturer. No additional component pro-
cessing is required before use.

Both processes typically require extensive validation
by the component manufacturer, a description of the
process in a Drug Master File (DMF), quality audits
by customers, and perhaps FDA approval before RtS
or RtU components are utilized. Nevertheless, RtS
and RtU are trends that are moving rapidly; most
major rubber component manufacturers now market
RtS components.[3] A list of pharmaceutical rubber
manufacturers is shown in Table 7.

STERILIZATION OF RUBBER COMPONENTS

Heat, radiation, and sterilizing gases may be used to
sterilize rubber components. However, components,
especially vial stoppers, are most frequently sterilized
by pressurized steam (autoclaving), a highly effective
method and probably the most reliable of available
methods when an F0 value of at least 8 min is
reached.[4] However, the poor thermal conductivity of
rubber and the relatively large mass of wet stoppers
placed in a stainless steel container for sterilization
require a careful validation of the process. Assurance
must be obtained that the moist heat penetrates
throughout the mass of stoppers so that every stopper
receives a dose equivalent to a minimal F0 of 8 min.
However, rubber closures subjected to elevated
temperatures or extended heating even at moderate
temperatures degrade or revert, which is most fre-
quently evidenced by stickiness. Therefore, the appli-
cation of moist heat must be controlled because this
degradation is most likely to be greatest at the outer
layers of the mass of stoppers. This undesirable effect
can be markedly reduced by distributing the stoppers
in a shallow tray or otherwise reducing the mass, thus
making it possible to reduce the thermal cycle time and
the applied heat. Cycle times of 121�C for 30–60 min
are usually well tolerated by rubber components made
from butyl or halobutyl rubbers. Natural and isoprene
rubbers are less tolerant. Increasing the sterilization
temperature above 121�C or the time above 60 min is
not recommended unless components have been tested
to assure that no significant degradation will take
place. Dry heat sterilization or drying of components
above 105�C is also not recommended without prior
testing. Testing may include inspection of the surface
for cracks or tackiness, swelling studies to determine
state of cure, functional tests such as coring and
reseal, and chemical tests such as the United States
Pharmacopoeia (USP) protocol or extraction studies
performed before and after the sterilization cycle.

Under the usual autoclaving conditions, moist
heat does not destroy pyrogens. For closures to be

pyrogen-free, a final rinse with WFI before sterilization
is necessary.

Ethylene oxide, a sterilizing gas, may be used to
sterilize rubber components when they are part of a
medical device; however, the gas is readily absorbed
by the rubber and sufficient time must be allowed after
sterilization for the concentration of residual ethylene
oxide to dissipate to acceptable levels.[5,6]

Radiation sterilization, by either gamma or e-beam,
also may be utilized to sterilize rubber components.
However, some elastomers, such as butyl, chlorobutyl,
andbromobutyl, do not tolerate high doses of radi-
ation, while others, such as natural, isoprene,
neoprene, and nitrile rubbers are readily radiation-
sterilized without degradation.[7,8] The challenge with
radiation sterilization of rubber components in bulk
(i.e., cartons or bags) is to obtain a uniform dose of
radiation throughout the entire package—enough of
a dose to assure the desired sterility assurance level
(SAL), usually 10�6, without degrading the compo-
nents, especially those nearest the radiation source.
There are generally two approaches that can be fol-
lowed. One is to target a uniform dose of 25 kGy,
which is generally accepted to assure sterility, while
the other is to follow the ANSI/AAMI/ISO
11137 : 1994 standard and target a dose of radiation
that is dependent on the bioburden of the compo-
nents.[9] The first approach is usually overkill but
may be acceptable for radiation-resistant rubbers.
The second approach usually results in lower doses
applied, which may be critical with butyl and other
rubbers that are not so radiation resistant. There are
several necessary steps if the ANSI/AAMI/ISO stan-
dard is used. These are:

� Selection of the SAL, usually 10�6

� Determination of the average bioburden from sam-
ples taken from three consecutive production lots

� Establishment of the Verification Dose. This is the
dose in kGy found in Table B.1 of the standard that
will give a SAL of 10�2

� Confirmation of the Verification Dose by irradi-
ating 100 components and testing each for sterility.
No more than two positives are permitted

� Establishment of the Sterilizing Dose from
Table B.1 of the standard

� Dose mapping, using dosimeters, on a shipping
container filled with components. Irradiate and
determine the maximum and minimum doses (Dmax

and Dmin) received in the container
� Calculation of the Target Dose by multiplying the

Sterilizing Dose by the ratio, Dmax/Dmin. The Tar-
get Dose is typically increased 6% or more to
account for dosimeter error and to add additional
sterility assurance.
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TESTS AND STANDARDS

In-Process Tests

Several tests may be performed on unvulcanized rub-
ber or on standard-shaped test specimens to measure
the properties of a rubber compound.[10] These include
the following:

1. Rheometer measurements measure cure and
cure rate characteristics of the rubber. The
component manufacturer performs this test on
unvulcanized rubber. The rheometer measures
the viscosity of the rubber as a function of time
at a constant temperature. As time increases, the
degree of cure or cross-linking increases and
thus the viscosity increases.

2. Durometer hardness is measured on tests speci-
mens that meet specific standards for shape and
thickness.[11] Durometer hardness is usually
measured using the Shore A scale, which mea-
sures relative hardness on a scale of 0 to 100
units. Most rubber components for medical
use are found in the 35–60 range with 40–50
typical for rubber vial stoppers. Durometer
Hardness may be measured on some actual
components if they have a sufficiently large
flat surface and thickness, i.e., 28–32 mm IV
stoppers.

3. Compression set is commonly used as a measure
of the dimensional recovery of a rubber com-
pound after compression at a defined level,
usually 25%, at a specified time and tempera-
ture, usually 24 h at 70�C.[12] High compression
set values are associated with rubber that ‘‘takes
a set’’ or loses its ability to spring back after
compression. Low compression set is important
for rubber closures and syringe plungers that
are heat sterilized while under compression
and remain under compression for long periods
of time before use but must remain elastic and
resilient to maintain seal integrity. Compression
Set is measured on dimensionally defined test
specimens.

4. Tensile, modulus, and elongation are measures
of the strength of a rubber compound.[13] They
are measured on bow tie-shaped specimens that
are clamped in a tensile measuring apparatus
and stretched.

5. Water vapor and oxygen transmission (WVT
and O2T) are commonly measured on thin-film
specimens. Butyl and halobutyl compounds
have very low WVT and O2T rates, while rates
for natural and isoprene rubbers are higher
and for silicone even higher.

Finished Component Tests

Finished component tests may be divided into three
categories: those used as routine identity and/or quality
control tests, those tests recommended or mandated by
government, standards, and compendial groups, and
those test that are part of the larger rubber component
acceptance and drug/device approval process. In many
instances, a test may fall into more than one category.

Identity and quality control tests[14,15]

Percentageash is a measure of the non-volatile materials
in a rubber formulation, such as clays and other fillers.

Specific gravity is a measure of the type and
quantity of fillers in a formulation.

An infrared spectrum of a compound pyrolysate
identifies the elastomer qualitatively (natural, butyl, etc.).

An ultraviolet (UV) spectrum of an aqueous rubber
extract identifies and quantifies the antioxidants,
curing agents, accelerators, and other UV-absorbing
species extracted from the compound.

Percentage swelling in an organic solvent is a mea-
sure of the degree and consistency of cure or cross-
linking that determines the physical and functional
properties of a component.

These five tests may be used to characterize a rubber
formulation or serve, either individually or in combina-
tions, as quality control tests.

Compendial, standard, and government tests

The most influential of these test protocols are the
USP,[16] the European Pharmacopoeia (EP),[17] the
Pharmacopoeia of Japan (JP),[18] the Organization
for International Standardization (ISO),[19] and the
Parenteral Drug Association (PDA).[15,20] USP<381>,
Elastomeric Closures for Injections, contains five
chemical tests and two biological tests. Closures must
meet the biological requirements but there are no cur-
rent specifications for the chemical tests. All USP
chemical tests are commonly performed on aqueous
extracts but isopropyl alcohol and the drug product
vehicle are also permitted. A brief description of the
USP<381> tests follows.[21]

Turbidity. The clarity of the closure extract is
measured with a nephelometer with appropriate
standards. Turbidity is a measure of the insoluble
extractables from a closure and is affected by
the type and amounts of ingredients in a formu-
lation, pretreatments such as washing, extractions,
sterilizations, and degree of cure.
Reducing agents. Organic extractables oxidizable
by iodine are determined in this procedure. It is
affected by the same variables as turbidity.
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Heavy metals. Extractable lead as well as other
metals, such as zinc and cadmium, are determined
colorimetrically or by atomic absorption.
pH change. The pH of the extract is a measure of
the acidic and alkaline water-soluble extractables
from a compound.
Total extractables. The sum of the inorganic,
organic (non-volatile), soluble, and insoluble
extractables is measured in this test. The weight
of total extractables is an indication of the
‘‘cleanliness’’ of a formulation.
Biological tests. USP 24 lists two levels of bio-
logical tests—the in vitro tissue culture test and
the in vivo systemic injection and intracutaneous
tests. A parenteral closure must pass either type
of test to meet USP requirements.

The application of numerical specifications to the
USP <381> chemical tests is under discussion and
probably will become effective in USP 24 via a sup-
plement. The JP, EP, and ISO have specifications for
rubber closures and these test protocols are compared
with the USP in Table 8. Not all pharmacopeias and
standards groups designate the same tests; therefore, it
is important to consult a wide spectrum of references
to design a test protocol for specific applications and
geographical submissions. Of the four protocols com-
pared, the JP is the most stringent in terms of limits
for extractables. The USP, EP, and ISO test protocols
are based on a specific closure ‘‘area’’ per volume of
water in the extraction step. The JP test protocols, on
the other hand, are based on a specific ‘‘weight’’ of clo-
sures per volume of water. This difference makes it more
difficult for smaller closures than for larger closures in
the same rubber compound to meet JP specifications;
i.e., 13-mm closures will be less likely to meet JP specifi-
cations than 20-mm closures, and 20-mm closures are
less likely than 28-mm closures to meet JP specifications.

Although packaging components, such as vial clo-
sures, syringe plungers, and needle shields, may meet
all compendial and accepted standards, this does not
mean that they will be acceptable for use with any spe-
cific drug or device. Specific evaluation tests must be
performed for that purpose. Compendial and standard
tests should be regarded as the first necessary but not
sufficient hurdle in the race to gain approval of a
component for use with a drug or device.

Specific tests for component evaluation
and regulatory approval

There are three requirements for a rubber component:

1. Compatible with the drug
2. Meets functional requirements
3. Provides closure-container seal integrity

Many factors influence the choice of a rubber com-
pound for a particular drug, the most important of
which is the solvent vehicle. If the solvent vehicle is
an aqueous material, then a butyl, natural, or EPDM
may be used. If the solvent vehicle is an oil, then a neo-
prene or nitrile is utilized.

Configuration is also important and is determined
by the required function. A lyophilization stopper,
designed to keep out moisture, almost certainly
requires a butyl formulation, while a vial stopper for
aqueous-based solutions could be formulated from iso-
prene rubber.

Some preservatives are especially reactive with rub-
ber. Bromobutyl rubbers, but not chlorobutyls, are
recommended for drug formulations that contain
chlorobutanol. A pH that is either very low or very
high affects rubber formulations more than a pH in
the range of 5–8. Buffer systems may also affect the
choice of rubber formulations. Materials such as phos-
phates not only attack the rubber at high pHs but also
may attack glass as well.

Metallic sensitivities affect compatibility, as drug
formulations that are sensitive to divalent cations, such
as calcium, zinc, or iron, may not be able to use certain
rubber compounds that are cured or pigmented with
these materials.

An obvious factor is the need for oxygen or mois-
ture vapor protection. A butyl-based compound is
normally chosen whenever protection from materials
transmitted either into or from a drug product is
required.

When it comes to color preference, most rubber
manufacturers of closures used for drugs prefer to
use three pigments: iron oxide to produce reds, carbon
black for blacks, and titanium dioxide for whites; com-
binations of these are used for pinks and grays.
Organic materials used as pigments are not generally
acceptable since they are not very heat stable and
are generally more toxic than the three pigments
mentioned.

Choice of sterilization method is extremely impor-
tant in choosing a rubber formulation. Many
heat-sensitive drugs, such as proteins, are packaged
aseptically; that is, the rubber closure, the vial, and
drug are sterilized separately, and then all three items
are brought together in a sterile environment to form
the final package. The FDA, however, encourages ter-
minal sterilization. In this method, the three materials
are brought together and then the entire package, the
drug in contact with the vial and closure, is sterilized
by heat. This method is much more demanding on
the closure than aseptic processing.

Radiation (Co-60) is used to sterilize many rubber
items, especially those used in devices. The effect of
gamma radiation on rubber closures is a function
of the elastomer, dose, and postirradiation time.
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NR and isoprene are much more resistant to
irradiation effects than butyl.

To give the drug manufacturer a high degree of
assurance that the closures being investigated for a
possible package will be acceptable, a prescreening
procedure is commonly used by component suppliers.
In this procedure, information and a sample of the
drug are obtained from the drug manufacturer. Then
three to five possible closures, along with an inert con-
trol stopper (a Teflon� plug or coated closure), are
used to package vials of the drug. The closures are
put onto the drug-containing vials using an exagger-
ated closure area-to-volume ratio (2� to 3� the nor-
mal ratio). Vials are stored at higher and/or lower

temperatures than the drug package will normally
experience in the upright, inverted and on-side
positions.

An inert control stopper should be used since a drug
may be stable against glass but not against uncoated
rubber. Only when an inert control is used will it be
possible to determine whether the rubber and/or glass
vial is the cause of the drug instability. Ampoules do
not make good controls for the prescreening of drugs
in vials since the glass for vials may be different from
that used for ampoules.

Table 9 summarizes the important drug compati-
bility factors that must be considered when choosing
a rubber component for a specific drug/device

Table 8 Comparison of USP, EP, JP, and ISO test protocols for rubber closures

USPa EPb JPc ISOd

Test types and limits
Chemical tests Y Y Y Y
Biological tests Y N Y N
Functional tests N N N Y

Test limits Y, only on Biological tests Y Y Y

Specific tests
Alkalinity/pH Y Y Y Y
Ammonia N Y N Y

Appearance/turbidity Y Y Y Y
Ash, total N Y N Y
Conductivity N N N Y

Container-closure integrity N N N Y
Design/dimensional specifications N N N Y
Elasticity N Y N Y

Extractable zinc N Y Y Y
Foam N N Y N
Fragmentation/coring N N N Y
Halides N N N Y

Hardness N N N Y
Heavy metals Y Y N Y
Hemolysis N N Y N

Intracutaneous injection Y N N N
IR of pyrolysate N Y N Y
Particulate matter N N N Y

Penetrability N N N Y
Pyrogens N N Y N
Reducing substances Y Y Y Y
Residue on evaporation Y Y Y Y

Resistance to steam N N N Y
Self sealing N N N Y
Storage N N N Y

Systemic injection Y N Y N
Tissue culture Y N N N
Total Cd and Pb N N Y N

UV absorbance N Y Y Y
Volatile sulfides N Y N Y

aFrom Ref.[16], Section <381>.
bFrom Ref.[17], Section 3.1.12.
cFrom Ref.[18], Section 49.
dFrom Ref.[19], ISO 8871, ISO 8362-2 & 8362-5, ISO 8536-2 & 8536-6.
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application. These factors along with the functional
and seal integrity requirements can be used to write
specifications for components. The packaging engi-
neer, as with the rubber compounder, faces the
challenge of choosing a compound that best meets
the overall requirements but, only at best, provides a
balance of all the actual chemical and functional needs.
For example, an engineer may choose an isoprene vial
closure because multiple punctures with a large can-
nula are required. Isoprene will provide the low coring
and excellent reseal required. But the engineer may
give up some shelf life since isoprene is a poor oxygen
barrier. Choosing a butyl closure would give additional
shelf life due to its better barrier properties, but coring
and reseal would not be acceptable. Closure compound
choice is always a give-and-take proposition where
drug/device requirements must be prioritized before
the choice of a rubber compound can be made.
Table 10 lists important physical and chemical proper-
ties of elastomers.[22]

There are four general types of closure–drug
interactions:

1. Adsorption occurs when a drug is concentrated
at the surface of a closure or vial.

2. Absorption occurs when a drug material is dis-
persed in the closure matrix.

3. Permeation is the transmission of a drug
ingredient through a closure into the atmos-
phere or transmission of an outside material
into the container.

4. Leaching is the process by which closure ingre-
dients are extracted into the drug product.

All four of these interactions commonly occur. No
rubber compound is absolutely inert to a drug. In
many cases, the extent of the particular interaction
is extremely small and may not be measurable,
but generally all four are occurring, albeit at a low
rate. With proteins, adsorption can be a problem.

Many proteinaceous materials made by the biotechnol-
ogy industry are highly adsorbent onto rubber surfaces
and their potency may be readily lost. Other drugs pro-
ducts, especially ones that are very acidic or basic, may
attack the stopper and cause the extraction of rubber
compound ingredients. Common leachables from rub-
ber closures include low molecular weight elastomer
fragments, metal ions, antioxidants, plasticizers, lubri-
cants, curing agents, and accelerators. The rate and
relative importance of these four interactions deter-
mines the degree of compatibility or incompatibility
of a stopper with a drug product.

In May 1999, the FDA issued an updated guidance
entitled ‘‘Container Closure Systems for Packaging
Human Drugs and Biologics—Chemistry, Manufac-
turing and Controls Documentation,’’ that listed in
tables the packaging information that should be sub-
mitted in an application.[23] The guidance divides the
information into four sections:

1. Description—Overall general description of the
container-closure system plus specific infor-
mation on suppliers, materials of construction,
and postmanufacturing treatments.

2. Suitability—This section prescribes that tests
must be done to assure protection of the drug
product, safety of the packaging component
material, compatibility of the component with
the drug product, and performance of the
component.

3. Quality control—The rubber component manu-
facturer’s release criteria and drug packager’s
acceptance are found in this section. Also
recommended is a method to monitor the
consistency in composition of elastomeric com-
ponents such as periodic extraction profiles.

4. Stability—Testing of the drug product using the
packaging component is required. Unlike com-
pendial tests that utilize water for extraction
studies of the packaging component, the com-
plete drug product is utilized in these stability
studies.

This guideline advocates more information on
rubber extractables and the proper use of DMFs.

Knowledge of extraction data from elastomeric
components refers not only to the broad (and usually
non-specific) type of extractable data generated in
USP<381> testing, but also to the identification and
quantification, where necessary, of specific extractable
species. Example of non-specific extractables include
turbidity, reducing agents, heavy metals, pH change,
and total extractables-; They all measure broad types
of extractables. Specific extractables include inorgan-
ics, such as zinc or lead and organics, such as
PNA, stearic acid, nitrosamines, tetramethylthiuram

Table 9 Drug compatibility factors affecting the choice of

rubber component

Liquid or solid?
Liquid

Aqueous—pH, preservative, buffer cosolvent?
Oil—Vegetable or Mineral?
Solid

Lyophilized or powder fill?
Configuration?
Need for O2, H2O, CO2 protection?
Drug type?
Metallic sensitivities?
Method of closure and package sterilization?
Color preference?
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disulfide, or 2,6-di-tert-butyl-4-sec-butyl phenol. Both
liquid (HPLC) and gas chromatography (GC) are well
suited for this purpose.[24] Drug/device producers who
utilize elastomeric packaging components require
information from their suppliers on extractables
(extractable profiles), including test methods, that are
generated in water at various pH values (i.e., 3, 7,
and 10) and in organic solvents such as isopropanol.
Armed with this information, they can look for extrac-
tables in their drug products.

Confidential packaging component information,
such as the compound recipe, may be placed in a Type
III DMF so that the FDA can review the information
when it reviews the drug application (IND, NDA,
ANDA, or BLA).[25] Most elastomeric compounds
are filed at the request of a pharmaceutical manufac-
turer who has chosen to use the rubber closure in
one or more drug packages or devices applications.
The name of a rubber compound is associated with a
precise recipe that designates specific ingredients and
quantities. Once a rubber compound is filed in a
DMF, no changes can be made in that compound
without changing the DMF and notifying all custom-
ers on whose behalf the DMF was accessed and
reviewed by the FDA. Since changes in a supplier’s
DMF may require additional stability studies by the
drug manufacturer, changes are infrequent.

RECENT ISSUES AND DEVELOPMENTS

Latex Sensitivity

There are medical and regulatory issues surrounding
the use of ‘‘latex rubber’’ due to allergic reactions that
have resulted in medical emergencies. Even deaths
have been noted.[26,27] There are two broad types of
rubber—natural and synthetic. Several synthetic rub-
bers or elastomers are used for pharmaceutical compo-
nents. These are listed in Table 10. However, there is
only one type of commercial NR, which is derived
from the rubber tree Hevea Brasiliensis. ‘‘Latex sensi-
tivity’’ is associated only with NR and not with the
synthetics, although other types of allergic reactions
can result from contact with synthetic rubbers. NR is
processed and used in two forms—liquid or latex rub-
ber and solid or dry rubber, often referred to as crepe,
SMR, and SIR. Specific proteins that are contained in
both the latex and dry types cause the sensitivity to
NR. Thus, the medical community and regulatory
authorities have used the term ‘‘latex’’ for both forms
of NR when ‘‘latex sensitivity’’ is discussed. Latex
reactions reported in the literature have thus far been
attributed to contact with components made from
liquid rubber but not from dry rubber. Components
made from liquid rubber are made by a dipping

process that is best suited for thin-walled items such
as gloves, condoms, and catheters. None of the typical
rubber packaging components shown in Figs. 1 and 2
is made from latex rubber; —they are all made from
dry rubber via a molding process. Many studies have
been published regarding the allergic properties of
latex and dry rubber[28,29] and further studies are in
progress to determine if exposure to these dry rubber
components can cause allergic latex reactions.[30]

There is a great deal of regulatory activity in an
attempt to protect the public from unexpected latex
reactions. In 1996, the USP proposed a change in sec-
tion <381> that would prohibit the use of NR in elas-
tomeric closures;[31] however, it rescinded this change
in April 1997, stating that closure manufacturers
should instead devise latex protein limits. A test for
the water-soluble protein content of elastomers, based
on an ASTM test,[32] was published as USP <836> but
no specifications or limits were proposed.[33] At the
same time, the FDA published a final rule that made
it mandatory to provide labeling statements on medical
devices and packaging components that contain
NR.[34] This rule was later amended to exclude com-
bination drug/device and biologic/device products
such as rubber stoppers and plungers for prefilled
syringes.[35] The uncertainty about the allergic risk
from dry NR components and pending regulations
have significantly reduced the use of NR in packaging
for new drugs and in devices. Substitutes such as
isoprene and SBR rubbers are finding increased use.

Preprocessed Components

Preprocessed closures, commonly referred to as RtS or
Ready for Sterilization and RtU or Ready for Use, are
an unstoppable trend in pharmaceutical packaging.
Information on the manufacturing of these products
was described previously in this review. The purpose
of preprocessed closures is to reduce total processing
costs and improve closure characteristics. Typical
RtS closure characteristics are as follows:

Endotoxin Level: <1EU/closure
Bioburden Level: < 2 cfu/closure
Silicone Level: 10–40 mg/closure
Visible Particulate:

Matter:
< 20 particles in 25 to 50-m
range; < 2 particles in 50 to
100-m range; < 1 particle over
100 m

Coating and Surface Treatments

Although the material science of rubber compounds
has greatly improved, drug-closure-interactions and
surface lubricity are problematic for packaging

Elastomeric Components for the Pharmaceutical Industry 1479



D
rying–Electroan

engineers. Surface modifications of closures are fre-
quently necessary to meet acceptance standards set by
the USP, EP, JP, and ISO as well as the expectations
of regulatory authorities. In practice, both liquids and
solids are applied to closure surfaces to minimize inter-
actions and improve lubricity. A compilation of commer-
cially available coated and surface treated components
is shown in Table 11.[36] Although these coating and
surface treatments may add significantly to the purchase
price of closures they often reduce the total drug product
cost by providing the following benefits:

� Increased lubricity, which allows faster processing
speeds

� Decreased drug–closure interactions, which permits
the marketing of some products not compatible
with uncoated rubber and better quality and longer
shelf life for others

� Decreased particulate matter, which reduces the
number of units rejected for visible particulate matter

Container-Closure Seal Integrity

The FDA Guidance on Container Closure Systems
(Ref. May 1999 Guidance) lists sterility or container
integrity as an important parameter to be considered
in the section on Protection. Seal integrity tests can
be done by both physical and microbial methods, but
historically, sterility testing alone has been used. A
1998 FDA draft guidance discusses the replacement
of the sterility test with an appropriate container-
closure integrity test in the stability protocol, permitting
an alternative to sterility testing for proving the conti-
nued capability of containers to maintain sterility.[37]

Kirsch et al.[38–41] published a series of four papers that
studied mass spectrometry-based helium leak detection,
microbial ingress, and vacuum decay and the correlation
between these methods. The PDA also published an
updated technical report that provides guidance for

evaluating pharmaceutical package integrity,[42] and
Guazzo has published an excellent review article that out-
lines the advantages and limitations of current methods.[43]

CONCLUSIONS

Rubber packaging and device components are an
important part of the overall medical delivery system.
Without innovative packaging systems, modern drugs
would not be available today. Advances in drug devel-
opment have initiated research in new packaging and
delivery systems while the availability of innovative
packaging has led to the introduction of new drug
therapies. Innovation, while containing costs and con-
forming to regulations, is the challenge for the 21st
century.
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Electrical Power Systems for Pharmaceutical Equipment

Joseph Maida
Maida Engineering, Inc., Fort Washington, Pennsylvania, U.S.A.

INTRODUCTION

Electrical power systems that serve pharmaceutical
equipment must be safe, reliable, functional, predictable,
flexible, clean, and sometimes validated. The electrical
power systems have voltages ranging from 120 to
69,000 V. Pharmaceutical plants in the United States
and Canada can purchase 3 phase, 60 Hz electric power
from utility companies that is more reliable than the
power they could generate in house. Whereas in other
countries, electric power is purchased at 3 phase,
50 Hz, and may not be as reliable as power that is
generated in the plant.

This article is meant to convey a basic understanding
of various power distribution system configurations and
familiarize the reader with the electrical distribution
equipment that are commonly installed within pharma-
ceutical plants in the United States. It will help in the
evaluation of both new and existing electrical power dis-
tribution systems that serve pharmaceutical equipment.

ELECTRICAL POWER SOURCES

Electricity can be purchased from an energy provider
or can be generated in the pharmaceutical plant.
Usually, purchased electricity is cheaper than on-site
generated electricity. Large plants have many options
when purchasing electricity. A thorough understanding
of these options can significantly reduce the electrical
operating cost and will increase the reliability of the
electrical power system. All plants and especially small-
and medium-size plants must accurately determine
their current and future normal electrical power loads
and normal/emergency power loads when deciding
how to purchase electricity and how to install a reliable
electrical power system.

The pharmaceutical plant’s electrical loads can be
divided into four categories:

1. Normal loads—Loads that can be turned off for
a period of time without creating a hazardous
condition or causing a substantial loss of pro-
duct or research.

2. Standby loads—Loads that if they lose elec-
tricity will cause a hazardous condition or cause
a substantial loss of product or research but
which can sustain a power interruption of 60 sec.

3. Standby non-interruptible load—Loads that
cannot sustain any interruption in power.

4. Emergency loads—Legally required emergency
and egress lighting and other loads classified
as such by governmental agencies and locally
adopted building codes.

Loads can be further divided into groups based on
their utilization voltage, category, type, and location
within the plant. Typical utilization voltages within
pharmaceutical plants include 480/277 and 208/
120 V. Categories include linear and non-linear loads.
Linear loads typically include incandescent lamps
and induction motors that are not controlled by a vari-
able frequency drive (VFD). Non-linear loads include
all loads that have switching power supplies or silicon
control rectifiers such as VFDs, uninterruptible power
supplies, and electronic ballasts on 480/277 V systems
and personal computers, copy machines, faxes, elec-
tronic devices, and instruments on 208/120 V systems.
Types include continuous loads such as lighting that
stay on all day and non-continuous loads that will
not operate for more than 3 hr at a time.[1] The areas
in the plant should be divided into locations based
on the function or process performed in the area and
based on whether or not the area being classified is a
current good manufacturing practices (cGMP) area.

The load projections should be based on a minimum
of 7 years. To obtain the group demand for each group
of loads, multiply the connected load for the group by
a diversity factor that reflects the proportion of load
that will operate at any one time to the total connected
load. The sum of the group demands will equal the
plant’s maximum demand. After determining the
maximum demand, consult with the local public utility
company for assistance in determining the optimum
voltage and configuration for the electrical service
entrance for the plant.

The ampacity or rated current carrying capacity of
the electrical service entrance conductors that connect
the utility company’s lines to the plant’s service
entrance equipment must be a minimum of 125% of
the calculated maximum demand for continuous loads
plus 100% of the maximum calculated demand for
non-continuous loads. Service entrance conductors
and equipment with higher ratings or provisions to
increase the rating of the service entrance conductors
are recommended.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120018215
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Large plants, which have a central utility plant (CUP)
with chiller motors rated above 200 hp, should consider
purchasing and in some instances distributing electricity
at primary voltage levels such as 4160 V and 13,800 V.

An emergency generator should have a rating that is
25% and possibly 100% higher than the sum of the total
calculated standby and emergency demand for the plant.
Alternately, provisions for a future emergency generator
should be provided as part of the initial installation. Dis-
cuss the type of fuel required for the generator’s engine
with the local authority having jurisdiction. The National
Electrical Code, NFPA 70 (NEC), requires that the fuel
be on site if the generator provides power for emergency
loads. However, exceptions to this requirement have been
permitted where reliable natural gas service is available.

ELECTRICAL POWER SYSTEM UTILITY
SERVICES

Primary services are typically installed for medium and
large pharmaceutical plants and can be purchased as a
single service, a dual service, or a regular-reserve ser-
vice (Fig. 1). The utility company will install two (2)
separate power lines to the plant for a dual service
and for a regular-reserve service. Each dual service
power line will normally serve half of the loads in the

plant but each will be capable of serving all of the loads
in the plant. Regular-reserve service power lines are
connected to a common bus with only the regular
power line normally serving all of the plant’s loads.[2]

Secondary services are typically installed for small- to
medium-size pharmaceutical plants. They are available
at the utilization voltages of 277/480 or 120/208 V.
Secondary services are less expensive to install and
maintain than primary services. However, the kilowatt-
hour cost for electrical power supplied by a secondary
service is higher.

SECONDARY CONFIGURATIONS

The following items should be considered when plan-
ning an electrical power system’s secondary, less than
1000 V, configuration.

1. The utility company will provide and own the
transformer that will supply secondary voltage
for the service to the plant. This transformer
should be dedicated to the pharmaceutical plant
and should have a grounded wye secondary.
Sharing a utility-owned transformer with other
utility customers will reduce the quality and
the reliability of the electric service to the plant.
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Fig. 1 Typical primary electric service arrangements.
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2. The size of the utility company’s transformer
will affect the rating of the service entrance
equipment and the starting of large motors. If
the transformer rating is low, reduced voltage
starting will be required for starting large
motors. If the transformer rating is high, service
entrance equipment will require a high sym-
metrical short-circuit (IAC) rating. The utility
company will provide the maximum available
symmetrical short-circuit current available at
the secondary of their transformer.

3. Service entrance equipment must have a current
rating equal to or greater than the present and
future service entrance conductors’ ampacity.
Moreover, this equipment must have an IAC
current rating that is higher than the available
short circuit current at the utility company’s
transformer. Spare service entrance conduits
should be installed for future service entrance
conductors. The service entrance equipment
should include spaces for future feeder circuit
breakers to supply future loads. All incoming
service entrance conductors must be 3 phase,
4 wire and should be installed in underground
metal conduit.

4. Service entrance equipment should be installed
in an indoor electrical room whenever possible.
The equipment should include one to six main
service entrance power circuit breakers or load
break disconnect switches and feeder circuit
breakers for loads within the plant. Circuit break-
ers and disconnect switches for 480/277 V sys-
tems that are rated at 1000 A or more must
include ground fault protection. Feeder circuit
breakers will typically be molded case. Integrally
fused circuit breakers are available with very high
short circuit IAC ratings for both power and
molded case circuit breakers. Fuses and current
limiters for integrally fused circuit breakers must
be stored within the electrical room.

5. Fuses should not be used to protect secondary
voltage feeders. The time current characteristics
of fuses above 100 A will not coordinate with
the ground fault pickup currents and time delays
of the main overcurrent protection (circuit
breaker or fused disconnect switch) ground fault
protection. A main load break disconnect switch
can be equipped with current-limiting fuses to
reduce the available short-circuit current from
the utility and should have a three-phase voltage
relay for single-phase protection.

6. Ground fault protection, including circuit
breakers or relays, should be set as low as poss-
ible without causing nuisance tripping. The
ground fault pickup and time delay for the main
overcurrent protection should coordinate with

the trip characteristics of the largest feeder
circuit breaker that does not have ground fault
protection and must be less than the maximum
current permitted by the NEC.

7. If fuses are used in the power distribution
system, three-phase motor starters should have
solid-state overload devices that include single-
phase protection.

8. Two (2) to six (6) separate service entrance
cables connected to the secondary side of one
utility owned transformer can connect to sepa-
rate main circuit breakers or main load brake
fused disconnect switches that are mounted next
to each other. The sum of the ampacity of all of
the service entrance conductors must have a
current rating equal to or greater than the
present and future maximum demand for the
plant. This approach can reduce the cost of
the service entrance installation but will not
provide the additional level of protection
provided by having one main circuit breaker
or one main fused disconnect switch. Therefore
it is not as reliable.

9. A maintenance program should document all
tests, inspections, and faults cleared by a main
and feeder circuit breaker. Lack of such a
program will reduce the reliability of the electri-
cal equipment.[3] Molded case circuit breakers
require no internal maintenance. They should
be inspected for broken casing and loose
connections after they operate to clear a fault
and should be replaced after they have operated
to clear two faults. Feeder circuit breakers,
especially older circuit breakers, should be exer-
cised (repeatedly opened and closed) whenever
possible.[4] Part of the initial commissioning of
an electrical power system must include testing
of the ground fault protection.[1]

10. The secondary selective circuit arrangement is
recommended for all critical loads (Fig. 2).
It requires the installation of double-ended
switchgear or a variation thereof. Double-ended
switchgear includes two main circuit breakers
that serve separate feeder buses with a tie circuit
breaker in the middle. Each feeder bus has its
own set of feeder or branch circuit breakers.
The load should be evenly split between each
of the feeder buses.

11. Important loads can be connected to redundant
feeder circuit breakers, one on each side of the
double-ended switchgear, by connecting the
load sides of the circuit breakers together with
a feeder cable. This approach should be used
with caution. Another approach is to connect
the redundant feeder circuit breakers to a
time-delayed automatic transfer switch.
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PRIMARY CONFIGURATIONS

The following items should be considered when plan-
ning an electrical power distribution system’s primary
configuration.

1. A single primary service can have one to six pri-
mary service entrance circuit breakers or fused
disconnect switches. These overcurrent devices
will protect primary feeders that distribute
power to distribution unit substations located
in electrical rooms throughout the plant, to
primary voltage motor starters in the CUP,
and sometimes to generator switchgear when
the generator system is designed for momentary
or continuous operation in parallel with the
utility line.

2. A dual service will have two main service
entrance circuit breakers and a service entrance
tie circuit breaker and may have additional pri-
mary feeder circuit breakers. A regular-reserve
service will have two main service entrance
circuit breakers and may have additional pri-
mary feeder circuit breakers (Fig. 1). In very
large pharmaceutical plants, the primary feeder
circuit breakers will connect to outdoor sub-
station transformers that will provide 4160 V
for the CUP and 13,800 V for distribution unit
substations.

3. Unit substations, each consisting of a primary
fused disconnect switch or circuit breaker, a
dry transformer, and secondary switchgear
should be in a central location near their loads.
Unit substation transformers should be sized to
carry at least 125% the maximum present and
future connected load.

4. Double-ended unit substations provide eco-
nomical, reliable, preengineered, and factory-
tested configuration for obtaining secondary
selective circuit arrangements at utilization volt-
age of 480/277 or 120/208 V and for installing a
primary selective circuit arrangements (Fig. 2).
Double-ended unit substations include one or
two main primary circuit breakers or fused dis-
connect switches on both sides that are connec-
ted to transformers that are connected to the
feeder circuit breaker sections. Each feeder circuit
breaker section has a main secondary circuit
breaker that protects the internal bus, which
connects to the feeder circuit breaker, and is
connected to the other feeder circuit breaker
section through a secondary tie circuit breaker.
Each transformer should be rated to carry at
least 125% of the maximum present and future
connected load for the entire double-ended
substation.

5. Primary selective circuit arrangements utilize
two primary selectable feeders for each trans-
former. These feeders are either connected to
the line side of two interlocked primary non-
fused disconnect switches that have a common
load side fuse or to the line side of two inter-
locked primary fused disconnect switches. The
latter configuration is shown in Fig. 2. Only
one primary disconnect switch can be closed at
any time.

6. Dry-type transformers are typically installed
indoors and include ventilated, sealed, or gas
filled, totally enclosed non-ventilated, and cast
coil types. Cast coil transformers are the most
expensive and they have the highest overload
capability. Transformers should be sized based
on their air to air (AA) rating. Provisions for
future automatic fans that will provide a higher
force air (FA) rating and an alarm that indicates
when the fans are operating due to the tempera-
ture within the transformer should be provided.

7. If installed outdoors, pad mounted liquid filled
transformers up to 2500 KVA are available with
mineral oil or less flammable silicon liquids.
Outdoor liquid-filled transformers sometimes
have an advantage over outdoor dry-type trans-
formers, which present a relatively difficult
lightning protection problem because of their
lower basic impulse levels (insulation level).[5]

Substation transformers with ratings above
2500 KVA are utilized for higher secondary vol-
tages, including 4160 V for large motors and
13,800 V for medium voltage feeders.

8. All configurations described herein are based on
radial feeders. Radial feeders provide power to
feeders for panelboards and other electrical dis-
tribution equipment within the pharmaceutical
plant. Branch circuits connect to feeders and
provide power to the electrical loads.

FEEDERS AND BRANCH CIRCUIT
ARRANGEMENTS

Feeders originating in switchgear, panelboards, and
motor control centers provide power to electrical
distribution equipment within the pharmaceutical
plant. Branch circuits originating in panelboards and
motor control centers provide power to pharmaceuti-
cal equipment, lighting, motors, and other equipment.

1. Three phase, 3 wire or 3 phase, 4 wire power
and lighting panelboards having current ratings
from 100–1600 A may have a main circuit
breaker or may have main lugs only. They will
have feeder circuit breakers for other electrical
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equipment and/or branch circuit breakers for
pharmaceutical equipment, lighting fixtures,
etc. The panelboards should have an IAC rating
greater than the available short-circuit current
calculated at the transformer serving the panel-
board. Four-wire switchgear, panelboards, and
motor control centers should have a separate
neutral bus and a separate ground bus. The sec-
ondary neutral of a separately derived 4 wire
system should be bonded to ground at one point
ahead of the main secondary circuit breaker,
ideally in the transformer and not in the panel-
board. Panelboard schedules and nameplates
must be installed and maintained for reliability
and to comply with the NEC.

2. Separately derived systems that originate at the
secondary of two winding transformers includ-
ing single-phase and three-phase delta-wye
transformers and at the output of a wye connec-
ted generators should be connected to the power
distribution system with a 4 pole automatic
transfer switch (ATS) when the neutral conduc-
tor is installed in the feeder to the ATS. This will
avoid circulating ground currents that can trip
ground fault relays and effect sensitive elec-
tronic equipment.

3. Secondary unit substations (120/208 V) and
transformers need to be distributed throughout
the pharmaceutical plant to provide 120 and
208 V branch circuits to pharmaceutical equip-
ment. Because of their lower voltage, the length
of these branch circuits should be short.

4. AC motors 1 hp and larger should be 3 phase,
460 V.[6] Smaller motors can be 120 V, single
phase. If the plant purchases power at 208/
120 V, 3 phase or 240 V, 3 phase, all motors
1 hp and larger should be 200 or 230 V, 3 phase
motors.

5. Motor control centers (MCCs) are typically
480 V, 3 phase, 3 wire or 277/480 V, 3 phase,
4 wire with current ratings from 600–2500 A.
Motor control centers should be a type that
have been designed for industrial applications
rather than commercial applications and must
have IAC ratings greater than the available
short-circuit current calculated at the transformers
serving the MCCs. New MCCs that are des-
igned to incorporate intelligent starters, protec-
tive equipment, network communication, and
24 V control circuits should be considered for
future pharmaceutical process applications.

6. Individual motor controllers are sometimes con-
nected to the main switchgear when they serve
large motors but are more often connected to
motor branch circuits originating in the distri-
bution panelboards or MCCs. Individual motor

controllers can be full voltage non-reversing or
full voltage reversing, reduced voltage, and solid
state. Reduced voltage and solid state motor
controllers are used when the load requires a
soft start or when there is insufficient let
through (short circuit) current to start the
motor without causing a severe voltage drop.
When controlling a piece of critical pharmaceu-
tical equipment within a cGMP area or process,
the operation of the motor controller and all of
its control circuits should be part of the qualifi-
cation and validation process.

7. Variable frequency drives are special types of
motor controllers. They are almost always used
with 480 V motors and sometimes for motors
greater than 200 hp because they require less
line current to deliver the same amount of tor-
que as compared to reduced voltage starters.
They are complex and require a clean, cool, ven-
tilated environment to properly operate. Vari-
able frequency drives vary the speed of
motors, which if continuously run at a slow
speed may need supplemental cooling. Motors,
designed to be controlled by VFDs, should be
specified. Variable frequency drives generate
harmonics on their input (line side) and output
(load side) motor branch circuits. Capacitors
cannot be installed on the load side of VFDs.
Capacitors installed on the line side of VFDs
at the switchgear or MCC must have a KVAR
rating that will not cause a resonant circuit at
any of the harmonic current frequencies gener-
ated by the VFDs. Variable frequency drives
require many parameter settings, most of which
can remain at the factory default settings and all
of which should be recorded. When controlling
a piece of critical pharmaceutical equipment
within a cGMP area or process, the operation
of the VFD, its parameter settings, and all of
its control circuits should be part of the qualifi-
cation and validation process.

8. Custom-built control cabinets are provided for
various types of pharmaceutical equipment,
usually by the equipment manufacturer.
These control cabinets should be UL listed or
labeled, otherwise all of the wire and electrical
equipment in them are subject to the require-
ments of the NEC. The functions controlled
by these control cabinets and sometimes the
equipment within the control cabinets and all
of its control circuits should be part of the quali-
fication and validation process.

9. Uninterruptible power supplies (UPSs) must be
installed for all standby non-interruptible loads.
Smaller UPSs that are dedicated to individual
pieces of pharmaceutical equipment are usually
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better than a single large UPS. Because of the
amount of non-linear loads within pharmaceuti-
cal distribution systems, UPSs are the only
source of clean electricity that does not contain
harmonics generated by other non-linear
loads. Uninterruptible power supplies usually
have parameter settings and alarms. When
providing power to a piece of critical pharma-
ceutical equipment within a cGMP area or pro-
cess, the operation of the UPS, its parameter
settings, and alarms should be part of the quali-
fication and validation process for the piece of
equipment.

10. Automatic transfer switches (ATSs) are com-
monly used to transfer emergency and standby
loads from a normal source of power to an
emergency source of power. Automatic transfer
switches are available at different voltages, with
three or four poles, with contacts to start an
emergency generator, with time delays when
part of a priority load shedding circuit, with
controls that will permit bumpless transfer
between the normal and emergency power sys-
tem, and with integral battery chargers for the
emergency generator starting batteries. They
can be simple or complex and are critical parts
of a reliable power distribution system. Auto-
matic transfer switches are a latent single point
of failure within normal/emergency circuits
and therefore must be inspected and tested as
often as possible.

GENERATORS AND EMERGENCY POWER
SOURCES

A pharmaceutical plant can obtain emergency or
standby electrical power from generators, rechargeable
batteries, and in rare cases from a separate utility ser-
vice. Uninterruptible power supplies, central storage
battery system, and unit equipment all use recharge-
able batteries for their emergency source of power.

1. Unit equipment (self-contained battery packs
with integral or remote lamps) provide the
lowest initial cost for emergency egress lighting
and exit signs but require considerable mainte-
nance.

2. Emergency generators can provide emergency
power for egress lighting and exit signs and
standby loads. The 1996 NEC introduced a
requirement that all legally required emergency
loads must be supplied by a dedicated ATS with
dedicated feeders and branch circuits. Therefore
installations after 1996 must have two or more

ATSs when serving both emergency and
standby loads. Emergency generators typically
have a standby rating and sometimes have a
lower prime rating. The standby rating should
be used unless the generator is intended to run
for weeks at a time. Standby generators can
deliver 100% of their rated KW output for short
periods of time to linear loads. Non-linear loads
will reduce the rating of the emergency gener-
ator. Outdoor emergency generators can be
purchased with subbase double-wall fuel tanks
and can be installed in walk-in enclosures in
sizes up to 1600 KW.

When the entire pharmaceutical plant or a large
portion thereof requires emergency power, two or more
generators are recommended. These generators should
have a priority load shedding circuit that turns off the
non-critical loads before critical and legally required
loads. Emergency generators that can be synchronized
with each other can also synchronize with one of the
utility lines if approved and designed in accordance with
the requirements of the utility company.

HARMONICS

Non-linear loads have a distorted periodic wave form.
Any periodic wave shape can be broken into or ana-
lyzed as a fundamental wave and a set of harmonics.
Fundamental wave, 60 Hz, and harmonics currents
exist within the branch circuits and feeders that serve
non-linear equipment. The highest magnitudes of
currents exist at the 3rd, 5th, 7th, 9th, 11th, and 13th
harmonics.

1. The triplet harmonics, including the 3rd, 9th,
and 15th, exists only in circuits that have a neu-
tral conductor such as computer circuits and
lighting circuits. The triplet harmonics that exist
on the secondary side of a D�Y transformer will
not be transformed to the primary side of the
transformer. Transformers with K ratings of
4–50 are specifically designed to handle these
harmonic currents.

2. Variable frequency drives generate harmonic
other than the triplets, the highest of which
are the 5th, 7th, 11th, and 13th harmonic
currents, on the three-phase circuits that feed
them. Drive transformers have been specifically
designed for VFD loads.

A harmonic analysis should be performed before
installing capacitors on a power distribution system
that has a significant non-linear load.[5]
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GROUNDING

Grounding for any electrical distribution system can be
divided into two areas: system grounding and equip-
ment grounding. These two areas are kept separate
from each other except at the point where the system
receives its source of power, namely the service equip-
ment or a separately derived system (D�Y transformer
or generator). Grounding the neutral conductor at
more than one point will cause circulating ground cur-
rents that could trip ground fault relays and circuit
breakers with ground fault detection and can cause
noise in the electronic equipment whose enclosures
are required to be solidly grounded to the electrical sys-
tems equipment ground.[7]

CONCLUSIONS

Pharmaceutical plants will become more dependent on
reliable electrical power because of technological
advances in pharmaceutical equipment and other loads
associated with cGMP areas within plant. A reliable
electrical power system is not something that just hap-
pens. It requires adequate and knowledgeable plan-
ning, engineering, design, installation, testing, and
maintenance. A failure to provide any one of these will
lesson the reliability of the electrical power system and

could leave the plant without electricity. A pharmaceu-
tical plant without electricity is very dark, very quite,
and very unsafe.
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Electroanalytical Methods of Analysis: Polarography
and Voltammetry

A. David Woolfson
School of Pharmacy, The Queen’s University of Belfast, Belfast, U.K.

INTRODUCTION

Voltammetry is a term that encompasses all measure-
ments based on controlled electrolysis at a microelec-
trode. Polarography, first introduced by the Czech
electrochemist Jaroslav Heyrovsky in 1922, is voltam-
metry at a special form of mercury microelectrode,
the dropping mercury electrode (DME). Mercury elec-
trodes can only be driven to negative potentials
because otherwise, the metal dissolves in aqueous
solutions as Hg2þ. Consequently, polarography is an
electroanalytical method based on the cathodic
reduction of electroactive species, either metal cations
or electroreducible organic species, in an electrically
conducting solution. By contrast, voltammetry is based
on electroanalysis involving anodic oxidation, prefer-
ably in a flowing system in which a self-cleaning action
prevents fouling of the solid electrode surface by the
products of the electrochemical reaction, thereby lead-
ing to non-reproducible current/voltage curves.

HISTORICAL BACKGROUND OF
POLAROGRAPHY AND VOLTAMMETRY

The determination of electrocapillary curves for mer-
cury, a phenomenon attributable to changes in the sur-
face tension of the liquid metal as a function of applied
potential in an electrolyte solution, was known from
the beginning of the 20th century. An electrode consist-
ing of mercury dropping from a fine glass capillary was
devised for this purpose. However, secondary maxima
appeared at certain points on the electrocapillary
curves. The origin of these distortions to the electroca-
pillary curve was unknown at that time, and it was this
phenomenon that Heyrovsky originally sought to
investigate and explain. He noted that when certain
cations were added to an electrolyte solution, kinks
appeared on the electrocapillary curves at potentials
close to the values for known electrochemical processes
at the DME. The applied voltage between the DME
and a mercury pool formed at the bottom of a cell con-
taining an aqueous metal ion solution was gradually
increased. Under these conditions, the resulting current
had a small initial value that began to rise rapidly in a

reproducible manner as the voltage scan progressed.
The point at which this rapid rise in current occurred,
the threshold potential, depended only on the species
of metal ion present in the test solution. The rapid cur-
rent rise increased linearly with an increasing applied
voltage until the current eventually became constant
again. This constant current value, which was found
to be proportional to the concentration of metal ion
in solution, forms the quantitative basis of polaro-
graphic/voltammetric analysis. The method by which
Heyrovsky obtained the current voltage curve at the
DME involved gradually increasing the applied exter-
nal voltage (the voltage scan), measuring the corre-
sponding mean current, and plotting this current
against the applied voltage. This method constitutes
analytical polarography, sometimes referred to as clas-
sic or direct current (d.c.) polarography to distinguish
it from more modern variants. Heyrovsky was
awarded the Nobel Prize in 1959 for his work on the
discovery and development of polarographic analysis.

Classic d.c. polarography was limited in its develop-
ment by the unreliability of early polarographs (instru-
ments used to record current versus applied voltage
curves), and the difficulties inherent in operating what
were, at that time, relatively complex instruments.
Although the method was suitable for metal cations,
analytical applications in the field of electroactive
organic compounds were restricted by the problem of
the higher electrical resistance of non-aqueous solvent
systems. Thus, only a water or water-alcohol system
could be used with a conventional polarographic cell
making up a two-electrode system of DME and refer-
ence electrode. Furthermore, determination of metals
could be achieved at great sensitivity with spectro-
scopic methods such as flame emission and atomic
absorption spectroscopy. This situation generally
remained unchanged until the late 1950s, when modi-
fied polarographic techniques, such as square-wave,
pulse, and a.c. polarography, began to appear, facili-
tated by the development of solid-state electronics.
The development of a three-electrode system, linked
to an electrical circuit known as a potentiostat, over-
came the high resistance associated with the use of
non-aqueous systems and widened the analytical appli-
cability of the polarography. These developments,

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000424
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.1490



D
ry

in
g–

El
ec

tr
oa

n

which form the basis of modern polarographic and
voltammetric analysis, including their applications to
the pharmaceutical sciences, have been referred to as
the ‘‘renaissance’’ in polarography.[1]

THEORY OF POLAROGRAPHY
AND VOLTAMMETRY

In a simple electrolysis experiment in which an electro-
lyte solution is electrolyzed between two platinum
plate electrodes, an anode and a cathode, efficient stir-
ring of the solution is necessary to drive ions toward
the electrodes. When the potential difference between
the two electrodes, which is a function of the applied
external voltage, is sufficiently high, ions are discharged
at the electrode surfaces. Such electrodes are working
electrodes. The current flowing caused by ion discharge
is an electron transfer or faradaic current, i.e., a current
attributable to transfer of electrons to the electrode
(anodic oxidation) or gain of electrons from the elec-
trode (cathodic reduction). This faradaic current con-
tinues to flow until all of the electroactive species is
consumed by electrolysis (Fig.1A). Replacement of a
platinum plate electrode with a platinum wire micro-
electrode and use of a quiet (unstirred) solution result in
the electrolysis current reaching a limiting value (Fig. 1B).

The current interest in polarography is attributable
to electron transfer between the electrode and the
electroactive species. Therefore, the limiting current
must be proportional to the concentration of the
electroactive species in the bulk solution. This remains
true provided the electroactive species can only reach
the electrode surface by diffusion along a concen-
tration gradient. The concept of a limiting diffusion
current is central to quantitative analysis by polarogra-
phy or voltammetry. However, the magnitude of this
limiting current is non-reproducible because the elec-
trode surface becomes fouled easily by the products of
the electrochemical reaction. To overcome this problem,
a microelectrode with a renewable surface is required.
Use of a microelectrode ensures that an infinitesimally
small proportion of the bulk electroactive species is
consumed in a single polarographic run, making the
technique essentially non-destructive of the analate.

Suitable working electrodes for voltammetry are
those that can be driven to take up a new potential
in response to an applied external voltage, a process
known as electrode polarization. Reduction or oxi-
dation of an electrochemically active species at a work-
ing electrode results in depolarization of the electrode.
The word depolarizer is therefore sometimes used to
describe an electrochemically active species. In voltam-
metry, the working electrode may be fabricated
from metals such as gold or platinum, various forms
of carbon, or metallic mercury.

The use of mercury dropping from the tip of a fine
glass capillary (the DME) as the polarizable electrode
has certain specific advantages. Most important, how-
ever, the electrode surface is reproducibly renewed as
each succeeding drop is formed at the capillary tip.
Electrical connection to the DME can be made using
a brass post projecting through the glass capillary
and contacting the liquid mercury column. The pri-
mary disadvantages of mercury as an electrode relate
to environmental and safety concerns, difficulties in
using mercury in flowing systems (although this is
now possible to some extent), and its restriction to elec-
troactive species amenable to cathodic reduction rather
than to anodic oxidation. Problems of safety and
practicality can be solved through the use of amulti-
mode electrode polarographic/voltammetric electrode
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Fig. 1 Comparison between electrolysis and limiting cur-
rents. (A) A faradaic electrolysis current between platinum

plate electrodes at an applied voltage beyond the threshold
potential of the electroactive species. (B) Effect of replacing
the platinum plate electrodes with platinum wire microelec-

trodes. In the absence of stirring, the current reaches a limit-
ing value rather than increasing linearly with an increasing
applied voltage.
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assembly. This replaces the classic DME and can also
generate a hanging mercury drop electrode (HMDE.)
for use in stripping analysis, in addition to the
intermediate static mercury drop electrode (SMDE).
Multimode electrodes also offer replacement electrode
assemblies for non-DME voltammetric applications
in both quiet and stirred solutions. Rotating electrode
designs can also be accommodated. For mercury
electrodes, the multimode electrode is compact and
does not require the gravitational force of the mercury
column to extrude the drop. Rather, the drop is formed
pneumatically, using nitrogen gas pressure. The
mercury is hermetically sealed, an important safety
consideration, and only a few milliliters are requi-
red for up to 200,000 drops without the need for
refilling.

Classic d.c. Polarography

In classic polarography at the DME, as with classical
electrolysis, the electrochemical reduction occurs
when the applied potential becomes sufficiently nega-
tive, i.e., when the applied potential exceeds the thresh-
old value for a given depolarizer. The applied potential
is in the form of a linearly increasing voltage ramp with
a typical slope of between 2 and 10 mV s�1. Unlike
electrolysis, however, the current resulting from appli-
cation of the ramp voltage does not continue to
increase indefinitely until all the electroactive material
is consumed. Rather, the current reaches a limiting
value represented by the plateau in Fig. 2. This cur-
rent is limited because when the applied potential is
sufficiently negative, the rate of electron transfer
becomes instantaneous and exceeds the rate of supply
of the depolarizer to the electrode surface. Because
the depolarizer can reach the electrode surface only
by diffusion along a concentration gradient, the pro-
cess is said to be diffusion-limited, and the resulting
electron-transfer current is the limiting diffusion cur-
rent, id (Fig. 2). The limiting diffusion current is
directly proportional to the analyte concentration in
the bulk solution.

The electroactive species can also reach the elec-
trode surface by migration under the influence of the
electrical field between the electrodes. This gives rise
to a migration current that is not diffusion- and, there-
fore, concentration-dependent. This migration current
must be eliminated by providing an excess of charge
carriers in the solution that are not discharged within
the working potential range of the experiment. Various
salt solutions may be used for this purpose. More con-
veniently, because electrochemical reactions are often
pH-dependent, a buffer solution may be used. This sol-
ution is variously referred to as the base, inert, or sup-
porting electrolyte. Therefore, although the ions of the

supporting electrolyte will move through the solution
and carry charge, no current will flow in the external
circuit because no faradaic process will occur in the
absence of a depolarizer.

The electroactive species can also reach the elec-
trode surface by convection, giving rise to a convection
current that is, again, non-concentration-dependent.
Convection effects are attributable to stirring of the
solution or, less frequently, to thermal currents. Thus,
polarography and voltammetry are carried out in quiet
(unstirred) solutions.

The concentration-dependent mass transport pro-
cess, when other mass transport processes have been
eliminated, is diffusion of the electroactive species
toward the electrode surface along a concentration
gradient. As the electroactive species approaches the
surface of the DME, it will be electrochemically
reduced. Thus, in a narrow solution layer, the diffusion
layer, immediately adjacent to the drop surface, there
will be a lower concentration of the electroactive spe-
cies than that present in the bulk solution, giving rise
to the concentration gradient. It may be shown from
Fick’s law of diffusion that for an electroactive species

Current

1 µamp

Region A

Region B

Limiting
diffusion
current 100 mV

Applied potential

Region C

Fig. 2 Classic d.c. polarogram of diazepam (20 mg ml�1) in
0.1 M sulfuric acid as the supporting electrolyte. Region
A is the background current attributable to the supporting
electrolyte, region B shows the rising faradaic current as it

reaches a limiting value, and region C is the cut-off point
at which the current goes off scale caused by the reduction
of hydrogen ions.
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diffusing across a thin diffusion layer of thickness d,
the diffusion current, id, will be given by Eq. (1).

id ¼ n � F � A �D � ðC � CiÞ=d ð1Þ

where D is the diffusion coefficient of the electroactive
species, F is Faraday’s Constant, A is the drop surface
area, n is the number of electrons transferred per molecule
of depolarizer, C is the bulk concentration of the depolar-
izer, and Ci is its concentration in the diffusion layer.

As Ci approaches zero, the rate of diffusion becomes
proportional to the concentration of depolarizer in the
bulk solution. Beyond the threshold potential, the elec-
tron transfer reaction will be initiated, and, as the
potential is gradually increased, the rate of this reac-
tion will continue to increase until it exceeds the rate
of supply of the depolarizer to the electrode surface
by diffusion, with all other mass transport processes
having been suppressed. Under these conditions, the
diffusion process becomes the rate-limiting step, and
the resulting faradaic current, id, is now said to be
the limiting diffusion current. Because id is measured
over many individual drop lifetimes, it is properly
described as the average limiting diffusion current
and is given by Eq. (2), where id and C are the only
variables.

id ¼ n � F � A �D � C=d ð2Þ

The limiting diffusion current is described quanti-
tatively by the Ilkovic equation Eq. (3).

id ¼ 708 � n �D1=2 �m2=3 � t1=6 � C ð3Þ

where m is the rate of flow of mercury from the DME
in mg s�1 and t is the drop lifetime in seconds. D has
units of cm2 s�1, C is expressed as mM l�1, and id is
expressed in mA.

Electrical Double Layer

When only the inert electrolyte is present in the polaro-
graphic cell a residual current will still flow. This cur-
rent, which is non-faradaic, is attributable to the
formation of an electrical double layer in the solution
adjacent to the electrode surface (Fig. 3). At all applied
potentials, a current flows to develop this double layer,
and the process may be considered analogous to the
charging of a parallel plate capacitor. Therefore, the
charging current is a capacitance current and varies
during the drop lifetime, i.e., with the size of the mer-
cury drop. When the drop surface area is increasing
rapidly from the start of the drop lifetime, the capaci-
tance current is a maximum, falling to a minimum near
the end of the drop lifetime when the drop size is at a

maximum and the surface area of the drop is momen-
tarily constant. The magnitude and direction of the
capacitance current vary with the applied potential
because of the variation in the surface tension of mer-
cury with electrode potential. When the mercury drop
is at its maximum surface tension, there is effectively
no electrical double layer at the drop surface and,
therefore, no capacitance current, a point known
as the electrocapillary maximum. Beyond this poten-
tial, the capacitance current changes direction as the
double layer is reversed, with the mercury drop now
possessing a negative charge. The practical conse-
quence of this is to impose the familiar serrated pattern
on the polarographic wave (Fig. 2).

Mechanisms of Electrode Processes

The shape of the polarographic wave is further influ-
enced by the nature of the electrode process occurring
at the drop surface. Polarographic waves may be
reversible, irreversible, or quasireversible. The overall
electrode process comprises the diffusion, electron
transfer, and electrochemical reaction steps.

Reversible processes are those that attain thermo-
dynamic equilibrium at every instant of the drop life
owing to rapid electron transfer. Reversible processes
give rise to well-defined d.c. polarograms, and dif-
fusion control is always the determining factor. Irre-
versible processes are so slow that equilibrium is not
attained during the drop lifetime, and d.c. polarograms
dependent on such processes often show poor
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Fig. 3 The electrical double layer at a mercury drop shorted

to a reference electrode and with no external applied potential.
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definition. The rate-controlling step may be either the
electron transfer process or the subsequent chemical
reaction. Many organic reductions at the DME, how-
ever, fall into an intermediate category, quasireversible
processes. Whereas the rate constant for the reverse
reaction will be negligible for a wholly irreversible
reaction, it has an intermediate value for quasirevers-
ible reactions. Such reactions are normally seen only
with longer drop times of at least 3 s.

The reversibility, or otherwise, of an electrode pro-
cess is best investigated using the technique of cyclic
voltammetry,[2] in which a rapid forward and reverse
voltage ramp is applied in triangular form (Fig. 4A)
to interact with both the electroactive substance and
its reduction product that, for quasi- or fully reversible
processes, may be oxidized back to the starting
material, giving the characteristic waveform shown in
Fig. 4B. The separation between anodic and cathodic
peaks indicates whether the electrode process is
quasi- or fully reversible. Additional mechanistic inves-
tigations can also be made in respect to the number of

electrons involved per molecule in the electron transfer
process, a factor that can be determined by controlled-
potential coulometry.[3]

Effect of Oxygen in Polarography

In polarography, but not in anodic voltammetry, it is
necessary to provide a facility for removing oxygen
from the electrolyte solution in the polarographic cell.
This is normally achieved by bubbling oxygen-free
nitrogen through the solution for 10 min before start-
ing the voltage scan. The surface of the solution is then
blanketed by oxygen-free nitrogen during the polaro-
graphic run to prevent ingress of additional oxygen
from the atmosphere. Removal of oxygen is necessary
because the dissolved gas is polarographically active
and can mask the analytical signal of interest in certain
potential regions.

MODERN POLAROGRAPHIC AND
VOLTAMMETRIC METHODS

In classic d.c. polarography, the actual current mea-
sured comprises the limiting diffusion current, together
with current components, because of background elec-
trical signals and, more important, the current charg-
ing the double layer capacitor at the electrode
surface. Classic d.c. polarography is in many ways best
suited to the elucidation of electrode processes. It lacks
sensitivity for modern analytical purposes, and the sig-
moidal current/voltage curves are dificult to measure.
Modern polarographic and voltammetric methods
are now available (Fig. 5) in which these problems
have generally been resolved, producing an analytical
technique with much enhanced sensitivity and a more
easily interpretable current–voltage waveform.

Current-Sampled d.c. Polarography

Current-sampled polarography is a modern variant of
the original tast (from the German ‘‘to touch’’) polar-
ography, a method that involved the measurement of
the polarographic current only at a fixed time interval
during each drop lifetime. This was originally accom-
plished by the use of a mechanical touching contact[4]

but is achieved in modern instruments using a digital
approach in which the current is electronically sampled
at a precise moment, typically 20 ms, near the end of
the drop lifetime when the area of the drop is effec-
tively constant. For this purpose, the drop lifetime is
precisely and mechanically controlled by the instru-
ment rather than being gravity-dependent, afeature
shared by other modern methods. Current-sampled
polarography produces a smooth polarogram by
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Fig. 4 Cyclic voltammetry. (A) Voltage waveform showing
the rapid forward and reverse voltage sweeps. (B) Typical
cyclic voltammogram for completely reversible system.
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elimination of the current variation during the drop
lifetime (Fig. 6). However, although the typical
serrations of the classic polarogram are gone, a slight
staircase pattern can still be discerned on the current-
sampled polarogram, a feature shared with many other
modern voltammetric methods. The staircase pattern is
attributable to the sampled current being held in the
memory of the instrument and its value fed out
continuously to the recording device until the next
sampling period.

Current-sampled polarography offers only a mar-
ginal improvement on the sensitivity of the classic
method because there is a more favorable faradaic-
to-charging-current ratio at the end of the drop time
when the drop is almost stationary. Thus, its only real
benefit over the classic method is the clearer polaro-
gram obtained.

Pulse Polarography

For routine quantitative analysis, pulse polarography
and voltammetry are perhaps the most useful of the
modern variants on the classic method. Unlike d.c.

and current-sampled polarography, the applied voltage
is not a simple d.c. ramp but has a more complex
format involving periodic application of the potential
during short time intervals. There are two major pulse
methods: normal (integral) pulse and differential pulse
polarography/voltammetry, although many variations
of these are now available.

The primary advantage of pulse methods is its sig-
nificantly more favorable faradaic-to-charging-current
ratio and, in the case of differential pulse methods, a
more conventional Gaussian-shaped waveform for
the current potential plot. In pulse methods, the initial
charging current is increased when the pulse is applied,
effectively giving a pulse charging current. If the pulse
falls on the rising (faradaic) portion of the polaro-
gram/voltammogram, there will be a large increase in
current, over and above the value of the pulse charging
current. Provided the pulse has been applied at the end
of the drop lifetime, when the drop surface area of the
DME is briefly constant, or if a solid electrode is used,
then both currents will decay from the point of the
initial pulse application, the current decay being a
function of time. However, the charging current
component of the total measured current decays much
more rapidly than does the faradaic component. Thus,
if the current is measured (sampled) at the end of the
pulse application period, it will consist primarily of
the faradaic component, thus yielding a marked sensi-
tivity increase over d.c. methods. Sensitivity is also
greater because the boundary diffusion layer at the
electrode-solution interface is narrower than is that
when the potential is applied continuously. Therefore,

Current
1µamp

120 mV

Initial
potential

Applied potential

Fig. 6 A typical current-sampled polarogram. Note the
staircase pattern indicating the individual current sampling

periods.
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Fig. 5 Electrical circuitry for polarography/voltammetry.
(A) A simple two-electrode system. (B) Illustrates a modern
three-electrode system incorporating a potentiostat circuit.

Electroanalytical Methods of Analysis: Polarography and Voltammetry 1495



D
rying–Electroan

the rate of diffusion of the electroactive species toward
the electrode is increased, with a concomitant increase
in the diffusion current.

Normal (Integral) Pulse Polarography/
Voltammetry (NPP/NPV)

In NPP/NPV,[5] the voltage is applied in a series of
increasing voltage pulses (Fig. 7) from a baseline volt-
age selected by the analyst. Between pulses, the base-
line voltage is restored. The pulse amplitude increases
linearly with time, depending on the conditions set by
the operator. The voltage pulse is applied at the end
of the drop lifetime in polarography. Although precise
timings vary with different instruments, typically the
voltage pulse is applied for the last 60 ms of the drop.
As with current-sampled polarography, the resulting
current is sampled over only the final 20 ms of the drop
lifetime, producing a polarogram/voltammogram
identical in appearance to that of the current-sampled
technique but with a greater current yield. The appear-
ance of the polarogram is perceived to be the primary
disadvantage of NPP/NPV because analysts tend to
prefer a more conventional Gaussian-shaped graphic
output of data, the sigmoidal shape being difficult to
quantify.

Differential Pulse Polarography/Voltammetry
(DPP/DPV)

DPP and DPV are probably the most analytically useful
of all the voltammetric methods. DPP and DPV produce
current-potential plots in the typical peak form familiar
to, and readily interpretable by, the analyst. DPP and
DPV result from a variation in the pattern of the applied
voltage.

In DPP/DPV, a small fixed voltage pulse of
between 5 and 100 mV is superimposed on a slow lin-
ear voltage ramp (Fig. 8). When the ramp voltage coin-
cides with the faradaic process, a faradiac current
occurs continuously, along with the charging current.
When the small pulse voltage is applied, in addition
to the ramp voltage, at a given time, then both a new
faradaic and a new charging current will be generated.
As with NPP/NPV, the faradaic component decays
during the pulse application, which, for polarography,
is at the end of the drop lifetime. The charging current
owing to the pulse also decays, but much more rapidly
than the faradaic component so that if the current is
sampled at the end of the pulse application, there is
maximum separation between faradaic and charging
currents and, thus, maximum sensitivity. In fact, in
DPP/DPV the current is sampled twice, typically for
20 ms immediately before application of the pulse
and again for the last 20 ms of the pulse application.
The differential signal thus recorded results from the
small increase in current (di) because of the small
increase in the applied voltage pulse (dE). This further
reduces the charging current contribution before the
pulse and leads to an additional sensitivity increase
over NPP/NPV. Effectively, it is the derivative
(di/dE) of the classic polarographic wave that is pro-
duced (Fig. 13). This quantity, when plotted against
the applied potential, yields a peak-shaped output
because the change in the faradaic component when
the constant voltage pulse is applied reaches a
maximum on the steepest part of the polarogram and
falls to almost zero in the baseline and plateau regions.

The sensitivity of DPP/DPV exceeds even that of
the normal pulse method by approximately a single
order of magnitude, being approximately equivalent
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Fig. 8 Applied voltage waveform for differential pulse
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to that of gas chromatography with F.I.D. (approxi-
mately 10�8 M). It may, therefore, be used for the
determination of drugs in biological matrices. In
addition, DPP and DPV have excellent resolving
power, being able to differentiate peaks, which are no
more than 50 mV apart, owing to different electroac-
tive species in the same solution. Both normal and dif-
ferential pulse techniques are suitable for use with solid
working electrodes such as glassy carbon. The various
instrumental timings remain the same, even though the
constraint imposed by the variable area of the DME
has been removed. The E1/2 value is, of course, not
discernible from DPP/DPV and is replaced by the
near-identical quantity Ep, the peak potential.

The magnitude of the peak current (ip) in DPP/
DPV is given by Eq. (4).[6]

ip ¼
n2F2

RT
� DE � A � C � D

ffiffiffiffiffi

pt
p

� expðE � E12 þ 0:5 EÞ � CnF=RT

f1 þ ½expðE � E1=2 þ 0:5 EÞ � nF=RT �g2

ð4Þ

where n is the number of electrons transferred in the
electrode reaction, F is Faraday’s constant, R is the
universal gas constant, T is the absolute temperature,
DE is the pulse amplitude or modulation, A is the
electrode surface area, C is the concentration of the
electroactive species, D is the diffusion coefficient of
the electroactive species, t is the time elapsed from
pulse application to current measurement, E is the
ramp potential just before application of the pulse,
and E1/2 is the half-wave potential.

Eq. (4) indicates that a linear relationship exists
between peak current in DPP/DPV and peak potential
and that the peak current will increase with pulse
amplitude. However, the charging current also
increases with pulse amplitude so that the value for
DE must be chosen to maximize ip but must not be
too large; otherwise, resolution of the peak will be
diminished. Typical values for DE are 50 or 100 mV.

Linear Sweep Voltammetry (LSV)

Linear sweep voltammetry involves the application of
a rapid voltage scan, 100 mV s�1 or higher, to a station-
ary electrode such as the HMDE or a solid electrode
such as glassy carbon. The theoretical treatment is
based on the Randles-Sevcik equation.[2,7] At slow scan
rates, the magnitude of the concentration gradient
across the diffusion layer is governed by the rate of
depletion of theelectroactive species across this
layer. With the fast scan rates used in LSV, the dif-
fusion layer is narrower, the concentration gradient is

consequently larger, and the resulting diffusion current
is greater. As the depolarizer is used up by reaction at
the electrode surface, the diffusion layer widens as it
extends further into the bulk solution, and, unlike the
DME, equilibrium conditions are not periodically
restored by the stirring effect of the falling drop. Thus,
there is a gradual decay in the diffusion current, giving
a peak-like appearance to the LSV output (Fig. 9).
The rapidly increasing potential in LSV results in
non-equilibrium conditions at the electrode surface
throughout the period of the voltage scan.

Alternating Current Polarography/Voltammetry
(ACP/ACV)

Alternating current polarography and voltammetry
encompass a wide range of polarographic and voltam-
metric modes characterized by a periodic applied
voltage waveform, such as a square-wave, pulsed, or
saw-tooth pattern. The production of such waveforms
may require a voltage function generator in addition to
the normal polarograph, although some instruments
have the function generator built in and can therefore
perform ACP/ACV as a standard technique.

The most common applications of ACP/ACV
involve the application of a small-amplitude sinusoidal
alternating potential superimposed onto a ramp volt-
age. The resulting current is an alternating current,
the d.c. component being filtered out by use of a
phase-sensitive current detector. This is possible

Typical scan rate: 100 mV s–1
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Fig. 9 Typical appearance of a linear sweep voltammogram
at a fast-scan rate of 100 mV s�1.

Electroanalytical Methods of Analysis: Polarography and Voltammetry 1497



D
rying–Electroan

because the faradaic and charging components of the
current, respectively, have phase angles of 45 and 90�

with reference to the applied sinusoidal potential.
The detector rejects the 90� component and measures
only the faradaic current.

The applied sinusoidal voltage has a typical ampli-
tude range of �50 mV, and the polarogram is a plot
of the fundamental harmonic alternating current
(a.c.) against the ramp voltage. Because the d.c. current
component is filtered out, the current values before and
after the rising portion of the d.c. polarogram are close
to zero in the a.c. mode, and therefore, the resulting
polarogram has a peak shape that approximately fol-
lows the rising portion of the d.c. wave. The use of a
fast voltage scan, analogous to LSV, is possible with
ACV at a solid (stationary) electrode.

The special case of square-wave voltammetry
(SWV) is worth noting separately from other alternat-
ing current techniques because it is both more rapid
and more sensitive than DPP/DPV. In SWV, the
applied potential waveform is a staircase with constant
step height on which is superimposed an asymmet-
rical forward and reverse voltage pulse of constant
amplitude and very short duration, typically less than
10 ms. Thus, the entire polarogram may be run in
about approximately 1 s, with the enhanced sensitivity
of the method owing to sampling of the current at
the end of both the forward and reverse directions of
the pulse.

Stripping Voltammetry

This is an ultrasensitive technique most widely used in
the trace determination of metals and, increasingly, for
organic compounds, including pharmaceuticals. The
outstanding sensitivity of the method is due to an
initial preconcentration (accumulation) step that can
result in a 1000-fold increase in the available analyte
concentration compared with the bulk solution. The
most commonly used working electrode design for
stripping analysis has a single mercury drop hanging
from the electrode tip during the course of the strip-
ping experiment. Such an electrode is the HMDE,
although other designs such as the mercury film elec-
trode (MFE), in which the mercury is supported as a
thin film on a carbon electrode support,[8] and SMDE
have become increasingly important.[9] The SMDE
allows faster stirring rates during the deposition step
than are possible with the HMDE, the limiting factor
in the latter case being the dislodgement of the mercury
drop by vigorous stirring. In addition to mercury, non-
plated solid electrodes fabricated from a noble metal
(gold or platinum) or from carbon (glassy carbon,
carbon paste) have also been used for stripping analy-
sis, typically for the determination of metals that are

insoluble in mercury that have very positive redox
potentials. For most pharmaceutical applications of
stripping analysis that involve organic compounds,
mercury electrodes are used. Stripping analysis can
then be performed using a conventional modern
polarograph linked to a specific working electrode suit-
able for the chosen analysis.

Stripping analysis for compounds of pharmaceuti-
cal interest consists of two steps. First, the electroactive
material is deposited onto a mercury electrode, thus
concentrating the analate by extracting it from the
bulk solution. This controlled deposition, which may
be electrolytic, is carried out for a defined time period,
with constant stirring of the bulk solution because, in
this case, it is necessary to drive the analyte toward
the electrode surface as efficiently as possible. Second,
there is the stripping step. This involves stripping
(removing) the analyte from the electrode surface back
into the solution by application of a suitable potential.
This second step is the measurement step, the resulting
faradaic current being quantitative in respect to the
amount of analate present in the bulk solution. The
applied potential can be a simple ramp voltage, pulse,
or periodic waveform. Thus, most of the modern
polarographic modes can be coupled to the stripping
step to give additional increases in both sensitivity
and selectivity. Fast stripping steps such as the use of
the semidifferential mode[10] have become increasing
popular, although differential pulse and linear sweep
modes remain prevalent.

Anodic stripping voltammetry (ASV) has been the
most widely used stripping variant, typically for the
trace analysis of metals in solution. Thus, an electro-
lytic deposition step onto a mercury cathode, possibly
lasting several minutes, is followed by an anodic strip-
ping step in which the potential scan goes toward posi-
tive values. The deposition step itself results in the
formation of a metal amalgam. As with all stripping
variants, hydrodynamic parameters (stirring rate,
deposition time, solution composition, electrode
location) must be carefully controlled and reproducible
to obtain a quantitative response to changing bulk
concentrations. The process may be summarized as:

Cathodic deposition: Mn+ + ne

Anodic stripping: M(Hg)

M(Hg)

Mn+ + ne + Hg

Cathodic stripping voltammetry (CSV) may be con-
sidered the reverse of ASV in that the electrolytic depo-
sition step is carried out at a positive (anodic) applied
potential, the deposited analate then being stripped by
application of a cathodic voltage scan. CSV has been
used for the determination of various anions[11]
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and for certain drug molecules such as organosulfur
compounds.[12] CSV may be summarized as:

Hg2
2+   +  2A–

Cathodic stripping: Hg2A2   +  2e

Anodic deposition:  2 Hg Hg2+ + 2e

Hg2A2

2Hg + 2A–

Adsorptive stripping voltammetry (AdSV) is of
increasing importance in trace determinations of phar-
maceutical compounds. In this method, the preconcen-
tration step is adsorptive rather than electrolytic,
resulting in an adsorbed film of the analate on the elec-
trode surface.[13] The stripping step typically uses LSV
or the differential pulse mode in either the cathodic or
anodic direction, as required. The HMDE is typically
used for cathodic reductive stripping, whereas carbon or
noble metal electrodes are used in the adsorptive mode.

Factors affecting the adsorptive process in AdSV
include the solvent, solution pH, mass-transport
processes, stirring rate, deposition time, and applied
potential. The sensitivity advantage of AdSV over con-
ventional polarography/voltammetry using an equiva-
lent mode may be up to 100-fold. However, the
primary advantage of AdSV is its ability to simplify
sample preparation when the analyte is in a complex
matrix, such as the determination of a drug or its
metabolite in body fluids. Having adsorbed the analyte
to the electrode directly from the complex medium, the
electrode with the adsorbed analate film may then
be transferred to a blank electrolyte solution before
the stripping step. This method, known as medium
exchange,[14] has considerable potential, particularly
in a flow analysis mode[15] for both pharmaceutical
and clinical analyses. Its value is perhaps not yet fully
realized because of a preference for, and greater fami-
liarity with, chromatographic methods.

Electrochemical Detection for High-Performance
Liquid Chromatography (ELCD) and
Flow-Injection Analysis (ED-FIA)

Pharmaceutical analysts often have no experience in
direct polarographic or voltammetric methods, but
almost all will have used high-performance liquid chro-
matography (HPLC) for the determination of drugs
and/or metabolites in biological matrices or drugs and/
or their degradation products in pharmaceutical formu-
lations. Spectroscopy (ultraviolet and fluorescence) is
the most common detection method in HPLC, but for
molecules that do not possess a suitable chromophore
or when increased sensitivity or specificity is required,
electrochemical detection offers a suitable alternative.
ELCD is applicable to any molecular species capable

of electrochemical oxidation or reduction at an electrode.
Most detectors are based on solid electrodes, notably
carbon paste and, particularly, glassy carbon. These
detectors are best operated in the anodic mode, but they
can also be used for reductive processes. Alternatively,
mercury films on a noble metal electrode can be used for
cathodic reduction.

The principle of ELCD is described in Fig. 10
and has been addressed in detail by Stulik and
Pacakova.[16] The detector is set to an applied voltage
large enough to cause the electrochemical reaction of
interest to occur, i.e., the applied voltage is on the pla-
teau of the polarographic wave. Thus, when the species
of interest is eluted from the column, a faradaic current
is produced in the detector and results in the usual
chromatographic signal. This is an example of ampero-
metric detection because an electrical current is respon-
sible for the analytical signal. With a solid electrode,
the detector may be described as a voltammetric
detector. Various detector cell designs are available.
The most common configuration is the wall-jet cell
(Fig. 11), in which the eluent is sprayed against an
internal wall of the detector cell. The wall is fabricated
from glassy carbon, a highly polished and impermeable
material. The flowing eluent spray ensures that any
products from the electrochemical oxidation reaction
are removed from theelectrode surface, thus ensuring
signal reproducibility.

In conjunction with the various designs of electro-
chemical detector cells, a range of applied voltage
waveforms may be used for ELCD (Fig. 12). The dif-
ferential pulse mode (Fig. 13) is particularly suited to
ELCD because it can further enhance the separability
of components by selectively setting the detector to
the peak potential of an individual component in a
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Fig. 10 Principle of electrochemical detection for HPLC.

Electroanalytical Methods of Analysis: Polarography and Voltammetry 1499



D
rying–Electroan

mixture. Additional information can also be obtained
using a rapid-scan square-wave detector. As the name
implies, this mode uses very fast voltage scans so that a
three-dimensional output can be obtained. In effect,
many voltammograms are run of a component as it
elutes from the column, giving an output of current vs.
applied potential vs. time. Thus, peak purity can be
checked, and the device is analogous in its applications
to the better known diode array spectrophotometric

detector. Voltammetric detectors may also be used in a
flow-injection mode,[17] effectively omitting the chroma-
tographic step, for drug analysis. Again, a wide range
of detector cell designs and polarographic/voltammetric
modes are available.
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Fig. 12 Applied voltage waveforms for various modes of
electrochemical detection in HPLC.
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Fig. 11 Wall-jet electrochemical detector cell for HPLC.
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Fig. 13 Differential pulse voltammograms of pyridoxine
hydrochloride at the glassy carbon electrode obtained by
adding successive aliqouts (0.1 ml) of an aqueous solution

(0.1M) of the vitamin to pH 4 citric acid as the supporting
electrolyte.
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APPLICATIONS OF POLAROGRAPHY AND
VOLTAMMETRY TO PHARMACEUTICAL
ANALYSIS

A comprehensive review of the use of polarography
and voltammetry for drug analysis is beyond the scope
of this article. (See Section ‘‘Bibliography’’ for reviews
on the subject.) The analytical range of the methods is
also well illustrated in the references.[18–28]

CONCLUSIONS

The availability of a wide range of modern polaro-
graphic and voltammetric modes, together with the
use of ELCD and stripping analysis, offers the analyst
powerful analytical tools for performing drug assays.
The decision as to whether an electroanalytical method
should be used for a given assay and the selection of a
particular polarographic/voltammetric technique will
depend on the drug of interest, the analytical matrix,
and the type of data that are required. Given the
advances in analytical instrumentation, polarography/
voltammetry may now be used with confidence, when
necessary, by all pharmaceutical analysts.
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Electroanalytical Methods of Analysis: Potentiometry
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Pardubice, Czech Republic

INTRODUCTION

Potentiometry is a method of electroanalytical mea-
surement in which the equilibrium voltage of the cell
consisting of an indicator electrode and a proper refer-
ence electrode is measured using a high-impedance
voltmeter, i.e., effective at zero current. The potential
of the indicator electrode is a function of particular
species present in solutions and their concentration.
By judicious choice of electrode material, the selectivity
of the response to one of the species can be increased,
and thus, interferences from other ions can be
minimized. The method allows the determination of
concentrations with detection limits of the order of
0.1 mmol per liter, although in some cases, as little as
10 pmol differences in concentration can be measured.

EQUILIBRIA AT INTERFACES

Electric potential is the electric work necessary to
transfer the unit charge in vacuum from the infinite
distance to a position, the potential of which is to
be established. If this position is situated inside of
a phase (metal, solution, etc.), it is called the inner
electric potential and is denoted by f. The chemical
potential of an ion in the presence of an electric poten-
tial is called its electrochemical potential, ~mm expressed
as in Eq. (1):

~mm ¼ m þ zFf ð1Þ

where m is the chemical potential, z is the charge of the
particle, and F is Faraday’s constant (96.487 C mol�1).

When two phases containing electrically charged
particles come into contact, an electrical potential
difference develops at their interface. A description
of the interface is therefore essential when investigating
the charge transfer. If the system is in equilibrium, the
appropriate electrochemical potentials must be equal.
Thus, for the charged particle i present in phases 1
and 2, Eq. (2) must be valid.

~mmið1Þ ¼ ~mmið2Þ ð2Þ

This equation can be rewritten as in Eq. (3) in
terms of the standard chemical potentials, m0

i , and the
activities, ai,

m0
i ð1Þ þ RT ln aið1Þ þ ziFfð1Þ
¼ m0

i ð2Þ þ RT ln aið2Þ þ ziFfð2Þ ð3Þ

where R is the gas constant (8.313 J K�1 mol�1) and
T the absolute temperature (measured in K). Thus,
Eq. (4) gives the potential difference at the interface,

Df ¼ fð2Þ � fð1Þ
¼ ½m0

i ð1Þ � m0
i ð2Þ�=ziF þ RT=ziF ln½aið1Þ=aið2Þ�

ð4Þ

which is the so-called Galvani potential difference, Df.

ELECTRODE POTENTIALS

The potential difference Df given by Eq. (4) cannot be
measured directly. An electrochemical cell is required,
consisting of two electrode compartments (both first
and second half-cells). Only in such a cell is the poten-
tial difference E measurable, as given by Eq. (5):

E ¼ Df1st � Df2nd ð5Þ

If the second half-cell is taken as reference and
combined with others, the same value Df2nd occurs in
all the differences in Eq. (5). This value can be chosen
conventionally and set equal to zero (this amounts to a
shift of the coordinate). The electrode for which the
condition Df2nd ¼ 0 is valid is the standard hydrogen
electrode, in which hydrogen under the standard press-
ure [p(H2) ¼ p0 ¼ 1.013 � 105 Pa] is bubbled over
the surface of the platinum black through a solution
of hydrogen ions of unit activity, schematically written
as Pt(s)jH2(g)jHþ(aq), where the vertical lines indicate
the interphase. The reaction that determines the
electrode potential is the so-called half-cell reaction,
2Hþ(aq) þ 2e ¼ H2(g). Owing to this convention,
the first term of Eq. (5), Df1st, can be substituted by
E and is called the electrode potential. In the same
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manner, the first expression on the right in Eq. (4) can
be replaced by Eq. (6):

E0 ¼ ½m0
i ð1Þ � m0

i ð2Þ�=ziF ð6Þ

and is called the standard electrode potential (values
of selected standard electrode potentials are listed in
Table 1).

The simplest situation occurs if a metal (phase 1) is
immersed in an electrolyte solution (phase 2), for
example, Zn(s)jZn2þ(aq). An electrode and its electro-
lyte make up a half-cell compartment or a so-called
first-order electrode, the potential of which is given
in Eq. (7):

E ¼ E0ðZn2þ=ZnÞ þ RT=2F ln aðZn2þÞ ð7Þ

known as the Nernst equation. The expression Zn2þ/Zn
is used to shorten the half-cell reaction, which is
Zn2þ(aq) þ 2e ¼ Zn(s); a zinc activity in pure zinc
solid phase is equal to a unit. It follows from the text
above that for a hydrogen electrode, the electrode
potential can be written as in Eq. (8):

E ¼ RT=2F ln½aðHþÞ�2=pðH2;relÞ ð8Þ

where p(H2,rel) ¼ p(H2)/p0 is a partial pressure of
hydrogen related to the standard pressure, and, in view
of the convention, E0(Hþ/H2) ¼ 0. Thus, Eq. (8) can
be rewritten as Eq. (9):

E ¼ �0:05916 pH � 0:05916=2 log pðH2;relÞ ð9Þ

because the term RT/F ln 10 ¼ 0.05916 V at 25�C.
Thus, the hydrogen electrode can be considered a pH
electrode (analytically, however, it has certain disadvan-
tages compared with the glass electrode that now
dominates pH measurements; see below).

Other half-cells that can be used as pH electrodes are
metal–metal oxide electrodes. The most widely used is
the antimony–antimony oxide electrode, which can be
written as Sb(s)jSb2O3(s)jHþ or Sb(s)jSb2O3(s)jOH�

and with half-cell reactions assumed to be
either Sb2O3(s) þ 6Hþ þ 6e ¼ 2Sb(s) þ 3H2O or
Sb2O3(s) þ 3H2O þ 6e ¼ 2Sb(s) þ 6OH�. For
example, the potential of the electrode can be
expressed as Eq. (10), assuming unit activities of Sb,
Sb2O3, and H2O:

E ¼ E0ðSb2O3=SbÞ � 0:05916 pH ð10Þ

The electrode is favored for measurements in situa-
tions in which other electrodes are easily fouled, but
because of its poor precision (0.1 pH unit when prop-
erly calibrated), it is mostly used as the pH indicator
in titrations. Nevertheless, similar electrodes based on

noble metals (for example, PdjPdO) are still subjected
to further development.

All electrodes depend on oxidation and reduction,
but the term oxidation–reduction electrode, or redox
electrode, is usually reserved for the case in which a
species exists in solution in two oxidation stages. This
electrode is denoted M(s)jOx, Red, where M is an
inert metal (usually platinum) serving as an electron
carrier and making electrical contact with the solu-
tion. The half-cell equilibrium can either be simple
(e.g., Fe3þ þ e ¼ Fe2þ) or be affected by other
ions (e.g., MnO4

� þ 8Hþ þ 5e ¼ Mn2þ þ 4H2O).
Corresponding electrode potentials are then expressed
by Eq. (11):

E ¼ E0ðFe3þ=Fe2þÞ þ RT=F lnaðFe3þÞ=aðFe2þÞ ð11Þ

or Eq. (12), respectively:

E ¼ E0ðMnO4
�=Mn2þÞ þ RT=5F

� lnaðMnO4
�Þ � ½aðHþÞ�8=aðMn2þÞ ð12Þ

In the second case, the term of Eq. (13) can be isolated:

E0f ¼ E0ðMnO4
�=Mn2þÞ þ 8RT=5F lnaðHþÞ ð13Þ

It expresses the formal redox potential and its pH
dependence.

REFERENCE ELECTRODES

An insoluble salt electrode (also called a second-order
electrode) consists of a metal covered by a porous layer
of its insoluble salt. The whole assembly is immersed
in asolution containing a corresponding anion. For
example, a silver–silver chloride electrode is denoted
Ag(s)jAgCl(s)jCl�; the electrode potential is a com-
bination of the equation analogous to Eq. (7), and
the solubility product of a sparingly soluble salt,
Ks(AgCl) ¼ a(Agþ) . a(Cl�), is shown in Eq. (14):

E ¼ E0ðAgCl=AgÞ � RT=F ln aðCl�Þ ð14Þ

where a standard electrode potential for a half-cell
reaction AgCl(s) þ e ¼ Ag(s) þ Cl� is expressed
by Eq. (15):

E0ðAgCl=AgÞ ¼ E0ðAgþ=AgÞ þ RT=F

� ln KsðAgClÞ ð15Þ

In potentiometric measurements, these electrodes
are used as reference half-cells. For this purpose, their
potential stability must be first guaranteed by the
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Table 1 Selected standard electrode potentials

Half-cell reaction E0, V

Agþ þ e ¼ Ag(s) þ0.799

AgBr(s) þ e ¼ Ag(s) þ Br� þ0.073

AgCl(s) þ e ¼ Ag(s) þ Cl� þ0.222

AgI(s) þ e ¼ Ag(s) þ I� �0.151

Bi2O3(s) þ 3H2O þ 6e ¼ 2Bi(s) þ 6OH� �0.44

Br2(l) þ 2e ¼ 2Br� þ1.065

BrO3� þ 6Hþ þ 6e ¼ Br� þ 3H2O þ1.44

C6H4O2 [quinone] þ 2Hþ þ 2e ¼ C6H4(OH)2 [hydroquinone] þ0.699

Ce4þ þ e ¼ Ce3þ þ1.70

Cl2(g) þ 2e ¼ 2 Cl� þ1.359

ClO3� þ 6Hþ þ 6e ¼ Cl� þ 3H2O þ1.45

ClO4
� þ 2Hþ þ 2e ¼ CIO3

� þ H2O þ1.19

Cr2O7
2� þ 14Hþ þ 6e ¼ 2 Cr3þ þ 7H2O þ1.33

Cu2þ þ 2e ¼ Cu(s) þ0.337

Cu2þ þ e ¼ Cuþ þ0.153

Cuþ þ e ¼ Cu(s) þ0.521

CuI(s) þ e ¼ Cu(s) þ I� �0.185

Fe3þ þ e ¼ Fe2þ þ0.771

Fe(CN)6
3� þ e ¼ Fe(CN)6

4� þ0.36

2Hþ þ 2e ¼ H2(g) 0.000

H2O2 þ 2Hþ þ 2e ¼ 2H2O þ1.776

Hg2
2þ þ 2e ¼ Hg(l) þ0.788

2Hg2þ þ 2e ¼ Hg2
2þ þ0.920

Hg2Cl2(s) þ 2e ¼ 2Hg(l) þ 2Cl� þ0.268

Hg2SO4(s)þ 2e ¼ 2Hg(l) þ SO4
2� þ0.615

HNO2 þ Hþ þ e ¼ NO(g) þ H2O þ1.00

I3
� þ 2e ¼ 3I� þ0.536

IO3
� þ 6Hþ þ 6e ¼ I� þ 3H2O þ1.085

Kþ þ e ¼ K(s) �2.925

MnO2(s) þ 4Hþ þ 2e ¼ Mn2þ þ 2H2O þ1.23

MnO4
� þ 8Hþ þ 5e ¼ Mn2þ þ 4H2O þ1.51

MnO4
� þ 4Hþ þ 3e ¼ MnO2(s) þ 2H2O þ1.695

MnO4
� þ e ¼ MnO4

2� þ0.564

Naþ þ e ¼ Na(s) �2.714

NO3
� þ 3Hþ þ 2e ¼ HNO2 þ H2O þ0.94

O2(g) þ 4Hþ þ 4e ¼ 2H2O þ1.229

O2(g) þ 2Hþ þ 2e ¼ H2O2 þ0.682

O2(g) þ H2O þ 4e ¼ 4OH� þ0.401

O3(g) þ 2Hþ þ 2e ¼ O2(g) þ H2O þ2.07

Pb2þ þ 2e ¼ Pb(s) �0.126

PbO2(s) þ 4Hþ þ 2e ¼ Pb2þ þ 2H2O þ1.455

PbO2(s) þ SO4
2� þ 4Hþ þ 2e ¼ PbSO4(s) þ 2H2O þ1.685

PbSO4(s) þ 2e ¼ Pb(s) þ SO4
2� �0.350

S(s) þ 2Hþ þ 2e ¼ H2S(g) þ0.141

(Continued)
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constant anion activity in the solution in contact.
The usual arrangement is metaljinsoluble saltjinner
solution ..

.
test solution, where the vertical dashed

line marks the diffusive barrier. The most frequently
used reference electrodes are the silver–silver chloride
electrode (preferred for its stable and reproducible
potential, low tempetarure hysteresis, a wide useful
temperature range, and easy preparation; when filled
with saturated KCl solution, its potential is 0.198 V
at 25�C) and the calomel (or mercury–mercurous
chloride) electrodes (consisting of mercury covered
with a paste of Hg and Hg2Cl2, which, when in contact
with saturated KCl solution, the potential is 0.244 V
at 25�C; a disadvantage of classic calomel electrodes
is their considerable temperature hysteresis). Other
reference electrodes are not often used.

The Ross reference electrode differs from the others
and consists of a platinum wire immersed in a solution
containing tri-iode and iodide ions. The Pt electrode
responds to the redox potential established by the
iodine(tri-iodide)-iodide couple. This solution is
separated from the sample by a bridge electrolyte,
which is 3 M KCl.

LIQUID JUNCTION

In a cell with two different electrolyte solutions in con-
tact, as in the application of a reference electrode, there
is an additional source of potential difference across
the interface of the two miscible electrolytes, inner
reference electrode solution ..

.
test solution. As noted

above, the vertical dashed line is used in a cell scheme
to denote such an interface and indicates the source of
so-called liquid-junction potential, DfL. For example,

if two HCl solutions of different concentrations are
in such contact, the mobile Hþ ions diffuse into the
more dilute solution. The bulkier Cl� ions follow,
but initially more slowly, which results in a potential
difference at the junction. However, after the brief
initial period, the potential reaches a value that the
ions diffuse at the same rate.

Generally, the liquid-junction potential increases
with increasing difference of the cation and anion
mobilities at the interface. In an ideal situation, both
ions are of the same mobility. Such salts are called
equitransferent salts, or equitransferent mixtures. For
that reason, KCl is commonly used as the inner elec-
trolyte of reference electrodes; a mixture of 1.8 M
KCl þ 1.8 M KNO3 serves best. The liquid-junction
potential, although not known, remains constant
within limits, appears as a constant offset voltage,
and is contained in the apparent (or formal) standard
potential, E0f. If both Hþ and OH� do not participate
at the border solutions, it usually does not exceed
�10 mV. In direct potentiometric measurements, the
liquid-junction potential can partially be reduced by
the use of the reference electrode with a limited dif-
fusion (the boundary between the two miscible electro-
lytes being a porous diaphragm) or by incorporating a
salt bridge filled with a proper electrolyte solution that
is equivalent to the use of a reference electrode with two
bridge electrolytes (the so-called double-junction refer-
ence electrode) containing two porous diaphragms with
limited diffusion, e.g., Ag(s)jAgCl(s)jKCl ..

.
a bridge

electrolyte ..
.
a test solution. In the notation for cells, a

double vertical line denotes an interface for which it is
assumed that the junction potential has practically been
eliminated, e.g., Ag(s)jAgCl(s)jKCl ..

...
.
a test solution,

which is equivalent to the previous scheme.

Table 1 Selected standard electrode potentials (Continued)

Half-cell reaction E0, V

SO4
2� þ 4Hþ þ 2e ¼ H2SO3 þ H2O þ0.172

S2O8
2� þ 2e ¼ 2SO4

2� þ2.01

S4O6
2� þ 2e ¼ 2S2O3

2� þ0.08

Sb2O3(s) þ 6Hþ þ 6e ¼ 2Sb(s) þ 3H2O þ0.152

Sn2þ þ 2e ¼ Sn(s) �0.136

Sn4þ þ 2e ¼ Sn2þ þ0.154

Ti3þ þ e ¼ Ti2þ �0.369

Tl3þ þ 2e ¼ Tlþ þ1.25

Tlþ þ e ¼ Tl(s) �0.336

TlCl(s) þ e ¼ Tl(s) þ Cl� �0.557

UO2
2þ þ 4Hþ þ 2e ¼ U4þ þ 2H2O þ0.334

Zn2þ þ 2e ¼ Zn(s) �0.763

s ¼ solid; l ¼ liquid; g ¼ gas.
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Some electroanalytical texts that contain sections
with emphasis discussed in previous articles are given
in Refs.[1,2].

MEMBRANE ELECTRODES

The difficulty that can arise with the cells comprising
the first- and second-order electrodes noted above is
whether oxidized and reduced species of more than
one redox couple are present in solution so that they
can contribute to the overall equilibrium potential
that is thus a mixed potential. Such a measurement
can have low selectivity in some real situations. This
can be overcome by measuring the difference of poten-
tial across a membrane composed from a material that
can selectively participate at ionic exchange equilibria.

A membrane separating medium 1 and medium 2
results in a three-phase system, medium 1jmembranej
medium 2 because the membrane behaves as isolated
phase (M). Interfaces at which an ionic exchange
occurs are geometric barriers between two phases.
Membranes for potentiometric electrodes are as
immiscible as conveniently possible with respect to
the bathing solutions and solid contacts. They are
usually constructed of hydrophobic organic liquids
and solids or inorganic solids of low water solubility.
Nevertheless, useful membranes are not electrical insu-
lators. Porous membranes (organic liquids and solids,
synthetic ion exchangers) absorb and become saturated
by an external solvent, usually water. They also permit
water from two bathing solutions with non-identical
ionic strangths to pass slowly from one side of the
membrane to the other. However, many membranes
are non-porous, and solvent transport is not an impor-
tant process when considering membrane potential
responses. Useful membranes are often solid or liquid
electrolytes because they are composed of partially or
completely ionized acids, bases, or salts or contain
potentially ionizable species. A characteristic of these
membranes is the presence of charged sites. A result
of the ionic exchange occurring at both membrane
interfaces is the membrane potential DfM, expressed
as a difference of the inner electric potential of the
two phases, which are separated by the membrane, as
shown in Eq. (16):

DfM ¼ fð2Þ � fð1Þ ð16Þ

Generally, the membrane potential is completed by
three factors: the two potential differences at both
inner and outer interfaces and a liquid-junction poten-
tial that can be formed across the membrane (especially
in liquid membranes). Nevertheless, a galvanic half-
cell, represented by a membrane electrode immersed
in the sample test solution, usually consists of an

ion-selective membrane, an internal electrolyte, and
an internal reference electrode, e.g., AgjAgCljinternal
electrolyte Cl�, Qþjmembrane selective to Qþjtest solu-
tion. This represents a conventional construction of the
sensing half-cell; the other half-cell is represented by an
external reference electrode. There are many factors to
the experimentally observed voltage of a cell contain-
ing a membrane electrode that can be considered
constant: the inner and outer reference electrode
potentials, the potential difference at the inner mem-
brane interface, and, at least in one instant, both
liquid-junction potentials formed across the membrane
and at the external reference electrode ..

.
test solution

interface.
Thus, ion-selective membrane electrodes can be

defined as electrochemical sensors that allow potentio-
metric measurements of the activity of particular
species in aqueous and mixed solvents or partial pres-
sures of dissolved gases in water. However, these sen-
sors may respond to certain other ions in the sample
in addition to the selected i ion; interferences by such
j ions are usually expressed by the Nikolskii-Eisenman
Eq. (17):

E ¼ constant þ fð2:303 RT=ziFÞ

� logfai þ Sk
pot
ij a

zi=zj

j g ð17Þ

where E is the voltage of the potentiometric cell in
which an ion-selective membrane electrode partici-
pates, and the constant term includes all the constant
potential contributions noted above; f is a correction
for non-Nernstian response, terms zi and zj denote
the charge of the ions i and j, and kij

pot is the potentio-
metric selectivity coefficient.

It should be noted that over the past 30 years, ana-
lytical methods utilizing ion-selective technology have
been developed at an ever-increasing rate, and much
additional information can be found in texts address-
ing the subject. Some are noted in the references.[3–10]

Based on the membrane material, the ion-selective
electrodes may be divided into the following groups.

Electrodes with Solid Membranes

These include membranes composed of solid salts that
may be single crystals but are more often polycrystal-
line pellets pressed from powdered starting materials.
These solid exchangers respond to species that exchange
directly and rapidly and influence the activity of ions that
exchange directly. For example, silver salt electrodes are
believed to be rapid ion exchangers of both Agþ and
component anions. In mixtures, Ag2S holds the more
soluble halides in a matrix and produces both electronic
and ionic conductivities throughout the membrane.
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The electrode is also sensitive to other ions that can form
sparingly soluble precipitates on the membrane surface,
particularly if they have lower solubility products than
those of the material of the membrane. As an example,
the AgCl-based electrode responds to bromide and
iodide; mercury(II) is always a serious interferent
because HgS is less soluble than Ag2S. For the same
reason, membranes containing HgS instead of Ag2S
have the advantage of lower detection limits. Some
examples of the membrane materials are LaF3 for fluor-
ide ions, AgX þ Ag2S or Hg2X2 þ HgS for halide
or pseudohalide (CN�, SCN�) ions, Ag2S for both silver
and sulfide ions, metal sulfide þ Ag2S for some
metal ions (Cd2þ, Cu2þ, Pb2þ), and Cu2Se þ CuSe
for copper(II) ions.

Glass Electrodes

These are the oldest and best investigated ion-selective
electrodes, made of various multicomponent glasses.[11]

The surface of a glass membrane must be hydrated
to respond to pH. Hydration is accompanied by a
reaction in which singly charged cations of the glass
are exchanged for hydrogen ions of the solution
Hþ(aq) þ Naþ(glass) ¼ Naþ(aq) þ Hþ(glass). The
silicate structure ¼Si–O� of a glass provides cation-
bonding sites. A well soaked membrane is covered
by a layer of silicic acid gel approximately 10�5 to
10�4 mm thick.

Glass electrodes respond to the activity of both the
hydrogen ion and alkali metal ions in basic solution in
which the former is small relative to the latter. At high
pH, a negative pH error occurs that suggests that the
electrode is responding to alkali metal ions as well as
to hydrogen ions. The magnitude of the error varies
according to the kind of singly charged cation and the
glass composition. Because of this error in early glass
electrodes, glasses were developed for which the alka-
line error is negligible below a pH level of approxi-
mately 12. Other glasses have been developed that
allow the determination of cations other than hydrogen
ions such as Liþ, Naþ, Kþ, and NH4

þ, etc. Glass electro-
des for Hþ, Naþ, and Kþ are available commercially.

Electrodes with Liquid Membranes

These include membranes made of liquid electroactive
substances or with electroactive substances dissolved
in a suitable non-volatile, water-immiscible solvent
(mediator). In early designs, the organic phase was
placed between two aqueous phases in bulk or with
the support of a thin, porous cellulose sheet, sintered
glass, or the like. As work with these sensors proceeded,
more durable polymer supports were developed,
most often poly(vinyl chloride) (PVC). An electroactive

compound is dissolved in a solvent (usually tetrahydro-
furan or cyclohexanone) together with the PVC and a
suitable plasticizer. The solvent evaporates, leaving a
plasticized PVC ion-selective membrane. Because the
plasticized polymer behaves like a viscous liquid, the
properties of the electrode are very similar to those of
the original wet membrane. The electroactive materials
used in these membranes fall into three main classes:
ion exchangers, neutral carriers, and charged carriers.

In liquid ion-exchange electrodes, the electroactive
material is usually the salt (ion pair) with a highly
lipophilic cation or anion to guarantee oil solubility.
For example, nitrate-, fluroroborate-, and perchlorate-
selective electrodes are commercially available, based
on corresponding ion pairs of an anion with tris(substi-
tuted 1,10-phenanthroline)-metal(II) cations or a
quaternary ammonium salt containing at least one
long-chain alkyl group. Selectivity over interferences
is limited to ions less oil-soluble than the primary
ion. In the case of the above-noted electrodes, the
Hofmeister series is usually obeyed:

BðC6H5Þ� > ClO4
� > SCN� > I�

> Br�; NO3
� > Cl� > HCO3

� > F�

and can serve as a rule for deciding possible interfer-
ences. Similarly, an organic anion such as tetraphenyl-
borate is a suitable membrane counterion for cations
(e.g., Kþ, Rbþ, Csþ, Tlþ, and univalent organic
cations). A similar effect is seen because the electrodes
are most selective for organic cations such as long-chain
quaternary ammonium ions. These cation electrodes
have frequently been used as sensors for clinically impor-
tant molecules that are cationic at low pH levels (drugs).

Another category of liquid-membrane electrodes
is based on neutral carriers. These are lipophilic,
multifunctional compounds with active groups that
are primarily alternating ether and/or keto oxygens
that can form a cage for the positively charged ion.
Cyclic polyethers and similar macrocyclic compounds,
such as valinomycin and non-actin, are believed to dis-
criminate among cations on the basis of size; cations
that fit well in the complexing site are most strongly
complexed. Potassium-selective electrodes based on
valinomycin are the best examples of marketed sensors
of this type. Various crown ethers, polyoxyethylene
chain-containing compounds, or special selective carriers
have been prepared and used in sodium-, barium-, and
calcium-selective commercial electrodes.

A third class of ion-selective carriers consists of
so-called charged carriers or associated ion exchangers.
Unlike the simple ion exchangers, however, the selec-
tivity of charged carriers is dictated by the degree of
association of the analyte ion with the carrier as well
as the partitioning of the analyte into the membrane
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solvent. The most notable examples of such agents are
the alkyl phosphates originally used in Ca2þ-selective
electrodes; calcium selectivity is further enhanced by
using alkyl phosphonates as membrane mediators.

Gas-Sensing Electrodes

Gas-sensing electrodes are examples of multiple mem-
brane sensors; these contain a gas-permeable membrane
separating the test solution from an internal thin electro-
lyte film in which an ion-selective electrode is immersed.
For example, for the ammonia sensor, the pH of
the recipient layer is determined by the Henderson-
Hasselbach equation [Eq. (18)], derived from the
chemical equilibrium between solvated ammonia and
ammonium ions:

pH ¼ pKaðNH4
þÞ þ log½NH3�=½NH4

þ� ð18Þ

If the solution layer contains a large background concen-
tration of ammonium salt (NH4

þ picrate is often used),
the pH of the immersed glass electrode is proportional to
only one variable, [NH3], which is in turn dependent on
the amount of NH3 that diffuses across the gas-
permeable membrane, as shown by Eq. (19):

E ¼ constant þ 0:05916 log pðNH3Þ ð19Þ

where p(NH3) is the partial pressure of NH3 in the
sample measured. Similarly, when the glass pH electrode
is replaced by a polymeric membrane responsive to
NH4

þ (a non-actin-based NH4
þ-selective electrode),

the signal is not dependent on the pH but on the equilib-
rium concentration of ammonium acquired from the
sample. The ammonia gas-sensing electrode is primarily
used for the determination of ammonium salts after the
addition of NaOH, which releases ammonia from a
sample under test. The total nitrogen can be determined
after Kjeldahl decomposition of a sample.

The first gas-sensing electrode based on a similar
principle was the carbon dioxide electrode, developed
to determine CO2 in blood. Later, sensors for other
gases (e.g., SO2, NOx, and HCN, etc.) appeared on
the market.

Electrodes with Biocatalytic Membranes

The gas-sensing configuration described above forms a
very useful basic unit for potentiometric measurements
of biologically important species.[12–17] In principle, the
immobilized or insolubilized biocatalyst is placed on a
conventional ion-selective electrode used to measure
the decrease in the reactants or the increase in products
of the biochemical reaction. The biocatalyst include

isolated enzymes, subcellular fractions, intact bacterial
cells, and whole sections of mammalian or plant
tissues. Because ions are usually formed during these
reactions, it is possible to determine the substrate by
monitoring the ion activity. For example, amygdalin
can be degraded by b-Glucosidase to benzaldehyde,
glucose, and HCN; the CN�-selective electrode is
used as a inner sensor. Similarly, the NH4

þ-selective
electrode can respond to NH4

þ ions produced in the
reaction of urea with urease.

In recent years, gas-sensing probes have been used
most frequently because of their high selectivity over
common cations and anions. Thus, the biocatalytic
urea sensor noted above can be constructed by immo-
bilizing urease onto the gas-permeable surface of an
ammonia gas sensor; when the probe is inserted into
a buffered sample containing urea, the enzyme cata-
lyzes its conversion to NH3, which is measured by the
gas-sensing electrode described previously. By coupling
the efficient and selective catalyzing powers of an
enzyme to the selective detection of a gas-sensing
electrode, it is possible to construct a sensitive tool for
the measurement of many pharmaceutically important
compounds. However, in general for biosensors, it
should be noted that amperometric principles pre-
dominate in a majority of their recent constructions.

SELECTIVITY COEFFICIENTS

In measurements with ion-selective electrodes, inter-
ference by other ions is expressed by selectivity coeffi-
cients kij

pot, as in Eq. (17). If the nature of the
ion-selective membrane is known, these interferences
may easily be estimated. For example, in the determi-
nation of chloride with a Cl�-selective electrode
containing AgCl as the electroactive component in its
membrane, concentrations of bromides or iodides
(generally X�) must be controlled because they form
less soluble silver salts than AgCl; the solubility pro-
ducts of corresponding silver halides are used in
Eq. (20) to estimate the selectivity coefficient:

k
pot
Cl;X ffi KsðAgClÞ=KsðAgXÞ ð20Þ

However, this estimation is approximate only. For
exact determinations, two methods are primarily used.

In the separate-solution method, the cell voltage Ei

is measured first in a solution of free determinant i,
followed by Ej measured in a solution of interferant j.
By applying Eq. (17) for these two solutions, Eq. (21) is
obtained:

log k
pot
i;j ¼ ðEj � EiÞziF=2:303RT

þ log ai � zi=zj log aj ð21Þ
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This equation can be simplified further, assuming the
main interferants are the ions of the same charge and
considering solutions of the same activities.

In the simplest mixed-solution method, the cell volt-
age is measured in a series of solutions containing a
range of activities of the primary ion and fixed activity
of the interferant (Fig. 1). When a graph of E versus
log ai is constructed, the usual Nernstian slope changes
to an invariant Ej voltage at low ai values, correspond-
ing to the response to a constant aj activity. The
intersection of asymptots to this dependence gives a
log ai

�
value, which is used to calculate kij

pot according
to Eq. (22):

k
pot
ij ¼ a�i =a

zi=zj

j ð22Þ

The weakness of all the approaches is the assump-
tion that the slope 2.303RT/ziF is Nernstian or at least

unaffected by the presence of interferants. In addition,
for many electrodes, especially liquid-membrane sys-
tems, selectivity coefficients are not highly reproducible
or precise quantities because they are time-dependent.
This is why selectivity coefficients established by
various methods can differ; nevertheless, they never
differ by order of magnitude, and therefore they serve
well to estimate measurement errors in the presence of
interfering species.

EQUIPMENT

The selection of equipment for potentiometric mea-
surements is guided primarily by the precision required
and the application intended. An instrument must
draw essentially no electricity from the cell being used.
Historically, measurements (highly precise but tedious)
were performed by compensation of the measured
voltage with the aid of a reference cell, so that virtually
no current passed through the measuring cell. This kind
of potentiometer has by now been almost completely
displaced by electronic voltmeters with very high
internal resistances. This is particularly significant in
measurements with membrane electrodes, which may
have resistances of 1 to 100 MO or even more. These
high-resistance instruments are usually called pH
meters or ion-meters. A new generation of instruments
is represented by microprocessor-controlled meters,
making automatic evaluation of the measurements
possible. They are produced by many companies
(e.g., Orion Research, Radiometer, and Metrohm).
Equipment for automated potentiometric titrations
has also been developed; the apparatus is generally of
the module type, and its individual components (ion-
meter, autoburette, recorder, and computer unit) may
be used separately.

EXPERIMENTAL TECHNIQUES

Direct Potentiometry

Direct potentiometric measurements are used to
complete chemical analyses of species for which an
indicator electrode is available. The technique is
simple, requiring only a comparison of the voltage
developed by the measuring cell in the test solution
with its voltage when immersed in a standard solution
of the analyte. If the electrode response is specific
for the analyte and independent of the matrix, no pre-
liminary steps are required. In addition, although
discontinuous measurements are mainly carried out,
direct potentiometry is readily adapted to continuous
and automatic monitoring.

b

Ej

E

2

1

–log ai

1           2 3 4           5             6 –log ai

Measuring range

Reduced measuring range

Limit of detection

Reduced limit of detection

*

Fig. 1 Calibration graphs of ion-selective electrodes and
evaluation of selectivity coefficients. 1) Calibration response
against�log ai in solution of free determinand i. The practical

limit of detection may be taken as the activity (or the concen-
tration) at the point of intersection of the extrapolated lines as
shown. 2) Calibration against �log ai in the presence of the

interferant j, the activity of which is of a known and constant
value. Response Ej is obtained for �log ai

� ¼ �log kij
potaj

zi/zj.
The resulting interference can restrict the measuring range. b)
The abscissa approximately equal to 60/zi mV.
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Measurement of pH

The electrochemical pH cell consists essentially of a
measuring (or indicator) pH electrode, together with
a reference electrode, both being in contact with the
solution under investigation. Frequently, a pH glass
and calomel electrodes are combined; then the pH
meter measures the cell voltage E, given by Eq. (23),
for example:

E ¼ Eref � Eind þ Df ð23Þ

where Eref is the reference electrode potential, Eind the
indicator electrode potential, and DfL is the liquid-
junction potential arising at the boundary between
the dissimilar liquids. For a cell with a pH-measuring
electrode, Eq. (23) can be rewritten as Eq. (24):

E ¼ constant � 2:303RT=F log aðHþÞ þ DfL ð24Þ

where the constant term (including Eref and the con-
stant substituting E0 of the pH electrode) and DfL

are not available. These unknowns are eliminated by
substracting the voltage E(X) of the cell immersed into
a test solution of pH(X) and that of E(S) measured
with the same cell immersed into a standard pH(S)
solution (Table 2), as in Eq. (25):

EðXÞ � EðSÞ
¼ �2:303RT=F ½log aðHþÞx � log aðHþÞs� ð25Þ

and, subsequently, as in Eq. (26):

pHðXÞ ¼ ½EðXÞ � EðSÞ�F=2:303RT þ pHðSÞ ð26Þ

assuming that the difference DfL(X) � DfL(S) is elimi-
nated. It follows that the accuracy of the pH(X) value

is partially dependent on how close in character the
tested solution is to the standardizing solution and
how strictly Nerstian the cell response is; clearly, it is
desirable to standardize as closely in pH as possible.
For more accuracy measurements, it is suggested that
two standard buffers be used, pH(S1) and pH(S2),
which straddle the pH(X) value. The pH(X) is then
given by Eq. (27):

½pHðXÞ � pHðS1Þ�=½pHðS2Þ � pHðS1Þ�
¼ ½EðXÞ � EðS1Þ�=½EðS2Þ � EðS1Þ� ð27Þ

Eq. (27) represents the so-called practical definition
of the pH scale.[18] Evidently, in practice the voltage
differences expressed in Eqs. (26) and (27) are not
measured inasmuch as the meters provide direct pH
readings. Hence, instead of the E(S) values, the pH(S)
values are adjusted directly on the intrument scale.
In the preparation of standard buffer solutions
(Table 2), it is essential to use high-purity materials
and carbon dioxide-free freshly distilled water, the spe-
cific conductance of which should not exceed 2 mS/cm.

Frequently, it is necessary to measure pH at non-
ambient temperatures. Biological samples are often
stored just above 0�C, clinical samples are measured
at 38�C, buffers and gels used in media are measured
at approximately 60�C, and many industrial processes
take place at higher temperatures. The Nernst equation
contains a temperature term that can be corrected by
automatic temperature compensation; detailed instruc-
tions are attached to each pH meter. The glass Ross
pH electrode, containing a Pt wire as a reference
immersed in a solution based on iodine (tri-iodide)
and potassium iodide, gives the best performace in
terms of a fixed, reproducible contact potential that
is thermodynamically reversible (the Pt wire potential
does change with temperature, but the redox solution

Table 2 Standard buffer solutions

pH values at �C

Composition 0 20 25 30 38 60

0.1 m hydrochloric acid 1.187 1.194 1.197 1.200 1.202 1.213

0.05 m potassium tetraoxalate 1.666 1.675 1.679 1.683 1.691 1.723

Saturated (25�C) potassium hydrogen tartrate 3.557 3.552 3.548 3.560

0.05 m potassium dihydrogen citrate 3.863 3.788 3.776 3.766

0.05 m potassium hydrogen phthalate 4.003 4.002 4.008 4.015 4.030 4.091

1 þ 1 phosphate buffer (0.025 m KH2PO4 þ 0.025 m Na2HPO4) 6.984 6.881 6.865 6.853 6.840 6.836

1 þ 3.5 phosphate buffer (0.008695 m KH2PO4 þ 0.03043 m Na2HPO4) 7.534 7.429 7.413 7.400 7.384

0.01 m borax 9.464 9.225 9.180 9.139 9.081 8.962

1þ1 carbonate buffer (0.025 m NaHCO3 þ 0.025 m Na2CO3) 10.317 10.062 10.012 9.966

Saturated (25�C) calcium hydroxide 13.423 12.627 12.454 12.289 12.043 11.499
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consists of a buffer with an equal and opposite tem-
perature coefficient, which results in a reference system
showing almost no potential change with temperature).

Measurement of pX

This includes direct activity (concentration) measure-
ments using other than Hþ-selective electrodes.[19]

Different methods are available, although none is as
well organized as the pH measurement. The simplest
procedure is to measure the voltage of the cell contain-
ing an ion-selective electrode in solutions of graduated
concentrations, usually between 10�6 and 10�1 mol/L
(or similarly on the pH scale, between pX 6 and 1).
A typical calibration graph is linear between pX 1
and 5, defined for pX ¼ �log ai (Fig. 1). In practice,
however, the determination of concentration is more
frequently requested. In this case, the cell voltage
values are plotted against the logarithms of the concen-
tration of the ion determined, i.e., pX ¼ �log ci.
Such a calibration graph, however, differs from that
obtained by measuring the activity at higher concen-
trations when the activity coefficients yi are less than
1 (just to remember the relation between activity and
concentration, which is ai ¼ ciyi). A series of standard
solutions with a composition as close as possible to
that of the sample is used, and the conditions are main-
tained identical to those used for the measurement on
the sample (pH and ionic strength adjustments, screen-
ing of interferants, etc.). The best results are obtained
with simulated standards, in which the effects of the
other components of the sample solution are included
in the calibration curve. As reported recently,[20] dra-
matic improvement of the lower detection limit to
phenomenal picomolar concentrations may be
obtained by modifying the composition of the inner
electrolyte of the ion-selective electrode.

The most frequently used mode (because it is the sim-
plest mode) is calibration with two standard solutions. It
is appropriate for any analysis by direct potentiometry in
the Nernstian range of an ion-selective electrode, parti-
cularly for analyses carried out at varying temperatures.
The calibration is performed with two standards in
each sample batch. The first gives the value of the cell
constant (or E0 of the sensing electrode) and the second
the calibration slope. The two standards should span the
concentration range expected in the samples because
any error is magnified by extrapolation. In the non-
Nernstian region, the concentrations are obtained from
a calibration graph rather than by calculation, and
because the graph is curved, more (at least four)
standard solutions are needed to define it.

Addition (as well as subtraction) methods may also
be used. Both require a knowledge of the calibration
slope but not of the cell constant. The simplest method
includes two voltage readings, E1 before and E2 after

the addition of a volume Vs of a standard solution to
Vx volume of the sample, as shown in Eqs. (28) and (29):

E1 ¼ constant þ slope log cx ð28Þ

E2 ¼ constant þ slope log ðcxVx þ csVsÞ=ðVx þ VsÞ
ð29Þ

where cx denotes the concentration of the sample and cs

is the concentration of the standard solution. From the
cell voltage change (DE ¼ E2 � E1), the unknown cx

concentration can be calculated as shown in Eq. (30):

cx ¼ csVs=½ðVx þ VsÞ10DE=slope � Vx� ð30Þ

In the well-known addition method, the slope factor
is determined simultaneously with the concentration
by iterative calculation. If a multiaddition method is
used, the unknown cx concentration can be evaluated
graphically (Fig. 2). For (Vx þ Vs)10E/slope ¼ 0, the
negative value of the volume equivalent to the
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D
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40 60 20 40 60

Fig. 2 Multiaddition method with graphic evaluation of the
known ion concentration in a sample. Experimental data for
the determination of tetrafluoroborate using a BF4

�-selective

electrode. (A) cx ¼ 10�4 mol/L, cs ¼ 10�2 mol/L; (B)
cx ¼ 10�5 mol/L, cs ¼ 10�3 mol/L; (C) cx ¼ 10�3 mol/L,
cs ¼ 10�1 mol/L; (D) cx ¼ 10�4 mol/L, cs ¼ 10�2 mol/L;

Vx ¼ 100 mL in all cases. Values of (Vx þ Vs)10EF/2.303RT

are plotted on the y-axis against volume of the standard
solution added, Vs, on x-axis. (Adapted from Sb. Ved. Pr.,
Vys. Sk. Chemickotechnol. Pardubice 1986, 49, 149.)
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unknown concentration is read from an intercept of the
dependence with x-axis,�Ve, and the concentration cal-
culated as shown in Eq. (31):

cx ¼ �csVe=Vx ð31Þ

Flow measurements

A useful and rapid method of automated analysis is the
technique of flow-injection analysis (FIA). The sample
or a reagent is injected into the stream of a solution of
constant composition. Calibration of FIA systems
requires the injection of standard solutions, equal in
volume to that of the sample, into the carrier stream.
The background chemical composition of the standards
should be equal, as nearly as possible, to that of the
samples. Frequent standardization is not necessary
because the measurement of peak height, albeit on a
sloping base line, is relatively unaffected by cell voltage
drift. Some difficulties can appear with peristaltic
pumps, owing to extraneous potentials caused by
pulsation of the stream. Cells with a small volume
(<20 ml) or the cells of the wall-jet type are the most
acceptable for continuous measurements.[21,22]

Potentiometric Titrations

In contrast to direct potentiometry, the potentiometric
titration technique offers the advantage of high accu-
racy and precision, although at the cost of increased
time and increased consumption of titrants. Another
advantage is that the potential break at the titration
endpoint must be well defined, but the slope of the
sensing electrode response need be neither reproducible
nor Nernstian, and the actual potential values at the
endpoint are of secondary interest. In many cases, this
allows for the use of simplified sensors.

For titrations to a fixed potential, the calibration
slope is not needed, but the correct potential must be
chosen by some means of calibration. In pH titrations,
for example, this can be by means of a buffer solution.
The errors involved are usually much smaller than
those in direct potentiometry.

PHARMACEUTICAL APPLICATIONS

For analytical control of pharmaceuticals, most phar-
macopeias describe accurate methods, which, however,
in some cases are lengthy and difficult. The ion-selective
electrode techniques offer several advantages in terms
of simplicity and rapidity over official methods.[23–29]

Generally, electrodes of all the types noted above
can be used to analyze compounds of pharmaceutical

significance. For example, halide ion-selective electrodes
are often used in the determination of cationic com-
pounds containing quaternary nitrogen and a counter-
halide ion. Traditional titration techniques, such as
potentiometric pH or redox titrations, are used to deter-
mine acids and bases or compounds containing groups
that may be oxidized or reduced.

Most ion-selective electrodes, however, cannot be
used for the direct determination of functional groups
in organic compounds unless they are converted into
ionic species. Thus, direct potentiometry is performed
rarely with commercial ion-selective electrodes. For
example, the CN�-selective electrode gives an almost
Nernstian response in the determination of substituted
phenylacetonitriles and benzonitriles. Thiols can be
determined by direct measurement of the voltage of a
cell with an Ag2S-based electrode. Such examples are,
however, not typical for applications of ion-selective
electrodes.

Typical Drug Substance-Selective Electrode

The typical drug substance-selective electrodes are
usually of the liquid-membrane type. It should be
noted that virtually any ionic species can be detected
and measured by liquid ion-exchange electrodes. The
principle for design is as follows: To build a membrane
responsive to anion X�, for example, the salt QþX� is
dissolved in a non-volatile solvent; the Qþ cation must
be highly lipophilic. Similarly, for an electrode respon-
sive to cation Qþ, an oil-soluble salt QþX� is used,
where the X� anion is lipophilic. Thus, the quaternary
long-chain alkyl and aryl ammonium salts and high-
molecular-weight cationic dyes etc. are known to
behave as liquid anion exchangers suitable for the
preparation of anion-selective liquid-membrane elec-
trodes. Tetraphenylborate [or tetrakis(substituted
phenyl)borates] and high-molecular anionic surfactants
such as dodecylsulfate show good selectivity for heavier
univalent inorganic cations and are also often used in
membrane electrodes for other ‘‘onium’’ ions. These
rules are observed in the construction of drug substance
electrodes; a few examples are given in Table 3.

Titrations Based on Ion-Pair Formation

In these titrations,[28–31] a cationic (Qþ) or anionic (X�)
species is titrated with an oppositely charged titrant
(X� or Qþ), respectivelly. If the substance determined
or the titrant (or both) has adequate lipophilic
character, the poorly soluble ionpair precipitates,
Qþ þ X� ¼ QX. Further, the same ion pairs can be
used as active substances for liquid membrane-type
electrodes because of their good extractability into
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organic water-immiscible solvents. For that reason, sim-
plified sensors can be used to monitor such titrations.
One strategy used with some success is that of coated-
wire electrodes. Here, the membrane material is
applied directly onto a metal wire (this assembly has

no internal reference electrode, which is replaced by
a direct contact). In addition, the membranes can be pre-
pared from polymer solutions containing no active
material. The organic phase (plasticizer) of a sensor,
when immersed in a stirred aqueous suspension of the

Table 3 Examples of drug substance-selective electrodes

Substance Type Electroactive compound in membrane Mediator

Acetylcholine PVC Acridine orange reineckate DOP

Amitriptyline Liq Eosin, tetraphenyl- or tetrakis(3-Chlorophenyl)-borates
as counterions

NC, NT

Amphetamine Liq Amphetamine octadecylsulfate NB

Atropine Liq or PVC Ion-pairs of atropine with tetraphenyl-
or tetra-kis(3-chlorophenyl)borates, reineckate,

dipicrylaminate, or tetraiodomercurate(II)

BA, NB, NT, OA or
BEHP, DNP, DOP

Bamethan PVC Bamethan tetraphenylborate Various

Brucine PVC Potassium tetraphenylborate DBP

Bupivacaine PVC Bupivacaine dinonylnaphthalenesulfonate

Butylscopolamine PVC N-Butylscopolamine tetraphenylborate DBP

Cholic acid Liq or Benzyldimethylammonium cholate or NB
PVC tributylcetylphosphonium benzoate

Codeine Liq Codeine dipicrylaminate NB
PVC Potassium tetraphenylborate DBP

Ephedrine Liq Ephedrine 5-Nitrobarbiturate or flavianate NB or OA

PVC Ephedrine tetraphenylborate DOP

Glutamates Liq Methyltricaprylylammonium glutamate DA

Lidocaine Liq Lidocaine dipicrylaminate or reineckate NB
PVC Tetrakis(3-Chlorophenyl)borate or

dinonyl-naphthalenesulfonate

as counter ions

DNP or

Nicotine Liq or Nicotine tetraphenyl- or tetrakis(3-Chloro-) NT, NB
PVC phenyl)borates

Novocaine Liq Novocaine tetraphenylborate or dipicrylaminate NB

Oxalate Liq Tricaprylylmethylammonium oxalate DA

Papaverine Liq Ion-pairs with alkylsulfates, arenesulfonates,
or tetraphenylborate

NB

Phencyclidine PVC Phencyclidine dinonylnaphthalenesulfonate DOP

Pilocarpine PVC Pilocarpine reineckate or tetraphenylborate DBP

Quinine PVC Quinine tetraphenylborate DBP, DBS,

NB, NPOE

Salicylate Liq Tricaprylylmethylammonium or
tetrahexyl-ammonium salicylate

DA

PVC Ethyl violet as a counterion

Epoxy Trioctylmethylammonium salicylate

Strychnine Liq Strychnine picrolonate or tetrakis(3-Methyl-phenylborate)

Sulfamerazine Liq Tris(bathophenanthroline) iron(II) as a counterion NB

Vitamins B1, B6 Liq As for papaverine

Liq ¼ liquid membrane with ion-exchange solution into the porous diaphgragm; PVC ¼ plasticized poly(vinyl chloride); Epoxy ¼ conductive

epoxy resin membrane. BA ¼ benzyl alcohol; BEHP ¼ bis(2-Ethylhexyl)phthalate; DA ¼ 1-decanol; DBP ¼ dibutyl phthalate; DBS ¼
dibutyl sebacate; DNP ¼ dinonyl phthalate; DOP ¼ dioctyl phthalate; NB ¼ nitrobenzene; NPOE ¼ 2-nitrophenyl octyl ether; NT ¼
2-nitrotoluene or 4-nitrotoluene; OA ¼ 1-octanol.
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QX ion pair, becomes gradually saturated, and the
concentration is given by Eq. (32):

½QX�org ¼ KexðQXÞ½Qþ�aq½X��aq

¼ KexðQXÞKsðQXÞ ð32Þ

where Kex(QX) and Ks(QX) are the stoicheiometric
extraction constant and the solubility product of QX,
respectively. The [QX]org concentration indicates the
number of ion-exchanging places in the membrane,
although surface adsorption can also participate. This
is why all liquid and/or plastic membrane electrodes
sensitive to ions other than those to be determined can
also be used to monitor titrations based on ion pair for-
mation. Simple and inexpensive sensors of the coated-
wire type, prepared by dipping the central conductor
(Pt, carbon rod, but also aluminium wire can be used)
into a solution containing dissolved polymer and plasti-
cizer and allowing the solvent to evaporate, are suffi-
ciently suitable.

Regarding titrants, cationic substances (for example,
protonized alkaloids, compounds containing quater-
nary nitrogen, etc.) are usually titrated with sodium
tetraphenylborate, the exact concentration of which is
determined titrimetrically against a standard substance
such as thallium(I) nitrate or pure copper(II) or
nickel(II) salts in the presence of 1,10-phenanthroline.
For titrations of anionics, substituted quaternary
ammonium or pyridinium salts are applied.[30] The pro-
cedures are simple and represent an ecologic alternative
to so-called two-phase titrations.[32]

Titrations Based on Complex Formation

Organic molecules containing atoms such as nitrogen,
oxygen, and sulfur can donate pairs of electrons.
Aselectron donors, they can form complexes with metal
ions (M), which are electron acceptors and are bound as
unidentate or multidentate ligands (L). Depending on
other groups of the organic molecule, these complexes
can be charged or neutral and soluble or insoluble in
water. Thus, the chemical reaction can be considered
to be nL þ mM ¼ MmLn (charges are omitted).
Experience has shown that the reaction noted above
is affected by the pH value and by competitive side
reactions caused by various substances usually present
in the solution (such as other ligands from buffer
constituents or counterions). Thus, if the conditional
stability constant of the complex b(MmLn) is suffi-
ciently high, the ligand compound can be determined
by titration with solutions of metal salts. Appropriate
metal ion-selective electrodes are used to monitor these
titrations. Regarding pharmaceuticals, many of them
can be titrated with solutions of copper, lead, mercury,
silver, and other metal salts.[28,29]

Titrations in Non-Aqueous Media

Potentiometric measurements in non-aqueous media[33,34]

are performed in a similar manner and with similar
apparatus as in aqueous media. There is a difference
in the composition of the salt bridge established
between the electrode and the solution being tested.
In titrations in inert solvents, moreover, there are dif-
ferences in the shielding and grounding of the titration
vessel. Cell voltage is measured using a potentiometer
of high internal resistance. Non-Aqueous media are
used because the substance has low water solubility or
it acts as a weak acid or a weak base in aqueous solu-
tion. In solvents similar to water, the interactions
between solute and solvent resemble the processes that
take place in water, but differences owing to the smaller
dielectric constants, the formation of different ion pairs
by further associations, and the charge in the electro-
static field as a function of concentration can be
observed. Potentiometric titrations in non-aqueous
media can be applied over a wide area; the endpoint
varies with the strength of the acid or base to be deter-
mined, the solvent, and the titrant. For the determination
of water-insoluble weak bases, proton-donating acidic
solvents (such as acetic or propionic acids) are used.
A titrant is perchloric acid that, dissolved in the
medium, gives acetacidium ions CH3COOH2

þ. Pro-
ton-acceptor basic solvents, such as ethylenediamine,
pyridine, butylamine, and dimethylformamide, are used
for the solutions of acids and compounds with similar
behavior (phenols, imides, sulfonamides, etc.). In this
case, the conjugate base of the dissolved acid and the
solvated proton are formed; tetrabutyl ammonium
hydroxide or other basic titrants are used. In inert sol-
vents such as hexane, benzene, carbon tetrachloride,
etc., the highly variable strengths inherent in acids
and bases are displayed. The solvent does not take part
in the neutralization process, and the product formed is
of an additive or associative character.

Titrations with Sodium Nitrite

This is a traditional titration that is still often used
to determine compounds containing primary amino
groups on the aromatic ring, with the endpoint being
monitored with a Pt indicator electrode. This method,
applied to the determination of pharmaceuticals
(sulfonamide-based compounds, benzocaine, procaine,
etc.), is rapid, and the results are in good agreement
with official methods of analysis.[35]

Titrations Based on Azo-Coupling Reactions

Aromatic diazonium salts, obtained in titrations with
sodium nitrite, can be used in azo-coupling reactions.[36]
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Various aromatic amines, phenols, and compounds
containing active methylene groups can be titrated with
arenediazonium salts, from which 4-bromo-1-naphthale-
nediazonium chloride seems to be the most widely appli-
cable titrant. Compounds that react slowly with
arenediazonium salts can be determined by back-
titration when the excess of arenediazonium salt is
back-titrated with either sodium tetraphenylborate or
2,4-diaminotoluene. Indirect determination is useful for
secondary amines, which react with arenediazonium ions
to form triazenes. The determination of diazonium salts
of ampholytic character is based on the reaction of these
salts with 1-phenyl-3-methyl-5-pyrazolone, the excess of
which is titrated with 4-bromo-1-naphthalenediazonium
chloride solution.

Kinetic Methods

These have also been applied to the analysis of drug
substances because they have advantages over equilib-
rium techniques, especially when mixtures of closely
related compounds, compounds that react slowly, or
catalytically acting compounds are to be analyzed.
The selectivity and sensitivity of kinetic methods of
analysis combined with the selectivity and sensitivity of
ion-selective electrodes provide a versatile combination
that may lead to new analytical schemes.[37]
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Electrochemical Detection for Pharmaceutical Analysis
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INTRODUCTION

In order to bring a drug product from the discovery
stage to the commercial market, many analytical
methods must be employed. The analytical chemist
develops methodology for quality control, stability
testing, pharmacokinetics, identification, and clinical
studies. Analysts choose from a number of techniques
such as NMR, MS, separations, spectroscopy, and
electrochemistry, each with its own advantages. Elec-
trochemistry has many advantages, which make it an
appealing choice for pharmaceutical analysis. Most
electrochemical techniques have excellent limits of
detection and a wide dynamic range. Electroanalytical
techniques require only very small sample volumes,
often in the microliter range, coupled with the low
detection limits allowing analysis on subpicogram
amounts of analyte. The selectivity of electrochemical
detection in complex samples is excellent because
fewer electroactive interferents are often encountered
than spectroscopic interferents. For these reasons,
electrochemistry is uniquely suited for clinical and
bioanalysis, where small volumes of blood or urine
are analyzed for low concentrations of drug products
and metabolites. Additionally, many methods for
in vivo analysis have been developed. Finally, in com-
parison to other analytical techniques, the instrumen-
tation required for electrochemical methods is simple
and inexpensive, even to the point of having disposable
electrochemical cells. With the advent of micromachin-
ing technologies, the designs of electrochemical cells
promise to become even more reproducible, simple, and
inexpensive.

Electrochemical detection is based on the electrical
signal arising between two electrodes immersed in a
sample solution. Electroanalytical techniques fall into
two main categories, potentiometric and Faradaic
techniques. Potentiometry is the measurement of a
potential difference between two electrodes under equi-
librium conditions (i.e., no current flow). The potential
is then related to concentration of the analyte species.
Faradaic processes are based on the oxidation or
reduction of the analyte, where a specific potential
waveform is applied and the current is used to extract
information about the sample. Many different techni-
ques have been developed to gain quantitative and

qualitative information about analytes of interest. This
article covers the basics of many different techniques
useful in pharmaceutical analysis and directs the reader
to current pharmaceutical applications in the literature.

Potentiometric Techniques

Although electrochemistry has the stigma of being dif-
ficult to use, and therefore is often overlooked as an
analysis option, potentiometric measurements are
probably the most common technique encountered.
Many analytical chemists make potentiometric mea-
surements daily, whenever they use a pH meter. Poten-
tiometry is based on the measurement of the potential
between two electrodes immersed in a test solution. As
the electrical potential of the cell is measured with no
current flow between the electrodes, potentiometry is
an equilibrium technique. The first electrode, the indi-
cator electrode, is chosen to respond to the activity of a
specific species in the test solution. The second elec-
trode is a reference of known and fixed potential.
The design of the indicator electrode is fundamental
to potentiometric measurements, and should interact
selectively with the analyte of interest so that other
sample constituents do not interfere with the measure-
ment. Many different strategies have been developed to
make indicator electrodes that respond selectively to a
number of species including organic ions.

An example of an electrochemical cell for potentio-
metry is shown schematically in Fig. 1. The cell consists
of an external reference electrode and an indicator elec-
trode immersed in a test solution of analyte with some
activity, (ai)sample. The indicator electrode is con-
structed of a reference electrode contained within a
membrane and an internal reference electrolyte of fixed
activity, (ai)internal. The potential (Ecell) is measured by
a pH/mV meter, and is equal to the sum of the poten-
tial between the internal (Eref,int) and external (Eref,ext)
reference electrodes, the membrane potential (Ememb),
plus the liquid junction potential (Elj) that exists at
the junction between the external reference electrode
and the sample solution.

Ecell ¼ Eref ;int � Eref ;ext þ Ememb þ Elj ð1Þ

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120003778
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If the semipermeable membrane is selective for a
particular ion (i), a potential gradient will develop
across the membrane. The gradient, described by the
Nernst equation, depends on the ratio of the activity
of the ion on either side of the membrane:

Ememb ¼
RT

zF
ln
ðaiÞsample

ðaiÞinternal

ð2Þ

where z is the charge on the ion, R is the gas constant
(8.314 J mol�1 K�1), T is the temperature (K), and F is
the Faraday (96,485 C mol�1). By the substitution of
[Eq. (2)] into [Eq. (1)], an overall expression for the
electrochemical cell can be written as follows:

Ecell ¼ Eref;int � Eref;ext þ
RT

zF
ln

1

ðaiÞinternal

þ Elj

þ RT

zF
lnðaiÞsample ð3Þ

The potentiometric cell is constructed so that the
half-cell potentials of the two reference electrodes
and the composition of the internal electrolyte are con-
stant. The sample solution is maintained at a high con-
stant ionic strength so that Elj is effectively constant.
This allows [Eq. (3)] to be simplified to yield:

Ecell ¼ K þ 0:0591

z
logðaiÞsample ð4Þ

when the temperature is 25�C, and K represents the
terms which are constant in [Eq. (3)]. This relationship
between cell potential and analyte activity is the basis
of potentiometry. A plot of Ecell vs. log ai for a series
of analyte concentrations should be linear with a slope
of 0.0591/z for measurements made at 25�C.

Unfortunately, membranes respond to some extent
to ions in solution other than the analyte. A more gen-
eral expression than [Eq. (4)] is:

Ecell ¼ K þ 0:0591

z
logðai þ kija

z=x
j Þ ð5Þ

where aj is the activity of the interfering ion j, x is the
charge of ion j, and kij is the selectivity constant of the
measurement. Small values of kij are characteristic of
electrodes with good selectivity for the analyte i.

Faradaic Techniques

Faradaic techniques are those in which oxidation or
reduction of analyte species occurs at the electrodes
and therefore a measurable current is passed through
the electrochemical cell. This discussion will be limited
to controlled-potential techniques, primarily volta-
metry and amperometry, coupled to liquid chroma-
tography. While other Faradaic electrochemical
techniques have been developed and electrochemical
techniques in bulk solution are common, the use of
liquid chromatography employing these two detection
strategies is by far the most common electroanalytical
technique in pharmaceutical studies.

Application of some potential waveform to an elec-
trode in contact with the sample solution is the basis of
all controlled-potential electrochemical techniques.
The different techniques simply manipulate the moni-
tored output by either varying the applied potential
waveform or by changing the response domain. This
response can be current, charge, or in some cases
photons. An advantage of electrochemical techniques
is that the instrumental requirements are rather simple
and essentially the same for all techniques. A basic sys-
tem consists of a potentiostat for potential control of an
electrode and a means of detecting a response (usually
the current through the electrode). Indeed, single
instruments capable of performing many electrochemi-
cal techniques are available from several sources.

For successful application of Faradaic electrochemi-
cal techniques, it is necessary to understand the funda-
mental processes that occur at the surface of the
electrode in electrolyte solution. When a potential is
applied between two electrodes in solution, a narrow
interphase region, the electrical double-layer, develops
at the surface of the electrodes. All oxidative or
reductive electrochemical reactions between the elec-
trode and the analyte occur in this interphase region
between the electrode surface and bulk solution. The
bulk solution will remain at electroneutrality because
the potential drop between the electrodes only exists
in the interphase region. Therefore, molecules in the
bulk solution cannot feel the presence of the electrodes

Internal Electrolyte

Solution (ai)internal

pH/mV

meter

Reference Electrode

Sample Solution (ai)sample

Membrane

Fig. 1 General schematic of a potentiometric electrochemi-
cal cell.
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or the potential gradient. Only molecules within the
electrical double-layer (typically less than 10�6 m from
the electrode) are probed during an electrochemical
experiment.

It is equally important to understand how the elec-
trode is experimentally set at some potential relative to
the bulk solution. The potential difference between the
electrode and the bulk solution cannot be measured;
therefore, it is necessary to use a second electrode.
Because the potential difference between two electro-
des in solution can be determined, if the solution elec-
trode potential difference of one of the electrodes is
held constant, then the potential difference between
the solution and the second electrode can be directly
related to the potential difference between the two elec-
trodes. The potential between one electrode and the
solution is held constant by employing a reference elec-
trode. The reference electrode uses a reversible redox
couple such as silver–silver chloride to maintain a con-
stant potential of fixed reference value. The potential
between the bulk solution and the electrode is estab-
lished relative to this reference point, even though it
is not known in an absolute sense.

In the two-electrode system described before, the
electrode of reference potential is known as the counter
electrode while the electrode at which the potential dif-
ference is applied relative to the counter electrode is
termed the working electrode. It is at the working elec-
trode where the redox process of interest occurs. In
addition to maintaining a reference potential, the
counter electrode serves the second purpose of com-
pleting the electrical circuit and allowing charge to pass
through the cell. Unfortunately, the two functions of
the counter electrode are not independent of one
another. When a current is passed through the counter
electrode, a change in its potential difference with the
solution can arise. This effect appears at even low cur-
rents and in most designs the problem is circumvented
by splitting the counter electrode into two electrodes to
give an overall three-electrode system. In the three-
electrode system, the reference electrode maintains
the constant reference potential, the electrode used to
complete the electrical circuit is termed the auxiliary
electrode, and the electrode at which the potential is
applied to drive redox reactions is known as the work-
ing electrode (Fig. 2). In this arrangement there is neg-
ligible current through the reference electrode so its
potential relative to the solution is constant regardless
of the current through the electrochemical cell (work-
ing to auxiliary electrode).

In a high dielectric medium like water, when a
potential is applied between an electrode and the solu-
tion, charge excess will develop on the electrode surface
and the amount of charge will be proportional to the
applied potential. Solvent molecules and electrolyte
species orient themselves at the electrode surface to

counter the electrode charge. This is the interphase
region, and is known as the double-layer because of the
theoretical arrangement of molecules. This electrode–
solution interface behaves in a manner similar to a
capacitor. ‘‘Double-layer charging currents’’ are thus
produced when the potential difference between the
electrode surface and the solution is changed. These
charging currents have little consequence in constant
potential techniques such as amperometry; however,
they can have a significant effect on voltammetric
techniques, which will be discussed later.

Faraday’s law is the basis of all electroanalytical
chemistry:

Q ¼ nFN ð6Þ

where Q is the charge (C), n is the number of electrons
transferred (equiv. mol�1), F is the Faraday constant
(96,485 C equiv.�1), and N is the number of moles of
reactant. Faraday’s law shows the direct relationship
between the charge passed through an electrochemical
cell and the quantity of chemical reaction that has
taken place. For analytical purposes, it is often more
useful to take the derivative of Faraday’s law with
respect to time:

iðtÞ ¼ ðdQ=dtÞ ¼ nFðdN=dtÞ ð7Þ

where i(t) is the current (A) as a function of time and
dN/dt is the rate of conversion of reactant at the elec-
trode surface. In this form, Faraday’s law becomes a
rate equation relating the rate of a chemical reaction
to an electrical response. Electrochemistry is one of
the few techniques that make instantaneous, single
point rate measurements. The equations describing
the responses for the various electrochemical techni-
ques are all based upon this equation.

Consideration of Faraday’s law shows the advan-
tage of electrochemistry for analytical purposes. With
currents as small as 10�9 A, which are easily measured,
conversion rates of as little as 10�14 equiv. sec�1 are
readily detectable. This means detection limits in the

Auxiliary Electrode

Reference Electrode

Econtrolle d

imeasured Potentiostat

Electrochemical
Cell

imeasured PotentiostatWorking Electrode

Econtrolled

Potentiostat

Waveform Generator

Fig. 2 General schematic of a Faradaic electrochemical cell.
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range of 10�9 M can be achieved by electroanalytical
techniques.

While electroanalytical techniques are inherently
quite sensitive, the resolution of a mixture of electroac-
tive compounds is quite difficult. Practical considera-
tions limit the usable ‘‘potential window’’ to not more
than 3 V and typically around 1.5 V. This is because at
more extreme potentials, the medium or the electrode
itself begins to oxidize or reduce. In addition, the electro-
chemical response of compounds as a function of applied
potential is fairly broad so that at least a 200 mV–400 mV
difference in half-wave potentials is required for
adequate resolution. This typically limits electrochemical
resolution of mixtures to not more than three or four
electroactive compounds.

Because of this lack of resolving power, much elec-
troanalytical research is aimed at providing increased
selectivity. This can be accomplished in two ways.
First, electrochemistry can be combined with another
technique, which provides the selectivity. Examples of
this approach are liquid chromatography with electro-
chemical detection and electrochemical enzyme immu-
noassay. The second approach is to modify the
electrochemical reaction at the electrode to enhance
selectivity. This approach is exemplified by modified
electrode methods where reaction at the electrode sur-
face is limited beyond mere electrochemical considera-
tions to include physical and chemical properties. The
following discussion will illustrate in detail how these
approaches can provide analytical techniques with
both high selectivity and low detection limits.

ION-SELECTIVE ELECTRODES (ISEs)

The ISE has become key in the application of potentio-
metric applications. In essence, the ISE measures the

potential difference across a membrane, and follows
the form shown in Fig. 1. Therefore, the measured cell
potential, i.e., the electrochemical response, is based on
the interaction between the membrane and the analyte
that alters the potential across the membrane. The selec-
tivity of the ISE to the analyte depends on the speci-
ficity of the membrane interaction with the analyte.

The development of membranes that exhibit both
sensitivity and selectivity for species of interest is para-
mount in the application of ISEs. Between these two
properties, selectivity is by far the more difficult one to
achieve. Three basic types of membranes have been
developed, because of their selectivity, for ISEs. These
are liquid and polymer, solid state, and glass membranes.
Electrodes are commercially available for numerous inor-
ganic ions such as Hþ, Liþ, Naþ, Kþ, Agþ, Ca2þ, Cu2þ,
Pb2þ, Cd2þ, F�, Cl�, Br�, I�, SCN�, NO3

�, ClO4
�, and

BF4
�. Additionally, electrodes have been reported for

numerous organic anions and cations.[1–5]

A number of ISEs for organic ions have found
application in pharmaceutical analysis.[6–8] The use of
ISEs ranges from determination of excipients[9] and
formulary impurities[10,11] in finished products to assay
of drug product in pharmacokinetic studies.[12–14]

Ion-Sensitive Field Effect
Transistors (ISFETs)

The ISFET is an electrochemical sensor based on a modi-
fication of the metal oxide semiconductor field effect
transistor (MOSFET). The metal gate of the MOSFET
is replaced by a reference electrode and the gate insulator
is exposed to the analyte solution or is coated with an
ion-selective membrane[15] as shown in Fig. 3.

The rest of the device is protected by a suitable
encapsulant. Insulators such as SiO2, Al2O3, and
Ta2O5 have surface hydroxyl groups that act as sites

Fig. 3 General schematic of an ISFET.
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for chemical reactions when exposed to an electrolyte
solution. The alteration in surface charge resulting
from protonation/ deprotonation of these surface sites
affects the surface potential and results in a relation
between the drain current of the ISFET and solution
pH. For example, an Al2O3-ISFET exhibits a linear
response between amplifier voltage and pH over a
range of ca. 2.5–10.5 with a slope of 53 mV/pH.[15]

Additionally, ISFET devices for the determination of
lidocaine,[16] cocaine,[16] benzalkonium,[16] salicylic
and acetylsalicylic acid,[17] as well as cholanic acids[18]

have been reported. The main interest in ISFETs stems
from the ease with which inexpensive microelectrodes
can be produced. However, the commercial success of
these devices has been hindered by problems with
encapsulation and stability.

LIQUID CHROMATOGRAPHY/
ELECTROCHEMISTRY

Liquid chromatography/electrochemistry (LCEC) has
become recognized as a powerful tool for the trace
determination of easily oxidizable and reducible com-
pounds. This is because detection of as little as
0.1 pmol of material is readily accomplished with rela-
tively simple and inexpensive equipment. Initial inter-
est in LCEC was generated by the determination of
several aromatic metabolites of tyrosine in the central
nervous system. However, the application of LCEC
into other areas of analysis including pharmaceutical
analysis and especially pharmacokinetic and pharma-
codynamic studies has become common.[19–22]

Hydrodynamic Voltammetry

The basic characterization of an electrochemical detec-
tor for LCEC is the hydrodynamic voltammogram
(HDV). Hydrodynamic voltammetry is a steady-state
technique in which the electrode potential is altered
with successive analyte injections and the current is
plotted as a function of the potential. Idealized HDVs
for the case of electrolyte solution (mobile phase) alone
and with an oxidizable species added are shown in
Fig. 4. The HDV of a compound begins at a potential
where the compound is not electroactive and therefore
no Faradaic current occurs, goes through a region of
increasing current, and finally reaches a limiting cur-
rent plateau, where essentially the entire compound
reaching the electrode surface is oxidized. The HDV
is characterized by the half-wave potential, E1/2, which
is defined as the potential at which the current is one-
half its limiting value. The slope of the rising portion of
the HDV is determined by the Nernst equation and the
kinetics of electron transfer at the electrode surface.

The HDV is used to select the operating potential
for an LCEC experiment. Two considerations are of
major importance. First, quantitative determinations
are based on the extent to which the redox current
from the analyte can be distinguished from the back-
ground current. Hence, operating at the smallest
reasonable applied potential means that the back-
ground current typically increases with increasing
potential. Second, operating on the limiting current
plateau means that the redox current from the analyte
is independent of applied potential. Because changes to
the electrode surface during the course of an LCEC
experiment can cause small changes in the interphase
potential difference, operating on the limiting current
plateau assures a constant response even if these small
variations occur. Overall, these considerations dictate
that a potential just on the limiting current plateau is
normally chosen for LCEC experiments.

Mobile Phase Considerations

While all detectors place some limitations on the
mobile phase composition, in electrochemical detec-
tion, it is essential to recognize that a complex surface
reaction is involved, which depends on both the physi-
cal and chemical properties of the medium. To opti-
mize an LCEC determination, it is necessary to
consider both chromatographic and electrochemical
requirements simultaneously. Fortunately, most com-
monly applied chromatographic techniques fall into
the category of reverse phase separations, the mobile
phase requirements of which are consistent with the
requirements for electrochemistry. The primary
requirement for electrochemical detection is that the
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Fig. 4 General depiction of an HDV.
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mobile phase has a relatively high conductivity. To this
end, buffered mobile phases of moderate ionic strength
(0.01 M–0.1 M) are typically used. Obviously, totally
non-polar organic mobile phases cannot be used
because of their inability to support a significant ionic
strength. This rules out classical normal phase separa-
tions. The vast majority of LCEC applications have
employed reverse phase, ion-exchange, or ion-pair separa-
tions. While aqueous in nature, significant amounts (up to
90%, v/v) of organic modifier can be added to the mobile
phase. Totally non-aqueous mobile phases can be used if
the solvent can support an electrolyte. Organic solvents,
which have been used with LCEC, include methanol,
acetonitrile, DMF, and DMSO with salts such as tetra-
butylammonium hexafluorophosphate of tetrafluoro-
borate as the electrolyte.

Electrode Materials

The choice of the electrode material can be critical to
the successful use of LCEC. Historically, the material
of choice is carbon paste, a mixture of graphite powder
with a dielectric binder such as mineral oil. Carbon
paste exhibits low background current at positive
potentials and good mechanical stability. However,
carbon paste electrodes are incompatible with mobile
phases containing more than about 20% organic sol-
vent. As a result, glassy (or vitreous) carbon electrodes
have become more popular than carbon paste electro-
des. This is primarily because glassy carbon is compat-
ible with organic solvents and is easier to use. In
addition, glassy carbon typically exhibits lower back-
ground currents at negative potentials than does car-
bon paste. More recently, diamond electrodes have
been investigated, although they have yet to find wide-
spread appeal. Mercury electrodes have also been
employed with LCEC. Because of the poor mechanical
stability of mercury alone, it is often amalgamated with
gold to form an electrode. Mercury has the best char-
acteristics when operating at negative potentials, but it
is generally not applicable to oxidative detection
because of the low oxidation potential of mercury
itself. Platinum electrodes have been employed to a
limited extent, but have found little acceptance due
to the problem of surface oxide layer formation. It is
impossible to say that one electrode material will be
superior to another in all situations. It is best to evalu-
ate each redox system of interest with several types of
electrodes to make the optimal choice.

Cell Design

The design of the electrochemical flow cell can dra-
matically affect the performance of the detector. For
this reason, several different cell designs have been

devised for chromatographic detection. The most
popular design is the thin-layer cell in which the work-
ing electrode is part of one wall of a thin-layer channel
through which the chromatographic eluent flows.
Thin-layer cells can be constructed such that flow is
parallel to the electrode[23] or directed perpendicular
to the surface followed by radial dispersion (known
as the wall-jet cell)[24] as shown in Fig. 5. The thin-layer
cell design provides a high ratio of electrode surface
area to solution volume providing high sensitivity
and the excellent flow characteristics of well-developed
laminar flow for low flow-related noise. In addition,
the thin-layer cell design is compatible with essentially
all electrode materials and offers convenient access to
the electrode for resurfacing. Most commercially avail-
able electrochemical detectors use thin-layer cells.

Flow-through electrochemical detectors based on a
cylindrical geometry, as opposed to a planar geometry,
have also been developed.[25–28] Three cell designs
using cylindrical geometry have been used with liquid
chromatography (Fig. 5). From a practical perspective,
open-tubular electrodes are less attractive because
many common electrode materials cannot be easily
used (e.g., mercury and carbon paste) and resurfacing
of electrodes is difficult. The surface-to-volume ratio

Fig. 5 Flow cells for LCEC: (IA) thin-layer cell; (IB) wall-jet
cell; (IIA) open-tubular cell; (IIB) wire in a capillary cell; and

(IIC) packed-bed cell.
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is also not very large. The wire in a capillary cell design
has become more attractive with the advent of open-
tubular liquid chromatography columns. Knecht and
coworkers[29] have described the fabrication of such
an electrochemical cell directly at the end of an open-
tubular chromatographic column.

Packed-bed electrodes (Fig. 5) are useful for con-
structing electrochemical detectors of high conversion
efficiency. Because typical packed-bed cells have very
large electrode surface areas, high background currents
are a problem. Another disadvantage of packed-bed
cells is the difficulty of resurfacing the electrode. It is
not possible to physically resurface the electrode by
polishing and less vigorous chemical methods must
suffice. Tubular packed-bed electrode cells are best
applicable for electrosynthetic applications where
100% conversion is important.

Most LCEC applications use a single working elec-
trode, although it is possible to monitor the current at
several electrodes simultaneously. In practice, this
becomes more difficult as more working electrodes
are employed so that practical applications have been
limited to two working electrodes. Several advantages
can be achieved using two working electrodes relative
to single-electrode detection.[30] This configuration,
known as a dual-electrode detector, is commercially
available in both thin-layer and packed-bed designs.

Both cell designs permit the positioning of the
second electrode downstream of the first working elec-
trode (Fig. 6), which is known as the series configur-
ation. This electrochemical transducer is used in the
same manner as the classical ring-disk electrode. Pro-
ducts generated at the upstream electrode are detected
(or collected) at the downstream electrode.[31] Selec-
tivity is enhanced when the products of the upstream
electrolysis can be detected at a more favorable poten-
tial than is necessary for the upstream reaction. In
addition, chemically irreversible redox couples are

not detected downstream in the series configuration
further enhancing selectivity and improving detection
limits. This cell design has been applied to the determi-
nation of terbutaline in pharmaceutical formula-
tions,[32] acetaminophen in blood[33] and urine,[34]

metanephrine and normetanephrine in plasma,[35]

physostigmine and metabolite in blood,[36] samodil
fumarate and metabolite in blood,[37] oxodipine in
plasma,[38] and roxithromycin in plasma and urine.[39]

The series configuration has also been used to study
the electrochemical reactions occurring at the
upstream electrode.[40]

The thin-layer cell design also permits two electro-
des to be placed adjacent to each other and normal
to the flow path (Fig. 6), which is known as the parallel
adjacent configuration. With this configuration, the
current at each electrode (typically at different applied
potentials) is monitored individually and is analogous
to dual-wavelength UV absorption detectors. The par-
allel configuration can be used in three ways. First,
both oxidizable and reducible compounds can be
detected simultaneously.[41] Second, easily oxidizable
(or reduced) analytes can be selectively detected in
the presence of hard to oxidize (or reduce) analytes
by using one electrode at a relatively low potential to
detect the easily oxidized analytes and using the other
electrode to detect the hard to oxidize analytes at a less
selective potential.[42] This technique was applied to the
determination of water-soluble vitamins in pharmaceu-
tical formulations.[43] Finally, by operating both elec-
trodes at different potentials on the HDV of a
compound, voltammetric data can be obtained from
a single chromatographic analysis providing qualitat-
ive information[42] as reported for the analysis of Pt-
based antineoplastics.[44]

A third configuration of the dual-electrode thin-
layer cell is also shown in Fig. 6. This geometry is
known as the parallel-opposed configuration and pro-
vides enhanced response for reversible compounds by
redox cycling. As the analyte is cycled from its oxidized
to reduced form, many more electrons are transferred
than would be with a single working electrode and
the current response is thus greatly amplified. Unfortu-
nately, with conventional LC systems, the flow rate
through the electrochemical cell is too high to permit
a significant number of redox cycles to occur. Goto,
Zou, and Ishii[45] have been able to achieve up to a
20 fold increase in response using 1 cm long electrodes
spaced 30 mm apart with a flow rate of 20 mL min�1

with a microbore chromatography column. With the
growing interest in microbore LC and the associated
lower volume flow rates, this concept should find more
practical application.

While most LCEC experiments directly use the cur-
rent response at the electrode for quantitation, it is
possible to combine the response from two electrodes

Fig. 6 Dual-electrode cells for LCEC: (I) dual-series cells;
(A) planar; (B) cylindrical; (IIA) dual-parallel cell; and
(IIB) dual-opposed cell.
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into a difference response. Many advantages have been
described[46] for LCEC using the series and parallel
configurations of the dual-electrode detector in the dif-
ference mode. With the parallel configuration, the elec-
trodes are operated at potentials bracketing the region
where the current response is most dependent on
potential (i.e., E1/2). The difference response from the
analyte is not significantly different from the response
at a single electrode operated at the higher potential.
However, the difference response for compounds both
harder and easier to oxidize is greatly attenuated. In
essence, difference mode detection with parallel config-
urations establishes a ‘‘potential window’’ through
which only compounds whose current response
changes can be seen. The major sources of baseline
interference in LCEC, such as flow rate and tempera-
ture fluctuations, static discharge, and changes in
mobile phase composition are common modes (i.e.,
occur at both electrodes simultaneously). Difference
mode detection can be an effective method to improve
signal quality because these types of interference sig-
nals are greatly attenuated in the difference signal.

With the series configuration, both electrodes are
operated at the same potential and on the limiting
current plateau of the analyte. Because the diffusion
layer is depleted of the analyte at the upstream elec-
trode, the downstream response is greatly attenuated
and the difference response is not greatly different than
the upstream response alone. However, signal from
baseline interferences is greatly attenuated for a large
improvement in the signal-to-noise ratio. Because this
mode is based on mass transport instead of electro-
chemistry, no change in selectivity relative to single
electrode operation is achieved.

Conversion Efficiency

Depending upon the cell design and flow rate, electro-
chemical detectors can electrolyze from ca. 5% up to
nearly 100% of the material entering the cell. In prac-
tice, high efficiency is obtained by using a large surface
area electrode. As the electrode surface area is
increased, each added increment contributes pro-
portionately less to the total signal, but approximately
equal amounts to the background. As background
noise is roughly proportional to background current,
the signal-to-noise ratio tends to decrease as the elec-
trode area becomes very large. Therefore, although
the absolute response of an analyte is larger for high
efficiency detectors, limits of detection are typically
not better and often worse than for detectors with a
conversion efficiency of 10%–20%. A detector of
100% conversion efficiency can be useful for the quan-
titation of an analyte for which no standard is avail-
able. If the number of electrons involved in the

electrochemical reaction is known and the chromato-
graphic peak is baseline resolved so that an accurate
peak area can be determined, then quantities can be
calculated directly from Faraday’s law. This is not a
very common occurrence in practice.

Voltammetric Detection

To obtain more complete voltammetric information
than is readily found with amperometric detection,
various potential scanning detectors have been
developed for liquid chromatography. Simple use of
a linear ramp waveform, such as used in linear sweep
and cyclic voltammetry, is not very useful for chroma-
tographic detection. Because the signal current of an
analyte is relatively small in LC detectors, double-layer
charging currents can easily obscure the voltammetric
information. In addition, the cell resistance is typically
large in cells used for chromatographic detection causing
a significant iR drop that distorts the voltammogram.

To overcome these problems, most voltammetric
detectors have used pulsed waveforms such as stair-
case,[47] squarewave,[48] and differential pulse.[49] The
current is sampled at the end of the pulse after the charg-
ing current has decayed. In addition, because the
charging current is typically the major current source,
iR problems are not as severe. Last[50] has described a
coulostatic detector based on charge pulses instead of
potential pulses, which eliminates iR and charging cur-
rent problems. Even with these pulse techniques, voltam-
metric detection methods have not been able to achieve
the detection limits readily obtained by simple ampero-
metric detectors. White, St. Claire, and Jorgenson[51]

have described a voltammetric detector using a fiber
microelectrode that exhibited greatly reduced charging
currents. Unfortunately, this detector was limited to
use with open-tubular chromatographic systems.

A unique voltammetric detector[52] has been
developed using a series dual-electrode cell. In the
detector, the upstream electrode’s potential is scanned
while the downstream electrode is used to monitor the
redox reaction occurring at the upstream electrode
without the charging current contributions. In essence,
the upstream electrode is operated voltammetrically and
the downstream electrode operated amperometrically so
that the detector has been named a voltammetric–
amperometric detector. Detection limits of 10�7 M have
been reported using this detection scheme.

ENZYME-LINKED ELECTROCHEMICAL
TECHNIQUES

Monitoring enzyme-catalyzed reactions by voltamme-
try and amperometry is an extremely active area of
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bioelectrochemical interest. Whereas liquid chromato-
graphy provides selectivity, the use of enzymes to gen-
erate electroactive products provides specificity to
electroanalytical techniques. In essence, enzymes are
used as a derivatizing agent to convert a non-electroac-
tive species into an electroactive species. Alternatively,
electrochemistry has been used as a sensitive method to
follow enzymatic reactions and to determine enzyme
activity. Enzyme-linked immunoassays with electro-
chemical detection (discussed in section ‘‘Electrochemi-
cal Immunoassay’’) have been reported to provide even
greater specificity and sensitivity than other enzyme-
linked electrochemical techniques.

Enzyme-linked electrochemical techniques can be
carried out in two basic ways. The first approach is
to use a hydrodynamic technique, such as flow injec-
tion analysis (FIAEC) or liquid chromatography
(LCEC), with the enzyme reaction being either off-line
or on-line in a reactor prior to the amperometric detec-
tor. In the second approach, the enzyme is immobilized
at the electrode. Hydrodynamic techniques provide a
convenient and efficient method for transporting and
mixing the substrate and enzyme, subsequent transport
of the substrate to the electrode, and rapid sample
turnaround. The kinetics of the enzyme system can
also be readily studied using hydrodynamic techniques.
Immobilizing the enzyme at the electrode provides a
simple system that is amenable to in vivo analysis.
Alternatively, the transport of enzyme product from
the enzyme active site to the electrode surface is greatly
enhanced when the enzyme is very near the electrode.
Enzyme electrodes are an extremely important area
of bioelectrochemical analysis, and many reviews are
available in the literature.[53–55]

A wide variety of enzymes have been used in con-
junction with electrochemical techniques. The only
requirement is that an electroactive product is formed
during the reaction, either from the substrate or as a
cofactor (i.e., NADH). In most cases, the electroactive
products detected have been oxygen, hydrogen per-
oxide, NADH, or ferri/ ferrocyanide. Some workers
have used the dye intermediate used in classical colori-
metric methods because these dyes are also typically
electroactive. Although an electroactive product must
be formed, it does not necessarily have to arise directly
from the enzyme reaction of interest. The ability to use
several coupled enzyme reactions extends the possible
use of electrochemical techniques to essentially any
enzyme system.

Off-Line Techniques

The simplest method of coupling enzymatic reactions to
electrochemical detection is to monitor an off-line reac-
tion using FIAEC or LCEC. The enzymatic reaction is

carried out in a test tube under controlled conditions
with aliquots being taken at timed intervals. These ali-
quots are then analyzed for the electroactive product
and the enzymeactivity in the sample is calculated from
the generated kinetic information. Because LCEC
had its initial impact in neurochemical analysis, it is
not surprising that many of the early enzyme-linked elec-
trochemical methods are of neurologically important
enzymes. Additionally, the activity of lipase in pharma-
ceutical formulations[56] has been determined by electro-
chemical means.

In addition to enzyme activity, the concentration of
a non-electroactive substrate can be determined elec-
trochemically by this technique. By keeping the sub-
strate (analyte) as the limiting reagent, the amount of
product produced is directly related to the initial con-
centration of substrate. Either kinetic or equilibrium
measurements can be used. Typically, an enzyme that
produces NADH is used because NADH is readily
detected electrochemically. Glucuronide and sulfate
metabolites of pharmaceuticals[57] and lecithin in crude
drug formulations[58] have been determined by LCEC
through off-line enzymatic reaction.

Enzyme Reactors

By incorporating the entire analytical scheme (enzyme
reaction and electrochemical detection) into the flow
system, a great improvement in precision can be rea-
lized. Sample manipulation is minimized because only
a single injection into the flow system is required vs.
sampling of aliquots for the off-line method. Precision
is also improved because the timing of the enzyme
reaction and detection are much better controlled in
the flow system. Finally, less of both enzyme and sam-
ple are needed with on-line enzyme reactor methods.

The simplest design for an enzyme reactor is to
merely have the substrate and enzyme in two merging
buffer streams followed by a reaction delay coil (Fig. 7).
The delay coil can be cut to the optimum length for
complete substrate conversion to product or for any
desired percentage of conversion. The electrochemical
detector is placed after the delay coil. Throughput is
high because, even though a reaction time of several
minutes may be required, several samples can be in the
flow stream at the same time. Potter, Meek, and Neff[59]

have determined choline and acetocholine using aceto-
cholinesterase and cholinoxidase to produce hydrogen
peroxide. The hydrogen peroxide was detected amper-
ometrically at a platinum electrode. The choline and
acetocholine were separated by liquid chromatography
before mixing with the enzymes. Other reports include
the analysis of salicyclic acid by salicylate hydroxy-
lase,[60] choline derived from L-a-glycerophosphoryl-
choline in pharmaceutical formulations incubated with
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glycerophosphorylcholine phosphodiesterase and sub-
sequent post chromatographic enzyme reaction,[61]

glucuronides of fenoldopam with b-glucuronidase,[62]

sulfate conjugates of fenoldopam with sulfatase,[62]

and choline with choline oxidase.[58]

A great savings in enzyme consumption can be
achieved by immobilizing the enzyme in the reactor.
In addition to the smaller amount of enzyme required,
immobilization often increases the stability of the
enzyme. Several designs of immobilized-enzyme reac-
tors (IERs) have been reported, with open tubular
and packed bed being the most popular. Open-tubular
reactors offer low dispersion, but have a relatively
small surface area for enzyme attachment. Packed-bed
reactors provide extremely high surface areas and
improved mass transport at the cost of more dispersion.

Enzyme Electrodes (Biosensors)

The final method of coupling enzyme reactions to elec-
trochemistry is to immobilize a biocatalytic material
directly at the electrode surface. This biocatalytic
material can be an immobilized enzyme, bacterial par-
ticles, or a tissue slice, as shown in Fig. 8. The biocata-
lyst converts substrate (analyte) into product, which is
measured by the electrode. Electrodes of this type can
be potentiometric or Faradaic, and are often referred
to as ‘‘biosensors.’’

Biocatalytic membrane electrodes significantly
expand the scope of direct potentiometry by enabling
biosensors that respond to a whole host of organic sub-
strates to be made. The selectivity of these sensors is a
combination of the selectivity of the biocatalyst for the
substrate and the ISE for other constituents in the sam-
ple that might reach the ISE surface membrane. Thus,
the selectivity with respect to other organic con-
stituents in the sample is determined by biocatalyst

specificity, whereas the selectivity with respect to the
measured analyte in the sample is determined by the
underlying ISE.

A representative example of a potentiometric bio-
sensor is an electrode for L-arginine.[63] The bacterium
Streptococcus faecium is immobilized on the gas per-
meable membrane of an ammonia electrode. Electrodes
such as that for L-arginine exhibit excellent selectivity
due to the high specificity of the enzyme arginine deimi-
nase for L-arginine and the excellent selectivity of the
ammonia electrode for NH3. The electrode responds
to the concentration of NH3 at its surface, which is
proportional to the concentration of L-arginine in the
sample. Nernstian plots give slopes of 40 mV–45 mV
with a linear range of 1 � 10�4 M–6.5 � 10�3 M.
The electrode is highly selective for L-arginine until con-
taminants grow in the biocatalyst layer, which initiates
response to glutamine and asparagines. The growth of
such contaminants can be discouraged under certain
storage conditions.[64] The working range of biosensors
of this type is typically only 2–3 orders of magnitude
with a detection limit of 10�5 M–10�4 M.

Cell-based biosensors have comparable response
characteristics to enzyme electrodes, but offer several
advantageous features.[65]

� Strains of bacteria are generally less expensive than
isolated enzymes. A specific sterile bacterial culture
is not needed to prepare an electrode. For example,
human dental plaque suffices to prepare electrodes for
D(þ)-glucose, D(þ)-mannose, and D(�)-fructose.[66]

� Enzyme activity is often enhanced in bacterial cells
and remains longer due to the optimal environment.
Consequently, lifetimes of bacterial electrodes
average around 20 days compared to 14 days for

Electrode

NAD+

NADH

Analyte

Product

Analyte

Enzyme

Electrode

Diffusion Barrier

Fusion Barrier

Fig. 8 General diagram of an electrochemical biosensor.
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Injector

Mobile Phase

Enzyme Solution Pump
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Fig. 7 General schematic of an LCEC system with an
on-line enzyme reactor.
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enzyme electrodes. Cells can be regrown if the
catalytic activity is lost.

� Bacteria can readily affect complex reaction
sequences requiring cofactors. For example, an
electrode for nitrilotriacetic acid (NTA) is practical
only because pseudomonas bacterial cells contain
all of the enzymes and cofactors necessary to
execute the sequence of reactions on which the
electrode response is based.[67] The underlying gas
electrode for ammonia responds to NH3 formed
in the last reaction, which is proportional to the
concentration of NTA in the sample.

The concept of a biocatalytic membrane electrode
has been extended to the use of a tissue slice as the
catalytic layer.[68] An example of this approach is an
electrode for AMP, which consists of a slice of rabbit
muscle adjacent to an ammonia gas electrode.[69]

NH3 is produced by enzymatic action of rabbit muscle
constituents on AMP. The electrode exhibits a linear
range of 1.4 � 10�4 M–1.0 � 10�2 M with a response
time varying from 2.5 min to 8.5 min, depending on
the concentration. Electrode lifetime is about 28 days
when stored between use in buffer with sodium azide
to prevent bacterial growth. Excellent selectivity enables
AMP to be determined in serum.

Cell- and tissue-based electrodes are generally less
selective than enzyme-based electrodes because many
constituents of cells result in response to many possible
substrates. This problem may be solved by the use of
specific inhibitors to block interfering reactions. These
electrodes also suffer from long recovery times (3 hr–
4 hr) after a measurement has been made. However,
such electrodes may be sufficiently cheap to be dispos-
able. Most biocatalytic membrane electrodes are sus-
ceptible to irreversible loss of activity when exposed
to samples containing denaturing or toxic agents.
The difficulties associated with electrode longevity,
both during use and storage, have stymied the
commercial development of biocatalytic membrane
electrodes.

Electrodes based on the immobilization of enzymes
at the electrode surface have been reported for a
few pharmaceutical applications. Seegopaul and
Rechnitz[70] developed a CO2 electrode that responds
to methotrexate due to the inhibition of dihydrofolate
reductase by the analyte. Additional applications have
included the detection of penicillin consumption by
penicillinase[71] as well as urea by urease[72] with a
pH electrode and analysis of L-ascorbic acid by ascor-
bate oxidase.[73]

Coatings of immobilized enzymes have been used
with ISFET devices in a manner that is analogous
to their use with the ISE. For example, an ISFET
coated with penicillinase immobilized in a membrane

responds to penicillin similarly to the ISE men-
tioned.[74] Enzymatically coupled pH ISFETs have also
been used for the measurement of urea,[75] acetocholine,[75]

and glucose.[76]

The concept of combining an enzyme reaction with
an amperometric probe offers all the advantages for
potentiometric electrodes with a much higher sensi-
tivity. For this reason, much effort has been applied
to the development of new amperometric biosensors
including significant work on pharmaceutical applica-
tions.[77–84] Reports have included a dual-enzyme
electrode for monitoring quality control of peptides
in pharmaceutical formulations.[85] This system is
based on the oxidation of tyrosine by tyrosinase and
reduction back by quinoprotein glucose dehydrogen-
ase. The redox cycling of the enzyme sensor lowers
the limit of detection of this sensor to 2 � 10�7 M.
Additionally, the natural selectivity of lactate oxidase
for the L-enantiomer was used to develop a specific
biosensor capable of identifying racemic and enantio-
merically pure samples.[86]

ELECTROCHEMICAL IMMUNOASSAY

The remarkable selectivity that is inherent in the reac-
tion of an antibody with the antigen or hapten against
which it was raised is the basis for the extensive use of
immunoassays. An electrode in which an antibody or an
antigen/hapten is incorporated in the sensing element is
termed an ‘‘immunoelectrode.’’ The response of the
immunoelectrode is based on an immunochemical reac-
tion between the sensing element of the electrode and
antibody or antigen/hapten in the sample solution.
Immunoassay is based on the use of an antibody as
a selective chemical reagent for an antigen or hapten
analyte. Immunoassays are commonly categorized as
heterogeneous, in which antibody-bound antigen is
separated from free antigen at some point in the
procedure, or homogeneous, in which there is no separ-
ation step.

Historically, most immunoassays have relied on
radioisotope labeling for detection. The desire to avoid
the use of radioisotopes has led to the development of
alternative labels. One of the most successful alterna-
tives has been to use enzyme labels, thus enzyme
immunoassays. In enzyme immunoassays, substrate is
added following the antigenic binding. Product is then
detected and its concentration or rate of formation is a
measure of antigen (analyte) concentration in the sam-
ple. Enzyme immunoassays can be extremely sensitive
because of the chemical amplification provided by
the enzymatic step. Chemical amplification is the pass-
ing of a substance through a cycling or multiplication
mechanism to generate a large amount of product.[87]

In this way, a trace concentration of analyte results
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in a significantly higher concentration of product,
which is actually detected, but is still related to the
original concentration of analyte. Electrochemical
enzyme immunoassay is the use of electrochemical
techniques to detect the products from an enzyme
immunoassay.[88]

Potentiometric Immunoassays

Conventional ISEs have been used as detectors for
immunoassays. Antibody-binding measurements can
be made with hapten-selective electrodes such as the
trimethylphenylammonium ion electrode.[89] Enzyme
immunoassays, in which the enzyme label catalyzes
the production of a product that is detected by an
ISE, take advantage of the amplification effect of
enzyme catalysis in order to reach lower detection lim-
its. Systems for hepatitis B surface antigen[90] and
estradiol[91] use horseradish peroxidase as the enzyme
label and an iodide electrode as the detector. The
horseradish peroxidase catalyzes the oxidation of
p-fluoroanadine with the fluoride detected by the ISE.
Biotin[92] and cyclic AMP[93] have been determined
using lysozyme and urease as labels. The immunoreac-
tion between human antibody (IgG) and peroxidase-
labeled antihuman IgG antibody can be detected with
a fluoride electrode.[94] Adenosine deaminase, aspara-
ginease, and urease have been examined as possible
enzyme labels for immunoassays using potentiometric
detection with the ammonia gas-sensing membrane

electrode[95] and adenosine deaminase with an NH4
þ

electrode.[96] CO2 electrodes have been used for the
determination of human IgG[97] and digoxin.[98]

Heterogeneous Amperometric
Immunoassays

Most heterogeneous immunoassays are run in a com-
petitive format in which a standard labeled antigen is
allowed to compete with sample antigen for a limited
number of antibody sites. The ratio of standard-to-
sample antigen that is bound then reflects the concen-
tration of analyte in the sample. Another widely used
assay format is the sandwich immunoassay. In this for-
mat, the antigen is ‘‘sandwiched’’ between two differ-
ent antibodies, one of which is labeled for detection.
Sandwich assays are more specific than competitive
assays because two highly selective antibody reagents
are used rather than one; however, the sandwich for-
mat is only applicable to antigens large enough to bind
two antibodies simultaneously.

Several heterogeneous electrochemical enzyme
immunoassays have been demonstrated.[99–101] These
are based on the enzyme-linked immunosorbent assay
(ELISA) technique in which antibody is immobilized
on the walls of a small volume plastic vessel. The
ELISA technique can follow either a competitive equi-
librium or a sandwich format. Both formats have been
used with electrochemical detection. The general
protocol for these two formats is shown in Fig. 9.

Fig. 9 General schematic of ELISA in competitive and sandwich formats.
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Heterogeneous electrochemical enzyme immunoas-
says have several advantageous features. The detection
limit is typically in the low pg mL�1 range, and is a
function of the antigen–antibody binding constant,
rather than the ability to detect the enzyme product.
Because the sample is rinsed from the reagent tubes
before adding substrate, problems with interferences
by electroactive constituents of the sample or possible
electrode fouling by protein adsorption are eliminated.
Finally, this technique should readily lend itself to
automation for the routine analysis of many samples.

Homogeneous Amperometric Immunoassays

Homogeneous immunoassays rely on a change in the
intensity of a label signal that occurs when labeled
antigen binds with antibody. When the label is an
enzyme, a reduction in the rate of enzyme catalysis
forms the basis for the assay. This technique is com-
monly known as an EMIT (enzyme multiplied immu-
noassay technique) assay. This enables free, labeled
antigen to be distinguished from bound antigen with
no separation step necessary.

Homogeneous electrochemical enzyme immuno-
assays for both phenytoin[102] and digoxin[103] have
been developed. In both cases, the label was glucose-6-
phosphate dehydrogenase, which catalyzes the reduction
of NADþ to NADH. The NADH produced was detected
by LCEC. Many other homogeneous electrochemical
immunoassays have also been reported.[101,104]

The main advantage of a homogeneous immunoas-
say, compared to a heterogeneous immunoassay, is the
absence of a separation step. This translates into a
simpler procedure and easier automation. However,
homogeneous assays are typically less sensitive and
more easily susceptible to sample interferences which
are removed in a separation step.

APPLICATIONS

Oxidative Applications

Many drugs are electroactive, and as such, have been
determined using amperometry. Table 1 lists several
compounds of pharmaceutical interest, which have
been determined by electrochemistry. Alternatively,
Jane et al. have reported the electrochemical response
of some 462 basic drugs.[105]

Phenols

Most phenolic compounds are readily oxidized at car-
bon electrodes. The oxidation potentials vary widely
depending upon the number of ring hydroxyl groups

and their positions on the ring. Many compounds of
biomedical and industrial interest are phenolic and
LCEC-based trace analysis determinations are quite
popular.

Phenols constitute a major source of xenobiotic
exposure to the body in the form of drugs and environ-
mental pollutants. Oxidative metabolism of these com-
pounds can lead to physiological damage; therefore,
the metabolism of these compounds is of great interest.
LCEC has been a powerful tool for investigating the
metabolism of aromatic compounds by the cytochrome
p-450 system.[106]

Aromatic amines

Many pharmaceutical and environmental pollutants
are aromatic amines. Like phenols, this class of com-
pounds is generally oxidized at carbon electrodes.
LCEC has been used to study the metabolism of aro-
matic amines of pharmaceutical origin.[107]

Heterocyclic compounds

Many compounds of biomedical interest, both of
endogenous and exogenous origin, are heterocyclic in
structure. Many of these compounds are electroactive
at potentials useful for LCEC analysis. Methods for
the determination of both ascorbic acid[108] and uric
acid[109] were developed in the early days of LCEC.
The important enzyme cofactors, the folates,[110] the
pterins[111] biotin,[112] and NADH,[113] are all electroac-
tive heterocycles that have been determined by LCEC.

Amino acids and peptides

While most amino acids are not electroactive at ana-
lytically usable potentials, much work is currently
directed at general methods of amino acid detection
by electrode surface modification or derivatization of
the amino acid. Kok, Brinknan, and Frie[114] have
directly detected amino acids at a copper electrode.
Several derivatization methods for amino acids have
been reported.[115,116]

The pentapeptides, met- and leu-enkephalin, have
been detected in rat striatum tissue by LCEC at a
glassy carbon electrode.[117] These peptides can be
detected directly because they contain an electroactive
tyrosine residue. A series of endorphins, also contain-
ing tyrosine, have been detected by LCEC.[118]

Thiols

Thiols are easily oxidized to disulfide in solution, but
this reaction occurs only very slowly at most electrode
surfaces. However, use can be made of the unique
reaction between thiols and mercury to detect these
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compounds at very favorable potentials. The thiol and
mercury form a stable complex that is easily oxidized.
In a formal sense, it is the mercury and not the thiol
which is actually oxidized in these reactions. For the
LCEC determination of thiols, a Au/Hg amalgam
electrode is used.[119] Using a series dual electrode,

both thiols and disulfides can be determined in a single
chromatographic experiment.[120,121] Additionally,
carbon electrodes can be easily modified, for the
determination of thiols, with many compounds
including cobalt phthalocyanine[122] and nickel
hexacyanoferrate.[123]

Table 1 List of pharmaceutical products with electroactive structural components and reference to reported

electrochemical determination

Class Compound Electrophore References

Analgesics Salicyclic acid Phenolic [129]
Acetaminophen Phenolic [129,132–137]

Codeine Phenolic [139]
Morphine Phenolic [141]
Ciramadol Phenolic [143]
Dezocine Phenolic [143]

Nalbuphine Phenolic [145]
Ketobemidone Phenolic [146]

Antibacterial Sulfadimidine Aromatic amine, heterocyclic [147]
Sulfamethoxydiazine Aromatic amine, phenolic [147]

Sulfisoxazole Aromatic amine [147]
Sulfamethoxazole Aromatic amine [147]

Antibiotics Lincomycin Heterocyclic [150]
Cephalosporins Heterocyclic [152]

Penicillins Heterocyclic [150]
Clarithromycin Heterocyclic [154]
Erythromycin Heterocyclic [154]

Gentamicin Heterocyclic [157]

Antidepressants Benperidol Indolic [158]
Haloperidol Aromatic halide [158,160]
Desipramine Heterocyclic, hydrazine [130,131]
Amitriptyline Amine [130,131]

Antidepressants Imipramine Heterocyclic, amine [130,131]

Antihypertensives Hydralazine Heterocyclic [138]
Indoramin Indolic [140]
Isradipine Heterocyclic [142]

Anti-inflammatory Diflunisal Phenolic [144]
Indomethacin Phenolic, Indolic [144]

Naproxen Phenolic [144]
Piroxicam Heterocyclic [144]
Sulindac Phenyl sulfoxide [144]

Antineoplastics Epirubicin Phenolic [148]

Doxorubicin Phenolic [148]
Flavopiridol Phenolic [149]
Cisplatin Metal center [151]

Antipsychotics Chlorpromazine Heterocyclic [153]

Trimeprazine Heterocyclic [153]
Risperidone Heterocyclic [155]

Antitubercular Aconiazide Hydrazine, phenolic [156]
Isoniazid Hydrazine [156]

Muscle Relaxants Tizanidine Heterocyclic [159]

Psychotropic Fluphenazine Heterocyclic [161]

Perphenazine Heterocyclic [161]
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Reductive Applications

The majority of LCEC applications have used oxida-
tive detection. This is likely because of the perceived
difficulties encountered with reductive detection. In
particular, dissolved oxygen and trace metal ions must
be removed to prevent high background currents.
These problems are not difficult to overcome[124] and
more applications of reductive detection should appear
as this is more generally realized.

Nitro compounds

Aromatic nitro and nitroso compounds are easily
reduced at carbon and mercury electrodes. Other nitro
compounds such as nitrate esters, nitramines, and nitro-
samines are also typically easily reduced. The complete
reduction of a nitro compound consists of three two-
electron steps (nitro to nitroso to hydroxylamine to
amine). Since most organic oxidations are only two-
electron processes, higher sensitivity is typically found
for nitro compounds. Several LCEC-based determina-
tions of nitro compounds have been reported.[125]

Heterocycles

Several heterocycles of biomedical interest are reducible.
Among these, the K vitamins[126] and the pterins[126]

have been determined by LCEC. Some heterocyclic
pharmaceuticals have also been determined by reductive
LCEC.[127,128]

CONCLUSIONS

The application of microchip manufacturing technology
to analytical chemistry has encouraged the development
of even smaller analytical devices. Because the electro-
chemical detection does not suffer from a loss in
performance when miniaturized, the incorporation of
electrodes into microfabricated devices has received
much attention. One of the greatest potentials of micro-
fabricated analytical systems is the ability to perform a
number of simultaneous parallel analyses. Because com-
binatorial synthesis provides a means to produce ana-
lyte libraries of a million or more compounds, the
need for improved high throughput screening method-
ology will likely turn to microfabricated electrochemical
instruments capable of simultaneously assaying many
analytes. Developments in this area are hoped to pro-
vide more rugged electrochemical detectors that will
further reduce to analyte and solvent consumption
and as well as reduce analysis time, and provide simple,
disposable instrumentation. Another potentially useful
application of microfabricated separation-coupled elec-
trochemical instrumentation would be in routine analysis.

Often analytical methodology for quality control is
limited by the ease with which the method can be applied
at the manufacturing site. Reproducibly manufactured,
disposable, integrated electrochemical instruments would
simplify calibration and eliminate the need for analysts to
remove and polish electrodes.

With the availability of less expensive and more
dependable commercial instruments, liquid chromato-
graphy coupled to mass spectrometry is quickly
becoming the industry standard. However, the role of
electrochemistry in pharmaceutical analysis has been
well defined, and will likely continue to be preferen-
tially employed in applications where low analyte con-
centrations, small sample volumes, or complex sample
matrices requiring high specificity challenge the ana-
lytical method.
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INTRODUCTION

Electrostatic charging can occur naturally in the
absence of electric fields from contact/friction (tribo-
electrification) in solids and spraying in liquids. While
electrification of particles is a complex phenomenon
that may potentially cause problems in powder hand-
ling, controlled charging can be applied to facilitate
powder mixing and coating. Electrostatic technology
has been applied in novel applications such as electro-
spraying for respiratory delivery and pharmaceutical
sterilization. Results from computational models
suggest that charges on aerosolized particles may affect
deposition in lung airways. Consequently, charging
upon aerosol generation from dry powder inhalers
(DPIs), metered dose inhalers (MDIs), and nebulizers
has attracted increasing attention but much is still
unknown. This article provides a review on the
research and innovations conducted in this area of
growing interests for pharmaceutical systems.

NATURAL CHARGING OF SOLIDS

Electrostatic effects on solids have been known for a
long time. The ancient Greeks in the sixth or seventh
century B.C. already observed that amber attracts small
objects after rubbing. In fact, the term ‘‘electricity’’ is
derived from the Greek word for amber, Zlektron[1]

(pronounced as ‘‘elektron’’).
Charging in the absence of electric fields occurs by

contact or friction between two solid surfaces. Contact
charging involves the direct contact and subsequent
separation of two surfaces without rubbing, whereas
frictional charging involves relative movements of
two contacting surfaces.[1] However, these two modes
of charging are difficult to be discerned independently
in physical interactions. Thus, the term triboelectri-
fication is conventionally used to describe the overall
process, even though the prefix ‘‘tribo’’ literally means
rubbing.[1,2]

Metal–metal contact charging is the most thorough
model for solid electrification and serves as the basis

for understanding charging of other materials. The
valence electron energy state of a metal atom is desig-
nated as the Fermi level (Fig. 1).[1] The vacuum energy
level is that of an electron infinitely far from the atom,
and serves as a reference point for energy considera-
tions.[3] The difference between the Fermi level and
vacuum energy level equals the work function (F),
which is unique to a metal. When two different metals
establish contact, electrons flow from the metal with
the lower work function (F1) to that with the higher
(F2) until the Fermi levels become equal (Fig. 2).
Consequently, a potential difference (F2 � F1), called
contact potential, is generated across the metal sur-
faces. Oppositely charged metals are obtained when
the two parts are separated in an insulated system.

Most pharmaceutical solids are insulative.[2] How-
ever, the charging mechanisms in metal–insulator and
insulator–insulator contacts are poorly understood
despite extensive research. This is because insulator
surfaces are difficult to characterize clearly and the
electron energies are ill-defined.[1] Valence electrons
in insulators are bound to ionic or molecular structures
and are not free to conduct, yet charge exchange is still
possible. This is believed to be the exchange of elec-
trons close to the contacting surfaces.[1] An insulator
charging model adopting principles for those of
metal–metal contact was proposed.[4] Certain chemical
functional groups have also been identified and ranked
according to their electron-donating properties during
contact charging as follows (in decreasing order of
donor tendency): OH > OCOR > C6H5 > COOH >
CN.[5] The charging of pharmaceutical powders
against stainless steel was correlated with their ratio
of electron-donating to electron-accepting tendencies
using inverse phase gas chromatography.[6] Other pos-
tulated theories involve the transfer of ions or surface
material between two contacting bodies.[4] Despite the
complexities of insulator charging on the atomic
scale, triboelectric series have been constructed to rank
materials on the macroscopic scale according to the
polarity and magnitude of charges obtained (Table 1).
Materials should become positive when contacted
with those below in the table. The magnitude of charge
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transfer is related to the extent of their separation in
the series.[7] However, different experimental conditions
generate triboelectric series with different ordering,
which are rarely reproducible.[1] This is because triboe-
lectrification is sensitive to ambient relative humidity
(RH), temperature, surface impurities, surface rough-
ness, area of contact, and other physicochemical factors

which are difficult to control.[3,7,8] In addition, fric-
tional charging generates heat, which reduces the
predictability of the outcome.[7]

Although the metal–metal charging model is not
directly applicable to insulators, the concept of work
function facilitates interpretation of charging phenom-
ena in non-metals. Theoretical relationships between
work function, dielectric constant, and particle size
were explored by Gallo and Lama.[9] The work func-
tion was found to decrease with increasing dielectric
constant or increasing particle size. This has two main
implications. First, when two substances with different
dielectric constants establish contact, the one with the
higher dielectric constant (i.e., lower work function)
would donate electrons to the other and thus become
positively charged.[9] This was supported by one
exemplified triboelectric series in which the materials
followed the order of decreasing dielectric constants.[9]

Second, charges can be transferred between particles of
different sizes, even if both are of the same material.[9]

In particular, the larger particle would be the electron
donor and become positively charged. This may
explain the occurrence of bipolar charging during pow-
der handling.[8] It was noted that the work function
model only provides a simplified analysis of triboelec-
trification from an energetic perspective. Many other
physicochemical factors contribute to and influence
the actual charging process.

NATURAL CHARGING OF LIQUIDS

Liquid droplets produced in nature, such as those from
the sea, rain, and waterfalls, spontaneously carry elec-
trostatic charges.[10] These charges are generated solely

Vacuum energy level

Fermi levelValence electrons

Electrons in lower
energy levels

Work function (   )

Fig. 1 Energy diagram for a metal.

Metal 1 Metal 2

Metal 1

Metal 2

Fig. 2 Establishment of a contact potential between two
metals.

Table 1 Typical triboelectric series

Positive Lucite
Bakelite
Cellulose acetate

Glass
Quartz
Mica

Wool
Silk
Cotton
Wood

Amber
Resins
Metals

Polystyrene
Polyethylene
Teflon

Negative Cellulose nitrate

(From Ref.[1].)
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from the atomization process in the absence of electric
fields. Liquids can also be charged by flowing against a
solid surface.[11] Yatsuzuka, Mizuno, and Asano[12]

reported the electrification of deionized water droplets
through dripping and sliding on a Teflon plate. The
potential power of natural charging was appreciated
when charged mists accumulated in large oil cargo
tanks during washing with water jets caused explosions
from discharge.[10] Spray charging can occur in both
organic and aqueous liquids.[11] Although no unified
charging theory has been developed hitherto a number
of models had been proposed from fundamental stud-
ies. Since most pharmaceutical liquids are aqueous-
based, only these shall be considered below.

Mason et al. conducted a series of studies on the
mechanism of natural charging of water and various
aqueous ionic solutions.[13,14] Negative charges were
measured on droplets of water and dilute ionic solu-
tions and low positive charges at higher concentrations
(>10�4 M). Mason et al. theorized that the surface of a
liquid, including pure water, consists of an electrical
double layer, with an outer layer of anions and a
diffuse inner layer of cations.[13] The negative charging
at low concentrations was due to the separation of
anions from the double layer as droplets are formed
from the surface and detach from the bulk. At higher
concentrations, the charge relaxation time of the
double layer is shortened to less than the time taken
for droplet formation and ejection (10�5 sec); thus,
the jet formed is initially neutral. However, as the jet
is disturbed by the propagation of varicose waves,
the liquid inside the neck of the jet carries cations into
the growing head (Fig. 3), resulting in the detachment
of a positively charged droplet.

Matteson[15] disagreed with the theory of electrical
double layer disruption of Mason et al. It was observed
that the charge detected on the droplets produced by
spraying carries the same polarity as that on the larger
ions in solution. Another mechanism was thus pro-
posed based on the assertion that droplet production
involves the sudden formation of new liquid surfaces.
Instead of occupying the surface, ions were thought
to compose a double layer situated deeper underneath,
separated by size with small ions on the upper layer.
When a new surface is formed upon spraying, ions in
the double layer would be attracted into the bulk of
the liquid. Since the smaller ions are more mobile,
these travel more rapidly inward, thus leaving the large
ions at the surface. If the rate of surface renewal is suf-
ficiently fast, as in the case of spraying, the larger ions
would be removed from the liquid and carried away by
the droplets, hence the generation of charged sprays.

Lopatenko et al.[16] suggested a charging model
similar in some features to that of Matteson[15] but
do not explicitly involve any electrical double layers.
An undisturbed liquid is proposed to have an equi-
librium surface potential value (w). Likewise, a new
surface formed has a non-equilibrium potential of w1.
Thus, a potential difference Dw ¼ w � w1 is estab-
lished along the old and new surfaces on the liquid.
This in turn causes a movement of ions across the
two regions for charge compensation. A disruption
of the liquid bridging these areas during dispersion
would produce charged droplets.

POWDER PROCESSING

Many pharmaceutical solids are organic materials that
have high resistivities (>1013Om)[2,17] and charge
relaxation times of minutes to hours.[8] Since the rates
of charge decay from particle surfaces depend on the
relaxation time,[7,8] these solids have high tendencies
to accumulate charges during industrial processing.
Pharmaceutical processing inevitably involves relative
movements of particles against the solid surfaces of
equipments, thus providing ample opportunities for
triboelectrification. Operations including microniza-
tion, fluidization, sieving, conveying of powders
through pipes, bags, and hoppers, transfer into silos,
and spray drying invariably generate charges.[8,18,19]

Usually, the higher the energy involved in a procedure
the greater is the resultant charging.[7]

Problems from Powder Charging

The charges generated from triboelectrification often
lead to problems in industrial processing. The accumu-
lation of charges in a silo during powder loading may
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+  +  +
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+
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Fig. 3 Positive charging of aqueous droplets during the
breakup of a jet.
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develop high surface electrical potentials on the grow-
ing heap, resulting in electrostatic discharges. The heap
may self-ignite if the discharge energy is greater than
the minimum ignition energy of the powder.[8]

Discharges are especially dangerous when flammable
vapors or dust clouds are present in the vicinity.[7]

Attractive forces produced from particle charging
cause particle agglomeration and adhesion to surfaces
of processing equipments, which in turn alters particle
size and reduces or even clogs powder flow.[7] On the
other hand, electrostatic repulsive forces reduce bulk
powder density, consequently the filling of containers
and metering of formulation doses during manufacture
are affected.[7] Repulsion between particles also
decreases the physical stability of powder blends.[20]

Physicochemical Factors Affecting
Powder Charging

The aforementioned problems of powder charging may
be prevented through more detailed understanding of
triboelectrification. Unfortunately, particle charging
is a complex phenomenon that is fundamentally depen-
dent on the contact area, pressure, duration, and
contacting frequency between surfaces, all of which are
difficult to quantify.[21] A number of more easily con-
trolled physicochemical parameters have been identified
that affect powder charging during processing.

Powder constitution and pretreatment

The constitution and pretreatment of a material affects
its charging. Gold and Palermo examined the charging
of various acetaminophen tableting formulations
flowing through a hopper.[22] The charging of fine
crystalline acetaminophen was reduced when wet-
granulated with ethylcellulose, starch paste, or sucrose
syrup. The addition of excipients such as fillers and
lubricants also decreased charging.[22]

Surfaces of processing equipment

Since triboelectrification arises from interactions
between surfaces, the state and composition of equip-
ment surfaces would directly affect charging. Eilbeck
et al. investigated the charging of lactose particles by
blowing through a cyclone apparatus with interchange-
able internal surface materials.[23] Polyvinylchloride
(PVC) generated positively charged particles whereas
acetal and stainless steel produced negative charges.
Smooth stainless steel produced slightly higher charges
than rough stainless steel but the difference is smaller
than that between different material types. Poly-
propylene imparted minimal charge on the particles

and thus was suggested to be a suitable material for
avoiding charges during processing.[23]

Contamination of surfaces by particulate material
also affects charging. Using the same cyclone setup
mentioned above, Eilbeck et al. demonstrated that
the charging of lactose particles against stainless steel
decreased with the use of the apparatus without clean-
ing.[24] This effect was more significant on the smaller
size fractions (99–125 mm). Although not quantified,
the amount of adhered lactose inside the cyclone was
observed to increase after each run. The particle depos-
its promoted lactose–lactose and decreased lactose–
metal interactions. These two modes of charging were
thought to generate bipolar charges that reduced the
net charge measured and the predictability of particle
size effects[24] (see below). Washing with dilute
ammonia solution and water restored the charging
capacity of the cyclone.

Detergent residues left after cleaning are also poten-
tial contaminants on manufacturing equipments.[25]

The charging of microcrystalline cellulose and poly-
styrene particles flowing through detergent-coated
stainless steel pipes and the effect of rinsing these
pipes with distilled water were measured by Murtomaa
et al.[25]. The specific charge of the particles, expressed
as the net charge per unit mass of powder, depended
on the type and concentration of detergent in the
coating. Detergent residues remaining in the pipe after
rinsing changed the charging, the trend of which
differed between the detergents.[25] These results show
that triboelectrification is affected by detergent resi-
dues and related to the extent of the contamination.

Particle size

Using the cyclone charger (see above) on lactose
particles, Rowley et al. investigated the effects of particle
size on triboelectrification.[21,23,24] The specific charges
were inversely related to the size fractions above 90mm
in all experiments, regardless of the cyclone surface
material. Adhesion was negligible for these particles,
thus charges originate mainly from particle–wall interac-
tions. It was argued that the higher specific charges of
the lower-size fractions were due to the increased surface
area available for charge transfer.[24] Charging of parti-
cles <90mm was more complex, with specific charges
from the 53–75mm fraction comparable to those from
the 250–355mm fraction[21] due to the increased particle
adhesion to cyclone walls in the lower-size fraction
providing bipolar charging (see above).

The addition of fine lactose particles (<10 mm) to
coarse crystalline and spray-dried lactose was found
to dampen charging.[21,26] Furthermore, this effect
increased with the concentration of fines in the powder
mixes. It was found that a portion of the fine particles
separated from the blend and adhered to the cyclone
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during triboelectrification, and thus produces charge
reduction effects similar to that from particulate con-
tamination (see above). This property of fines was also
demonstrated in blends of respirable albuterol with a
coarse lactose carrier at various concentrations.[21]

Relative humidity

Particle charging decreased with increasing ambient
RH in the hopper and cyclone experiments conducted
by Gold and Palermo[22] and Eilbeck et al.[24], respect-
ively. It was suggested that moisture reduced surface
contact, changed the conductivity or other bulk
properties of the particles, and facilitated charge neu-
tralization.[24] More fundamental explanations were
derived from other studies measuring the electrical
properties of solids.[17,27,28] The volume resistivity and
charge decay half-life of several pharmaceutical pow-
der compacts decreased with increasing RH.[17] The
improvement of surface conductivity of the particles
through moisture adsorption was the major factor,
but changes to bulk conductivity also occurred via
water absorption at high humidities.[17] Similarly, the
time constant for charge relaxation decreased with
increasing RH on ferrite particles coated with silicone
resin.[28] This trend also corresponded with the amount
of adsorbed water on the powder.[28] Recently, it was
found that RH had negligible effects on the charging
of solids with low hygroscopicity, such as a-lactose
monohydrate.[27] On the contrary, the charging of
sodium starch glycolate, a hygroscopic compound, is
inversely related to RH.[27] These indicate that
adsorbed and absorbed water are the determinants of
charge reduction.

Applications of Powder Electrostatics

Despite the potential problems of triboelectrification,
controlled charging is applicable to facilitate proces-
sing operations such as powder mixing and coating.
Ordered powder mixes can be obtained by blending
two powders charged to opposite polarities. This was
achieved by blending in a container with a suitable
surface that charges one powder positively and the
other negatively.[20] The charges increase particle
cohesion and reduce segregation, thus enhancing the
physical stability of the blend.[20,29] In another study,
lactose carriers and respirable albuterol sulfate parti-
cles charged negatively and positively against a metal
surface, respectively, but both were electropositive
against plastic.[30] Thus, an ordered mix for DPIs
may be prepared using metal equipment. Furthermore,
detachment of the drug from the carrier is promoted
when the mix is dispersed from the plastic inhalers
due to their same charge polarity.[2,30]

Electrostatic powder deposition is an efficient
coating process that has been applied to novel oral
dosage forms. Accudep� is such a process developed
by Delsys Pharmaceutical.[31,32] The drug powder is
triboelectrified with acoustic energy and then deposits
onto an ingestible polymer substrate about 30 mm
thick. Dose uniformity and deposition are tightly
controlled since the charged particles are attracted to
uncoated areas on the substrate and repelled by
charged deposits. The substrate is sealed with a cover
film and a thicker external coating applied to become
a basic dosage unit.[32]

DEPOSITION OF CHARGED AEROSOLS
IN LUNG AIRWAYS

Five mechanisms govern particle deposition in lung
airways, namely, inertial impaction, gravitational
sedimentation, diffusion, interception, and electrostatic
attraction.[33] Electrostatic charges enhance deposition
by increasing attractive forces to airway surfaces.
Melandri et al.[34,35] found that the deposition of
monodisperse carnauba wax particles in human sub-
jects increased with the amount of charges carried,
up to about 200 elementary charges per particle.
However, since only the net deposition was measured
in these experiments, the specific location of deposition
was unclear. It was assumed from the submicron
particle sizes that the enhancements in deposition
occurred in the alveoli.[34]

Computational models of the deposition of charged
particles within the lungs have been developed employ-
ing a dichotomous model of pulmonary airways
originally proposed by Weibel.[36–38] In this lung model,
the trachea is referred to as generation 0, which bifur-
cates into two brochi of generation 1. This branching
continues, culminating to 23 generations. Generations
0–15 represent the tracheo-bronchial region and gen-
erations 16–23 the alveolar region.[36] The basic
physical parameters involved in the calculation of
deposition efficiency are the particle size and charge.
Bailey’s model[36,37,39,40] examines the complete res-
piratory cycle, including inhalation, pause, and exha-
lation. It is also applicable to the administration of
boli of aerosols. Thus, the breathing pattern and
delivery conditions can be more precisely defined. On
the contrary, the deposition model of Balachandran
et al.[38] only considers the inhalation phase.

Electrostatic charges affect deposition in two ways,
via the space charge force and the image charge force.
The space charge force is the repulsion between
charged particles in an aerosol cloud.[41] The image
charge force is the attraction between a charged par-
ticle and its image charge on a surface. Although
human airways are normally neutral, image charges
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with equal magnitude and opposite polarity to charged
particles may be induced on the surfaces, especially
inside small airways in the peripheral lung.[36,38]

Balachandran et al. found that the deposition of
2.2 mm particles was increased in all airway generations
when the number of elementary charges per particle
was increased from 1 to 200.[38] Space charge forces
are predominant in the upper airways and image
charge forces in the lower airways. As the amount of
charge is increased to half of the Gauss’ limit (the
maximum charge a particle can hold), space charge
forces overwhelm and most particles deposit in the first
10 generations of the respiratory tract.[38] Similar
effects of electrostatic forces on deposition were
obtained by Bailey, Hashish, and Williams[36] for 0.5
and 5 mm particles, but contributions from the space
charge force were not considered as it was deemed
unimportant.

Bailey et al. compared their model to human inha-
lation scintigraphic results of uncharged radiolabeled
droplets from a nebulizer.[37] Although the total depo-
sition and deposition in the ‘‘head’’ agreed between
experimental and simulation data, in vivo alveolar
deposition was more than that predicted. The model
was used to demonstrate the efficiency of using
charged aerosol boli in targeting specific sites in
diseased airways.[39,40] Generations 10–16 within the
respiratory tract were designated as target sites to treat
bronchoconstriction. Particle deposition in this region
was enhanced by increasing the particle charge and size
up to 2.5 mm, reducing the delay of bolus administra-
tion after onset of inhalation, and increasing the pause
duration before exhalation.[39,40]

The electrostatic effects on particle deposition
illustrated by computational simulation may have
implications on charged aerosol delivery. However,
more clinical research is needed since these models
have not been validated hitherto by in vivo data using
charged aerosols.

DRY POWDER INHALERS

Dry powder inhalers have been widely used to deliver
medicinal powders into the lungs for local or systemic
treatments. These portable devices provide single- or
multidoses via oral inhalation, depending on the design
of the powder reservoir and metering components.[42]

Particles inevitably undergo triboelectrification (see
earlier section) from contacts with each other and with
surfaces inside the inhaler during aerosolization.

Electrostatic profiles of drugs before and after aero-
solization from commercial Turbohaler� and proto-
type Dryhaler� were characterized by Byron, Peart,
and Staniforth[43] Fine particle (<5.8 mm) charges of
budesonide aerosols from Pulmicort� Turbohaler were

reproducibly positive and charges measured on the
mouth pieces negative after dispersion. On the other
hand, terbutaline sulfate aerosols from Bricanyl�

Turbohaler showed inter- and intrainhaler variations in
charge polarity. In addition, time-dependent polarity
was observed on one particular Bricanyl inhaler from
which positive and negative charges were produced
separately. Both of these DPIs produced fine particle
charges in the order of 100 pC. The specific charge
was lowest in the drug reservoir, rose slightly after dose
metering, and increased 10- and 300-fold in the fine
particle aerosol for Bricanyl and Pulmicort, respect-
ively. Powder sampled from the inhaler reservoir
carried low charges.[43] More charges were developed
as a portion of the powder was dispensed from the
reservoir into the metering cavity. Triboelectrification
during dispersion generated the highest amount of
charges on the particles. A 2.5 mm particle from Pulmi-
cort was estimated to carry 200 elementary charges,[43]

which is high enough to affect deposition in the
lung, according to computational models[36] (see earlier
section).

Various compounds aerosolized from the prototype
Dryhaler showed drug-dependent charging, with dif-
fering polarities and magnitudes of specific charges.[43]

However, all charges produced were significantly lower
than those from Turbohaler. This suggests that deag-
gregation using turbulent airstreams in the Turbohaler
produced more extensive triboelectrification than that
provided by the high-speed rotor in the Dryhaler. In
addition, terbutaline sulfate charged negatively and
budesonide displayed time-dependent polarity from
Dryhaler. The different profiles of these two drugs
obtained from the Turbohaler and Dryhaler indicate
that charging is influenced by interactions between
the formulation and the inhaler.[43]

The charges on the fine particles (<5 mm) of most
drugs from the Dryhaler followed in magnitude, but
are of opposite polarity, to those on particles retained
in the inhaler, indicating that charges are separated
from powder aggregates upon dispersion.[43] Since the
Dryhaler experimental conditions were identical for
the various drugs tested, it was possible to construct
a triboelectric series by ranking the magnitudes of
the fine particle dose charges from positive to negative,
as shown below:[43]

Budesonide > lactose > albuterol sulfate

> terbutaline sulfate � albuterol base

� beclomethasone dipropionate:

Theoretically, each compound within the series should
be charged negatively with respect to those preceding
it when the powders are aerosolized as a blend from

1540 Electrostatic Charge in Pharmaceutical Systems



El
ec

tr
oc

he
m

–
Ev

ap
or

at
io

n

the Dryhaler. This was supported by the negatively
charged albuterol sulfate fine particles obtained
from the dispersion of Ventolin Rotacaps�, which
contained a mixture of the drug with a lactose carrier.[43]

The energy of powder dispersion from most DPIs is
derived solely from the air flow generated by inhalation
through the device.[42] However, it may be difficult for
patients to inhale with sufficient effort to generate high
enough air flow for efficient aerosolization.[44] In view
of this, electrostatic technologies have been applied
to enhance powder dispersion in novel battery-
operated DPIs. In an inhaler designed by Sun
et al.[44], metered powder deposits are stored on a sub-
strate composed of an insulative material, such as
polyimide. Two electrodes, one in the form of a mesh
overhanging the powder and the other as a backing
underneath the substrate, are connected by an electri-
cal power source. A short-voltage pulse of 0.5–2 kV
across the electrodes lasting for 0.3–1 msec is triggered
by inhalation. The brief, but intense, electric field
releases the powder from the substrate and disperses
it through the top mesh for inhalation.

High electric fields are also employed in another
novel DPI with a more elaborate setup.[45] Two com-
partments are separated by a rotatable drum. The
inner compartment serves as a powder depot that also
holds an electrode, which charges to a high voltage of
approximately 10 kV when triggered by inhalation.
The powder becomes charged by induction from the
resultant electric field and deposits onto the neutral
drum. The drum rotates and carries the powder into
the outer compartment, which contains another highly
charged electrode of opposite polarity to the first one.
The electric field here is thus inverted and the particles
are released from the drum. The aerosolized particles
subsequently pass through an electric dosage regulator
grid and mix with an inhaled airstream inside the inhaler.
A deionizing element located near the mouthpiece
neutralizes the particles before they enter the patient.
The electronic and dosage regulatory functions of the
inhaler are controlled by an in-built microprocessor.

Instead of inducing charges on particles with electric
fields, Noakes et al.[46] proposed the direct application
of a high voltage to the powder bulk. A multidose blis-
ter strip containing discrete amounts of powder is
mounted on a roller system inside an inhaler with an
upright opening for nasal or oral administration. The
lower backing of the strip is composed of a conductive
material. A blister is fed into place at the opening when
a dose is needed and is then opened by a conductive
plunger pushed from below. The plunger simul-
taneously charges from an electric power source and
applies a high voltage (3–25 kV) directly to the exposed
powder mass. This leads to the repulsion and disper-
sion of the charged particles. The whole sequence of
operation may be breath-actuated.

METERED DOSE INHALERS

Metered dose inhaler has been the most popular aero-
sol delivery device for the treatment of respiratory dis-
eases, which is attributable to its portability and simple
operation. Although seemingly easy to use, the MDI is
a sophisticated device in design. The drug(s) are sus-
pended or dissolved in a liquefied propellant system,
which may also contain excipients such as cosolvents
or surfactants. The formulation is kept pressurized in
a small canister, sealed with a metering valve. Upon
actuation through an actuator, the valve opens and
the metered dose is dispensed as an aerosol spray from
the expansion and vaporization of the propellant
under ambient pressure.[47] The inhalers may be used
alone or with spacer devices, the electrostatic issues
of which are considered in a later section. The present
discussion focuses on the inherent charging of particles
produced from MDIs.

Since the MDI possesses multiple components of
differing compositions and the fact that the formu-
lation must travel through and contact these parts in
the process of atomization, generation of electrostatic
charges in the aerosol particles would be expected.
Both the chlorofluorocarbon (CFC) based Ventolin
and the hydrofluoroalkane (HFA) based Airomir�

produced net charges of approximately 160 pC per
puff, which was estimated to be equivalent to 300
and 490 elementary charges per respirable particle
from each of the respective inhalers.[48,49] According
to computer simulated results, these charge levels
may be high enough to affect particle deposition in
lung airways[36] (see earlier section).

It has been reported that the charging of MDI
aerosols may be dependent on interactions between
the formulation and the materials of various inhaler
components. The active ingredients, albuterol base
and albuterol sulfate, were the major contributors of
charging in the Ventolin and Airomir, respectively.[49]

Albuterol sulfate and fluticasone propionate particles
from HFA-based Ventolin and Flixotide� MDIs were
also highly charged as measured by an electrical low-
pressure impactor. The droplets of propellant (HFA-
134a) were found to be responsible for charges in the
lower-size fractions.[50] The presence of water as an
impurity in MDIs may influence the electrostatic
properties of the aerosol by inverting the polarity of
the net charge.[51] Repackaging of propellant blends,
and albuterol sulfate and levalbuterol sulfate MDI sus-
pensions with various combinations of valve compo-
nents showed that elastomer and valve stem materials
may affect aerosol charging.[52] CFC 11/12 propellant
blends generated charge profiles of differing magni-
tudes and polarities when packaged in various combi-
nations of valve body and stem materials.[52] CFC
albuterol aerosols were charged more electronegatively

Electrostatic Charge in Pharmaceutical Systems 1541



Electrochem
–

Evapor ation

with stainless steel valve stems than acetal ones.[52] On
the other hand, the levalbuterol counterparts produced
net negative charges with nitrile (BK 356) elastomers
and net positive charges with nitrile RB 190NT (BK
357) elastomers. Composition of MDI actuators may
also play a role in aerosol charging. By charging
polymeric substances used in actuators with a corona
charger and monitoring the charge decay with a
Faraday pail, Carter et al.[53] observed that the materi-
als have varying degrees of electrostatic charge
accumulation and decay properties.

The charging of MDI aerosols clearly has a physico-
chemical basis. It is related to interactions between the
contents of the formulation (propellant, actives, and
other excipients) and the compositions of the inhaler
components (metering valve, valve stem, and actuator).
Research in this area is progressing and a clearer
understanding on MDI aerosol charging may enhance
the design and use of these products, especially when
coupled to spacers.

SPACER DEVICES

Spacer devices, also known as holding chambers, are
used with MDIs to overcome problems in coordinating
inhalation with actuation, especially in children, and
minimize oropharyngeal deposition of drug parti-
cles.[54] Essentially, a spacer serves as a reservoir to
hold the aerosol cloud for the patient to inhale through
a one-way valve at a natural pace.

Most spacers are plastic,[54] usually made of poly-
carbonate, which is an insulative material. Thus, elec-
trostatic charges may be generated and accumulated
on spacer surfaces through handling. High charges
exist even on new spacers that had been stored in their
original packaging.[55–57] Interactions between these
charges and the charged particles from an MDI (see
earlier section) may decrease the drug output from a
spacer. Conversely, reduction or elimination of elec-
trostatic charges on spacer surfaces improves drug
delivery.[54] In fact, the respirable fraction (particles
<6.8 mm) of an albuterol aerosol delivered from a
spacer was found to be inversely related to the
measured surface charge.[58] Spacer charges may be
significantly decreased by various types of treatments
through increasing the conductivity of the spacer sur-
face, especially the inner walls. O’Callaghan et al.
found that the fine particle doses (<5 mm) of sodium
cromoglycate[59] and budesonide[60] from MDI aero-
sols were significantly increased in vitro when delivered
through a spacer coated with a commercial antistatic
lining. However, since the toxicity profiles of antistatic
sprays on humans are questionable, other methods are
needed for spacer surface charge reduction.

Priming a spacer with a medicated[61] or placebo[62]

MDI aerosol before use was also found to decrease
surface charge. After repeated actuation from a
sodium cromoglycate inhaler, the surface charge inside
the Fisonair� spacer was greatly reduced.[61] In an in
vivo scintigraphic study,[62] priming plastic spacers,
Nebuhaler� and Volumatic� with a placebo aerosol
containing surfactants increased whole lung deposition
of a radiolabeled budesonide aerosol (Table 2). Drug
retention in the primed spacers was also significantly
lower than that in their unprimed counterparts. It
was proposed that the surfactant from the MDI coated
on the spacer surface acting as a conductive lining to
reduce charges and enhance drug output.[62] Although
charge reduction by priming is feasible, it is an unre-
liable method because the surfactant coating built up
through spacer usage is easily washed off during
cleaning, after which drug retention would become
high again.[62] Consequently, drug delivery would be
variable and unpredictable, depending on the fre-
quency of cleaning of the spacer.

Coating spacers with surfactants is a popular
method for reducing surface charge. Ionic surfactants
were found to be more effective than non-ionic ones
in this role.[55] Commercial detergents, most of which
are anionic, significantly reduced surface charges on
spacers, even at very low concentrations (1 : 10,000 in
water).[57] The optimal procedure was to soak the
spacer in detergent solution followed by drip-drying,
without rinsing with water or wiping with towel. The
antistatic effect lasted for at least 4 weeks.[57] The in
vitro fine particle doses from coated spacers and new
spacers with high charges were 55–70% and 30%,
respectively.[55] Charge reduction also counteracted
the negative impacts of increased aerosol residence
time on drug delivery,[63] presumably by reducing
electrostatic deposition. Detergent-treated spacers
decreased drug retention in spacers from 76.7%
to 33.1% and increased mean lung deposition of
radiolabeled albuterol in vivo from 11.5% to 45.6%,[57]

along with significantly improved bronchodilator
response.[64]

Being a conducting material, metal has been used
to construct non-electrostatic spacers. The half-life
of aerosol disappearance in a steel spacer prototype
was >30 sec, whereas that in an uncoated Nebuhaler

Table 2 Mean whole-lung deposition of radiolabeled

Pulmicort MDI from primed and unprimed spacers

Nebuhaler

(plastic)

Volumatic

(plastic)

Nebuchamber

(metal)

Unprimed (%) 26.7 22.1 32.9

Primed (%) 37.7 32.0 33.5

(From Ref.[62].)
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was 9 sec.[65] The lengthened half-life was comparable
to that achieved by coating the Nebuhaler with a catio-
nic surfactant, benzalkonium chloride.[65] In vivo drug
delivery to infants and children was higher from the
steel spacers than that from various plastic ones.[65,66]

This steel spacer prototype was subsequently
developed by AstraZeneca into a commercial product,
the Nebuchamber�, which showed similar in vitro anti-
static properties to detergent-coated plastic spacers.[63]

It also increased in vivo drug delivery from a
budesonide MDI.[67,68] Since metal surfaces do not
retain electrostatic charge, priming is unnecessary
and does not significantly affect the performance
of Nebuchamber (Table 2). A consequence of the
improved delivery efficiency of antistatic spacers is that
MDI doses may be adjusted. This is particularly
relevant to the administration of corticosteroids, which
are used regularly in asthmatic children.[60] A lower
dose would reduce adverse effects and enhance the
control of the disease but more clinical research is
needed to address this issue.[62,65]

NEBULIZERS AND LIQUID SPRAYS

Spontaneously charged liquid droplets may be gener-
ated by spraying, as discussed above. Droplets of
deionized water produced from a jet nebulizer were
found to carry a positive charge.[69] The net charge of
the aerosol also varied with different starting volumes
of water in the nebulizer.[69]

Charging of polydisperse droplets from a wet scrub-
ber nozzle used in industrial cleaning was also charac-
terized by Vaaraslahti, Laitinen, and Keskinen[70]

Positively charged droplets were resulted from the
spraying of distilled water, ionic solutions, and diluted
scrubber liquid, whereas negative charges were mea-
sured on undiluted scrubber liquid droplets. Although
the constituents of the scrubber liquids tested were
not disclosed, these products generally contain lime,
limestone, sodium hydroxide, or sodium carbonate,
together with other soluble and insoluble impurities
collected through recirculation during cleaning.[70]

Varying the nozzle material between stainless steel,
brass, and polyvinylidene fluoride had no significant
effect on charging. The specific charge, expressed as the
net charge per unit volume of sprayed liquid, was found
to be inversely related to the conductivity of, and hence
the concentration of, ionic species in the liquid.[70]

The inverse relationship between ionic concen-
tration and resultant charges on atomized droplets
was exploited to suppress the charging of inhalation
aerosols produced from a novel atomizer, AERx�.[71]

The rationale for reducing aerosol charging is to avoid
premature droplet deposition in the oropharynx during
inhalation. Ionic salts such as sodium chloride or

potassium chloride are added to increase the conduc-
tivity of the solution. Droplets of deionized water
and Water for Injection USP produced from the AERx
atomizer carried high positive charges, whereas those
of sodium chloride (5 and 10 mM) and sodium
cromoglycate (30 mg/ml) solutions had much lower
charges.[71] In addition, the output of a non-ionizable
drug (details undisclosed) from the same atomizer
was increased with the sodium chloride concentration,
reaching a maximum plateau at 7.7 mM.[71] Thus, low
levels of added electrolytes to aqueous solutions are
sufficient to reduce droplet charging significantly.

ELECTROSPRAYS

Electrospray, also called electrohydrodynamic or elec-
trostatic spray, is an atomization technique in which
liquids are dispersed solely by the application of high
voltages.[10,72] A simple electrospray setup is shown in
Fig. 4. A liquid flows into a metal capillary tube
charged to the kilovolt range and emerges from the
tip as a conical meniscus, known as a Taylor cone,[10]

due to the intense electric field (Fig. 5). An unstable
jet extends continuously from the apex of the cone
and disperses into charged droplets further down-
stream.[10,73] Electrosprays have been used in industrial

Liquid
reservoir

Capillary tube

Electrometer

High voltage
power supply

Fig. 4 Schematic of an electrospray setup.
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and agricultural applications such as ink-jet printing,
paint coating, and crop spraying for controlled depo-
sition of charged droplets onto specific targets.[10]

The size of electrosprayed droplets can be tightly
regulated, depending on the applied voltage, liquid
flow rate, and physicochemical characteristics of the
liquid such as the dielectric constant, conductivity,
surface tension, and viscosity.[72] Thus, the system
has been employed to produce monodisperse droplets
and particles in size ranges potentially suitable for
respiratory delivery.[74,75] Tang and Gomez[74] gener-
ated normally distributed saline droplets with a mean
diameter of 1.4 mm and a relative standard deviation
of 0.14. Gomez et al.[75] also electrosprayed an insulin
solution and yielded particles between 90 and 110 nm
after solvent evaporation. The technique is also suit-
able for dispersing suspensions without clogging the
system, due to the relatively large caliber of the
capillary tubes (typically 100 mm).[72,75]

More sophisticated electrospray devices have been
designed to produce aerosols for patient use. However,
the droplets must be discharged before inhalation to
avoid premature deposition from image forces in the
oropharynx (see earlier section). The capillary nozzle
of the electrospray apparatus devised by Noakes
et al.[76] is charged to the opposite polarity to a needle
discharge electrode (Fig. 6). The ions produced from
the needle electrode through corona charging neutralize
the charges on the droplets. A grounded plate shields the
capillary to prevent corona ions from discharging the
nozzle and interfering with the electrostatic dispersion.
The shield contains a small orifice through which

charged droplets pass into the aerosol chamber for
neutralization. A similar mechanism for discharging
droplets is used in the breath-actuated electrospray
nebulizers recently developed by Battelle Pharma,
including battery-operated portable and bench-top
prototypes.[72] Although a high voltage is applied upon
atomization, the nebulizers are claimed to be safe for
patient self-operation due to the low electric currents
involved.[74] The manufacturing cost of these devices is
also relatively inexpensive. Multiple nozzles are used to
achieve an optimal drug output. Respirable fractions
of nebulized triamcinolone acetonide, albuterol, and
cromolyn were close to 100%, with narrow geometric
standard deviations between 1.2 and 1.5.[72] The average
lung deposition was 78% of the emitted dose from a
prototype Battelle inhaler in a Phase I scintigraphic
study on human subjects.[77] The oropharyngeal
deposition was also significantly lower compared to
that from a DPI (16% vs. 67%), thus the electrospray
nebulizer has a high respiratory delivery efficiency.

Drug molecules should gain no charge upon electro-
spray atomization because it is believed that only the
liquid carrier, rather than the drug, is charged during
the process.[72] Furthermore, the droplets are dis-
charged after their dispersion, thus it is improbable
that charges should remain on the drug. Since no heat
is applied during electrospraying, heat-labile sub-
stances such as proteins may be aerosolized without
molecular fragmentation.[72] Owing to this advantage,
the technique is used to inject macromolecules into

Capillary tip

Taylor cone

Charged droplets

Fig. 5 The droplet production zone of an electrospray.

+ve voltage

−ve voltage

Grounded plate

Discharge electrode

Mouthpiece
One-way valve
for exhaled air

Fig. 6 Schematic of the electrospray inhaler.
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mass spectrometers for analyses.[75] However, a con-
cern for electrospraying macromolecules for inhalation
is their potential denaturation due to interferences
from intensifying electric fields resulting from the evap-
oration of highly charged liquid droplets.[75] This may
happen without the occurrence of fragmentation and
result in altered molecular conformations, as well as
loss of biological activities. Nevertheless, the receptor
binding ability of electrosprayed insulin was not found
to be altered in an in vitro assay.[75] Further investiga-
tions are needed to evaluate the suitability of the
electrospray atomization for other macromolecules.

ELECTROSTATIC STERILIZATION

A novel application of electrostatics is in the steri-
lization of pharmaceutical products. Samples of a
traditional Chinese medicinal powder distributed over
a grounded plate were subjected to a corona discharge
field generated from a high-voltage wire electrode.[78]

The survival rate of molds on the powder decreased
with increasing applied voltage and treatment time.
AC voltage supplied to the discharge electrode was
more effective than pulsated or continuous DC
modes.[78] Although it was shown that the ozone (O3)
produced as a by-product from the corona discharge
was not responsible for the killing of the molds, the
specific mechanism of sterilization was unclear.

Electrosprays (see earlier section) have also recently
been employed for sterilizing liquids.[79,80] A suspen-
sion containing Escherichia coli was sprayed from a
charged needle. The resultant droplets passed through
a grounded ring electrode for charge induction. The
survivability of E. coli was generally reduced with
increasing voltage,[79,80] as for the powder sterilization
method discussed above. However, the killing
efficiency of electrospraying is also affected by a com-
bination of instrumental configurations, including the
applied voltage, liquid flow rate, and internal diameters
of both the needle and the ring electrode.[80] Thus, the
optimal conditions should be determined for a given
setup to achieve the highest killing rate. Research on
electrospray sterilization is still in its infancy, thus its
mechanism is still unknown.

CONCLUSIONS

The research and innovations in the area of electro-
statics for pharmaceutical systems were reviewed in
this article. The electrification, influence, and applica-
tions of charged solid particles and liquid droplets were
discussed. Certain areas have been explored more
extensively than others by researchers over the years,
such as the electrostatics of powder handling and

spacer devices. On the other hand, interests in the role
of charges in inhalation aerosols and lung deposition
have only begun to grow recently. Therefore, research
in this field is expected to advance in the near future
and the knowledge gained would further assist the
development of aerosol formulations.
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EMULSIONS

An emulsion is a heterogeneous preparation composed
of two immiscible liquids (by convention described as
oil and water), one of which is dispersed as fine dro-
plets uniformly throughout the other. Emulsions are
thermodynamically unstable and revert back to separ-
ate oil and water phases by fusion or coalescence of
droplets unless kinetically stabilized by a third compo-
nent, the emulsifying agent. The phase present as
small droplets is called the disperse, dispersed, or
internal phase and the supporting liquid is known as
the continuous or external phase. Droplet diameters
vary enormously, but in pharmaceutical emulsions
they are typically polydispersed with diameters ranging
from approximately 0.1 to 50 mm. Emulsions are
conveniently classified as oil-in-water (o/w) or water-
in-oil (w/o), depending on whether the continuous
phase is aqueous or oily. Fig. 1A shows a photomicro-
graph of a simple o/w system. Practical pharmaceuti-
cal emulsions, however, are rarely simple two-phase
oil and water preparations; many are multicomponent
systems containing additional solid or liquid crystalline
(e.g., lamellar) phases (Fig. 1B). Multiple emulsions,
which are prepared from oil and water by the reemul-
sification of an existing emulsion so as to provide two
dispersed phases, are also of pharmaceutical interest.
Multiple emulsions of the oil-in-water-in-oil (o/w/o)
type are w/o emulsions in which the water globules
themselves contain dispersed oil globules; conversely,
water-in-oil-in-water (w/o/w) emulsions are those
where the internal and external aqueous phases are
separated by the oil (Fig. 1C). These more complex
emulsions are covered by the broader International
Union of Pure and Applied Chemistry (IUPAC)
definition of emulsions, which extends the classical
definition to include ‘‘liquid droplets and/or liquid
crystals dispersed in a liquid.’’[1]

Emulsions are formulated for virtually all the major
routes of administration, and there are a number of
dermatological, oral and, parenteral preparations
available commercially. The internal phase may con-
tain water-soluble drugs, preservatives, and flavoring
agents whilst the oil phase may itself be therapeutically
active or may act as a carrier for an oil-soluble drug.
Such preparations provide an effective approach to

many of the problems in drug delivery, often showing
distinct advantages over other dosage forms by way of
improved bioavailability and/or reduced side effects.
However, despite such advantages, emulsions are not
used as extensively as other oral or parenteral dosage
forms due to the fundamental problems of emulsion
instability that result in unpredictable drug release
profiles and possible toxicity. The full potential of
emulsions will not be realized until stable systems are
developed with predictable in vitro and in vivo release
patterns. Much of the emulsion research over the past
decade is based on attempts to understand the relation-
ships between emulsion stability, physicochemical
properties, and biological fate. Multiple emulsions
are even more difficult to stabilize, and characterize
and although there is an increasing interest in their
potential applications for drug delivery, at present
there are no commercial preparations available.[2]

PHARMACEUTICAL APPLICATIONS

The current and potential pharmaceutical applications
of emulsions have been the subject of a number of gen-
eral reviews.[3–6] Traditionally the term ‘‘emulsion’’ is
restricted to mobile emulsions for internal use; emul-
sions for external use are described by their pharma-
ceutical types as liniments, lotions, and creams. This
tends to conceal the fact that by far the largest group
of emulsions currently used in pharmacy and medicine
are dermatological emulsions for external use.[7,8] Both
oil-in-water and water-in-oil emulsions are extensively
used for their therapeutic properties and/or as vehicles
to deliver drugs and cosmetic agents to the skin. The
emulsion facilitates drug permeation into and through
the skin by its occlusive effects and/or by the incorpora-
tion of penetration-enhancing components. Particular
attention is paid to patient acceptance of such formula-
tions, which range in consistency from mobile lini-
ments and lotions to semisolid ointments and creams.
In the past, the development of dermatological emul-
sions was essentially empirical with only a limited
understanding of the underlying principles. Today,
although the microstructure of many of these complex
formulations is now better understood,[9,10] the
mechanisms by which the structure of an emulsion
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can influence drug bioavailability are far from clear
and much of the literature on the role of emulsions
in drug release to the skin is contradictory. Confusion
arises because the majority of investigations concern-
ing in vitro vehicle effects on drug release are only
on bulk formulation. As most emulsions are applied
to the skin as a thin film, the drug delivery system is
not one of bulk emulsion, but rather a dynamic evap-
orating system in which phase changes can occur as the
preparation is rubbed into the skin and the relative
concentrations of volatile ingredients alter. Droplet
size appears to influence drug delivery to the skin, with
submicron lipid emulsions enhancing the transcuta-
neous permeation and efficiency of a number of
lipophilic drugs.[11]

Oral emulsions are almost exclusively of the oil-in-
water type. They provide a degree of taste masking
as the aqueous external phase effectively isolates the
oil from the tongue. Mineral and castor oils have
been emulsified in water and administered orally for
the local treatment of constipation for many years
(cf. Mineral Oil Emulsion USP) as have various
nutritional oils from fish liver (generally halibut or
cod) or vegetable origin to produce oral liquid food
supplements. It has long been established that the use
of o/w emulsions as carriers for lipophilic drugs may
improve oral bioavailability and efficacy.[3–6] For
example, griseofulvin formulated as an o/w emulsion
has enhanced gastrointestinal absorption when com-
pared with suspensions, tablets, or capsule dosage
forms.[12] The mechanisms by which emulsions modify
and improve absorption processes are complex and
not fully understood, although the oil itself influences
gastric motility. Fats and oils are solubilized by the bile
salts so that the administration of already emulsified
oil droplets containing a high concentration of drug
may increase the likelihood of further droplet and drug
solubilization and transport across the GI tract by the
fat absorption pathways.

The type of emulsion used parenterally depends on
the route of injection and the intended use.[13–15] Oil-in-
water emulsions are administered by all the major
parenteral routes whereas water-in-oil emulsions are
generally reserved for intramuscular or subcutaneous
administration where sustained release is required.
Drug action is prolonged in such oily emulsions
because the drug has to diffuse from the aqueous dis-
persed phase through the oil-continuous environment
to reach the tissue fluids. Water-in-oil emulsions are
used to disperse water-soluble immunizing antigens in
mineral oil for injection via subcutaneous or intramus-
cular routes as adjuvant preparations where they pro-
long and enhance the antigenic stimulus and increase
the antibody titer. Oily emulsion formulations also
show promise in cancer chemotherapy as vehicles for
prolonging drug release after intramuscular or intratu-
moral injection, and as a means of enhancing the trans-
port of anticancer agents via the lymphatic system.[16]

Water-in-oil emulsions for sustained release are often
difficult to inject because of the high viscosities of the
oily continuous phases. Although these problems can
be overcome by reemulsification of the primary w/o
emulsion to produce a less viscous multiple w/o/w
emulsion, a study using 5-fluorouracil implied that
sustained release was actually less marked with
multiple emulsions.[17]

Sterile parenteral oil-in-water emulsions have been
used extensively for over 40 years for the intravenous
administration of fats, carbohydrates, and vitamins
to debilitated patients. Several vegetable oil-in-water
emulsions are now available commercially with droplet
sizes similar to that of chylomicrons (approximately
0.5–2 mm), the natural fat droplets in the blood that
transport ingested fats to the lymphatic and circulatory
systems (Table 1). More recently, such emulsions have
been employed as intravenous carriers for poorly
water-soluble lipophilic drugs such as vitamin K
(e.g., Sterile Phytonadione Injection U.S.P.) diazepam

Fig. 1 Photomicrographs of typical emulsions. (A) A liquid paraffin-in-water emulsion stabilized by 1.89% Span 40 and 1.62%
Tween 80. The polydispersity of the oil droplets before homogenization is clearly seen. (B) A liquid paraffin–water cream stabi-
lized by a cationic emulsifying wax. Note the lamellar structures surrounding the oil droplets. (C) A multiple w/o/w emulsion.
Water droplets can clearly be seen within the larger oil droplets.
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(e.g., Diemuls�), vitamin A (Vitlipid N�), and profonol
(Diprovan�) as alternatives to the traditionally used
cosolvent, surfactant solubilized, or pH controlled
parenteral solutions. The drug dissolved in the oil
phase of the emulsion is unlikely to precipitate and
cause pain when diluted by blood on injection, and if
susceptible to hydrolysis or oxidation, it will be pro-
tected by the non-aqueous environment. Emulsion
formulations of diazepam and more recently clarithro-
mycin have been clinically shown to be less painful than
solubilized preparations[18,19] while emulsions contain-
ing amphoteracin B are less toxic.[20] This emulsion
was also shown to be an equally effective, cheaper,
and more elegant alternative to a liposomal system.
The enormous literature on the potential of lipid
emulsions for drug delivery and targeting is discussed
in a recent book.[21]

Radiopaque emulsions, which have long been used
as contrast media in conventional X-ray examinations
of body organs, are finding further application with
more sophisticated techniques including computed
tomography, ultrasound, and nuclear magnetic reson-
ance. Perfluorochemical emulsions are used as artificial
blood substitutes. The potential advantages of such
systems over donated blood are enormous with the
elimination of major donor associated problems such
as blood group incompatibilities and blood disease.
The first commercial product, Fluosol-DA� (Green
Cross Corporation, Osaka, Japan) was licensed several
years ago in a number of countries to reduce myo-
cardial ischaemia in patients undergoing angioplasty;
however, Fluosol-DA was not a commercial success
due to its slow excretion rate and to its marked insta-
bility, which meant that it had to be stored in the fro-
zen state. In addition, some patients were sensitive to
one of the emulsifiers, pluronic F68�. Currently, a
second generation of emulsions is being evaluated to
resolve the problems encountered with Fluosol[22]

and these are discussed in another chapter of this
encyclopedia.

There are only a few studies on the ocular and nasal
applications of emulsions. Lipid (submicron) emulsions
exhibited a long-lasting antidepressant effect on the
intraocular pressure of rabbits after a single application
when used as carriers for lipophilic antiglaucoma
drugs.[23] Medium-chain triglyceride emulsions for-
mulated at pH 8 show potential as controlled release
formulations for nasal delivery[24,25] for they give pro-
longed drug residence in the nasal cavity (Fig. 2).
Enhanced nasal delivery of insulin was observed when
insulin was incorporated into the continuous phase of
an o/w emulsion, but not when incorporated into the
aqueous phase of a w/o emulsion.[26]

FORMULATION CONSIDERATIONS

The choice of oil, emulsifier, and emulsion type (o/w,
w/o, or multiple) is limited by its ultimate use and
route of administration. Potential toxicity and chemi-
cal incompatibilities in the final formulation must be
taken into account as must processing details for these
also affect the variables that control emulsion stability
and therapeutic response such as droplet size distribu-
tions and rheology. The design of stable emulsions
with the correct pharmacokinetic characteristics and
tissue distribution is currently an area of enormous
interest, particularly for parenteral IV emulsions.
Immediately after injection, the surface of the par-
enteral emulsion droplets is altered by adsorption of
blood components (optosonation) and they are then
distributed rapidly through the circulation. Their sub-
sequent fate depends on whether they are treated by
the body in the same manner as chylomicrons, or
whether they are recognized as foreign particles and
cleared by the RES. Many factors, including droplet
size and charge, the type of lipid, and the emulsifier
composition influence their fate. A major factor to be
considered in the formulation of oral preparations is
the low pH and high ionic strength of stomach fluids,

Table 1 Some commercial lipid emulsions for parenteral nutrition

Trade name Oil phase (%) Emulsifier (%) Other components (%)

Intralipid� (Fresenius Kabi) Soybean (10 and 20) Egg lecithin (1.2) Glycerol (2.2),
phosphate (15mm/l)

Lipovenos� (Fresenius Kabi) Soybean (10 and 20) Egg lecithin (1.2) Glycerol (2.5)

Liposyn� (Abbott) Safflower and soybean,
1 : 1 (10 and 20)

Egg lecithin (1.2) Glycerol (2.5)

Lipofundin� (Braun) Cottonseed (15) Soybean lecithin (0.75) Sorbitol (5.0),

DL-a-Tocopherol

Lipofundin N� (Braun) Soybean (10 and 20) Egg lecithin (0.75 and 1.2) Glycerol (2.5)

Lipofundin MCT/LCT�

(Braun)
Soybean and MCT,
1 : 1 (10 and 20)

Egg lecithin (0.75 and 1.2) Glycerol (2.5)
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which may destabilize the emulsion by its effect on
the emulsifier.

Pharmaceutical Oils

Oils used in the preparation of pharmaceutical emul-
sions are of various chemical types, including simple
esters, fixed and volatile oils, hydrocarbons, and turpe-
noid derivatives. The oil itself may be the medicament,
it may function as a carrier for a drug, or even form
part of a mixed emulsifier system as in the case of
some fixed oils that contain sufficient free fatty acids.

Many oils, particularly those of vegetable origin, are
liable to autooxidation with subsequent rancidity, and
it is frequently necessary to add an antioxidant and/or
preservative to inhibit this degradation process. For
externally applied emulsions, mineral oils, either alone
or combined with soft or hard paraffins, are widely
used both as the vehicle for the drug and for their
occlusive and sensory characteristics. The most widely
used oils in oral preparations are non-biodegradable
mineral and castor oils that provide a local laxative
effect, and fish liver oils or various fixed oils of
vegetable origin (e.g., arachis, cottonseed, and maize
oils) as nutritional supplements.

The choice of oil is severely limited in emulsions for
parenteral administration for reasons of toxicity.
Purified soybean, sesame, safflower, and cottonseed
oils composed mainly of long-chain triglycerides have
been used for many years as they are resistant to ran-
cidity and show few clinical side effects. More recently,
it has been recognized that the structure of the oil will
influence the fate of emulsion droplets after injection.
Mixtures containing both long- and medium-chain
triglycerides are not only better energy sources for
nutritional purposes but they are also cleared more
rapidly from the circulation;[27] such mixtures are
now used in commercial preparations (c.f. Table 1).
Structured triglycerides, formed by modifying the oil
enzymatically to produce 1,3-specific triglycerides are
an area of increasing interest because of their influence
on the in vivo circulation time of an emulsion.[28]

Purified mineral oil is used in some water-in-oil depot
preparations where mineral toxicity (e.g., abscess for-
mation at the injection site) must be carefully balanced
against efficiency. Emulsified perfluorochemicals are
considered acceptable for IV use provided that they
are excreted relatively fast. A major problem in the for-
mulation of the early perfluorocarbon emulsions was
that the oils that form the most stable emulsions were
not cleared rapidly from the body.

Pharmaceutical Emulsifiers

Emulsifying agents are used both to promote emulsifica-
tion at the time of manufacture and to control stability
during a shelf life that can very from days for extem-
poraneously prepared emulsions to months or years
for commercial preparations. In practice, combinations
of emulsifiers rather than single agents are used.
The emulsifier also influences the in vivo fate of lipid
parenteral emulsions by its influence on the surface
properties of the droplets and on the droplet size distri-
butions. For convenience, most pharmacy texts classify
emulsifiers into three groups: i) surface active agents;
ii) natural (macromolecular) polymers; and iii) finely
divided solids.
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Fig. 2 Disappearance profiles of (A) tetrahydrozoline
hydrochloride and (B) chlorpheniramine maleate from rat

nasal cavity after nasal administration of an o/w emulsion
and an aqueous solution at pH 8. (From Ref.[25].)
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Surface Active Agents

The range of surfactant emulsifiers used in pharmaceu-
tical preparations is illustrated in Table 2. Surfactants
are manufactured from a variety of natural and syn-
thetic sources and consequently they show consider-
able batch-to-batch variations in their homologue
compositions and in trace impurities from the starting
material. For example, batch variations in the number
of neutral phospholipids occur in lecithin surfactants
and non-ionic polyethylene surfactants show variations
in the number of moles of ethylene oxide. The mecha-
nisms by which such batch variations lead to differences
in emulsifying properties are now better understood.[29]

Although synthetic and semisynthetic surfactants
form by far the largest group of emulsifiers studied in
the scientific literature and many of them are available
commercially, their use in pharmaceutical emulsions is
limited by the fact that the majority are toxic (i.e.,
haemolytic) and irritant to the skin and mucous

membranes of the gastrointestinal tract. In general,
cationic surfactants are the most toxic and irritant
and non-ionic surfactants the least. Surfactants are
therefore used mainly at relatively low concentrations
in topical preparations. The quaternary ammonium
compounds constitute an important group of cationic
emulsifiers in dermatological preparations because
they have antimicrobial properties in addition to their
o/w emulsifying action. There are many non-ionic
surfactants with different oil and water solubilities
available commercially because for each fatty starting
material the polyoxyethylene chain length can be
modified by the systematic addition of ethylene oxide
groups. However, a limited number of polysorbate
surfactants are used in oral emulsions, and parenteral
preparations appear to be based only on the lecithins
from plant or animal sources and the non-ionic polyoxy-
ethylene oxide/polyoxypropylene oxide block copoly-
mer poloxomer 188 (Poloxamer F68�), although some
patients using the first generation of perfluorochemical

Table 2 Synthetic surface active emulsifying agents

Class Example Type Compatibility

Anionic Efficient to various degrees above
pH 7; incompatible with cationic

surfactants and polyvalent cations

Alkali and ammonium soaps Sodium stearate o/w

Divalent and trivalent metallic soaps Calcium oleate w/o

Organic sulfates Sodium lauryl sulfate o/w

Cationic Efficient below pH 7; incompatible
with anionic surfactants and
polyvalent anions

Quaternary ammonium compounds Cetrimonium bromide o/w

Pyridium compounds Hexadecyl pyridinium chloride o/w

Non-ionic Efficient to various degrees over

pH range 4–8; good tolerance
to ionic surfactants and
polyvalent ions

Alcohol polyethylene glycol ethers Ceteth 20 o/w

Fatty acid polyethylene glycol esters Polyethylene glycol 40 stearate o/w

Ethoxylated fatty acid

polyethylene glycol esters

Sorbitan mono-oleate (Span 80) w/o

Polyoxyethylene sorbitan
monooleate (Tween 80)

o/w

Polymeric

Polyoxyethylene-polyoxypropylene
block co-polymers

Poloxomers, Pluronic F-68� o/w

Amphiphiles Generally used combined with a

surfactant to form a o/w
emulsion

Fatty alcohols Cetyl alcohol w/o

Fatty acids Stearic acid w/o
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emulsions were sensitive to this poloxomer. The
emulsifier influences both emulsion stability and in vivo
disposition by its influence on droplet surface properties.

Natural macromolecular materials
and finely divided solids

Materials derived from natural sources (Table 3) may
originate from animal or vegetable sources and many
of these products are susceptible to degradation. For
example, depolymerization (the polysaccharides) or
hydrolysis (the steroids) usually lead to loss in emulsi-
fying power. Some of these materials, polysaccharides
and proteins in particular, provide good culture
medium for microorganisms, and therefore preser-
vation of emulsions containing them is imperative.
To overcome these problems, a number of purified
and semisynthetic derivatives are available, including
various purified wool fat derivatives and semisynthetic
celluloses such as methylcellulose and sodium carboxy-
methylcellulose. These are generally more stable than
the unmodified materials. These celluloses are used in
oral preparations; they are less suitable for topicals
because of their unpleasant feel. Finely divided solids
such as clays are used in dermatological preparations
as structuring agents.

Preservatives

It is essential that emulsions are formulated to resist
microbial attack, as this not only can affect the
physicochemical properties of the formulation, causing
color, odor, or pH changes and even phase separation,
but may also constitute a health hazard. The potential
sources of contamination can be from raw materials
(especially if these are natural products), water,

manufacturing and packaging equipment, or patients
themselves. W/o emulsions are less susceptible to attack
than o/w emulsions because the aqueous continuous
external phase can produce ideal conditions for the
growth of bacteria, moulds, and fungi. Preservatives
are not used in parenteral emulsions, which are sterilized,
generally by autoclaving, but sometimes by using
sterile components and aseptically assembling the final
emulsion.

There is no simple way of predicting the ideal pre-
servative for a particular emulsion. In addition to
requiring a wide spectrum of activity against bacteria,
yeasts, and molds, the preservative should be free from
toxic, irritant, or sensitizing activity. Some commonly
used preservatives in oral and topical preparations
include phenoxyethanol, benzoic acid, parabenzoates,
and chlorcresol. Emulsions are heterogeneous pro-
ducts, and the preservative partitions between the oil
and aqueous phases. As a sufficient aqueous concen-
tration of the active (usually unionized) form must be
present to ensure proper preservation, pH is an
additional factor to be considered. Problems often
arise because many of the materials used in emulsion
formulation, for example hydrocolloids or polyoxy-
ethylene surfactants, can interact with the preserva-
tives, thus depleting their activity. The use of a single
preservative is often considered unrealistic, and atten-
tion is being increasingly focused on the use of mix-
tures for a wider spectrum of activity, although this
may introduce additional compatibility problems.

Antioxidants and Humectants

Antioxidants are added to many pharmaceutical pre-
parations to prevent oxidative deterioration on storage

Table 3 Emulsifying agents derived from natural products and finely divided solids

Class Example

Emulsion type, route of

administration Comments

Polysaccharide Acacia o/w; oral Stable over a wide pH range

Carageen o/w; oral As above
Methylcellulose o/w; oral, parenteral As above, less prone to hydrolysis

Protein Gelatin o/w; oral, Emulsifying properties pH dependent

Glycoside Saponin o/w; topical

Phospholipid Lecithin o/w; oral, parenteral Emulsifying properties dependent
on number of negative lipids

Sterol Wool fat w/o; topical Poor emulsifiers alone

Cholesterol and its esters w/o; topical As above

Finely divided solids Bentonite o/w and w/o; topical Gelation dependent on
processing conditions

Veegum o/w; oral, topical As above
Aluminium hydroxide o/w; oral
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of the oil, emulsifier, or the drug itself. Such deterio-
ration, as well as destabilizing the formulation, imparts
an unpleasant odor or taste. Some oils are supplied
containing antioxidants already. Those commonly
used in pharmacy include butylated hydroxyanisole
(BHA) and butylated hydroxytoluene (BHT) at con-
centrations up to 0.2%, and the alkyl gallates. Humec-
tants such as propylene glycol, glycerol, and sorbitol
(5%) are often added to dermatological preparations
to reduce the evaporation of water from the emulsion
during storage and use. They are sometimes claimed
to prevent evaporation of water from the surface of
the skin, although their use at high concentrations
would be expected to have the opposite effect (i.e.,
remove moisture and dehydrate the skin).

EMULSION FORMATION

There are essentially two major considerations in emul-
sification: first, the formation of emulsions of the
correct type, oil-in-water, water-in-oil, or multiple
emulsion with the required droplet size distributions
and second, the stabilization of the dispersed droplets
so formed. When given amounts of two immiscible
liquids are mixed or mechanically agitated in the
absence of other additives, both phases tend to form
droplets of various sizes. The size distributions are
related to the forces involved during the agitation pro-
cess, and the number of droplets of each liquid depends
on its relative volume. The surface free energy of the
system, which is dependent on both total surface area
and interfacial tension is raised by the increase in sur-
face area produced during dispersion, and the system is
thermodynamically unstable. To reduce this, high-
energy droplets first assume a spherical shape, as this
gives the minimum surface area for a given volume,
and then on collision the droplets will coalesce (fuse)
to reduce the interfacial area, the interfacial tension
remaining constant.

The type of emulsion that forms, either o/w or w/o,
depends on the relative rates of coalescence of each
type of droplet, with the more rapidly coalescing dro-
plets forming the continuous phase. Generally, this is
the liquid present in the larger amount because higher
number of droplets increase the probability of collision
and coalescence. With phase volumes of oil and water
close to 50%, other factors such as the order and rate
of addition of each liquid are important. If agitation
ceases, coalescence will continue until complete phase
separation—the state of minimum free energy—is
reached. Thus, emulsification can be considered as
the result of two competing processes, namely the dis-
ruption of bulk liquids to produce fine droplets and the
recombination of the droplets to give back the original
bulk liquids. With the inclusion of surfactants or other

classes of emulsifiers, the type of emulsion that forms is
no longer simply a function of the phase volume and
the order of mixing, but also the relative solubilities
of the emulsifier in oil and water. In general, the phase
in which the emulsifier is most soluble becomes the
continuous phase (Bancroft’s Rule); thus, hydrophilic
polymers and surfactants promote o/w emulsions
whereas lipophilic surfactants promote w/o emulsions.
Preferential coalescence of the phase in which the
emulsifier is most soluble occurs because when droplets
collide, the emulsifier is easily displaced from the inter-
face into the droplet, thus providing little protection
against coalescence. Theoretically, the disperse phase
of an emulsion can occupy up to 74% of the phase vol-
ume, and such high internal phase o/w emulsions have
been produced with suitable surfactants. It is more dif-
ficult to formulate w/o emulsions with greater than
50% disperse phase because of the steric mechanisms
involved in their stabilization (discussed later), and
the addition of extra water sometimes causes inversion
to an o/w emulsion.

Emulsion Characteristics

In general, an emulsion exhibits the characteristics of
its external phase. Several methods are available for
identifying the emulsion type. Dilution tests are based
on the fact that the emulsion is only miscible with the
liquid that forms its continuous phase. Conductivity
measurements rely on the poor conductivity of oil
compared with water, and give low values in w/o
emulsions where oil is the continuous phase. Staining
tests in which a water-soluble dye is sprinkled onto
the surface of the emulsion also indicate the nature
of the continuous phase. With an o/w emulsion there
is rapid incorporation of the dye into the system
whereas with the w/o emulsion the dye forms micro-
scopically visible clumps. The reverse happens on
addition of an oil-soluble dye. These tests essentially
identify the continuous phase and do not indicate
whether a multiple emulsion has been produced. This
can be resolved by microscopy.

Rheology

The rheological properties of emulsions are influenced
by a number of interacting factors, including the
nature of the continuous phase, the phase volume
ratio, and to a lesser extent, particle size distributions.
A variety of products ranging from mobile liquids to
thick semisolids can be formulated by altering the dis-
persed phase volume and/or the nature and concen-
tration of the emulsifiers. For low internal phase
volume emulsions, the consistency of the emulsion is
generally similar to that of the continuous phase; thus,
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w/o emulsions are generally thicker than o/w emul-
sions, and the consistency of an o/w system is
increased by the addition of gums, clays, and other
thickening agents that import plastic or pseudoplastic
flow properties. Some mixed emulsifiers interact in
water to form a viscoelastic continuous phase to give
a semisolid o/w cream.[7]

Droplet Size Distributions

Droplet size distributions in pharmaceutical emulsions
are important from both stability and biopharma-
ceutical considerations. The larger the particle size,
the greater the tendency to coalesce and further
increase droplet size. Thus, fine particles generally
promote better stability. Size distributions are influ-
enced by the characteristics of the emulsifier and the
method of manufacture. From a biological point of
view, fine emulsification enhances gastrointestinal
absorption and whilst this is desirable with oral formu-
lations of nutrient oils alone or with drugs dissolved in
them, it may give adverse clinical effects with mineral
oils that are used for a local effect and are toxic if
absorbed. Droplets in emulsions used as contrast
media incomputed tomography are approximately
1–3 mm. Parenteral emulsions should be formulated
so that the dispersed droplet sizes range from approxi-
mately 100 nm to 1 mm. In any event, sizes should never
be greater than 5mm in diameter because of the danger
of pulmonary emboli. There is clear evidence that, as
with other colloidal preparations, droplet size distribu-
tions influence the clearance kinetics of parenteral
emulsions. Larger droplets are treated as foreign
bodies and rapidly cleared by elements of the RES
while smaller droplets may be treated as natural fat
sorting lipoproteins, with a different in vivo fate.[30]

Drug delivery from dermatological preparations also
appears to be improved in lipid emulsions containing
submicron droplets.[11]

EMULSION STABILITY

A stable emulsion is considered to be one in which the
dispersed droplets retain their initial character and
remain uniformly distributed throughout the continu-
ous phase for the desired shelf life. There should be
no phase changes or microbial contamination on sto-
rage, and the emulsion should maintain elegance with
respect to odor, color, and consistency. Instabilities
of both chemical and physical origins can occur in
emulsion formulations. Chemical instabilities, such as
the development of rancidity in natural oils due to
oxidation by atmospheric oxygen, the depolymeriza-
tion of macromolecular emulsifiers by hydrolysis, or

microbial degradation can be minimized by the
addition of suitable antioxidants and preservatives.
More general chemical instabilities involving inter-
actions between the drug and emulsion excipients or
between the excipients themselves may lead to physical
instabilities. If these interactions involve the emulsify-
ing agent, they may destroy its emulsifying properties,
causing the emulsion to break. For example, inter-
actions between phenolic preservatives and polyoxy-
ethylene non-ionic emulsifiers may lead to loss of
emulsifying power as well as poor preservation.

Physical Instability

As emulsions are inherently unstable, they eventually
revert to the original state of two separate liquids, that
is, will break or crack. In the presence of an emulsifier
and other additives, this state is approached via several
distinct processes, some of which are reversible such as
creaming and flocculation and others irreversible such
as coalescence and Ostwald ripening. Phase inversion
when an oil-in-water emulsion inverts to form a
water-in-oil emulsion or visa versa is a special case of
irreversible instability that occurs only under well-
defined conditions such as a change in emulsifier solu-
bility due to specific interactions with additives or to a
change in temperature (Fig. 3).

Flocculation describes a weak reversible association
between emulsion globules separated by thin films of
continuous phase. The individual droplets retain their
separate identities, but each floccule or cluster of drop-
lets behaves physically as a single unit. The association
arises from the interaction of attractive and repulsive
forces between droplets and is reversible in the sense
that the original dispersion can generally be regained
by mild agitation. Flocculation is generally regarded
as a precursor to the irreversible process of coalescence,
although sometimes the time scale between flocculation
and coalescence can be extended almost indefinitely
by the adsorbed emulsifier, giving a kinetically stable
emulsion.

Coalescence, where dispersed phase droplets merge
to form larger droplets, takes place in two distinct
stages. It begins with the drainage of liquid films of
continuous phase from between the oil droplets as they
approach one another and ends with the rupture of the
film when a critical thickness is reached. The approach-
ing droplets may deform as the opposing surfaces dis-
tort to either flatten (small droplets) or dimple (larger
droplets) under the hydrodynamic pressures generated
by viscous flow of the continuous phase.

Coalescence is not the only mechanism by which
dispersed phase droplets increase in size. If the emul-
sion is polydispersed and there is significant miscibility
between the oil and water phases, then Ostwald
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ripening, where droplet sizes increase due to large
droplets growing at the expense of smaller ones, may
also occur. This destabilizing process is a result of
the Kelvin effect and occurs when small emulsion
droplets (less than 1 mm) have higher solubilities (and
vapor pressures) than do larger droplets (i.e., the bulk
material) and consequently are thermodynamically
unstable. To reach the state of equilibrium, molecules
from these droplets dissolve and diffuse through the
continuous phase to enlarge the larger droplets. As
the small droplets lose their oil, they become even
smaller, the vapor pressure difference increases, and
Ostwald ripening is further enhanced.

Creaming or sedimentation occurs when the dis-
persed droplets or floccules separate under the influ-
ence of gravity to form a layer of more concentrated
emulsion, the cream. Generally a creamed emulsion
can be restored to its original state by gentle agitation.
This process, which inevitably occurs in any dilute
emulsion if there is a density difference between the
phases as a consequence of Stokes law, should not be
confused with flocculation which is due to particle
interactions resulting from the balance of attractive
and repulsive forces. Most oils are less dense than

water so that the oil droplets in o/w emulsions rise
to the surface to form an upper layer of cream. In
w/o emulsions, the cream results from sedimentation
of water droplets and forms the lower layer. According
to Stokes Law, the rate of creaming can be minimized
by reducing droplet sizes and/or thickening the con-
tinuous phase. Adjustment of the densities of the two
phases has received little attention.

The destabilization processes are not independent
and each may influence or be influenced by the others.
For example, the increased droplet sizes after coales-
cence or Ostwald ripening will enhance the rate of
creaming, as will the formation of large floccules which
behave as single entities. In practice, creaming, floccu-
lation, and Ostwald ripening may proceed simul-
taneously or in any order followed by coalescence.

Coalescence and Ostwald ripening are obviously the
most serious types of instability as they result in the
formation of progressively larger droplets and ulti-
mately lead to phase separation. Creaming and floccu-
lation, on the other hand, are more subtle forms of
instability, for although they represent potential steps
towards coalescence and breaking due to the close
proximity of the droplets, many practical emulsions
remain in this state for long periods of time without
significant coalescence and can be redispersed simply
by shaking the container.

EMULSION STABILIZATION

Emulsifiers stabilize emulsions in a number of differ-
ent ways, all of which act to prevent or delay the vari-
ous destabilization processes described previously.
The emulsifier may form an interfacial film at the
oil–water interface and/or structure (i.e., thicken)
the continuous phase. The interfacial film introduces
additional repulsive (e.g., electrostatic, steric, or
hydrational) forces between droplets to counteract
attractive van der Waals forces and inhibit the close
approach of droplets. It may also provide a barrier
to the coalescence of droplets in close proximity,
particularly if the film is close-packed and elastic.
Surfactant interfacial films also lower the interfacial
tension between oil and water. Although this effect
is important during the emulsification process where
it facilitates the breakup of droplets, it is not a major
factor inmaintaining the long-term stability of emul-
sions. Inemulsions that are thickened by the emulsi-
fier, the interfacial film does not play the dominant
role in maintaining stability; rather, it is the struc-
tured continuous phase that forms a rheological
barrier to prevent the movement and hence the
close approach of droplets and also inhibits Ostwald
ripening.

Coalescence Cracking

Phase inversionCreamingFlocculation

Ostwald ripening

Fig. 3 Schematic representation of the various processes of
emulsion breakdown.
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Classical (Interfacial) Theories

Classical theories of emulsion stability focus on the
manner in which the adsorbed emulsifier film influ-
ences the processes of flocculation and coalescence by
modifying the forces between dispersed emulsion drop-
lets. They do not consider the possibility of Ostwald
ripening or creaming nor the influence that the emulsi-
fier may have on continuous phase rheology. As two
droplets approach one another, they experience strong
van der Waals forces of attraction, which tend to pull
them even closer together. The adsorbed emulsifier
stabilizes the system by the introduction of additional
repulsive forces (e.g., electrostatic or steric) that
counteract the attractive van der Waals forces and
prevent the close approach of droplets. Electrostatic
effects are particularly important with ionic emulsifiers
whereas steric effects dominate with non-ionic polymers
and surfactants, and in w/o emulsions. The applications
of colloid theory to emulsions stabilized by ionic and
non-ionic surfactants have been reviewed as have
more general aspects of the polymeric stabilization of
dispersions.[4,31,32]

The DLVO theory, which was developed indepen-
dently by Derjaguin and Landau and by Verwey and
Overbeek to analyze quantitatively the influence of
electrostatic forces on the stability of lyophobic col-
loidal particles, has been adapted to describe the influ-
ence of similar forces on the flocculation and stability
of simple model emulsions stabilized by ionic emulsi-
fiers. The charge on the surface of emulsion droplets
arises from ionization of the hydrophilic part of the
adsorbed surfactant and gives rise to electrical double
layers. Theoretical equations, which were originally
developed to deal with monodispersed inorganic solids
of diameters less than 1 mm, have to be extensively
modified when applied to even the simplest of emul-
sions, because the adsorbed emulsifier is of finite thick-
ness and droplets, unlike solids, can deform and
coalesce. Washington[33] has pointed out that in lipid
emulsions, an additional repulsive force not considered
by the theory due to the solvent at close distances is
also important.

The theory states that the forces between droplets
can be considered as the sum of an attractive van der
Waals part VA and a repulsive electrostatic part VR

when identical electrical double layers overlap. As the
origin of each force is independent of the other, each
is evaluated separately, and the total potential of inter-
action VT between the two droplets as a function of their
surface-to-surface separation is obtained by summation

VT ¼ VA þ VR

A schematic potential energy of interaction with
distance plot is shown in Fig. 4A. It can be seen that

a weak attraction occurs at large droplet separations
represented by the secondary energy minimum, and a
very strong attraction at small droplet separations
hence the very deep primary minimum. At intermedi-
ate distances, double-layer repulsion dominates and
there is a maximum in the curve. Flocculation occurs
in the secondary minimum, where the attractive forces
are relatively weak and floccules are easily separated by
low energy agitation. Once flocculated, droplets are
prevented from approaching closer by the potential
energy barrier. If they have sufficient energy to over-
come the barrier, the process of coalescence com-
mences as the droplets move closer together. Once in
the primary minimum the aggregates formed are sepa-
rated by only a small distance so that stability against
coalescence is determined by the resistance of the
interfacial film to rupture.

The height of the energy barrier, which is crucial to
emulsion stabilization, depends on the state of ioniza-
tion of the emulsifying agent. Most surfactants are
used at pH values where they are totally ionized so that
the surface potential is high, giving a correspondingly
high energy barrier. The surface potential cannot be
measured directly, but can be estimated from the
experimentally derived zeta potential. In lipid emul-
sions for parenteral nutrition, the electrostatic barrier
is provided by the ionization of the negatively charged
phospholipids in the emulsifier film at the oil droplet–
water interface. At physiological pH, a typical fat
emulsion carries a negative charge with the zeta poten-
tial between 30 and 60 mV. This is sufficient to ensure
stability because of the high potential energy barrier.
The addition of electrolytes or a change in pH can have
a devastating effect on emulsion stability by compress-
ing the double layers, thus reducing the zeta potential
and energy barrier and allowing droplets to move into
the primary minimum. Thus, great care must be exer-
cised when electrolytes are added nutritional emul-
sions. With emulsifiers such as proteins and gums,
ionization, and hence emulsifying activity, is also pH
dependent (c.f. Table 3).

The DLVO theory does not explain either the
stability of water-in-oil emulsions or the stability of oil-
in-water emulsions stabilized by adsorbed non-ionic
surfactants and polymers where the electrical contribu-
tions are often of secondary importance. In these, steric
and hydrational forces, which arise from the loss of
entropy when adsorbed polymer layers or hydrated
chains of non-ionic polyether surfactant intermingle
on close approach of two similar droplets, are more
important (Fig. 4B). In emulsions stabilized by
polyether surfactants, these interactions assume impor-
tance at very close distances of approach and are
influenced markedly by temperature and degree of
hydration of the polyoxyethylene chains. With block
copolymers of the ethylene oxide–propylene oxide
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type, such as the poloxamers, the hydrated polyoxy-
ethylene chains extend into the continuous phase
to provide steric stabilization and the hydrophobic
propylene oxide portion is anchored onto the droplet
surface to form a strong protecting layer against
coalescence. Stability is optimized when the droplet
surfaces are completely coated by polymer chains
so that desorption and lateral movement of the poly-
mer is inhibited. With w/o emulsions, steric hindrance
of the adsorbed chains of emulsifier can also result
in entropic repulsion effects at small distances of
separation.

Some natural polymeric emulsifiers such as the
gums, in addition to forming steric and electrostatic

barriers form thick multilayered films that are very
resistant to film rupture. They may also thicken
the continuous phases of o/w emulsions, thereby
reducing the rate of film drainage in the initial stages
of coalescence. Small solid particles may stabilize
emulsions if they are wetted by both phases and pos-
sess sufficient adhesion for one another to form a
coherent interfacial film. The film serves as a mechani-
cal barrier to prevent the coalescence of droplets, and
if charged, electrostatic mechanisms further assist in
the stabilization of the emulsion. Although solids are
not generally sufficient to stabilize emulsions on their
own, they often reinforce the effectiveness of other
emulsifiers.
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Stabilization by Mixtures of Emulsifiers

Most pharmaceutical emulsions, whether dilute mobile
systems for internal use or thick semisolid creams for
application to the skin, contain mixtures of emulsifiers,
as these provide more stable preparations. For example,
traditional oral preparations are sometimes stabilized
by mixtures of gums such as acacia and tragacanth
and mixtures of non-ionic surfactants of high and low
hydrophile–lipophile balance (HLB) generally form
more stable emulsions than a single surfactant. The
lecithins used to stabilize parenteral emulsions are
usually mixtures of neutral and charged lipids as are
the partially neutralized glyceryl esters such as self-
emulsifying glyceryl monostearate. Combinations of
sparingly soluble long-chain acids, alcohols, or glyceryl
esters with more soluble ionic and non-ionic surfactants
are widely used in dermatological o/w lotions and
creams, where they are sometimes added in the form of
a preblended emulsifying wax (Table 4). Surfactant/
fatty acid combinations are also present in traditional
liniment and lotion emulsion formulations prepared
by the nascent soap method and in preparations where
triethanolamine soaps are formed in situ from the
interaction of triethanolamine and excess fatty acid.

Equations from the DLVO theory even if modified
to allow for the steric repulsive forces cannot cope with
mixtures of emulsifiers. Increased stability in model
emulsions (c.f. Fig. 1A) is attributed not so much to
the control of flocculation (although this does occur),
but rather to the prevention or retardation of coales-
cence by closer packing of the molecules in the
adsorbed monolayer to form a more rigid and con-
densed film. There is now substantial evidence that
interactions between emulsifier components to form
specific lamellar phases, either liquid crystalline or
gel, that are capable of incorporating large volumes
of water are important for the stability of many
parenteral and dermatological emulsions. Mobile par-
enteral injections stabilized by phospholipid mixtures
usually contain swollen lamellar liquid crystals[34]

whereas a swollen gel phase which generally provides
better stability as well as a means of controlling rheolo-
gical properties dominates in semisolid dermatological

emulsions prepared with emulsifying waxes. The rel-
evance of bilayer gel and liquid crystalline phases in der-
matological and parenteral emulsions have been
discussed in reviews.[10,29] Much of the information
about their structures was obtained from investigations
of the phase behaviour of emulsifiers and their compo-
nents in water over the ranges of concentration and
temperature relevant to the manufacture, storage, and
use of the formulations. It is interesting to note that
the same electrostatic, hydrational, and steric forces that
operate in simple emulsions also dominate the stability
and properties of the lamellar phases.[35]

Ostwald Ripening

Ostwald ripening has not been studied as extensively in
emulsions as has coalescence, although it is a major
mechanism for instability in lipid and perfluorochem-
ical emulsions with submicron droplet sizes where a
condensed monolayer is not always necessary for emul-
sion stability.[36] Although surfactant interfacial films
protect against flocculation and coalescence, Ostwald
ripening may in fact be enhanced if the surfactant is
above the critical micelle concentration (cmc) because
of the diffusion of solubilized oil through the continu-
ous phase. The addition of a third component to the
emulsion that has a lower vapor pressure and solubility
than the disperse phase will also inhibit Ostwald
ripening. The addition of long-chain alkanes to com-
paratively unstable oil-in-water emulsions prepared
with sodium dodecyl sulfate resulted in marked
increases in stability even though the alkanes do not
effect the composition or mechanical properties of
the oil–water interface.[37] The stability of pure per-
fluorodecalin emulsions used as blood substitutes is
enhanced by the addition of a small quantity of per-
fluorotributylamine, and lipid emulsions containing
local anaesthetic/analgesic drugs show enhanced
stability in the presence of hydrophobic excipients of
lower solubility than the disperse phase.[38] Polymeric
emulsifiers possibly stabilize emulsions against Ostwald
ripening by increasing the viscosity of the continuous
phase. The relative lack of Ostwald ripening in emul-
sions prepared from oils immiscible with water, such
as mineral oil, may partly explain why they are easier
to emulsify than are more miscible vegetable oils used
in parenteral preparations.

Selection of Emulsifier

Over the years there have been many attempts to find
systemic methods for screening potential emulsifiers
from the enormous number of surfactants available
commercially. Although the mechanisms governing the
stability of emulsions, including the complex multiple

Table 4 Typical emulsifying waxes and their component

surfactants

Emulsifying wax Components

Emulsifying wax USNF Cetearyl alcohol, polysorbate

Cationic emulsifying
wax BP

Cetearyl alcohol,
cetrimonium bromide

Cetomacrogol emulsifying

wax BP

Cetearyl alcohol, ceteth 20

Glyceryl stearate, SE Glyceryl stearate, soap
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phase systems of pharmacy are becoming clearer, there
are still few scientific guidelines to assist in the proper
selection of emulsifiers for a particular emulsion.
Semiempirical methods based on both interfacial con-
siderations and the phase behavior of the emulsifiers
are considered briefly next.

The hydrophile–lipophile balance
(HLB) concept

Griffin devised the concept of hydrophile–lipophile
balance (HLB) and its additivity many years ago for
selection of non-ionic emulsifiers and this rather
empirical method is still widely used. The enormous
literature on the HLB of surfactants has been reviewed
by Becher.[39] Each surfactant is allocated an HLB
number usually on a scale of 0–20, based on the rela-
tive proportions of the hydrophilic and hydrophobic
part of a molecule. Water-in-oil emulsions are formed
generally from oil-soluble surfactants of low HLB
number and oil-in-water emulsions from more hydro-
philic surfactants of high HLB number. The method of
selection is based on the observation that each type of
oil will require an emulsifying agent of a specific HLB
number to produce a stable emulsion. Thus, oils are often
designated two ‘‘required’’ HLB numbers, one low and
one high, for their emulsification to form water-in-oil
and oil-in-water emulsions respectively. A series of emul-
sifiers and their blends with HLB values close to the
required HLB of the oil are then examined to see which
one forms the most stable emulsion (c.f. Fig. 1A).

Although the HLB concept narrows the range of
emulsifiers to select and provides a schematic approach
for the formulator, it is limited by its strict relation to
molecular structure of the individual surfactants. The
concept does not consider the total emulsion and is
therefore insensitive to interactions between emulsifier
components, the influence of temperature changes, or
the presence of additional ingredients in the emulsion.
Consequently, not all emulsifier blends of the correct
HLB form stable systems. For example, when surfac-
tants of widely different HLB numbers are blended
to give the optimum theoretical HLB, the high solu-
bility of the surfactant in the oil and aqueous phases
change the balance of the molecules at the interface
and unstable emulsions may result. Similarly, if the
added surfactants form intermolecular associations at
the interface, the association complex is unlikely to
have properties that are related in any simple way to
the individual properties of the constituent molecules.

The phase inversion temperature (PIT)
method (HLB-temperature)

A complementary means of emulsifier selection, the
phase inversion temperature (PIT), which employs a

characteristic property of the emulsion rather than
the properties of the emulsifiers in isolation, was intro-
duced by Shinoda.[40] The method uses the fact that the
stabilities of oil-in-water emulsions containing non-
ionic surfactants are closely related to the degree of
hydration of the interfacial films. Emulsion stability
is reduced by increase in temperature or added salts
because these decrease the extent of interfacial film
hydration. Phase inversion, due to a change from pre-
ferential water solubility of the emulsifier film at low
temperature to preferential oil solubility at high tem-
perature, will occur at a specific temperature unique
to the particular emulsion and this can be determined
experimentally. As a general rule, relatively stable oil-
in-water emulsions are obtained when their tempera-
tures during storage and use are between 20 and
65�C below the PIT, presumably because the films
are sufficiently hydrated. Mixtures of emulsifiers with
identical HLBs produce emulsions with quite different
PITs because additives and interactions between the
components affect PIT but not HLB.

Microscopic selection for multiple
phase emulsions

The better understanding of the mechanisms of stabil-
ity incomplex dermatological emulsions stabilized by
surfactants and amphiphiles has enabled the develop-
ment of a rapid microscopic method for evaluation
of potential emulsifiers. The method is based on the
observation that good emulsifier blends that stabilize
emulsions by the formation of multilayers of stable
gel phase also swell spontaneously in water at ambient
temperature and this process can be observed micro-
scopically. Mixtures that do not form gel phase or
form metastable gels only after a heating and cooling
cycle cannot be observed to swell spontaneously at
ambient temperature.[4]

Emulsification Techniques

Emulsions are usually prepared by the application
of mechanical energy produced by a wide range
of agitation techniques. These disrupt droplets by the
application of either shear forces in laminar flow or
inertial forces in turbulent flow. Emulsifying devices
ranging from simple hand mixers and stirrers to the
use of propeller or turbine mixers, static mixers, colloid
mills, homogenizers, and ultrasonic devices have
been used.

Emulsifiers also have an important role in the pro-
cess of emulsification. Surfactant emulsifiers reduce
interfacial tensions during emulsification, making
droplets easier to break up as well as reducing the
tendency for recombination. Other emulsifiers such as
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the polymer macromolecules alter the hydrodynamic
forces during the agitation process by their influence
on rheological properties. Scale-up procedures from
the laboratory to manufacture can introduce a number
of problems due to the difficulties in matching the
exact conditions of mixing, and, because of entrap-
ment-of air, especially in emulsions of high consistency
that have a yield value. Along with being inelegant,
even traces of atmospheric air can cause decompo-
sition in drugs or excipients susceptible to oxidation.

There are additional constraints when manufacturing
parenteral emulsions that must be sterile and of fine
particle size. Perfluorochemical and fat emulsions are
usually prepared by homogenization at high tempera-
ture and pressure, as a large output of energy is required
to produce droplet sizes considerably less than 1mm.
Although heat sterilization is widely used, this places a
severe test on the stability, and emulsions are sometimes
prepared from sterile components under strict aseptic
conditions and further sterilized by filtration.[15]

Processing variables

Differences in manufacturing techniques such as
the rate of the heating and cooling cycle, the extent
and order of mixing can cause variations in the consis-
tency and rheology of the resulting emulsions. The
initial particle size of the emulsion depends on
the emulsifiers used, the emulsification equipment, the
addition speed, and the phase volume. If the surfactant
is placed in one of the phases prior to emulsification, it
will migrate to the other to establish equilibrium. Thus,
emulsification temperatures and cooling rates are
important and the time of the mixing should be
sufficient to allow the surfactant to migrate to and
equilibrate at the interface throughout the process. Oil-
in-water emulsions are sometimes prepared by the phase
inversion technique, where the aqueous phase is added
to the oil phase to form a w/o emulsion that inverts to
an o/w emulsion on addition of further amounts of
water. This process is claimed to give finer emulsions.

Preparation techniques, in particular cooling rates
and mixing procedures, have a marked effect on initial
and final consistencies of emulsions prepared with non-
ionic emulsifying waxes. For example, ‘‘shock’’ cool-
ing and limited mixing initially produces very mobile
systems whereas slow cooling with adequate mixing
produces semisolid emulsions. Mixing time, when the
emulsifiers are in the molten state, influences the distri-
bution of surfactant within the molten masses and
bilayers and the relative lamellar order within the
system. With ionic emulsifying waxes, different pre-
paration techniques cause comparatively minor varia-
tions in the consistency of the final product. It was
shown that differences are not due to the gel phase
component of cationic ternary systems, but rather

due to the variations in size of the crystalline alcohol
that precipitates after manufacture. Systems formed
by a rapid ‘‘shock’’ cooling method exhibited smaller
but greater numbers of cetostearyl alcohol crystals
and were thicker than similar ternary systems manu-
factured by a more lengthy procedure.[29]

MICROEMULSIONS

Microemulsions are thermodynamically stable, trans-
parent (or translucent) dispersions of oil and water
that are stabilized by an interfacial film of surfactant
molecules. The surfactant may be pure, a mixture, or
combined with a cosurfactant such as a medium-chain
alcohol (e.g., butanol, pentanol). These homogeneous
systems, which can be prepared over a wide range of
surfactant concentrations and oil to water ratios
(20–80%), are all fluids of low viscosity.

The term microemulsion, which implies a close
relationship to ordinary emulsions, is misleading
because the microemulsion state embraces a number
of different microstructures, most of which have little
in common with ordinary emulsions. Although micro-
emulsions may be composed of dispersed droplets of
either oil or water, it is now accepted that they are
essentially stable, single-phase swollen micellar solu-
tions rather than unstable two-phase dispersions.
Microemulsions are readily distinguished from normal
emulsions by their transparency, their low viscosity,
and more fundamentally their thermodynamic stability
and ability to form spontaneously. The dividing line,
however, between the size of a swollen micelle (�10–
140 nm) and a fine emulsion droplet (�100–600 nm)
is not well defined, although microemulsions are very
labile systems and a microemulsion droplet may dis-
appear within a fraction of a second whilst another
droplet forms spontaneously elsewhere in the system.
In contrast, ordinary emulsion droplets, however
small, exist as individual entities until coalescence or
Ostwald ripening occurs.

Fig. 5 shows a hypothetical phase diagram with
representation of microemulsion structures. At high
water concentrations, microemulsions consist of small
oil droplets dispersed in water (o/w microemulsion),
while at lower water concentrations the situation is
reversed and the system consists of water droplets dis-
persed in oil (w/o microemulsions). In each phase, the
oil and water droplets are separated by a surfactant-
rich film. In systems containing comparable amounts
of oil and water, equilibrium bicontinuous structures
in which the oil and the water domains interpenetrate
in a more complicated manner are formed. In
this region, infinite curved channels of both the oil
and the water domains extend over macroscopic dis-
tances and the surfactant forms an interface of rapidly
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fluctuating curvature, but in which the net curvature is
near zero.

Pharmaceutical and Biological Applications
of Microemulsions

Microemulsions provide ultralow interfacial tensions
and large interfacial areas as well as the ability to con-
centrate and localize significant amounts of both oil-
and water-soluble materials within the same isotropic
medium. Over the years, attention has been focused
on their potential use as novel reaction media for a
wide range of chemical, biochemical, and photochemi-
cal reactions, and as carriers for chemicals and small
particles, reviewed by Eccleston.[41] Inverse micro-
emulsions of the w/o type are the subject of particular
interest because of the rapidly emerging range of

biotechnological applications based on their ability to
solubilize enzymes in the water domains without dena-
turation or loss of activity. The ability of such solubi-
lized hydrophilic enzymes to transform hydrophobic
substrates dissolved in the organic phase could lead
eventually to the synthesis of new drugs. As with ordi-
nary emulsions, microemulsions show improved gas-
trointestinal absorption. They also have a number of
other advantages over macroemulsions for drug
delivery. Microemulsions form spontaneously without
the aid of high shear equipment or significant heat
input (heat and gentle mixing are required only if it
is necessary to melt any of the ingredients) and their
microstructures are independent of the order of
addition of the excipients. Optical transparency and
low viscosity of microemulsions ensure that they are
cosmetically elegant and easy to handle and pack,
and their indefinite stabilities ensure a long shelf life.

MICROEMULSION

OIL

OIL

W/O Microemulsion

O/W Microemulsion

Micelle, L1

Reverse Micelle, L2

OIL

BICONTINUOUS

WATER

WATER

G

WATER

SURFACTANTS

H

L1

L2

Lα

MULTIPHASE OIL AND
WATER REGIONS

Fig. 5 Ternary phase diagram for oil, water, and surfactant mixtures showing micellar, microemulsion, and multiphase macro-
emulsion regions with schematic representations of various structures.
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Microemulsions have thus attracted much interest
in their drug delivery potential. Both o/w and w/o
emulsions have been shown to enhance the oral bio-
availability of drugs, including various peptides.[42] A
peroral concentrate of cyclosporine is now available
commercially (Sandimmune Neoral� Novartis), which
forms a microemulsion in the aqueous fluids of the
gastrointestinal tract. In this preparation, the rate of
absorption of cyclosporin is more rapid and less vari-
able than it is with the conventional oily dispersion.
Calcein administered intraduodenally in the aqueous
phase of a w/o microemulsion prepared from medium-
chain triglycerides[43] produces significantly higher plasma
levels of the drug compared with an aqueous solution.

Microemulsions have also been used for topical
delivery where they increase drug absorption. For
example, cetyl alcohol, which is commonly used as
an emulsifier in lotions and creams, is absorbed faster
and deeper into the skin when formulated as a compo-
nent of a microemulsion.[44] Although efficient skin
penetration may be desirable for a therapeutic agent,
the relatively high concentrations of surfactant
(10–25%) and cosurfactant or cosolvent (5–10%) in
such formulations could enhance skin absorption of
potential irritants or carcinogens. In fact, the main
limitations in realizing the full potential of micro-
emulsions as drug delivery systems are the narrow
range of surfactants, cosurfactants, solvents, and other
materials acceptable pharmaceutically.

Microemulsion Formation

Many approaches have been used to explore the
mechanisms of microemulsion formation and stability
(summarized by Eccleston[41] and Attwood[45]). Early
theories considered interfacial aspects of microemul-
sions and did not distinguish between thermodynami-
cally stable systems and very fine kinetically stable
emulsions. For microemulsions to form spontaneously,
the free energy involved when the interfacial area is
increased, DG (DG ¼ gDA, where DA is the increase
in interfacial area) must be negative. An essential
requirement is that the interfacial tension between
the oil and water phases g, is reduced to a very low
value by the interfacial film, giving a small but positive
free-energy value. The dispersion of the droplets in the
continuous phase increases the entropy of the system.
Microemulsions form because the negative free energy
changes due to the entropy of the dispersion of dro-
plets in the continuous phase overcomes the positive
product of the small interfacial tension and the large
interfacial area A.

The curvature of the oil–water interface in micro-
emulsions varies from highly curved towards oil (o/w)
or water (w/o) to zero mean curvature in bicontinuous

structures. The type of microemulsion that forms
depends on the properties of the surfactant, cosurfactant
and the oil. Although there are no strict rules for choos-
ing the appropriate microemulsion components, there
are a number of general guidelines based on empirical
observations. The surfactant(s) chosen for a particular
oil must:

1. lower interfacial tension to a very low value to
aid dispersion processes during the preparation
of the microemulsion.

2. be of the appropriate hydrophile–lipophile
character to provide the correct curvature at
the interfacial region for the desired microemul-
sion type, o/w, w/o or bicontinuous.

3. provide a flexible film that can readily deform
round small droplets.

The analysis of film curvature for surfactant
associations leading to microemulsion formation has
been rationalized by Mitchell and Ninham. They used
a packing ratio P defined as V/al, where V is the partial
molar volume of the surfactant, a the cross sectional
area (i.e., size) of the surfactant head group, and l
the maximum length of the surfactant chain.[46] The
packing ratio provides a direct measure of HLB and
is influenced by the same factors. Oil-in-water micro-
emulsions are favored if the effective polar part of the
surfactant is more bulky than the hydrophobic part,
that is, P varies from 0 to 1, and the interface curves
spontaneously towards water (positive curvature).
Water-in-oil microemulsions form when the interface
curves in the opposite direction, that is, P is greater
than 1 (negative curvature). At zero curvature, when
the HLB is balanced and P is zero, either bicontinuous
or lamellar structures may form according to the rigid-
ity of the film. The critical packing parameter P is
based purely on geometric considerations. Hydration
of the surfactant head group and penetration of the
oil and the cosurfactant into the surfactant film also
affect the packing and curvature, as summarized in
Table 5, which also illustrates how formulation vari-
ables may be manipulated to produce a microemulsion
of the desired type.[47]

Most single-chain surfactants do not lower the
oil–water interfacial tension sufficiently to form micro-
emulsions nor are they of the correct molecular
structure, and short- to medium-chain length alcohols
are necessary as cosurfactants. The cosurfactant also
ensures that the interfacial film is flexible enough to
deform readily around each droplet as their inter-
calation between the primary surfactant molecules
decreases both the polar head group interactions and
the hydrocarbon chain interactions. Medium-chain
alcohols such as pentanol and hexanol have been used
by many investigators as they are particularly effective
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cosurfactants. They are not, however, suitable for
pharmaceuticals due to their high irritant potential.
Double-chain surfactants such as anionic Aerosol-OT
(bis-2-ethylhexyl sulfosuccinate) or cationic DDAB
(didodecyldimethylammonium bromide), which have
relatively small head groups and bulky hydrophobic
portions, are already of the required HLB to form w/o
microemulsions spontaneously without a cosurfactant.
Unfortunately, these widely investigated surfactants are
too toxic for general pharmaceutical or biotechnological
applications. Double-chain phospholipids such as the
phosphatidylcholines of lecithin are an obvious possi-
bility. Although lecithin is too lipophilic to form micro-
emulsions, pharmaceutically acceptable microemulsions
have been prepared from double-chain phospholipids
by using acceptable cosurfactants such as ethanol,
propanol, or n-butanol with isopropyl myristate.[48,49]

Self-emulsifying drug delivery systems are composed of
triglyceride oils and surfactant mixtures that undergo
spontaneous emulsification when mixed with water.[50]

This principle is used in the commercial product
Sandimmune Neoral�, which forms a microemulsion
in situ when diluted by gastric fluid.

Formulation and Preparation of
Microemulsions

As microemulsions are thermodynamically stable, they
can be prepared simply by blending oil, water, surfac-
tant, and cosurfactant with mild agitation. Once the
appropriate microemulsion components have been
selected, quaternary phase diagrams or ternary
pseudo-phase diagrams may be constructed to define
the extent and nature of the microemulsion regions
and the surrounding two- and three-phase domains.
The microemulsion region can be identified and char-
acterized using the range of light, neutron, and X-ray
scattering and other techniques such as NMR and
microscopy.[45] Problems arise in interpretation of data

in systems of high droplet volume fraction due to inter-
droplet interactions. The normal practice of investigat-
ing systems at relatively low concentrations and then
extrapolating to zero concentration in order to elimi-
nate interparticle interactions cannot be applied to
microemulsions as it is not possible to dilute the
systems without affecting their structure. Hard sphere
models, such as those adapted from Percus and Yevick,
have been successfully used to analyze scattering data
from concentrated w/o microemulsions.[51]
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INTRODUCTION

Enzyme immunoassay, a bioanalytical method incor-
porating an antigen–antibody reaction to capture the
analyte of interest and an enzyme reporter system to
detect the captured analyte, is one of the most widely
used immunoassay formats. The method is sometimes
applied only qualitatively to indicate the presence of
an antigen in a matrix. However, in the more common
quantitative implementation, a calibration (standard)
curve is incorporated, from which the concentration
of the analyte in unknown samples is interpolated. In
the decades since the development of a radioimmu-
noassay for insulin by Yalow and Berson,[1] immu-
noassays have been widely applied in support of
medical practice and drug development. However, in
recent years, there has been a decline in the application
of immunoassays to the quantitation of low-molecular-
weight xenobiotics, primarily due to the advent of
liquid chromatography–mass spectrometry (LC–MS)
methods, which have high sensitivity and specificity.
This is particularly so for support of early drug dis-
covery, where assay development times of as little as
a day and analytical run times of only a few minutes
per sample make LC–MS ideally suited to fast delivery
of results to discovery scientists. Nonetheless, the remark-
able specificity of antibodies allows their application in
well-characterized immunoassays to the support of
Phase III and Phase IV clinical trials as a cost-effective
alternative to LC–MS methods. In addition, these meth-
ods are still widely used for therapeutic drug monitoring
and analysis of low-molecular-weight hormones, such
as steroids, in support of medical diagnostics. Immunoas-
says remain the method of choice for the quantitation of
protein macromolecules and antibodies in complex
matrices. Another major application of immunoassays
is in the detection and quantitation of biomarkers, which
are evolving to be of pivotal importance in the evaluation
of pharmacological, toxicological, and clinical activities of
candidate drugs.[2]

Immunoassays generally vary in the type of critical
antibody binding reagent or the detection and reporter

systems used to monitor the end-point of the binding
reaction. These different types of immunoassays have
many characteristics in common; therefore, this chap-
ter will include discussions of both enzyme immunoas-
says and other closely related methods. The enzyme
immunoassay technique has been the subject of several
textbooks, monographs, and review articles, including
an excellent, comprehensive discussion in an earlier
edition of this series.[3] Thus, this chapter does not
provide an in-depth review of the mechanistic details
for producing and processing antibodies as reagents
or on assay conditions for enzyme immunoassay.
Rather, the intent is to present this technique in the
context of several primary topics, namely the range
of bioanalytical applications, the different, and some-
times additional, validation considerations imposed
upon an enzyme immunoassay and its fraternal immu-
noassay methods, and some newer techniques that are
complementary to enzyme immunoassay and offer
potential performance enhancements. The chapter is
written from the perspective of bioanalysis in biologi-
cal fluids and does not address in any detail other
applications of enzyme immunoassay, such as support
of process control or product release, although such
topics have been addressed elsewhere.[4]

FORMAT OF ENZYME IMMUNOASSAYS

The format of an enzyme immunoassay refers to the
configuration in which the components of the assay
are assembled for routine application. Once this
format has been established and assay conditions
defined during assay development, they must remain
unchanged through validation and subsequent appli-
cation to sample analysis. Enzyme immunoassay for-
mats fall broadly into two categories, namely
heterogeneous and homogeneous. In a heterogeneous
assay, at least one key reagent is immobilized on a solid
surface and there is at least one ‘‘washing’’ step before
the final detection step. In contrast, in a homogeneous
assay, all reagents are in solution together and there is
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no ‘‘washing’’ step prior to signal generation and
detection. Both categories of assay include formats
described as competitive and non-competitive. In a
competitive assay, there is direct competition between
the labeled and the unlabeled antigen (analyte or
ligand) in solution or, in some cases, between immobi-
lized and soluble antigen for a limited number of anti-
body binding sites. In non-competitive assays, antibody
binding sites to capture and detect the antigen are not
limiting because the antigen is incubated with excess
capture antibody and enzyme-labeled detection anti-
body. An example of a competitive homogeneous
assay format is the enzyme-multiplied immunoassay
(EMIT) system,[5] in which enzyme-labeled antigen
competes directly in solution with unlabeled antigen
in the biological sample (or calibration standard and
quality control samples) for a limited number of anti-
body binding sites. The reaction endpoint is detected
and quantitated spectrophotometrically without any
intervening wash steps. This assay configuration is
shown in Fig.1. Enzyme-linked immunosorbent assay
(ELISA) is an example of a heterogenous non-
competitive immunoassay. In this format, the primary
antibody against the analyte of interest is immobilized

on a solid plastic surface, usually a multiwell (or
microtiter) plate. The biological sample is dispensed
into the multiwell plate and incubated. The immobi-
lized antibody then captures the analyte of interest,
and the excess analyte is removed by washing. The
antigen–antibody complex is then detected by two-step
incubation with conjugated antibody and its substrate.
First, an enzyme-labeled antibody, directed against the
captured analyte, sandwiches the immobilized anti-
body–antigen complex. In a second incubation with
an appropriate enzyme-specific substrate solution, a
colored (or fluorescent or chemiluminescent) product
is generated and quantitated spectrophotometrically.
This assay format is depicted in Fig. 2. The ELISA
can also be established in a competitive heterogenous
format in which the antigen is immobilized on a multi-
well plate and competition is established between the
immobilized antigen and the antigen in solution for a
limited number of binding sites on the primary anti-
body, also in solution. Following a fixed incubation
period, the plates are washed and incubated with
excess enzyme-labeled secondary antibody (directed

E
nz

E
nzE
nz

Enz

E
nz

E
nzE

nz

Enz

Mix enzyme-labeled antigen. Limited
concentration of anti-antigen antibody,

and sample containing free antigen

The antigen in the sample 
competes with the enzyme-labeled 

antigen for a limited number 
of antibody binding sites

Unbound enzyme-labeled antigen
converts the substrate to a

colored product

The colored product is quantitated
spectrophotometrically. The standard

curve is prepared by plotting
concentration vs. response

Enz

Substrate

Colored
products

Concentration

R
es

po
ns

e

Add enzyme-specific substrate

Antigen 
containing

sample

Enzyme-
labeled
antigen

Anti-
antigen

antibody
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against immunoglobulin from the species in which the
primary, anti-antigen antibody was generated). The
endpoint of this competition is then detected, following
appropriate washing steps, by incubations with a
signal-generating substrate. This assay format is
depicted in Fig. 3.

It should be noted that the relationship between the
final signal output and concentration of the analyte
(dose–response) may be one of direct or inverse pro-
portionality, and is dependent on the specific assay
format. In addition, a number of different reporter
enzymes may be used (e.g., horseradish peroxidase,
alkaline phosphatase, b-galactosidase), along with a
number of different signaling systems (e.g., substrates
that yield chromogenic or fluorescent or chemilumines-
cent products, activation of signaling enzymes, amplifi-
cation by biotin–avidin system or polymerase chain
reaction).

ENZYME IMMUNOASSAYS FOR
LOW-MOLECULAR-WEIGHT ANALYTES

Although the advent of sensitive LC–MS assays with
short development times has reduced the need for
immunoassays for low-molecular-weight compounds,

the sensitivity, high-throughput and relatively low-cost
characteristics of these assays still allow them to play
an important role in some cases. Immunoassay support
at the drug discovery stage may still be viable in such
areas as the evaluation of biomarkers or determination
of peptides, in which the elimination of sample cleanup
prior to assay may constitute a valuable advantage
of immunoassay over LC–MS. In addition, for low-
molecular-weight therapeutic candidates, immunoassays
can be used to support late-stage (Phases III and IV)
clinical trials, when the metabolic pathways and the
use of concomitant medications have been clearly
defined. Critical to the application of immunoassay for
analysis of low-molecular-weight compounds is the
development of an antibody with clearly defined speci-
ficity for the analyte of interest. Low-molecular-weight
compounds (less than 1000–2000 Da) are generally
non-immunogenic, or only weakly immunogenic, when
administered directly to animals. To elicit an immune
response producing antibodies suitable for use as
reagents in immunoassays, these compounds must be
conjugated to a carrier protein, e.g., bovine serum
albumin (BSA), prior to immunization. This subject
has been reviewed in depth previously.[3] The immune
system of the immunized animal responds to the car-
rier, and then secondarily to the hapten (the analog
of the analyte bound to the carrier protein) attached
to it. Although antibodies to the carrier protein are
often produced in large amounts, they are easily
removed by such techniques as affinity chromato-
graphy.[6] Conversely, the desired antibodies to the
analyte may be removed by affinity chromatography,
which may also improve their specificity by eliminating
or reducing antibody populations that may cross-react
with closely related chemicals, such as metabolites or
degradation products. However, in many cases, carrier
antibodies do not interfere in the assay to quantitate
the analyte of interest and, therefore, anti-antigen
antibodies in crude antiserum may be used in immu-
noassays without further purification. The site of
attachment of the hapten to the carrier protein (either
directly with the molecule via functional groups that
are suitable for chemical coupling, or via a synthetic
analog prepared to incorporate chemical coupling
functionality) will determine the specificity profile of
the resulting antiserum. As a result, the site of attach-
ment of hapten to carrier protein must be selected
judiciously, considering all available knowledge of
the metabolism of the compound in the animal system
under investigation. Metabolic changes closest to the
site of attachment will be poorly discriminated from
the parent molecule, whereas metabolic changes dis-
tant from theconjugation site will be distinguished
most clearly (i.e., will have lowest cross-reactivity).
The ultimate result of this strategy is the ability of anti-
bodies, and the resulting assays, to distinguish between
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enantiomers of chiral drugs.[7] Although coupling
methods generally have involved condensation reactions
of hapten carboxylic or amino groups (or activated
derivatives thereof) with amino or carboxylic groups
on proteins, newer conjugation methods continue to be
developed. These include the use of two-level, heterobi-
functional agents such as N-(m-aminobenzoyloxy) succi-
nimide, first to form a peptide bond to carrier protein
and then, following diazotization of the aromatic amino
group, to couple to a suitable hapten containing an
imidazole, phenol, or indole residue. An example is the
coupling of thyroid stimulating hormone to BSA.[8]

Another example involves interesting steroid chemistry
in the preparation of an 11-Alpha-(3-Sulfanylpropyl)oxy
hapten analog of the 3-Sulfamate ester of estradiol, and
its subsequent coupling to bovine gamma globulin via a
heterobifunctional crosslinker.[9]

IMMUNOASSAYS FOR MACROMOLECULES

Immunoassays for macromolecules generally fall into
one of two categories, namely those for endogenous
proteins applied in support of clinical medicine (for
example, assays for gonadotrophins or insulin) or
those for new, genetically engineered proteins. The
advent of genomics, proteomics, and recombinant
technology has greatly advanced our understanding
of the potential roles of regulatory proteins in the
pathogenesis and modulation of diseases, and led to
a sharp increase in the number of biological therapeu-
tics under development. Several regulatory proteins are
being developed as therapeutic agents and some have
reached the market. Fig. 4 indicates the wide
distribution of these agents across many different

therapeutic categories, with a concentration in the field
of cancer treatment. These products are often recombi-
nant analogs of endogenous proteins, with the result-
ing challenge of developing enzyme immunoassays
that are specific enough to distinguish between native
and recombinant molecules.

Unlike low-molecular-weight xenobiotics, macro-
molecules are often immunogenic. An immune
response is often elicited against several sites on the
molecules called epitopes or antigenic determinants.
The number of epitopes per antigen is determined by
the size and complexity of the molecule. These epitopes
can be linear, consisting of as few as four amino
acids in a sequence, or conformational, involving dif-
ferent regions of the molecule in a three-dimensional
configuration. Use of antibodies against conforma-
tional epitopes can be problematic if the antigen of
interest loses its three-dimensional structure in vivo,
or during sample analysis. In general, assay formats
for macromolecules use at least two antibodies that
react with two different regions of the molecule. Use
of two antibodies against different regions of the
molecule can confer additional specificity and may
distinguish the analyte of interest from its metabolites
or isoforms.

IMMUNOASSAYS FOR ANTIBODIES

Many of the new biological agents under development
are recombinant versions of naturally occurring
human proteins, or analogs of human proteins con-
taining minor changes in their primary sequence, or
differences in the extent of post-translation modifica-
tions. Marketed recombinant proteins include hor-
mones (insulin, erythropoietin and growth hormone),
enzymes (DNAase, asparaginase), cytokines (interleu-
kins 1, 2, 11, interferon), growth factors (G-CSF,
GM-CSF), clotting factors (Factor VIII) and vaccines
(hepatitis B). Some other biotechnology products are
novel fusion proteins, such as etanercept (Enbrel�),
whereas yet others are therapeutic antibodies, for
example muromonab (Orthoclone OKT3), abciximab
(ReoPro�), and trastuzumab (Herceptin�). Adminis-
tration of these recombinant proteins to animals and
humans may result in their recognition by the host’s
immune system as ‘‘non-self,’’ resulting in an antibody
response. Several factors contribute to the potential
immunogenicity of these molecules, including the
structure of the protein (including post-translation
modifications), the presence of protein fragments or
protein aggregates in the administered formulation,
and the cell substrate or media components that may
co-purify with the therapeutic agent. Clinical factors,
such as genetic background, disease state or immune
status, may also influence the immunogenicity of a
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Fig. 4 Biotechnology products under development. (From
New Medicines in Development, Biotechnology, PhRMA,
April 1998.)
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biological product, as well as the route and frequency
of dose administration.

In both preclinical and clinical studies, evaluation of
immune response to the administered product is neces-
sary to evaluate accurately the safety, pharmacokinetic
and pharmacodynamic response as anti-drug anti-
bodies can bind the drug and neutralize the therapeutic
effect, or eliminate it by-Fc receptor-mediated uptake
and destruction in the reticuloendothelial system.
Conversely, the pharmacodynamic response could be
enhanced if the distribution or clearance of the drug–
antibody complex is altered.[10] Antibodies to thera-
peutic agents may also react with the endogenous
analog protein, abrogate its activity, and precipitate a
severe adverse event. The presence of such antibodies
may also interfere with theimmunoassay for the
quantitation of the therapeutic agent in biological
matrices. In addition, the presence of pre-existing
antibodies (autoantibodies) to endogenous proteins
can further complicate the quantitation of the molecule
in biological fluids and its safety assessment in preclini-
cal and clinical studies. Anti-drug antibodies may
also interfere in imaging and diagnostic procedures
utilizing antibodies; for example, human anti-mouse
antibodies (HAMA) in the serum of patients treated
with a murine antibody-based therapeutic may inter-
fere in diagnostic assays using murine monoclonal
antibodies.

Although several immunoassay formats [precipitin
reactions, agglutination, radioimmunoassay (RIA),
immunoradiometric assay (IRMA), western blot] have
been used to detect and quantitate antibodies, enzyme
immunoassay is the most commonly applied method.
Several factors should be considered when developing
an assay to detect the antibody response to a thera-
peutic agent. It is essential to understand the purpose
for the antibody detection assay as it will influence
the selection of the assay format. If the aim of the work
is to detect only high-affinity antibodies with concomi-
tant high specificity, a competitive assay format would
be most appropriate. However, if all antibodies to the
administered molecules (regardless of their affinity) are
to be detected, best results will be obtained with a non-
competitive ELISA. In addition, random orientation
of the antigen to expose all potential epitopes should
be confirmed during assay development. These formats
are illustrated in Figs. 5 and 6. Product characteristics,
such as the impurity profile, protein structure, and
the presence of fragments and aggregates of the admi-
nistered protein, need to be understood so that the
most appropriate antigen is used in the assay. The
potential loss of epitopes when the protein is directly
adsorbed on the surface of the plate, the possibility
of circulating antigen–antibody complexes, circulating
antigen aggregates, and the source species of anti-
bodies for capture and detection in the assay should

also be evaluated. In some instances, cross-reactivity
of the detected antibody with subclasses of the macro-
molecule (e.g., interferon) may need to be evaluated
because the binding affinities of each subtype may vary
greatly and may influence the interpretation of the
results. Pre-existing antibodies can also limit the appli-
cation of another antibody raised in the same species
as that used in the assay configuration (e.g., as the
detection antibody). Concomitant medications or high
levels of the circulating macromolecular therapeutic
agent may also be potential interferents in the assay.

Whether these assays should be established as truly
quantitative is controversial. Although a quantitative
response seems, from a bioanalytical perspective, desir-
able, the difficulties in so establishing the assay are sig-
nificant and the added value is debatable. The primary
challenge in developing a quantitative antibody assay
is the lack of well-characterized, species-specific, poly-
clonal anti-drug antibody reference materials to be
used as calibration standards.[11] Heterologous poly-
clonal antibody could be used as reference standard
(e.g., monkey antibody for human studies), or even
non-specific human IgG. However, although a true
quantitative titer value may be calculated with refer-
ence to a standard of one of these types, the greater
value of ELISA assays for antibodies to macromole-
cules lies in comparative titers determined over time
following administration of the candidate therapeutic
protein, in conjunction with the assessment of any
clinical sequelae.
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Fig. 5 An illustration of antigen capture antibody detection
assay.
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IMMUNOASSAYS FOR BIOMARKERS

A biomarker is defined as an in vivo biological
response to a disease or a toxicological event. Pharma-
cological markers are a subset of biomarkers that
respond to drug intervention, whereas surrogate mar-
kers are markers that predict clinical endpoints. In a
clinical setting, biomarkers may indicate the response
of a disease to therapeutic intervention. In the pharma-
ceutical industry, correctly chosen biomarkers may
help with compound selection, identify mechanism of
action, predict dose, demonstrate efficacy and, in cases
where sufficiently sensitive assays are unavailable, sub-
stitute for direct pharmacokinetic evaluation. Identifi-
cation of relevant biomarkers at the discovery stage
will optimize target selection and validation, facilitate
preclinical toxicological evaluation, and markedly
shorten the time needed to demonstrate proof of con-
cept in early clinical trials. Rapid and effective
implementation of appropriate biomarker assays will
result in major resource savings in drug development.
A biomarker may be a physiological measurement,
such as blood pressure or heart rate, an enzyme
activity, or a quantifiable discrete molecule. Biomar-
kers can be either low-molecular-weight analytes or

large macromolecules. Many of these molecules
(especially macromolecules) are measured by immu-
noassay, particularly by enzyme immunoassay.

Many biomarkers are found in blood and urine,
where the basal levels may be low or high, depending
on the nature of the marker. Thus, one of the
additional challenges in establishing enzyme immu-
noassays for these analytes is obtaining analyte-free
matrix for use in preparation of calibration standard
and quality control samples. Appropriate analyte-free
matrix may sometimes be prepared by extraction of
the analyte from matrix by such techniques as affinity
chromatography[6] or charcoal adsorption, but care
must be taken to ensure that the processed matrix is
still representative of the matrix to be analyzed. Alter-
native solutions to this problem include use of the same
matrix type from a different species in which the
endogenous biomarker does not occur, pooled baseline
samples of low biomarker concentration, or use of a
protein-containing buffer. In each case, dilutional lin-
earity of study samples, containing high concentration
of the analyte, with the assay matrix should be demon-
strated. However, although calibration standards may
be prepared in an alternative matrix, whenever possible
the quality control samples should be prepared in the
matrix to be analyzed so that they reflect the assay
performance for the study samples. The concentration
range for the calibration standards should attempt to
bracket the anticipated concentrations of the biomar-
kers in both physiological (including such factors as
circadian rhythm and intra-individual variability) and
pathological states. The concentration levels in the
quality controls should also reflect concentration levels
in physiological and pathological disease states. Physio-
logical levels may be affected by gender, race, intra-
individual variation, circadian rhythm, and seasonal
variations, whereas the levels in pathological samples
may be affected by stage of the disease, intercurrent
disease, current therapies, and overall patient status.

Another challenge in developing assays for biomar-
kers is the inconsistent availability of well-characterized
reference standards. For many macromolecular bio-
markers, purified species-specific reference materials
are not available. If available, proteins are often not
characterized by a standardized method. Different
sources of antibodies may also give different results
for the same lot of reference standard. It is suggested
that crossover studies using standards, quality control
pools, and some study samples should be conducted
when the source or lotnumber of reference standard
or antibody is changed. The data from crossover stud-
ies will help to normalize study results obtained with
different lots of reagents. In addition, biomarkers
may exist in multiple forms, such as isoforms, or have
homology with other biomarkers in the same class of
molecules. Thus, an immunoassay may be developed
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Fig. 6 An illustration of antibody detection method using
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to measure all forms non-specifically or target a specific
isoform. Cross-reactivity of the antibody selected for
use in a biomarker assay should be rigorously tested
for potential cross-reactivity with other isoforms and
homologous molecules.

VALIDATION OF ENZYME IMMUNOASSAYS

Validation of bioanalytical methods has been a subject
of increasing attention over the last 10–15 years. A
conference addressing this issue, cosponsored by the
US Food and Drug Administration (FDA), the Health
Protection Branch (HPB) Canada, the American
Association of Pharmaceutical Scientists (AAPS), the
European Federation of Pharmaceutical Societies and
the United States Pharmacopoeia (USP), was con-
vened in Arlington, Virginia, in December 1990. The
proceedings of this meeting, which came to be known
as the Crystal City meeting, were published[12] and
have subsequently been used as an informal guideline
for bioanalytical method validation.

Since 1990, bioanalytical method validation has
been a topic of discussion at the International Confer-
ence on Harmonization, and was also the topic of a
draft guidance document from the FDA.[13] Although,
many of the validation considerations for chromato-
graphic assays also apply to immunoassay validation,
some of the unique considerations for immunoassays
were not addressed in the draft guidance. The present
authors, along with a number of pharmaceutical indus-
try colleagues, have recently discussed validation issues
specific to immunoassays.[14] Topics covered in that
review included the proper use of quality control
(QC) samples for acceptance of assay runs, and statisti-
cal aspects of assay validation. Specifically addressed
was the issue of how differences in bioanalytical
techniques should be considered when developing vali-
dation acceptance criteria. In recent years, several pub-
lications have reviewed issues related to validation of
immunoassays both broadly,[15,16] and specifically for
assays for macromolecules.[17] In 2000, two conferences
were held to ‘‘revisit’’ the issue of bioanalytical meth-
ods validation in general,[18] as well as specifically for
assays for macromolecules, primarily immunoassays
and cell-based assays.[19]

As for any bioanalytical method, the extent of
validation for an immunoassay should be related to
the intended application of the assay. Thus, if an
immunoassay is intended to support rapid screening
in discovery R&D, the characterization of specificity
and the accuracy and precision specifications may be
less stringent than if the assay is used to support pre-
clinical and clinical development studies. Indeed, an
assay for discovery support may be designed to detect
active metabolites as well as parent molecule, so that

an estimate of total, circulating, pharmacologically
active agents may be made. However, at the develop-
ment stage, such an assay may be applicable only with
clear definition of the cross-reactivities of both the par-
ent and the active metabolite in the assay.

DIFFERENTIATING CHARACTERISTICS
OF IMMUNOASSAYS AND THEIR IMPACT
ON VALIDATION

The key difference between chromatographic assays
and immunoassays is the biological nature of the criti-
cal binding reagent in an immunoassay, namely the
antibody. As antibodies are produced in biological
systems, lot-to-lotvariability may occur, and this is
greatest for polyclonal antibodies because they are
produced in whole animals. Monoclonal antibodies,
produced from a single cell line in an in vitro biological
system, tend to have much lower variability between
different production batches. Immunoassays have at
least one timed incubation period, which means that
variations in binding affinity and avidity between dif-
ferent lots of antibody reagents can result in differences
in rates at which equilibrium is reached. Another
important difference between immunoassay and chro-
matographic assays is the use of analyte–protein and
antibody–protein conjugates in immunoassays. During
validation, the stability of these critical reagents should
be demonstrated to ensure that their degradation does
not adversely affect assay performance. The avail-
ability of reference standards may also differentiate
chromatographic and immunoassay procedures. Thus,
although well-characterized reference standards are
readily available for low-molecular-weight xenobiotics,
it is sometimes much more difficult to obtain similarly
well characterized reference materials for macromol-
ecule immunoassays. Macromolecular products are
not always available in a highly purified state, and
are often characterized in terms of biological activity
rather than percentage purity. In some cases, more
widely studied proteins are available as reference stan-
dards from independent agencies such as the World
Health Organization.

Another important difference between immunoas-
says and most chromatographic assays, with significant
implications for validation, is the non-linear nature of
the relationship between concentration and response
for immunoassays. For optimum calibration curve fit,
it is sometimes appropriate to include calibration
points above and below the defined limits of quantita-
tion. The calibration curve fit algorithm should evalu-
ate the overall fit of the experimental data with and
without the use of these additional standards in the
asymptotic regions of the calibration curve. In general,
the authors have observed that the use of additional
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standards in the asymptotic regions improves the accu-
racy and precision of the assay at the limits of quanti-
tation. The option to include additional standards is
not addressed in the draft FDA guideline for bioanaly-
tical method validation,[13] which states that the lowest
and highest concentrations on the calibration curve
should serve as the limits of quantitation.

Precision, accuracy and specificity also raise some
interesting and different considerations for immunoas-
say methods. The biological nature of the reagents and
the antibodyantigen reaction can potentially confer
higher imprecision on immunoassays, and a larger
number of validation runs may be needed to determine
the true precision of the method. This higher impre-
cision also increases the likelihood that a higher num-
ber of assay runs will not meet the so called 4-6-20 rule
relating to quality control acceptance criteria for
method implementation,[20,21] leading to a recommen-
dation,[14,19] that the 20% limit for accuracy be relaxed
to 25% for immunoassays. However, as many immu-
noassays can also have precision comparable to that
of chromatographic methods, the acceptance criteria
should be determined based on the demonstrated
capability of the method during validation and not
set arbitrarily to 4-6-25 for all immunoassays.

Although antibodies can be exquisitely specific, the
biological nature of these reagents also poses some
new specificity issues for immunoassays when com-
pared to chromatographic assays. In immunoassays,
the analyte of interest is usually detected and quanti-
tated directly (i.e., without prior extraction) in complex
biological matrices such as serum, plasma, or urine.
Furthermore, the specificity of the assay can poten-
tially be compromised if cross-reacting metabolites of
the analyte of interest are present in the study sample.
Non-specificity in immunoassays can arise from a
variety of sources, but may be broadly classified as
‘‘specific’’ or ‘‘non-specific’’ non-specificity. Specific
non-specificity can arise from interferents that share
similar physicochemical characteristics with the ana-
lyte of interest, and include metabolites, degraded
forms of theanalyte, impurities, or concomitant medi-
cations. For macromolecules, post-translation modified
proteins, protein aggregates or host anti-idiotypic
antibodies may affect the specificity of the assay in a
‘‘specific’’ manner. Non-specific non-specificity arises
from a variety of factors unrelated to the analyte,
and is often referred to as ‘‘matrix effects.’’ Matrix
effects may be due to hemolysis, lipemia, ionic strength
differences, pH, serum proteins such as complement or
rheumatoid factor, anticoagulants, binding proteins,
autoantibodies or heterophilic anti-IgG antibodies.
Non-specific interferences may arise from the matrix
chosen for preparation of calibration standards and
quality control samples, or the study sample itself.
Evaluation of the matrix should include comparison of

the concentration–response relationship in spiked (and
unspiked) matrix to that in a buffer matrix. Dilution
with buffer may adequately decrease the intensity of
matrix effects; however, if this approach fails, sample
cleanup or full analyte extraction from the matrix may
be needed. In these cases, it is important to treat all
samples, including calibration standards, quality control
or validation samples and study samples, identically, to
obviate the need for recovery corrections in the assay.

VALIDATION CONSIDERATIONS FOR
IMMUNOASSAYS FOR LOW-MOLECULAR-
WEIGHT XENOBIOTICS AND
MACROMOLECULES

An essential prerequisite component of small-molecule
immunoassay validation is the demonstration of speci-
ficity for the analyte of interest. Assay interference
(cross-reactivity) due to known metabolites, concomi-
tant medications and, in some cases, endogenous mole-
cules, should be evaluated. These experiments should
assess the cross-reactivity of the potential interferents
individually and in combination with each other and
the analyte of interest to simulate the most likely bio-
logical milieu for the analyte. For small molecule
immunoassays, the specificity of the assay should be
established, whenever possible, by conducting a com-
parator study over a specified number of analytical
runs, using a different, validated and specific bioanaly-
tical method, such as LC–MS. Samples for these com-
parative analyses should be selected from an earlier
study (incurred samples), and should have been col-
lected at two or more time points following drug
administration (e.g., approximate time of maximum
plasma concentration and a succeeding time corre-
sponding to several elimination half-lives) to allow
performance of the immunoassay to be evaluated in an
environment of increasing metabolite(s) concentration.
If the immunoassay meets the predefined criteria for
accuracy and precision relative to the reference method,
the immunoassay may be considered equivalent to the
reference method.

The metabolism/catabolism of protein drugs and
protein drug candidates is generally much less clearly
elucidated than that of conventional small-molecule
therapeutics. The dearth of information regarding the
metabolism of protein-based drug candidates can ham-
per efforts to develop a highly specific and accurate
enzyme immunoassay. In addition, there are few,
sufficiently sensitive, comparator methods available
to perform comparative analysis. Approaches to define
specificity and, thus, predict reliability of a given assay,
include epitope mapping experiments or the use of
chromatographic separation prior to immunoassay,
although the latter approach can be cumbersome and
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may result in markedly reduced assay sensitivity.
Consequently, complete investigation of assay speci-
ficity for a therapeutic protein is more difficult than
for a low-molecular-weight xenobiotic. The immuno-
reactivity of the analyte may be decreased with
relatively minor changes in the region of antigenic
determinants, such as a change in the amino acid
sequence or by oxidation/deamination of an amino
acid. On the other hand, proteolytic formation of
major fragments of the parent protein may result in
retention of the antigenic determinants and preserve
the immunoreactivity of the protein metabolite. Such
structural changes may or may not result in changes
in biological activity, so that immunoreactivity may
or may not correlate with biological activity in the
study samples collected after administration of the
protein. If assay sensitivity permits, methods such as
chromatography or electrophoresis, coupled with
immunoassay, may shed some light on the structural
nature of the compounds in the study samples giving
a positive response in the immunoassay. For many
recombinant proteins, antigenic determinants of the
therapeutic agent are often indistinguishable from
those of the endogenous equivalent protein and, there-
fore, assays for such recombinant proteins are prone to
interference from endogenous analog proteins. Such an
occurrence poses challenges for the validation analyst
in the selection of the preferred homologous matrix
for the preparation of calibration standards, validation
pools and quality control samples. The problem is
accentuated when the administered doses of the
exogenous product are so low that circulating concen-
trations are not increased markedly over the back-
ground endogenous concentrations. Clearly, in cases
where in vivo concentrations of the exogenous product
are very high after dosing, the contribution of low
basal levels of the endogenous analyte to the total
measured concentration may be small enough to be
ignored. An alternative approach to this problem is
to remove the endogenous analyte from the matrix
by one of a number of methods, as discussed pre-
viously (under the heading ‘‘Immunoassays for Bio-
markers’’) or to use a heterologous biological matrix
devoid of the specific interfering endogenous substance
for the preparation of calibration standards and con-
trol samples. In all of these approaches, it is important
that the final prepared calibration curve reflects negli-
gible bias due to the presence of endogenous analyte.

VALIDATION CHALLENGES FOR
ENDOGENOUS ANALYTE AND
BIOMARKER IMMUNOASSAYS

Immunoassays are often developed for the quantitation
of endogenous equivalents of therapeutic molecules

and biomarkers. Challenges in developing immuno-
assays for these compounds are similar to those
experienced with macromolecules. As the biomarker
is normally always present in the matrix of interest, it
is difficult to obtain analyte-free matrices. Standard
curves and lower limit of quantitation (LLOQ) vali-
dation pools may be prepared by choosing and pooling
matrix from individuals with low baseline concentra-
tions, diluting baseline samples with a protein-based
buffer, or using an alternative species matrix with
negligible concentrations of the analyte. The upper
limit of quantitation (ULOQ) can be established by
fortifying the baseline sample with the analyte of
interest. Whenever possible, the appropriate biological
matrix should be used for QC sample preparation. This
may be a systemic matrix such as whole blood or
plasma, or target-specific matrix such as sputum,
cerebrospinal fluid, aqueous humor, platelets, T-cells
or tissues. Alternatively, if no matrix effects can be
demonstrated, quality control pools may be prepared
in an ‘‘analyte-free’’ protein-based buffer.

As with macromolecules, obtaining well-characterized
reference material can be difficult. Whenever possible,
reference materials should also be species-specific. In
situations where well-characterized standards are not
available, crossover studies should be conducted to
permit normalization of data obtained using reference
standards from different vendors or different lots.

VALIDATION CONSIDERATIONS FOR
IMMUNOASSAYS FOR ANTIBODIES

Anti-drug antibodies are polyclonal in nature and
rarely does one have access to species-specific
(especially human) anti-drug antibodies to prepare a
calibration curve. Despite the problems associated with
developing a quantitative anti-drug antibody assay,
most validation parameters for immunoassays still
apply. Although true accuracy cannot be determined,
relative recovery using quality control samples can be
monitored through the life of the assays. Assay speci-
ficity evaluation should include assessment of any
non-specific binding of the antibody to the microtiter
plate, potential interference of the administered pro-
tein, endogenous protein analogs, concomitantly
administered drugs, and antigen–antibody complex
or cross-reacting antibodies that may be present in
the sample under evaluation.

A major issue with anti-drug antibody assays is
definition and interpretation of a positive antibody
response. During validation, a negative cut-off value,
to distinguish antibody negative and positive results,
should be determined by evaluating the analytical
noise (imprecision) of the assay and the background
absorbance readings from individual baseline samples
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from healthy volunteers and patients from the appro-
priate disease population. The recommended number
of baseline samples is at least 25 (preferably 100) from
each of the volunteer and patient groups. If the back-
ground responses tend to cluster closely together and
the assay is precise, a negative cut-off can be defined
as the mean absorbance �3 SD at a given dilution
factor(s). If, however, there is greater variability in
the background absorbance, developing a negative
cut-off is more difficult. The cut-off should be based
on an acceptable level of false negative and false
positive results. The assay validation scheme should
include a process to distinguish true responses from
false positives. This is particularly important as auto-
antibodies against various proteins may be present in
otherwise healthy individuals. Several approaches can
be taken to elucidate whether an apparent antibody
response is truly positive, such as an alternative method
for detecting the antibody (e.g., western blotting). In
some cases, when antibody response is evaluated
against several different antigens, true positives may
be distinguished from false positives by cross-reactivity
patterns. Finally, examination of the response prior to
drug administration, and the change in this response
over time, with continued exposure to the agent, will
normally distinguish between true and false positives.
In addition, results of in vitro neutralizing activity
assays and clinical effects (in vivo neutralization) may
provide further support for the presence of clinically
significant, drug-specific antibodies.

MODERN TECHNOLOGICAL ADVANCES
RELATED TO ENZYME IMMUNOASSAY

Immunoassays are inherently sensitive and specific.
However, with continued need to develop increasingly
sensitive assays to support preclinical and clinical stud-
ies, there have been ongoing efforts to enhance the
capabilities of these techniques. Advances in critical
binding reagents, detection systems, new assay formats
and automation have resulted in improved immunoas-
say technology.

Critical Binding Reagents

Although most immunoassays have used polyclonal
antibodies as the critical binding reagents, develop-
ment of monoclonal antibodies by Kohler and Milstein
in 1975,[22] has resulted in their widespread use, parti-
cularly in assays for macromolecules. Their unique epi-
tope specificity conveys advantages in double antibody
immunoassays for proteins, where one monoclonal
antibody may be used to capture the protein by a spe-
cific subunit or epitope, and another, directed against a

different region or subunit of the protein, may be used
to detect it. Use of antibodies against specific regions
of the molecule can enhance the specificity of the assay
such that one can distinguish the parent molecule from
its catabolic products, one isoform from another, or an
individual protein from its family members. Although
monoclonal antibodies are highly specific, their affinity
for the antigen is generally lower than that observed
with polyclonal antibodies. Consequently, competitive
immunoassays established with monoclonal antibodies
as the critical binding reagent are generally less sensi-
tive than those using polyclonal antibodies. For this
reason, the application of monoclonal antibodies to
competitive immunoassays for low-molecular-weight
analytes has been limited.

A non-antibody binding reagent that has received
increasing attention recently is the aptamer. Aptamers
are oligonucleotide sequences that bind ligands or
antigens in a way that is similar in many respects to
antibody–ligand interactions.[23] Thus, aptamers have
been shown to bind with high affinity and selectivity to
molecules as diverse as proteins and low-molecular-
weight ligands. Aptamer libraries have also been gener-
ated, from which members with the desired binding
properties may be identified and their concentrations
enriched for use in binding assays. The use of these
molecules as complements to, or substitutes for, anti-
bodies has been reviewed elsewhere.[24] These reagents
offer the promise of similar sensitivity and specificity
achievable with antibodies, without the need for
time-consuming in vivo work to generate them.

Phage display technology provides a source of
recombinant antibodies with defined affinity and speci-
ficity for use in immunoassay, without the need for
extended immunization of animals. This approach
involves genetic manipulation of the coat proteins of
the filamentous phage, a bacteriophage that lives on
Escherichia coli. In one approach, the coding
sequences of the antibody variable regions (Fv) are
first isolated from spleen cells of immunized mice.
The coding sequence for a single chain Fv fragment
is then fused to the phage coat protein. With the assist-
ance of a series of molecular biology steps, a library
containing millions of single-chain antibodies can be
displayed on the surface of the phage particles and
released into the medium. Through a series of binding
and elution steps (‘‘panning’’), the mixture of anti-
bodies with the desired affinity and selectivity may be
sequentially enriched. To obtain single-chain anti-
bodies of suitable affinity and selectivity against new
drug entities, one can repeatedly and rapidly screen
the recombinant antibody phage library and avoid
the traditional, time-consuming process of anti-
bodyproduction. A detailed discussion of antibody
phase display technology is provided in reviews by
Hoogenboom[25] or Peterson.[26]
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Molecularly imprinted polymers (MIPs) also offer
some potential as synthetic alternative binding
reagents[27] for assay of small molecules. These binding
reagents are synthesized by polymerization of func-
tional monomers (e.g., methylacrylic acid, 4-vinyl
pyridines) in the presence of the ligand (antigen), which
acts as a template. Depending on experimental con-
ditions during polymerization, the template ligand may
interact with the monomers by either non-covalent
interactions, reversible covalent interactions, or metal-
ion-mediated interactions, with the non-covalent
approach being most commonly used. Upon com-
pletion of the polymerization reaction, the ligand may
be washed out to leave its imprint in the polymer. The
binding properties of these molecular imprints are
characterized by remarkable specificity for the ligand
originally imprinted. These MIPs have been applied
in place of biologically derived antibodies for the bind-
ing assay of a range of low-molecular-weight analytes
following extraction of the analyte from the biological
matrix. The assays were initially conducted in an
organic solvent. Under these conditions, a good corre-
lation was found between the MIP binding assay and
an established radioimmunoassay for theophylline.[28]

Subsequent developments of aqueous assay conditions
led to a MIP-based assay for propranolol directly in
plasma.[29] These high-affinity binding reagents have
high chemical and thermal stabilities, resulting in long
shelf lives at ambient temperature, an advantage over
antibodies. Additionally, although most MIP-based
assays have employed radiolabeled analyte as the detec-
tion system, some recent studies have successfully used a
fluorescence detection system. However, there are cur-
rently some limitations with this technology. The MIPs
often have lower binding affinities than do antibodies,
resulting in lower assay sensitivities than immunoassays
have. The use of MIPs is also limited to analytes stable
in organic matrices, and further research is necessary to
establish them fully in aqueous media, so that they are
competitive with conventional immunoassays for the
direct analysis of biological fluids.

Detection Systems

The need for greater sensitivity to monitor extremely
low concentrations of either highly potent therapeutic
agents, endogenous biomarker molecules, or environ-
mental toxicants has been the primary driver in the
development of newer detection systems as more
sensitive alternatives to the chromogenic substrates
normally used in enzyme immunoassay.

There are numerous examples in the literature
of fluorescence being used in place of ultraviolet
light absorption as the end-point detection system
for an immunoassay. In particular, methods using

time-resolved fluorescence detection[30] offer high sensi-
tivity while largely avoiding the problem of background
fluorescence in complex matrices by allowing this
short-lived fluorescence to decay, before fluorescence
of the labeled antibody complex is measured. These
procedures frequently employ lanthanide chelates as
the long-lived fluorophores. An interesting recent
example of this method is the time-resolved fluoro-
immunoassay for plasma enterolactone, a lignan pro-
duced from fiber-rich foods by intestinal bacteria,
and thus claimed to be a biomarker of a healthy
diet.[31] This assay used a derivative of enterolactone
coupled with a europium chelate as the fluorophore,
and achieved sensitivity of 1.5 nmol/L. Examples from
the pharmaceutical field include the assays for enala-
prilat in human serum[32] and sampatrilat in human
plasma,[33] which are characterized by lower limits of
quantitation of 200–500 pg/mL. In the technique of
fluorescence polarization, detection is based on the
change in polarization of light emitted by a fluoro-
phore molecule when bound to an antibody. This
change in polarization is correlated with the concen-
tration of unlabeled antigen, and a standard curve is
developed to interpolate the analyte concentration in
an unknown sample. This method, which has the
advantage of being homogeneous and easily automata-
ble, has been widely available commercially for some
time for such applications as therapeutic drug monitor-
ing, but more recently has seen new application to high
throughput screening in drug discovery.[34]

Chemiluminescence[35] offers yet another sensitive
detection system, which is easily implemented with
simple instrumentation, but suffers to some extent
from background interference in complex matrices. A
recent example of an enzyme immunoassay with
chemiluminescence as the detection system is the assay
for 8-oxoguanine in DNA,[36] which uses a secondary
antibody conjugated with peroxidase–anti-peroxidase
complex and a substrate solution containing hydrogen
peroxide, luminol and p-iodophenol.

The utility of chemiluminescence as a detection
system has been extended greatly with the development
of electrochemiluminescence. Although electrochemi-
luminescence has been studied since the 1960s, only
relatively recently has the system been commercialized
by the IGEN Corporation (Rockville, MD). In their
system,[37] a precursor molecule, tripropylamine (TPA)
diffuses to an electrode surface to be activated, result-
ing in the excitation of a reporter molecule, ruthenium
tris-bipyridyl. When the reporter molecule returns to
ground state from the excited state, it emits a photon
of light at a specific wavelength, which is detected by
a sensitive photomultiplier tube. The system includes
an electrochemical flow cell and magnetic bead tech-
nology to trap the ruthenium-tagged molecules on
the electrode and thus allow the electrochemical cycle
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to proceed. Thus, in a typical immunoassay for a
macromolecule, two different anti-analyte antibodies
(recognizing different epitopes) may be used. One anti-
body may be labeled with biotin, which complexes with
strepavidin-complexed magnetic beads, whereas the
second antibody is labeled with the ruthenium com-
plex. During incubation, the analyte is sandwiched
between the two antibodies, after which the mixture
is drawn into the flow cell, and the antigen–antibody
complex is trapped on the electrode surface by mag-
netic forces. After washing, the amount of ruthenium
complex in the trapped antigen–antibody complex is
measured by activating the electrode and quantitating
the emitted light. This method has been applied to
bioanalysis of many analytes; an example is the biotin–
avidin coupled assay for interferon alfa-2b in human
serum, with a sensitivity of 4 IU/mL.[38]

Detection systems have extended into the area of
biosensors and immunosensors, with the application
of surface plasmon resonance (SPR) in immunochem-
istry. SPR is one of a number of optical immunosensor
techniques[39] in which a change in the resonance angle
of incident light occurs when antigen–antibody binding
takes place. In an instrument such as the Biacore, a
typical experimental design might involve adsorption
of an antibody to the gold or silver surface of a micro-
cell, which is backed by a prism or diffraction grating.
When a solution containing the antigen of interest
flows through the cell, the formation of the antigen–
antibody complex results in a change in the angle of
the reflected light (resonance angle) at the metal sur-
face. The shift in the resonance angle has been reported
to have a linear relationship to the concentration of
antigen added to the system. As no labeled reagents
are needed for this method, SPR can be quite simple;
however, the technique cannot distinguish between
antigen recognition and non-specific binding, and poor
sensitivity can also be a limiting factor. However,
recent advances include the incorporation of liposomes
linked to a sandwich immunoassay format, resulting
in picomolar sensitivity in an assay for interferon.[40]

In another application for a low-molecular-weight
xenobiotic, sulfamethazine, in milk, the analyte was
covalently coupled to the gold surface of the sensor
chip.[41] The final response was the result of competition
between covalently bound sulfamethazine and free
antigen in calibration solutions and study samples for
binding sites on polyclonal antibodies, also in solution.
The assay sensitivity was in the range of 1.7–8.0mg/kg.

Assay Configuration and Automation

When immunoassay specificity has not been inherent
in the antibody employed in the assay, separation steps
such as high performance liquid chromatography have

been applied prior to immunoassay. One of the more
promising of such coupled methods is capillary electro-
phoretic immunoassay (CEIA).[42] This method offers
a number of potential advantages, including a smaller
sample size and lower reagent consumption, simple
and readily automatable process, potential for simul-
taneous determination of multiple analytes, and a
broad range of detection techniques. When coupled
with laser-induced fluorescence as the detection
method and enzyme amplification, CEIA appears to
be competitive with standard immunoassay techniques,
with assay sensitivity in the 10 pM range. The resolving
capabilities of CEIA can separate antibody-bound
from free antigen, followed by application of the detec-
tion method. Thus, the technique is configured for on-
line application. Although clearly having the potential
for high throughput, CEIA has been applied only in a
serial mode to date, analyzing one sample at a time.
CEIA has been applied widely to the characterization
of antibodies, as well as to immunoassay of a number
of low-molecular-weight analytes, including digoxin,
morphine and cortisol.

Immunoassay has achieved considerable success in
the medical diagnostic arena largely due to its facile
adaptation to automation, high sample throughput
and relatively low per sample cost. Issues and
challenges involved in the automation of immunoas-
says have been addressed recently by Bock.[43] An
interesting recent application of enzyme immunoassay
in an automated mode has been in the support of high
throughput screening in drug discovery.[44] In this
case, the assay reagents are incorporated into a gel
matrix rather than in a multiwell format, which per-
mits 1,000–10,000 assays to be run per day, with the
assistance of automation, by a single technician. The
development of multianalyte immunoassays in mini-
aturized, microarray formats has also been reported.[45]

The move toward automation has also led to devel-
opment of online and flow injection immunoassays.
These methods involve sequential injection of assay
reagents and antigenantibody reactions in flowing
systems. One such system with some promise is flow
injection renewable surface immunoassay (FIRSI),
with fluorescence detection.[46] In this flowing system,
antibody-coated beads are retained on a flat surface
adjacent to the detector; labeled and unlabeled analyte
are then injected and flow over the beads, while
reaction occurs. The beads are then washed, the
final antibody-bound reading occurs at the detector
andthe flow is reversed to remove the beads in prep-
aration for the next injection. Similar systems, some-
times using magnetic particle-coupled immunoglobulin
to facilitate the separation of antibody-bound and
free ligand,[47] have been used in conjunction with
electrochemiluminescence[48] or laser-induced fluores-
cence[49] as the detection methods.
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CONCLUSIONS

Enzyme immunoassay is widely used, both in competi-
tive and non-competitive formats, for the bioanalysis
of a broad range of low-molecular-weight compounds
and macromolecules. Through the use of fluorogenic
substrates and amplification systems such as avidin–
biotin, the sensitivity of enzyme immunoassay has been
developed to equal or exceed that of radioimmunoas-
say.[50] The technique has found particularly wide
applicability in the determination of new recombinant
proteins, in demonstrating antibody responses to
macromolecules, and in the measurement of biomar-
kers of disease, as well as in diagnostic medicine.

As for all bioanalytical methods applied to support
of drug development, validation of immunoassays is
important. However, several validation issues need
special attention for immunoassays. These include
stability of the critical reagents, the curvilinear nature
of the calibration curve, the greater variability of
immunoassays, and, particularly important, the speci-
ficity of the assay.

Finally, a number of newer binding reagents, detec-
tion methods, assay configurations, and automation
applications are being investigated to develop further
the potential of immunoassays. These include binding
reagents requiring little or no animal immunization
for their production, such as phage display antibody
libraries, aptamer libraries, and synthetic molecular
imprints. Detection methods such as electrochemilumi-
nescence and surface plasmon resonance hold promise
of sensitivity equal to, or better than, that of radioim-
munoassay without the limitations of radioactivity.
Progress has also been made in automation and minia-
turization of immunoassays, as well as online techni-
ques, such as CEIA and flow injection methods.
These efforts will continue to ensure that improve-
ments in sensitivity and specificity of immunoassays
will be widely available through commercialization.
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Equipment Cleaning

Destin A. LeBlanc
Cleaning Validation Technologies, San Antonio, Texas, U.S.A.

INTRODUCTION

GMP Issues

Cleaning of process equipment has been part of the
good manufacturing practices (GMPs) for pharma-
ceutical manufacturing for many years.[1–2] This has
included recommendations for written procedures,
cleaning logs, and appropriate design of equipment
to facilitate cleaning. Good cleaning practices are
necessary to preserve the safety and efficacy of the
manufactured drugs and drug products. Possible
consequences of inadequate cleaning include cross-
contamination (the presence of one drug active in
another drug product at an unacceptable level), the
presence of foreign material (e.g., a cleaning agent,
solvent, or excipient from another drug product), the
presence of microbial contamination (numbers and/
or species of microbes), or the presence of endotoxins
(particularly in parenteral or ophthalmic products).
The presence of such contaminants in a drug product
may pose safety problems depending on the level of
the contaminant. Such contaminants may also affect
the efficacy of a drug product; effects could include
modifying the bioavailability of the active, the dis-
solution time of tablets, or the stability of the finished
drug. Needless to say, failing to follow GMPs relating
to cleaning processes also renders the product ‘‘adult-
erated’’ and subject to regulatory action.

Expectation of Validation

What is new since about 1990 is the regulatory expec-
tation that certain cleaning processes in pharma-
ceutical manufacturing be validated. Validation of
cleaning processes had been discussed in numerous
articles prior to that time.[3–4] However, issues with
drug product contamination due to poorly controlled
cleaning processes,[5] culminating in the Barr Labora-
tories decision,[6] brought this issue to the forefront
and clearly established the FDA’s authority to require
the validation of cleaning processes. As cleaning is a
process, the principles of process validation apply to
the cleaning process. The Barr decision was followed
soon by FDA cleaning validation guidance documents

in 1992[7] and 1993.[8] In 1996, the FDA proposed
amendments to the GMPs which clearly defined (if
approved) validation of cleaning processes as a GMP
requirement.[9] The U.S. FDA took the lead in requir-
ing validation of cleaning processes, and other agencies
also issued similar requirements. This includes the
Pharmaceutical Inspection Cooperation Scheme
(PIC/S) document PR-1-99,[10] the Draft Annex 15 to
the EU GMPs,[11] and the Canadian Therapeutic
Products Programme ‘‘Cleaning Validation Guide-
lines’’[12]. Although the initial emphasis was on clean-
ing validation related to finished drug products,
additional guideline documents clarified that cleaning
validation should be considered for active pharma-
ceutical ingredients[13–14] and for pharmaceutical
excipients.[15]

Applicability of Cleaning Validation

It should be noted that these cleaning validation
requirements apply only to critical cleaning processes.
Although GMPs require the cleaning of (and cleaning
SOPs for) floors, walls, and the outside of process ves-
sels, such processes are not considered critical cleaning
processes. The processes that are critical generally
include processes for cleaning product-contact surfaces
of equipment or utensils. It is these product-contact
surfaces that have the possibility of directly contami-
nating the next product made in the same equipment.
In addition, the cleaning of non-product-contact
surfaces that could reasonably indirectly contaminate
subsequently manufactured products should also be
considered for cleaning validation. For example, some
companies have, either on their own or because of
regulatory requirements, validated the cleaning of
internal surfaces of lyophilizers used for production.
On the other hand, validation of cleaning between lots
of the same product is not necessarily a requirement.[16]

This is based on the fact that cross-contamination of
the active is not an issue. However, other concerns
such as contamination with degradation products, with
cleaning agent residues, or with microorganisms may
suggest that such cleaning is critical, and therefore
should be validated.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001711
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CLEANING PROCESSES

The overall cleaning process comprises the soiled
equipment, a cleaning method with the associated
cleaning equipment, a cleaning agent(s), and process
parameters (time, temperature, etc.). These factors
should all be captured in a cleaning standard operating
procedure (SOP).

Equipment Design

As regards the equipment to be cleaned, this depends
on both the equipment itself and the residues to be
removed. Ideally the equipment to be cleaned has been
designed with cleaning in mind. Design characteristics
may be different for manual versus automated clean-
ing. The equipment design may also affect the extent
of disassembly of the equipment as part of the cleaning
process. Design characteristics that help maximize
cleaning include minimizing deadlegs, minimizing
cracks and crevices where soils can be trapped, improv-
ing accessibility of the cleaning solution to difficult-
to-clean portions of the equipment, and providing
adequate drainage. Materials of construction should
be selected for the equipment based on the expected
cleaning process; such materials may affect both
chemical (such as acids, alkalis, and solvents) and
physical (such as temperature) compatibility. Although
it is difficult to cover all the possibilities because of the
varieties of equipment to be cleaned, the principle is
the same—the selection of the cleaning process will
be limited by the original equipment design (except
to the extent that such designs can be modified).

Cleaning Methods

Although cleaning methods are sometimes divided into
clean-in-place (CIP) and clean-out-of-place (COP)
applications, it may be more useful to consider two
significant features of cleaning methods to provide
broad categorizations of cleaning processes.

Extent of automation

One factor involves the extent of automation. At one
extreme of the ‘‘automation’’ continuum is the fully
automatic process—no operator intervention is
required for preparation of the cleaning solution, for
the cleaning cycle, or for any disassembly or reassem-
bly. The only operator requirement might be pushing
a button at the beginning of a cycle, recording the
cleaning process in the cleaning log book, and perhaps
a visual examination as part of the monitoring pro-
cedure at the end of cleaning (and/or before the manu-
facture of the next product). At the other extreme is the

fully manual process. The operator is required for
preparation of the cleaning solution, for isolating the
system to be cleaned, for applying the cleaning
solution, perhaps for applying mechanical action
through brushes or wipers, for rinsing the system,
and for monitoring process parameters (including the
timing of all events). It should be clear that in between
these two extremes are various semiautomated pro-
cesses, which could cover a broad continuum.

Extent of disassembly

A second continuum for cleaning processes involves
the degree of disassembly (and consequent reassem-
bly). At one extreme is equipment that requires no dis-
assembly at all (true ‘‘clean-in-place’’). At the other
extreme is equipment that requires disassembly of each
component part for cleaning. Disassembly (and reas-
sembly) is preferably avoided for several reasons,
including the time it adds to the overall cleaning pro-
cess (equipment downtime), the concern over damage
to the equipment because of stresses during the dis-
assembly/reassembly process, and the concern over
incorrect reassembly. However, it should be recognized
that there are situations in which partial or complete
disassembly of equipment might be required. This
includes the removal of filters prior to cleaning, or
the opening of a process vessel for placement of a spray
device of a portable CIP system into the vessel.

Simplification of cleaning processes

Design of a cleaning process must be taken into
consideration not only the nature of the process itself
but also the engineering design of the equipment to
be cleaned, the various products manufactured in the
equipment (such products become ‘‘soils’’ to be
cleaned at the end of manufacturing), and the cleaning
process parameters (discussed in more detail later). In
many pharmaceutical facilities, the objective is to make
the process as simple and universal as possible so that
one cleaning SOP can be used either for all manufac-
tured products made in the same equipment or for
all equipment cleaned in the same process. This simpli-
fies documentation and training and may (because of
grouping or bracketing strategies) simplify validation.

Cleaning process steps

The general steps or stages of most cleaning processes
involve the following:

Disassembly and Isolation. This involves preparation
of the equipment for application of the cleaning solu-
tion(s). Disassembly may involve complete disassembly
for washing individual parts elsewhere, or may involve
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partial disassembly, such as removal of filters for sep-
arate cleaning elsewhere. The preferred technique for
cleaning is to isolate the equipment (or parts thereof)
and then clean the entire isolated portion. In a vali-
dated process, it is difficult to clean only one portion
of a piece of equipment without isolating it (for
example, trying to clean a storage vessel only to the
level of product in the vessel; the entire vessel, includ-
ing the vessel dome, should be cleaned).

Prewashing (or Prerinsing). In aqueous cleaning, this
involves flushing all parts of the system with water
(usually at ambient temperature) to physically remove
soils that can be readily removed by a flowing water
stream. The purpose of the prewash is to minimize soils
on the surface for the cleaning step. In this manner, the
action of those cleaning agents in the cleaning step are
focused on residues that are more tenaciously bound to
the surface. In biotechnology manufacture or any
manufacture that involves proteinaceous deposits, a
second objective of this prewash is to prevent ‘‘setting’’
of those proteinaceous deposits when they are immedi-
ately cleaned with a hot water solution. If the cleaning
process uses a CIP system, the prewash step is usually a
‘‘once through to drain’’ rather than a recirculating
process. The objective is to immediately remove loosely
bound soils and discharge them from the equipment
rather than to spread them evenly over all equipment
surfaces (which would occur to a certain extent in a
recirculating system).

Washing. This involves application of the cleaning
solution (which may be plain water, but which usually
involves some cleaning agent) to all equipment surfaces
to effectively remove those soils not removed by the
prewash. The washing step may involve continuous
application of fresh cleaning solution (such as in a
non-recirculating CIP system or in a manual appli-
cation using a high pressure spray hose), a recirculating
application of the cleaning agent in which partially
‘‘depleted’’ cleaning solution is reapplied to surfaces
(as in a recirculating CIP system or an automatic
machine parts washer), or a static soak of equipment
or utensils. The purpose of the washing step is to either
dissolve, solubilize, emulsify, suspend, or chemically
affect the soils on the surface so they can be readily
removed from the equipment either in the washing step
(in a non-recirculating process) and/or the rinse step.

Rinsing. The rinsing step is designed to remove both
washing solution and associated soluble, solubilized,
emulsified, or suspended soils from the equipment.
For solvent cleaning, the rinsing solution is usually a
fresh application of the same solvent used for the
washing step. In aqueous processing, the rinsing sol-
ution is usually water. The rinsing step should usually

be a non-recirculating application of the rinsing sol-
ution. A general rule of thumb followed for finished
product manufacture involving aqueous-based drug
products is that the quality of water used in the final
rinse should be at least as good as the quality of water
used in the manufacture of the next product. The
rationale behind this is that any water contaminants
in the final rinse left behind on equipment surfaces
by the final rinse are identical in quality to water used
in manufacturing of the next product. If the drug does
not contain water, such as in the manufacture of a syn-
thetic organic active substance, there may be other
considerations for the selection of the quality of the
final rinse water. A common practice in bulk pharma-
ceutical manufacture, suitable for most applications
where aqueous cleaning is performed, is to use deio-
nized water as a final rinse.

Drying. Drying is an optional step. One factor in
whether drying should be done is the time period before
the next use of the equipment. Equipment that is to be
used immediately (within a few hours) may not have
to be dried, particularly if the equipment is effectively
drained to minimize any dilution effect of residual rinse
water or solvent. However, the effect of residual water
on microbial proliferation during extended storage is a
significant issue. Options for drying include heated
(and optionally filtered) air and the use of a final
alcohol/water rinse. The final alcohol/water rinse may
also further reduce the bioburden due to the antimicro-
bial action of the alcohol. This use has to take into con-
sideration the flammability of such a mixture.

Reassembly and Storage. These should be part of the
cleaning SOP. ‘‘Reassembly’’ may involve removal of
temporarily installed cleaning equipment (e.g., the
spray device of a portable CIP unit) or reassembly of
equipment parts themselves. If the equipment is to be
stored for a significant time before reuse, critical
elements for storage include whether the equipment is
dry, physical protection of equipment from recontami-
nation by use of items such as plastic wrapping, and
the room conditions (air quality, temperature, and
humidity) where the equipment is stored. Typically it
is expected that stored equipment will be tagged as
cleaned with an expiration (or ‘‘use by’’) date. Expi-
ration dates for stored equipment are established based
on the possible routes and extent of recontamination
during storage. For storage, the focus of regulatory
agencies is microbial contamination; however, other
types of contamination should also be evaluated.

Automated CIP systems

The discussion of CIP processes deserves special com-
ment because of industry trends to use CIP systems.
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As used in a broad sense, CIP refers to any system in
which the equipment is cleaned with no or minimal
disassembly. In a more narrow sense (and in this sense
it is more commonly used now), CIP is used to refer to
systems in which one or more spray devices is placed in
the equipment to be cleaned. A control unit, compris-
ing a pump, associated valves, and a PLC (program-
mable logic controller), pumps a cleaning solution
from a storage tank through the spray device(s). The
spray device(s) is engineered and placed so that sol-
ution is either directly sprayed or else sprayed so that
the solution cascades down the equipment sidewalls
to cover all surfaces of the equipment for effective
cleaning. In a non-recirculating CIP system, the clean-
ing solution passes once through the process vessel and
associated piping, and then goes to drain. In a recircu-
lating system, the cleaning solution passes through the
process vessel and associated piping and then back to
the cleaning solution storage tank. It is then pumped
through the spray device again, for multiple passes.

The spray device may be either permanently
mounted in the process vessel, or installed for cleaning
and then removed for product manufacture. Spray
devices may be stationary. Stationary spherical devices,
the most common type, are called ‘‘spray balls.’’ Spray
balls are usually stainless steel hollow spheres in which
holes are drilled. The placement of the holes is
designed to provide adequate coverage for the vessel
to be cleaned. Stationary spray devices are usually con-
sidered ‘‘sanitary’’ because they are self-draining. The
other type of spray device is a dynamic (or rotating)
spray device. These are similar in principle to a station-
ary spray device (they are designed to distribute clean-
ing solution over all surfaces of the process vessel)
except that dynamic spray devices will rotate in one
or more planes to provide more even distribution of
the cleaning solution. Dynamic spray devices also
typically operate at high spray pressures, so that the
impingement of the cleaning solution on the vessel
surfaces provides more mechanical energy to help
dislodge residues. Dynamic spray devices are typically
not mounted permanently because they are not self-
draining (and thus sanitary); however, some newer
dynamic devices are claimed to be sanitary.

A key to operation and validation of a spray device
is to perform a ‘‘coverage’’ test, such as a ‘‘riboflavin
test.’’ Riboflavin is readily water soluble, and also
fluoresces under an ultraviolet light. Such a test
involves spraying the interior surfaces of the equip-
ment with a dilute solution of riboflavin. A short
CIP rinse cycle is then performed using just water in
a non-recirculating mode. Following this, the interior
surfaces are examined using an ultraviolet light source.
If any surfaces fluoresce green, it is an indication that
solution coverage in those areas may be inadequate.
Poor coverage should require a redesign of the spray

device system, either by adding additional spray
devices, using a different spray device, or by drilling
additional holes in a stationary spray ball. Such a
modified spray system should be retested for adequate
coverage. Such riboflavin testing is usually part of the
operational qualification (OQ) of the equipment.

Cleaning Agents

Aqueous vs. non-aqueous

In addition to the cleaning method used, the cleaning
agents used in the washing step are critical. It should
be appreciated that selection of the cleaning method
and cleaning agent(s) are somewhat interdependent.
Selection of a cleaning method may limit the available
cleaning agents that can effectively be used in that pro-
cess. For example, a CIP process requires a low foam-
ing aqueous cleaning agent, while extent of foam may
not be critical for manual cleaning. Cleaning agents
may be divided into aqueous and non-aqueous clean-
ing products. Non-aqueous products are typically
solvents, and are more common in cleaning in the bulk
manufacture of an active pharmaceutical ingredient
(API). Typically, the solvent used for cleaning is the
same as that used for manufacture. The cleaning effec-
tiveness depends on the solubility of the residue(s) in
the solvent at the temperature of cleaning. Particularly
for cleaning of distillation columns, refluxing with a
volatile solvent is a common practice for effective
cleaning. The trend in the manufacture of APIs is to
move away from solvent cleaning to aqueous cleaning.
However, it should recognized that in many cases this
not practical, and even if it is, the aqueous cleaning
may be followed by one or more solvent flushes to
remove the water from the process vessels.

Types of aqueous cleaning agents

Aqueous processes involve cleaning with water and,
optionally, other ingredients to assist in the cleaning
process. If aqueous cleaning can be suitably performed,
it is preferred over solvent cleaning because of cost
issues (including the cost of the solvent as well as the
costs ofdisposal or reclamation of the solvent) and
because of environmental issues relating to the use or
emissions of solvents. In aqueous processes, the use
of water alone should be considered because it elimi-
nates the concerns over having to consider potential
contaminants from the cleaning agent during cleaning
validation. However, in most cases, the performance
characteristics of various aqueous cleaning agents
more than overcome the concerns about cleaning agent
residues (particularly if the cleaning agents selected are
free-rinsing). The successful use of water alone for the
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washing step depends solely on the solubility of the
residues in water at the temperature of cleaning, and
may not typically provide other cleaning mechanisms
such as emulsification and dispersion. Therefore, use
of water alone may not meet other cleaning objectives
such as short processing times.

Another option for aqueous cleaning involves the
use of commodity chemicals, including alkalis such as
sodium or potassium hydroxide, acids such as phos-
phoric or citric acid, or sodium hypochlorite solution.
These are typically diluted in water at levels of 0.05–
1% (w/w), and the resultant solution is typically used
at elevated temperatures (45–80�C). Commodity che-
micals may provide better cleaning than water alone,
and they do so at a relatively inexpensive cost. Residue
detection of cleaning agents during validation is
relatively straightforward because there is usually only
one chemical species to detect from the cleaning agent
itself.

A third option for aqueous cleaning is to use a
formulated cleaning agent. These formulated products
usually contain several functional agents including a
surfactant(s), an alkalinity or acidity source, water mis-
cible solvents such as glycol ethers, dispersants such as
low-molecular-weight polymers, and various builders
such as chelants. The main advantage of such formu-
lated cleaning products is that they are multifunctional
because of the variety of components; each component
broadens the performance in terms of being applicable
on a wider variety of soil types. Well-formulated pro-
ducts thus enable a pharmaceutical manufacturer to
use one cleaning agent in one cleaning SOP to effec-
tively clean not only the variety of components in a
finished drug product, but also a broader range of fin-
ished drugs themselves. It should be noted in the
former case that for many (if not most) finished drugs,
it is the excipients in the finished drug that are more
difficult to clean (as compared to the cleaning of the
active ingredient). However, the selection of a formu-
lated cleaning product necessitates that the pharma-
ceutical manufacturer knows the ingredients in the
product, both as a check on the consistency of the for-
mulation over time and to effectively establish residue
limits for the cleaning agent.

Basis of selection of cleaning agent

The selection of an aqueous cleaning system is simpli-
fied if only water alone, or water and a commodity
chemical alone, are used. The cleaning performance
can be somewhat predicted based on solubility charac-
teristics (at the appropriate pH) or by consideration of
the peptizing performance of alkalinity on protein
or the oxidizing action of sodium hypochlorite on
denatured protein. In the case of formulated multi-
functional cleaning agents, the performance is more

difficult to predict based on chemistry alone, and an
acceptable cleaning agent is preferably selected based
on experience or on laboratory studies. The selection
of cleaning agents is also complicated by the fact that
sometimes proper cleaning necessitates the use of two
cleaning agents at the same time (a primary cleaning
agent and a functional additive of some sort), or by
the use of two cleaning agents in succession (for
example, the use of an alkaline cleaning product
followed by an acidic cleaning product).

Cleaning Parameters

While selection of the cleaning method and cleaning
agent(s) is important, equally important are the vari-
ous parameters to consider in the overall cleaning sys-
tem. These include cleaning process parameters as well
as parameters related to the system actually cleaned.
Probably the most important cleaning process param-
eters are the time of cleaning, the temperature of
cleaning, the concentration of the cleaning agent, the
water quality, the impingement action of the cleaning
solution, and any mixing in the cleaning solution.

Time

Three aspects of time are important to the cleaning
process. The first is the time from the end of product
manufacture to the beginning of the cleaning process.
This is important in validated cleaning because the
nature of the soil to be cleaned may change over time.
Changes may include the drying of the soil residue
(thus possibly making it more difficult to clean) or
microbial proliferation (thus increasing the bioburden
to be cleaned during the cleaning process). A
maximum time between the end of manufacture and
the beginning of the cleaning process must be specified,
and this maximum time must be considered in the
selection of worst case conditions for the validation
of cleaning processes. A second aspect of time is the
times of the cleaning process steps, as well as the time
between steps. This includes specifying the time of the
prewash, of the washing step, and of rinsing. These are
usually established based on laboratory and scale-up
trials in the development of a cleaning SOP. The times
between these three steps may be critical; if so a
maximum time interval should be specified. For
example, in the manual cleaning of larger equipment,
the time interval between the washing step and the
rinse could be significant if the cleaning agent on the
washed part is allowed to dry before the rinsing step
starts. Drying after the washing step may redeposit
soils and prevent effective rinsing. The expectation
for validated cleaning is that the times for the various
phases are specified. It is generally unacceptable to
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specify an open-end time frame such as ‘‘test until
clean’’ (that is, continue repeating the cleaning process
until tests indicate the equipment is clean) in a vali-
dated process. Such performance is indicative of an
uncontrolled cleaning process. The third aspect of time
is the time of storage of cleaned equipment. Although
recontamination of equipment is generally known to
be event related rather than time related, time is known
to affect microbial proliferation. For this reason it is
expected for validated cleaning processes that an expir-
ation date (or ‘‘use by’’ date) for cleaned equipment be
established.

Temperature

A second important process parameter is the tempera-
ture, not only of the cleaning solution, but also of the
prewash and rinse solution. The solution temperature
can significantly affect cleaning performance, including
the rate of solubility and the extent of hydrolysis.
Control of temperature during cleaning is preferable.
However, it should be recognized that consistency is
more important than just constancy of temperature. A
consistent decrease in temperature (due to the lack of a
heat exchanger in a cleaning circuit) may be acceptable
for validated cleaning, provided that the decrease in
temperature is consistent from one cleaning event to
the next. Temperature of the prewash is generally ambi-
ent to prevent setting of certain residues at higher tem-
peratures. The temperature of the rinse is probably
least critical. However, it should be recognized that the
higher temperature of a rinse might facilitate faster
rinsing. In addition, if the temperature of a first rinse is
significantly lower than the temperature of the cleaning
solution, the temperature ‘‘shock’’ may cause a cleaning
solution containing emulsified soils to ‘‘break,’’ thus
redepositing soils on the equipment surfaces. Tempera-
ture should be controlled within reasonable limits, for
example, within 5�C of the control point.

Cleaning agent concentration

Cleaning agent concentration should be specified and
controlled. Cleaning agent concentration can usually
be controlled by diluting based on weight or volume,
or by diluting to a known control point, such as to a
known conductivity. Within reasonable limits for
aqueous cleaning, higher cleaning agent concentrations
result in more effective cleaning. Concerns with higher
cleaning agent concentration include deleterious effects
on equipment and safety issues in manual cleaning.

Water quality

In certain circumstances, water quality can be critical
for cleaning performing. If the washing step involves

the use of surfactants for cleaning, the presence of
hard-water ions (calcium and magnesium) is well
known to interfere with effective detergency. Addition-
ally, in the presence of alkalinity sources (which raise
the pH), calcium ions will precipitate as calcium
carbonate. Such deposits, if not removed from the
equipment surfaces, can contribute to the equipment
being judged visually dirty. Some formulated cleaners
will contain chelants (such as salts of ethylenediamine
tetra-acetic acid) to minimize such possibilities. For
most cleaning applications, pharmaceutical manufac-
turers will also use the same quality of water (Purified
Water or Water for Injection) that is used for manufac-
ture of the drug product. Lesser quality water, such as
tap water, can be used provided the water quality (both
chemical and microbiological) is carefully monitored.
In addition, if the tap water quality may vary (due to
seasonality or source, for example), the worst-case
water conditions must be considered for validation
purposes.

Impingement

The impingement of the cleaning solution refers to the
physical action of a cleaning solution as it hits the sur-
face from a spray application. Such a spray application
may include that from a spray device in a CIP system,
or may be from a high-pressure hose spray application.
Impingement provides mechanical action to help
dislodge residues from surfaces. Such impingement
can be beneficial if the dislodged residues can then be
suspended, emulsified, or otherwise carried away from
the equipment surfaces and removed from the cleaning
system. Dislodging residues and just displacing them to
another location on equipment surfaces may not prove
beneficial. In some circumstances, impingement with a
solution containing added cleaning agents may be
preferred.

Mixing

Mixing refers to the movement within the cleaning
solution itself. With a static application of a cleaning
solution, as the soils on the surfaces dissolve, emulsify,
or otherwise migrate into the cleaning solution, a con-
centration gradient of saturated or partially saturated
cleaning solution is established near the equipment
surfaces. This concentration gradient minimizes the
chemical cleaning action. Mixing eliminates this con-
centration gradient and places fresh cleaning solution
(or at least a less saturated cleaning solution) in
contact with soils on surfaces. This optimizes the clean-
ing process. It is desirable that mixing be such that the
cleaning solution experiences turbulent flow.

The six parameters discussed above are parameters
that usually can be controlled by proper design of
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the cleaning process. Other parameters that are impor-
tant for cleaning are things that are controlled more by
equipment design or by manufacturing process design.
Those characteristics include the nature of the
equipment surfaces, the physical nature of the soil,
and the amount of soil.

Nature of the surface

In removing manufactured product soils from equip-
ment, the nature of the surface may also affect the
cleaning process. This includes any special factors in
the adhesion of the soil to different surfaces. Different
surfaces include differences in type, such as stainless
steel, glass, and various plastics. Effective removal of
soils from all representative surface types is usually
considered in a sampling plan for cleaning validation.
Different surfaces also include the roughness or
smoothness of the surface itself. Although there is
controversy on this, as a general rule for most surfaces
involved in pharmaceutical manufacturing, smoother
surfaces are more easily cleaned. This may be related
to the fact that rougher surfaces have cracks or crevices
where soils can more easily ‘‘hide.’’ For example,
etched glass surfaces are generally more difficult to
clean as compared with highly polished glass surfaces.
A third factor in considering the nature of the surface
is the chemical or physical compatibility of the clean-
ing solution with the surface itself. The objective in
cleaning is to remove the soils and restore the surface
to its original condition (or as close to that condition
as practical). Two examples of substrate compatibility
issues are the repeated use of high levels of hypo-
chlorite on stainless steel (leading to rouge formation)
and the use of high levels of aqueous alkalis (sodium
or potassium hydroxide) at high temperatures for
prolonged periods on glass-lined vessels (leading to
etching of the glass surfaces). Other issues might be
temperature compatibility of plastics or of gasket
materials. Although some deleterious effects may be
expected in any cleaning process, the process should
be designed to clean effectively and yet keep substrate
compatibility issues to a minimum.

Condition of soil

A second factor to consider is the soil condition itself.
Three ‘‘states’’ of the soil may be considered—freshly
deposited soil, dried soil, and baked-on soils. The dif-
ference between the last two is that drying just involves
the removal of water without any chemical changes in
the soil. Baking usually involves not only the removal
of water but also a significant chemical change in the
soil. Such chemical changes usually result in the soil
being more difficult to remove. For example, drying
sugar on a surface may render it slightly more difficult

to remove; however, baking it at elevated temperatures
will caramelize the sugar and render it extremely diffi-
cult to remove. The condition of the soil may change
because of manufacturing process conditions, such as
product splashing onto a vessel dome that is steam
jacketed and baking onto the surfaces. It also may
change because of a time delay after manufacture
and before cleaning, allowing the product to dry out.
It should be noted that merely drying of certain poly-
mers on surfaces might render them extremely difficult
to remove. For example, dried solutions of carboxy-
methylcellulose (CMC) can be extremely difficult to
remove from surfaces.

Although it may be difficult to control the extent of
drying or baking in certain processes, these phenomena
should be evaluated, and if they do occur, the cleaning
process should be designed to remove those soils in the
more difficult dried or baked conditions.

Amount of soil

A third factor to consider is the amount of soil on the
surface. As a general rule, the greater the amount of
soil on the surface, the more difficult the cleaning.
For freshly deposited soils, this may not be a serious
issue if the bulk of the soil can be readily removed in
the prewash. On the other hand, with dried or baked-
on soils, the prewash may have little benefit in reducing
the amount of soil on the surface. Unfortunately,
surfaces that are most likely to have larger amounts
of soils (dead legs, cracks, crevices, low flow areas)
are also those that are more difficult to clean because
of accessibility of the cleaning solution to the surfaces.
For cleaning process design purposes, worst cases in
soil amounts should be considered.

CLEANING STRATEGIES IN LIGHT
OF VALIDATION

Although cleaning processes should be primarily based
on what is necessary for good cleaning, they may be
modified somewhat based on the regulatory needs for
validation. As most pharmaceutical companies will
want to validate a cleaning process and not have to
do additional significant revalidation work in the near
future, this may limit the selection of cleaning agents.
As a key part of any validated process is consistency
and control, cleaning SOPs for validated processes will
also generally have more detail and specificity.

Cleaning for Multiproduct Equipment

Several strategies are possible for cleaning of equip-
ment used to make two or more different products.
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One option is to optimize a cleaning process for each
product made on the equipment. This may mean
different cleaning agents for cleaning after each manu-
factured product, although usually what it means is
that the same cleaning agent is used under different
process conditions (such as time and/or cleaning agent
concentration). Each manufactured product will have
its specific cleaning SOP. Another option is to use only
one cleaning process for all products manufactured on
that individual piece of equipment. One cleaning SOP
(with all process conditions the same) is used for all
manufactured products. Such a strategy allows for
the possibility of ‘‘grouping’’ or ‘‘bracketing’’ for vali-
dation protocol purposes. However, it should be recog-
nized that the decision to use one cleaning SOP for all
manufactured products has implications for both
cleaning and for validation purposes. A strategy of
‘‘one SOP for everything’’ has advantages for cleaning
in terms of simplifying documentation and simplifying
training. However, such a strategy can be pursued
regardless of whether one adopts grouping strategies
for validation or not. Clearly, one can also adopt
a hybrid strategy, in which several manufactured
products are cleaned with one SOP and another group
of products (manufactured on the same equipment) is
cleaned with a different SOP.

Cleaning in Campaigns

Cleaning between lots of the same product made
successively on the same equipment in a campaign
may allow for less aggressive cleaning procedures.
The reason is that in such cleaning there is no concern
about cross-contamination with an active from a dif-
ferent product. However, there are concerns about
cleaning. First is the issue of lot integrity—how much
of the active or product from one lot can comingle
with a different lot and be considered different lots
for such purposes as recalls? In addition, while cross-
contamination is not an issue, other issues such as
contamination from residues of cleaning agents and
microbial contamination should also be considered.
Another issue in campaigns in which cleaning is
minimal is the possibility of degradation product
accumulating on the equipment.

VALIDATION ISSUES

IQ/OQ/PQ

Cleaning validation is a type of process validation, and
the principles of process validation[17] apply equally to
a cleaning process. This includes installation qualifi-
cation (IQ), operational qualification (OQ), and

process or performance qualification (PQ). IQ and
OQ should focus on the equipment used for the clean-
ing process, such as a CIP skid, a spray device, or the
monitoring equipment (such as a conductivity probe).
PQ involves performance of the cleaning procedure
three consecutive times and evaluating the success of
the cleaning procedure, usually by measuring the
amount or degree of potential contaminants on the
cleaned equipment surfaces. The cleaning SOP should
be challenged during the three PQ runs, using (as much
as possible) process conditions within the normal
ranges that are more likely to induce failure. For
example, if the time from the end of manufacture until
the beginning of cleaning is specified as a maximum
of 12 h, then at least one of the PQ runs should be
performed at that maximum time to demonstrate
adequate performance.

Cleaning validation is different from other types of
process validation in that with cleaning validation both
the product cleaned as well as the next product manu-
factured must be considered. The cleaning SOP is
primarily based on what is required to remove the
manufactured product. However, the types and accept-
able levels of residues following cleaning are also
determined by the nature of the next product manufac-
tured in the cleaned equipment. For this reason,
cleaning validation is more dependent on what other
products are made on the same equipment. Further-
more, the addition of a new product to equipment
previously validated for cleaning with multiple manu-
factured products requires a reevaluation of that
previous validation work to determine whether or
not the previously validated residue acceptance limits
are still applicable in light a new ‘‘next product.’’

Residue Limits

Validating a cleaning process includes selecting target
residues and setting limits for those residues following
the cleaning process. Target residues are selected based
on possible residues that can be left after the cleaning
process. This requires an understanding of the cleaning
process, and may require an investigation into possible
degradation products that may occur during the clean-
ing process. Acceptable levels of those specific residues
are based on what could occur should those residues
contaminate the subsequently manufactured pro-
duct.[18,19] Analytical determinations of residues are
usually required. In addition to those measurements,
it is expected that the equipment will be visually clean.
Examination of equipment for visual cleanness
requires training of the observers and may require
auxiliary lighting. A visual examination may be supple-
mented by use of a video camera for recording
purposes or by use of a boroscope for pipes. In some
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cases, equipment may be disassembled for visual
examination (and optionally for analytical sampling)
to determine cleanness.

Limit in next product

It is important in any discussion of ‘‘residue limits’’ to
understand that limits for a cleaning process may be
expressed in different ways. This includes the limit of
the residue in the subsequently manufactured product,
the limit of the residue on the cleaned equipment
surfaces, and the limit of the residue in the analyzed
sample. These are all related, but they are usually
different numbers. For an active ingredient in the
cleaning of a finished drug product, the limit in the
next product is usually calculated based on application
of a safety factor (usually 0.001 or lower) to the mini-
mum daily dose of that active in the maximum daily
dose of the subsequently manufactured product. The
active or level of active in the subsequently manufac-
tured product is irrelevant unless there is information
about unusual deleterious interactions. This calcu-
lation is also independent of manufacturing issues such
as batch size and equipment surfaces areas, and can be
calculated solely on information about the dosing of
the two products as follows:

L1 ¼
MinDA � SF

MaxDSP

where L1 is the limit of the active in the next product,
MinDA is the minimum (daily) dose of the active (the
target residue), MaxDSP is the maximum (daily) dose
of the subsequently manufactured drug product, and
SF represents an appropriate safety factor. Care needs
to be paid to selection of units; the L1 limit is usually
expressed in mg/g (or ppm).

Limit per surface area

The next limit calculated is usually the limit per equip-
ment surface area. This is calculated based on the limit
in the next product, the batch size of the subsequently
manufactured product, and the equipment shared
surface area. This is expressed as:

L2 ¼
L1 � BS

SSA

where L2 is the limit per surface area, BS is the batch
size, and SSA is the shared surface area. Units should
be consistent, and the L2 limit is usually expressed in
units of mg/cm2.

Limit in analytical sample

The next limit is the limit in the analytical sample. If
the sampling method involves swabbing, the surface
area swabbed and the amount of diluent used for
desorbing the swab must be considered. The limit per
swab sample is then calculated as:

L3 ¼
L2 � SA

AD

where L3 is the limit per analytical sample, SA is the
swabbed area, and AD is the amount of diluent for
swab elution. Here again units need to be consistent,
and the L3 limit is usually expressed as mg/g or mg/
mL. It should be clear that the limit in the analytical
sample can be manipulated by changing the area
sampled (higher areas result in larger limits per analyti-
cal sample) or the amount of diluent used (lower
amounts result in larger analytical sample limits). If a
sampling rinse is used (in place of swabbing), SA effec-
tively becomes the total surface area of the equipment,
and AD becomes the volume of solution used for the
sampling rinse.

Non-dose limits

For residues (such as cleaning agents) that do not have
a defined dose, some measure of toxicity, such as an
acceptable daily intake (ADI), is used for residue limit
purposes. If the subsequently manufactured product is
an in vitro diagnostic (IVD), and has no defined dose,
then some evaluation of the effects of target residues
on the performance or stability of the IVD product
should be performed. These non-dose factors are used
only for the L1 limit; there are no changes for calcu-
lation of L2 and L3 limits.

Limits for multiple subsequent products

When a residue limit is to be calculated for a product
where there may be more than one subsequently man-
ufactured product, calculations should be made to
compare the surface area residue limits (L2 limits) by
using each subsequent product. If the manufacturing
order is not to be restricted, the cleaning validation
of the first product should be established using the
lowest surface area limit.

Sampling Procedures

Sampling procedures for cleaned surfaces can be div-
ided into four types. Direct surface sampling involves
a fiberoptic probe (such as a near infrared probe) that
is placed directly on the surface. An output is provided
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as to the type of residue and the level. Such systems are
currently in developmen,[20] but are not commercially
practical. Swab sampling involves wiping a fixed area
of the surface with a premoistened swab. The swabbing
procedure is designed to remove any residues from the
surface, and the swab is then placed in diluent to
desorb the residue from the swab to the diluent. The
residue is then measured in the diluent by a suitable
analytical technique. Such swabbing is commonly
called ‘‘direct surface sampling,’’ although it clearly
is an indirect measure. Rinse sampling involves flush-
ing the equipment surface with a fixed amount of rinse
solution (aqueous or solvent), capturing the rinse sol-
ution, and then measuring the target residue in the
rinse solution. A true sampling rinse is distinct from
the final process rinse, and may involve a solution
different from that for the process rinse. A fourth sam-
pling procedure is placebo sampling. This involves
making a placebo of the subsequently manufactured
product in the cleaned equipment. Following manufac-
ture of the placebo, the placebo is sampled and ana-
lyzed for the target residue. Any target residue in the
placebo would come from the cleaned equipment,
and it could be expected that the level present in the
placebo would be the level present in any such sub-
sequently manufactured product. Placebo sampling is
not widely used because of regulatory concerns related
to uniformity of contamination of the placebo from
the equipment surfaces and the analytical challenge
of finding low levels of residues in placebos.

Analytical Methods

Relationship to target residue

The analytical method selected to measure the target
residue must provide a direct measurement of that
target residue. When regulatory authorities first began
requesting that cleaning be validated, some companies
merely tested the rinse water by USP Purified Water
specifications to determine if the equipment was clean.
The rationale was that the effluent met the same stan-
dard as the incoming water. Regulatory authorities
(quite rightly) rejected such arguments (because of
the possibility of unacceptable levels of potent drugs
being present, and because of the possibility that the
target residue not being removed in the rinsing pro-
cedure), and requested that analytical techniques target
the specific residues of concern. However the require-
ments for analytical methods for residue determination
are slightly different from methods for actives level
determination in finished product in one important
way. For finished product actives determination, a
method is required to unequivocally measure the active
in the presence of known potential interferences and

provide an exact level of the active present. For clean-
ing validation residue analysis, it is not so as important
to know exactly how much residue is present as to
know that the amount present is below the acceptance
criteria in the validation protocol. For this reason both
specific and non-specific analytical methods can be
used for residue detection purposes.

Specificity of methods

Specific methods are preferred because they can more
accurately provide information for evaluating poten-
tial problems. Because they are designed to eliminate
the effects of potential interferences, they can more
reliably meet the acceptance criteria. The most com-
mon method for residue determination for cleaning
validation purposes is the high performance liquid
chromatography (HPLC) procedure. In contrast,
non-specific methods such as total organic carbon
(TOC) can only provide an upper limit value of the
target residue, provided there are no negative inter-
ferences (that is, all interferences contribute positively
to the analytical response). For TOC, this is usually
the case. If the anaytical response is treated as if the
response comes only from the target residue, then an
upper limit calculation of the target residue can be
obtained. If such upper limit calculation is below the
acceptance criterion, then it is safe to claim that the
residue is within acceptance limits. Non-specific meth-
ods such as TOC are more commonly used in biotech
manufacture, where proteinaceous actives are readily
degraded by the cleaning procedure. In such cases,
the TOC values are treated as if the carbon were due
solely to the protein active. Actually, some of the
carbon may be due to the cleaning agent, and some
may be due to the excipients or processing aids.

Validation of methods

It is expected that any analytical method chosen be
validated, including an evaluation of specificity, sensi-
tivity (limit of detection and limit of quantitation),
accuracy, precision, range, and linearity.[21] The range
validated is preferably a range around the expected
value in the analytical sample. However, it is wise to
also include values up to the acceptance limit in the
analytical sample.

Sampling/Analytical Method Recovery

The sampling method chosen must be challenged in
combination with the analytical procedure to deter-
mine the recovery of the sampling method. This is
typically a laboratory study involving spiking a model
surface with the target residue and performing the
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sampling procedure on the surface and measuring the
residue with the analytical procedure.[22] The amount
of residue measured is compared to the amount spiked
to give a percent recovery. Recoveries of greater than
80% are considered good, but recoveries of greater
than 50% are acceptable. As the analytical values have
to be transformed by the recovery values, it is desirable
to obtain as high a recovery as consistently possible.

MICROBIAL CONTROL ISSUES

Issues in Cleaning

GMPs require that procedures be in place to limit
objectionable microorganisms in both non-sterile and
sterile drug products. This should be interpreted to
include both the number of organisms as well as the
type (species) of organism. Protection of subsequently
manufactured product from microbial contamination
can be accomplished in part by effective cleaning, by
a separate sanitizing step, and/or by storage pro-
cedures. In many cases effective microbial control is
achieved by a good aqueous cleaning process. The
conditions of cleaning can either physically remove
microbes, or these conditions (hot alkaline or acidic
aqueous conditions) can be conducive to the destruc-
tion of microbes. The use of hypochlorite for removal
of denatured proteins also serves as an effective oxi-
dizing biocide. If cleaning alone does not achieve
adequate microbial reduction, the use of either a
chemical sanitizer or elevated temperature (steam or
hot air) can be considered. Chemical sanitizers include
hydrogen peroxide, peracetic acid, quaternary
ammonium chlorides, and alcohols; as a general rule
phenolic sanitizers are not used for process equipment
because of the difficulty of rinsing from equipment sur-
faces. If the sanitizer leaves a residue, then a final rinse
should be considered to reduce that residue to an
acceptable level. Acceptable levels of microbes in the
cleaned equipment can be established depending on
the nature of the subsequently manufactured product.
Limits for non-sterile products can be established
based on accepted levels of microorganisms in non-
sterile products. Such calculations usually result in
acceptance levels that are considerably above what
can be routinely achieved with good cleaning proce-
dures. Limits for equipment surfaces used for manu-
facture of terminally sterilized products are usually
related to assumptions of the maximum bioburden
for product sterilization purposes. Limits for equip-
ment surfaces used for manufacture of aseptically
produced products are usually related to assumptions
of the maximum bioburden for equipment sterilization
purposes.

Issues in Storage

One major regulatory issue in the cleaning of equip-
ment is the possible microbial proliferation due to
improper storage, such as in a wet condition or with
pools of water. The preferred method for dealing with
such concerns is to effectively dry the equipment before
prolonged storage. An alternative (but less desirable
option) is to include an additional cleaning and/or
sanitizing step after storage and before the next use
of the equipment. If this alternative is used, the
measurement of both chemical and microbial residues
should be performed at the end of this cleaning/
sanitizing step.

VALIDATION MAINTENANCE

Once a cleaning process has been appropriately vali-
dated, steps should be taken to help insure that the
cleaning process remains consistent and in control.
Steps that are taken to help assure this include regular
monitoring, a change control system, training, and
revalidation.

Monitoring

The testing that is done for routine monitoring of the
cleaning process should be distinguished from the test-
ing that is part of PQ process qualification. Monitoring
tests are usually done on each individual cleaning run.
Tests are selected which could be indicative of a clean-
ing system that is either out of control, or could be
trending out of control. Examples of process param-
eters that could be monitored include the concen-
tration of the diluted cleaning agent, temperature of
the cleaning solution, times of various process steps,
pressure at a spray device, flow rates, volumes of solu-
tions used, and conductivity of the final rinse water. As
these monitoring steps should be part of the cleaning
SOP, they should also be performed during the three
PQ runs. Some monitoring can give pass/fail infor-
mation, which clearly indicates the cleaning process is
out of control, requiring an investigation and correc-
tion of the problem. For example, a higher than speci-
fied pressure at a spray device may suggest that spray
nozzles were blocked, and that perhaps cleaning cover-
age was inadequate. This would require an immediate
investigation of whether the equipment was adequately
cleaned. Such equipment should not be used until a
confirmation of adequate cleaning is performed, and
the cause of the high pressure corrected. On the other,
hand monitoring of the final rinse water conductivity
or TOC may show results which do not necessarily
suggest that cleaning was inadequate, but rather may
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display a trend which suggests that cleaning may
become inadequate if such a trend continues. This is
the value of action and alert limits for monitoring,
and of control charts which show trends. It is possible
that in certain situations the full range of testing done
in the PQ runs would be repeated. However, the value
of validation is that consistency has been demon-
strated, and the emphasis in monitoring should be tests
that might indicate a process change.

Change Control

Validated cleaning processes should be subject to
change control. Changes include unplanned and
planned changes. Examples of unplanned changes
include the failure of a process pump, the clogging of
a spray device, and the discontinuance of a cleaning
agent by a supplier. The keys to change control are
to evaluate the effects of any change, correct the chan-
ged item (if possible), implement any increased moni-
toring as needed, and document the procedure. For
example, failure of a pump in a CIP skid may just
require a switch of like for like, IQ on the new pump,
optionally OQ on the new pump, and proper documen-
tation. Clogging of a spray device may require cleaning
of the device and an investigation of the cause of clog-
ging. This should be followed by preventive measures,
such as installation of a filter screen to remove material
with the potential to clog and some kind of preventive
maintenance to regularly clean the screen and inspect
the spray device. In both these cases, it may not be
necessary to repeat a PQ run. On the other hand, a
slight compositional change of the cleaning agent
may require laboratory studies to suggest equivalence,
followed by one PQ run to confirm equivalence. A
change in the manufacturing process itself, and the
possible effect of such a change on the cleanability of
the equipment, should not be neglected when consider-
ing change control for a cleaning process. A change
such as increased processing temperature may modify
the condition of the soil and, therefore, make it more
difficult to clean. In all cases documentation of changes
according to a change control SOP is mandatory.

Training

Training operators in the cleaning SOP is an important
part of validation maintenance, particularly for man-
ual cleaning methods. Training in a manual method
should include a classroom discussion of the method,
observation of the SOP being performed by a trained
operator, and then demonstration of proficiency by
performance of the SOP by the trainee. Training
should always follow revision of the SOP, and retraining

should follow any deviations that were attributable to
operator error.

Revalidation

There are two aspects to revalidation of a previously
validated cleaning process. First is revalidation upon
any significant change. What is ‘‘significant’’ is a
matter of professional judgment. However, a change
in cleaning method, such as from manual cleaning to
automated cleaning will generally require revalidation
even though the cleaning agent and process parameters
are the same. In essence this is not really revalidation
but rather validation of a new cleaning process. The
other aspect of revalidation is based on the evaluation
of the consistency and control of a cleaning process on
a regular basis to confirm that the process is still under
control. The time of this periodic revalidation should
be specified in a cleaning validation policy (such as in
the cleaning validation master plan), and typically is
every one or two years. Such a periodic revalidation
involves an evaluation of the monitoring data, change
control, cleaning process deviations, and quality
records of products manufactured after the cleaning
process. If the monitoring data is adequate, the change
control is minor, any deviations have had attributable
to corrected causes, and there have been no product
quality problems possibly related to cleaning, then all
this information is suggestive of a cleaning process that
is still under control. In such a case it is possible to
document such findings in a revalidation report with
a conclusion that the cleaning process is still under
control and that the original validation work is sill
applicable. On the other hand, if the monitoring data
show continual trends which require corrections, if
numerous individual changes have been made (each
of which was acceptable) but the overall cleaning pro-
cess is now seen as significantly different, if deviations
in the cleaning process have either not been attribu-
table to a cause or the cause has not been corrected,
and/or if there have been product quality issues related
to the cleaning process, then such an investigation may
result in a repeat of one or more PQ runs. In such a
case, usually there will be some laboratory or pilot
scale evaluations before PQ runs are performed.
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INTRODUCTION

History of the European Union

After the Second World War, the idea of a ‘‘United
States of Europe’’ was promulgated and in 1957, the
Treaty of Rome was signed instituting the European
Economic Community (EEC) between six countries
(Germany, Belgium, France, Italy, Luxembourg, and
the Netherlands). In 1973, Ireland, the United Kingdom
(UK) and Denmark joined the EEC. In 1974, heads of
state and government decided that a European Parlia-
ment should be elected by direct universal suffrage and
that it would meet regularly as the European Council
(EC) to deal with community affairs and political
cooperation. Greece acceded to the EC in 1981, and
Spain and Portugal joined in 1986. In 1992, the 12
Foreign Affairs Ministers signed the Maastricht Treaty
instituting the European Union (EU), which also
included the four freedoms of labor, capital, goods,
and services. Finally, Austria, Finland, and Sweden
joined the EU in 1995. The Treaty of Amsterdam, which
entered into force on May 1, 1999, made further insti-
tutional changes such that no draft text can become
law without the formal agreement of both the European
Parliament and the Council. Thus, the EU now consists
of 15 member states, each of which has its own national
government and legislative bodies.

The EEC has three important powers:

1. It adopts ‘‘European laws’’ that apply in the 15
countries (‘‘directives’’ and ‘‘regulations’’).

2. It disposes of a budget to finance certain pro-
grams carried out in its member states.

3. It signs international agreements on coopera-
tion or trade.

All these decisions are taken by common institu-
tions sitting in Brussels, Strasbourg, and Luxembourg.
Since 1974, the EC has brought together heads of state
and government of the 15 member states, as well as the
the president of the Commission, to set key guidelines
and political goals and to arbitrate on questions for
which agreement has not been found within the EU
Council of Ministers. Each member country presides
over the Council for a six-month period.

EUROPEAN UNION INSTITUTIONS
AND LEGISLATIVE INSTRUMENTS

The European Commission, representing the Commu-
nity’s interests, draws up common projects and, after a
decision has been taken by the EU Council of
Ministers, sees that they are properly implemented. It
is directed by 20 commissioners and is assisted in its
work by a permanent staff of 17,000, most of who
are based in Brussels. It is independent of the govern-
ments but is subject to control of the European Parlia-
ment. It implements common policies and negotiates
international agreements. It may bring an action
before the European Court of Justice should Com-
munity laws not be respected by the member states.
It is here, within the Pharmaceuticals and Cosmetics
Unit ofthe Directorate-General for Enterprise (for-
merly the Directorate-General for Industry, DG III),
that European legislation on medicines is drawn up
and implemented.

The European Parliament is made up of 626 depu-
ties who are elected by direct universal suffrage every
5 years. It examines all proposals for European direc-
tives and regulations, which it may accept, modify, or
refuse. It supervises the work of the European Com-
mission, which it can dismiss with a motion of censure,
and it votes the annual Community budget.

The EU Council of Ministers meets in order to
adopt proposed European directives and regulations
in light of the advice given by the European Parlia-
ment. The ministers convene depending on the subject
that the Council is dealing with and according to their
areas of competency (i.e., the ministers of health of the
15 member states are present for a Council dealing
with questions of drug regulation or health.) The coun-
try presiding over the EC holds the presidency of the
EU Council of Ministers. Due to the principle of sub-
sidiarity, Community legislation is only introduced on
points of common interest and in order to further the
aim of a balanced and dynamic Europe.

The Council of Ministers can adopt several types of
legislation, which are more or less restrictive:

‘‘Regulations’’ are binding and directly applicable
to all citizens.
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‘‘Directives’’ are binding on all citizens but
indirectly (i.e., after they have been ‘‘trans-
posed’’ into the laws of each country).

‘‘Decisions’’ are binding and directly applicable
but only to the institutions, bodies, businesses,
or citizens specifically named.

‘‘Recommendations,’’ ‘‘advisory opinions,’’ and
‘‘resolutions’’ are consultative or guidance texts
addressed to the states.

EU LEGISLATION FOR PHARMACEUTICAL
AND VETERINARY PRODUCTS

The foundation of European pharmaceutical legis-
lation is Directive 65/65/EEC,[1] which when promul-
gated in 1965, applied only to the initial six member
states. In this directive, the definition of a medicinal
product is given and the data required to obtain
approval is described. This original directive is
continually updated, amended, and supplemented with
subsequent legislation, but remains the basis of
pharmaceutical legislation.

Ten years following the first direction, three new
directives sought to further promote public health
and the free movement of medicinal products within
the community. Directive 75/318/EEC[2] set analyti-
cal, pharmacotoxicological, and clinical standards for
testing proprietary medicinal products. Directive 75/
319/EEC[3] established the Committee for Proprietary
Medicinal Products (CPMP) and its partial mutual
recognition procedure, while Directive 75/320/EEC[4]

set up a Pharmaceutical Committee to examine pro-
blems in implementing the pharmaceutical directives.

In the years that followed, cooperation between
national health authorities at EU level was further
encouraged. Two Directives, 83/570/EEC[5] and 87/
22/EEC,[6] set up the Multistate procedure and the
Concertation procedure. These procedures provided a
mechanism for exchange of information on all aspects
of product licensing between member states and made
it easier for national licensing authorities to recognize
each other’s decisions. In the Concertation procedure,
the CPMP was charged with forming an opinion on
the feasibility of an application, which, however, was
not binding on the member states’ national authorities.
The Multistate procedure was based on the principle of
recognition of an approval in one member state by the
national health authorities in other member states.

The European Agency for the Evaluation of Med-
icinal Products (EMEA) was established by Council
Regulation (EEC) No 2309/93[7] of July 22, 1993, with
London chosen as its seat by decision of the Council on
October 29, 1993. It began operation on February 1,
1995. Regulation 2309/93 also established the legal basis

for a single community-wide centralized procedure for
the approval of medicinal and veterinary products.

Simultaneously, Directive 93/39/EEC[8] amended
Directives 65/65/EEC,[1] 75/318/EEC,[2] and 75/319/
EEC[3] and established the Decentralized Procedure (com-
monly known as the Mutual Recognition Procedure).

THE EMEA

Mission

The Mission of the EMEA is to contribute to the pro-
tection and promotion of public and animal health by:

Mobilizing scientific resources from throughout
the EU to provide high quality evaluation of
medicinal products, to advise on research and
development programs, and to provide useful
and clear information to users and health pro-
fessionals.

Developing efficient and transparent procedures to
allow timely access by users to innovative med-
icines through a single European marketing
authorization.

Controlling the safety of medicines for humans and
animals, in particular through a pharmaco-
vigilance network and the establishment of safe
limits for residues in food-producing animals.

Structure

The European system is based on cooperation between
the national health authorities of the member states
and the EMEA. The EMEA acts as a focal point of
a network that coordinates the scientific resources
made available by the member states. This partnership
between the EMEA, national health authorities, and
the EU institutions is crucial to the functioning of
the European authorization procedures.

A Management Board supervises the EMEA, while
its scientific activities are largely carried out through its
two scientific committees and their working parties.
The Board, scientific committees, and their working
parties are supported by the EMEA secretariat, headed
by an Executive Director.

The Management Board is made up of two repre-
sentativesfrom each member state, from the European
Parliament and from the European Commission.
Representatives of Iceland and Norway, who are mem-
bers of the European Economic Area (EEA) but not of
the EU, also attend meetings of the Board. As of
January 1, 2000, these countries formally joined the
EMEA. The Management Board appoints the Exe-
cutive Director, and approves the budget and work
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program each year. On the recommendation of the
European Parliament, it gives discharge to the Execu-
tive Director for the implementation of the budget.

The principal scientific bodies of the EMEA are the
CPMP and the Committee for Veterinary Medicinal
Products (CVMP). They are made up of two members
from each member state as well as from Norway and
Iceland, and are appointed to give independent
scientific advice to the EMEA. The EMEA Secretariat
comprises four units: administration, evaluation of
medicines for human use, technical coordination, and
evaluation of medicines for veterinary use.

The Administration Unit is responsible for carrying
out administrative and financial functions to ensure
that the Secretariat and staff are able to perform their
statutory tasks under satisfactory conditions and thus,
has two subsections for personnel, budget and facili-
ties, and for accounting.

The Unit for the Evaluation of Medicines for
Human Use is responsible for the following:

� management and follow-up of marketing authori-
zation applications under the centralized procedure;

� postmarketing maintenance of authorized medici-
nal products;

� management of community referrals and arbitra-
tions arising from the mutual recognition proce-
dure; and

� provision of support to European and international
harmonization activities of the CPMP and its
working parties.

This unit consists of three subdivisions or sectors:
for regulatory affairs and pharmacovigilance, for
biotechnology and biologicals, and for new chemical
substances.

The Unit for the Evaluation of Medicines for Veter-
inary Use is responsible for the following:

� management and follow-up of marketing authori-
zation applications under the centralized procedure;

� management of applications for the establishment
of maximum limits for residues of veterinary medic-
inal products that may be permitted in foodstuffs of
animal origin;

� postmarketing maintenance of authorized medici-
nal products;

� management of community referrals and arbitra-
tions arising from the mutual recognition proce-
dure; and

� provision of support to European and international
harmonization activities of the CVMP and its
working parties.

It has two sectors: for CVMP and veterinary
procedures, and for safety of veterinary medicines.

The Technical Coordination Unit is responsible for
providing logistical support to both human and veter-
inary medicine evaluation activities as well as a number
of general services to the EMEA, including document
management, conference services, and information
technology support. It has four sectors: for inspections,
for document management and publishing, for confer-
ence services, and for information technology. The sec-
tor for inspections coordinates the work of inspectors,
the implementation of mutual recognition agreements,
and the monitoring of medicines authorized in the
community. It provides the secretariat of the Quality
Working Party and coordinates the Agency’s quality
management program.

EMEA Scientific Committees

The CPMP and the CVMP are the scientific commit-
tees set up to facilitate the adoption of scientific deci-
sions between member states on the authorization of
medicinal products on the scientific criteria of quality,
safety, and efficacy.

When working for the EMEA, members of the
CPMP and CVMP act independently of their nominat-
ing member state. The scientific committees are aided
by a network of approximately 2300 European experts,
nominated by the national competent authorities of the
member states on the basis of proven experience in the
assessment of medicinal products. Experts may serve
on working parties or expert groups of the CPMP or
CVMP.

The scientific committee decides the appointment of
rapporteurs and corapporteurs, i.e., those members of
the CPMP or CVMP who take the lead in reviewing
a dossier. The committees are required to ensure that
all members undertake the role of rapporteur or cor-
apporteur. Compensation is provided to national
competent authorities for the services provided by
committee members or European experts at the specific
request of the agency.

THE CPMP AND THE EVALUATION OF
MEDICINAL PRODUCTS FOR HUMAN USE

A CPMP member acts as rapporteur or corapporteur
for centralized procedures and the CPMP gives an
official opinion on whether an application for market-
ing is approvable or not. The EMEA is intimately
involved in the management of this procedure up to
the issue of the marketing authorization. The EMEA’s
involvement also includes preparation of the CPMP
opinion in all 11 official EU languages. Quality man-
agement standards have been implemented for the
preparation of scientific advice and opinions, and a
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tracking system throughout the life cycle of centrally
authorized products has been developed. Postauthori-
zation, variations, and extensions to the license may
be submitted and rapporteurs play a major role with
these maintenance activities. There is also ongoing
activity with regard to adverse drug reaction (ADR)
reporting, periodic safety update reports (PSURs),
and other follow-up measures. Rapporteurs and corap-
porteurs are particularly involved in urgent safety
restriction procedures.

Pharmaceutical sponsors may seek advice on their
development programs from the CPMP. The CPMP
has set up a scientific advice review group to strengthen
and widen CPMP input and to guarantee the avail-
ability of proper expertise. A standard operating
procedure for the giving of scientific advice by the
CPMP for innovator medicinal products has been
adopted.

Working Parties

The CPMP and CVMP each have four working par-
ties, as well as a joint CPMP/CVMP Quality Working
Party. There is also an EMEA working party on
Herbal Medicinal Products.

The CPMP working parties are concerned with bio-
technology, efficacy, safety, and pharmacovigilance.
The CVMP working parties are concerned with safety
of residues, immunological veterinary products, veter-
inary pharmacovigilance, and efficacy.

These working parties produce position papers,
points to consider, notes for guidance, and joint
CPMP/CVMP/International Conference on Harmo-
nization (ICH) Guidelines that provide up-to-date
scientific opinions on matters of current interest to
all member states and pharmaceutical and veterinary
manufacturers.

Biotechnology working party

This working party considers aspects of the manufac-
ture and control of biotechnological and biological
medicinal products and is also involved in the pro-
vision of scientific advice. For example, workshops
were held recently on the application of assays for
markers of transmissible spongiform encephalopathies
(TSE) and on the potential risk of transmitting new
variant Creutzfeld–Jakob Disease (nv-CJD) through
plasma-derived medicinal products.

Efficacy working party

Clinical trial methodology and guidelines for special
disease-related therapeutic fields are discussed in
this party. In cooperation with other working parties,

guidance on modified release oral and transdermal
dosage forms, on pharmacokinetics, and on clinical
investigation of new vaccines, gene therapy, and cell-
cultured influenza vaccines has been given.

Pharmacovigilance working party

This working party considers safety-related issues at
the request of both the CPMP and national authorities,
resulting in the harmonization of the summary of pro-
duct characteristics and package leaflets of marketed
products. Regular video conferences are held with the
U.S. Food and Drug Administration (U.S. FDA) to
discuss issues of mutual interest. A pilot project was
started for the electronic transmission of individual
case safety reports with a restricted number of parti-
cipants from national authorities and marketing
authorization holders.

Safety working party

Preclinical and safety issues are discussed, and in
cooperation with the Biotechnology Working Party,
a note for guidance on the quality, preclinical, and
clinical aspects of gene transfer products was produced
recently.

Ad hoc and other groups

Ad hoc groups on excipients, Lipodystrophy, and
antiretroviral medicinal products have been formed.
A multidisciplinary group has been set up to evaluate
medicinal products containing thiomersal with a view
to limiting exposure to mercury and organomercurial
compounds.

Cooperation with Competent Authorities

European monitoring centre for drugs
and drug addiction (EMCDDA)

The EMEA has supported the development of guide-
lines on risk assessment of new synthetic drugs.

International conference on harmonization
(ICH and VICH)

The EMEA, as one of the six partners in the ICH
process, is intimately involved in production and
update of ICH guidelines. The Unit for the Evaluation
of Medicinal Products for Human Use supports the
Steering Committee, the EU topic leaders, the CPMP,
and the various working parties in the preparation,
review, and administration of ICH guidelines.
Similarly, since establishment of the VICH in 1996,
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the Unit for Evaluation of Veterinary Medicinal
Products supports the Steering Committee and the
CVMP as well as the various working parties in this
initiative.

Central and eastern Europe

Many central and eastern European countries (CEEC)
are candidates for accession to the EU. The candidates
are Bulgaria, Czech Republic, Estonia, Hungary, Latvia,
Lithuania, Poland, Romania, Slovakia, Slovenia, and
Cyprus. In order to help pharmaceutical registration
authorities in these countries prepare for EU member-
ship, a Collaborative Agreement of Drug Regulatory
Authorities of European Union Associated Countries
(CADREAC) was formed. In addition to this agree-
ment, a simplified procedure for the recognition of
centrally authorized medicinal products by the national
authorities of CEEC was established. The procedure is
optional and is initiated at the request of the marketing
authorization holder in the EU.

In addition, under the auspices of a pharmaceutical
Pan-European Regulatory Forum (PERF) set up by
the European Commission, the EMEA administers
and provides executive assistance to CEEC and EU
regulators in the conduct of working groups and train-
ing sessions in order to facilitate the adoption of
common technical requirements. Topics include the
implementation of Community legislation, pharma-
covigilance, and the assessment of dossiers for market-
ing authorization for quality safety and efficacy.

Meanwhile, to help eliminate technical barriers to
pharmaceutical trade with the CEECs, protocols to
permit mutual recognition of good manufacturing
practice compliance for medicinal products are being
negotiated.

THE CVMP AND THE EVALUATION
OF MEDICINAL PRODUCTS FOR
VETERINARY USE

The CVMP operates in a similar fashion to the CPMP
and is heavily involved in the review of centralized
procedures for veterinary products. The CVMP has
developed a broad range of new guidelines to assist
applicants on topics related to research and develop-
ment and for which no guidance existed previously.

The Unit for the Evaluation of Medicinal Products
for Veterinary Use has also been involved in the PERF
initiative as well as other activities related to implemen-
tation of Community legislation and the quality of
medicinal products.

When the EMEA opened in January 1995, more
than 600 ‘‘old’’ substances remained for which
maximum residue limits (MRLs) had to be established.

The assessment of these products was completed
before the January 2000 deadline.

Veterinary Working Parties

Similarly to the CPMP Working Parties, the Efficacy,
Safety of Residues, Immunologicals, and Pharma-
covigilance Working Parties develop guidelines for
the testing and reporting requirements of studies for
products for veterinary use.

INSTITUTIONAL PARTNERS

The major contact within the services of the European
Commission is the Pharmaceuticals and Cosmetics
Unit of the Directorate-General for Enterprise;
however, there is also continued exchange of infor-
mation with the Directorate-General for Health and
Consumer Protection. Other contacts include the
Directorate-General for Research and the Joint
Research Center.

European Technical Office for Medicinal
Products (ETOMEP)

The European Commission Joint Research Center has
established a technical office at the EMEA responsible
for the management of a telecommunications network
and other computer technologies to facilitate the
dissemination of information on medicinal products.
It also manages the EMEA Internet website. A new
mechanism for the secure exchange of documents
through the Internet has been put in place to facilitate,
among other things, the transmission of individual case
safety reports within the pilot project on pharmaco-
vigilance between EMEA, national authorities, and
the pharmaceutical industry.

The European Union drug regulatory authorities’
network (EudraNet) is an internetworking service
provided to EU medicinal regulatory authorities in
collaboration with the European Commission Direc-
torate-General for Industry. Part of the EudraNet is
accessible to industry and the general public.

Joint Interpreting and Conference
Service (JICS)

The JICS of the European Commission serves the insti-
tutions of the EU, as well as the decentralized agencies
and bodies located in EU member states. A representa-
tive of the JICS is based at the EMEA to coordinate
translation and conference needs. A glossary of specia-
lized and technical EMEA terms to assist interpreters
at EMEA meetings is being developed.
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The European Department for the
Quality of Medicines (EDQM)

European pharmacopoeia (EP)

The EP was founded by Belgium, France, Germany,
Italy, Luxembourg, Netherlands, Switzerland, and the
United Kingdom in 1964, under a Council of Europe
Convention, to help standardize their national
pharmacopoeias. The EP now has 26 signatories (15
member states, the European community, and 10 other
European countries). Its monographs have force of
law, replacing the old national pharmacopoeias. Direc-
tive 75/318/EEC requires EU pharmaceutical manu-
facturers to use these monographs when compiling
marketing authorization applications. The EMEA
participates in the work of the EP Commission as part
of the EU delegation.

European Network of Official Medicines
Control Laboratories (OMCL)

This is a joint project between the EU and the Council
of Europe to allow the coordination of laboratory con-
trols between the EU and EFTA members. In 1999, a
contract was signed between the EMEA and the
EDQM to organize sampling and testing of centrally
authorized medicinal products by the OMCL network.

EUROPEAN APPROVAL PROCEDURES

There are two European procedures for obtaining a
marketing authorization in more than one country
belonging to the EU. These are the Centralized Pro-
cedure and the Decentralized or Mutual Recognition
Procedure.

Centralized Procedure

The Centralized Procedure must be used for biotech-
nology products and can be used for so-called high
technology products as well as for new active pharma-
ceutical ingredients (i.e., products that have never
before been approved for marketing). The Centralized
Procedure is laid down in Council Regulation (EEC)
N� 2309/93[7] and Directive 93/41/EEC.[9]

In the Centralized Procedure, one license to market
the drug in the entire EU is issued and in principle
there is only one evaluation of the dossier. In fact, both
a rapporteur and corapporteur are appointed, and
each assesses the dossier with its own team. The rap-
porteur and corapporteur are members of the CPMP
who are assigned to a particular dossier by the CPMP.

Each member is obliged to act as rapporteur or
corapporteur.

Before submission of the dossier, the Sponsor
Company contacts the CPMP or CVMP to announce
its intention to make a registration submission and to
request appointment of a rapporteur. If, as is usually
the case, the Sponsor has had contact with national
health authorities, it may request that a particular
CPMP or CVMP member be appointed as rapporteur.
The CPMP/CVMP is not obliged to follow this
request, but in many cases either the rapporteur or
the corapporteur is the CPMP/CVMP member
requested.

After submission, the rapporteur and corapporteur
have 120 days to perform their review and to write a
draft assessment report. The two assessments are then
discussed by the parties and a list of outstanding issues
is sent to the sponsor, at which point the clock is
stopped. When the answers have been received, the
rapporteur has another 30 days to finalize the assess-
ment report, which is sent to the CPMP or CVMP.
CPMP/CVMP members also receive a copy of Part I
of the dossier and may request the full dossier. After
a total of 210 days, the CPMP or CVMP delivers an
opinion: favorable or unfavorable.

If the opinion is favorable, the second stage of the
procedure, the decision-making process, begins.
During the decision-making process, the Commission
Services check that the marketing authorization com-
plies with community law and turn the agency opinion
into a binding decision for all the member states.
Should the CPMP decision be unfavorable, the spon-
sor may appeal and a second CPMP opinion must be
prepared within 60 days.

The agency sends the Pharmaceutical Unit of the
Commission its opinion in all 11 community languages
together with the Summary of Product Characteristics
(SPC), the particulars of the manufacturing authori-
zation holder responsible for batch release and of the
manufacturer of the active substance, as well as the
labeling and package leaflet. The commission has 30
days to prepare a draft decision. During this period,
various commission directorates-general are consulted
and are able to give their opinions.

The draft decision is then sent to the Standing
Committee on Medicinal Products or the Standing
Committee on Veterinary Products for their opinions.
Should there be detailed opposition from a member
state to the draft commission decision, the standing
committee can refer it back to the CPMP if the oppo-
sition is scientific. Ifthe matter is non-scientific, a vote
is taken and the council decision is made on the basis
of a qualified majority. Each member state has a differ-
ent number of votes depending on size and importance,
and the majority of votes must be in favor. If there is
no opposition within 30 days, the draft decision is
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forwarded to the Commission Secretariat-General for
adoption, enabling the Commissioner for Enterprise
and the Information Society to issue the final decision.
The final decision is published in the Official Journal of
the European Communities.

Decentralized Procedure

The Decentralized Procedure is made on the basis of
mutual recognition. Council Directive 93/39/EEC[8]

has been implemented in all member states in accord-
ance with Directives 65/65/EEC[1] and 75/319/
EEC.[3] The sponsor makes a submission to the
national health authority of one member state, with a
request to assess the dossier for mutual recognition.
Within 210 days, the so-called Reference Member
State (RMS) must approve the application, prepare
an assessment report, and agree on an SPC. The clock
may be stopped to obtain further information during
this time.

The mutual recognition submission can then be
made to any number of the other member states, and
the RMS sends a copy of the assessment report to
the concerned member states (CMS). Within 90 days,
member states must raise serious objections and if
there are none, each CMS issues a national marketing
authorization with an identical SPC.

To facilitate the mutual recognition procedure, a
Mutual Recognition Facilitation Group (MRFG)
and a Veterinary Mutual Recognition Facilitation
Group have been set up, although this was not fore-
seen in the original directive. These groups meet one
day before each CPMP/CVMP meeting. The objec-
tions raised are discussed within the group and the
RMS tries to reach agreement on the approval possibi-
lities of the dossier and the most appropriate labeling.
If necessary, breakout sessions with the sponsor can be
held to finalize labeling details.

Should no agreement be reached within the
MRFG/VMRFG, the matter is sent to the CPMP/
CVMP for an opinion. Thereafter, the procedure is
similar to that during the centralized procedure—the
end result being a commission decision after which
national licenses must be issued within 30 days.

Referrals and Arbitration

A sponsor company or a national authority may make
referrals to the EMEA under Article 10 of Directive
75/319/EEC, in order to harmonize the summary of
product characteristics in all member states for pro-
ducts previously approved under national legislation.

Similarly, where there are public health concerns
as a result of pharmacovigilance data, nationally
authorized products or products authorized by the
mutual recognition procedure may be referred under
Articles 12 or 15 of Directive 75/319/EEC. The
CPMP/CVMP gives an opinion on variation, suspen-
sion, or withdrawal of the marketing authorization in
such cases.
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INTRODUCTION

In the general sense, evaporation refers to any change in
phase of a component from liquid to gas. Vaporization,
sometimes used interchangeably with evaporation,
is at times specifically used to designate the total
change of a liquid phase to gas (vapor).

In this article only the term evaporation will be
used. Evaporation will be defined as processes carried
out in process equipment conventionally classified as
evaporators. This, in turn, implies that non-
equipment-contained classes of evaporation, such as
solar ponds and oil tanker spills, will be ignored.

Evaporators are used to increase the concentration
of relatively non-volatile dissolved or suspended com-
ponents in a solution or slurry (the liquor) by evapo-
rating portions of the liquid phase using energy
supplied by a medium, often steam. The dissolved or
suspended components do not appear in the vapor
phase to a substantial extent. (If they do, the process
is referred to as distillation.)

Other methods that will not be discussed here, but
also can be used to increase concentration (some with
and some without concomitant evaporation) are
reverse osmosis, ion exchange, dialysis, electrodialysis,
osmotic distillation, and applications that involve fluid-
ized beds, cooling towers, or evaporation of aerosols.

In most evaporators, the solvent or suspending
phase is primarily or totally one constituent, most fre-
quently water. The important product in evaporation
can be either the more concentrated mixture left
behind or the overhead vapor (which is often, but
not necessarily, subsequently condensed).

The overhead solvent vapor in solvent recovery pro-
cesses or boiler water vapor in power plant applica-
tions typifies vapor products. Blowdown refers to the
periodic or continuous purging of the bottoms used
to control buildup of undesirable material in the liquid
phase when producing a vapor product.[1]

Some processes of evaporation can be accompanied
by crystallization, as the residual liquor grows more
and more concentrated. Carried yet further, evapo-
ration evolves to drying (or dehydration, if the con-
stituent removed is water), as the bottoms product
obtained becomes primarily solid rather than liquid.

TYPICAL APPLICATIONS FOR EVAPORATORS

Historically, a classic example of an evaporation pro-
cess is the production of table salt. Maple syrup has
traditionally been produced by evaporation of sap.
Concentration of black liquor from pulp and paper
processing constitutes a large-volume present appli-
cation. Evaporators are also employed in such dispa-
rate uses as: desalination of seawater, nuclear fuel
reprocessing,[1] radioactive waste treatment,[2,3] prep-
aration of boiler feed waters, and production of
sodium hydroxide.[2] They are used to concentrate stil-
lage waste in fermentation processes, waste brines,
inorganic salts in fertilizer production, and rinse
liquids used in metal finishing, as well as in the pro-
duction of sugar, vitamin C, caustic soda, dyes, and
juice concentrates, and for solvent recovery in pharma-
ceutical processes.

TYPES OF EVAPORATORS

Extended discussion of types (including photographs
and schematic diagrams), design, and operation of eva-
porators can be found in the literature.[4–6]

Because evaporation of a liquid phase usually
requires addition of large amounts of thermal energy,
the method of transferring this heat to the liquor tends
to dominate evaporator capital cost. The source of
heat for evaporators is usually a medium such as hot
combustion gases or a condensing vapor, typically
steam. Molten salts and electrical resistance heaters
are less commonly used sources of thermal energy.

Flash evaporators operate by an adiabatic decrease
of the pressure on a liquid that has been previously
heated. These were first used for production of potable
water on ships; now they are used for more general
brackish waters and seawater as well as for processed
liquids.[7]

Disk or cascade evaporators use the partial immer-
sion of either disks mounted perpendicular to, or bars
mounted parallel to a rotating shaft to carry films of
liquid into a hot gas stream.[8]

The most efficient method of transferring the energy
of a heating medium to the liquor is direct injection of
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the heating medium. Because of the consequent
contamination of the liquor with the heating medium,
this method of heat transfer is of relatively less impor-
tance in the pharmaceutical industry and will not be
discussed here.

The more useful methods for pharmaceutical
products maintain purity at the expense of additional
resistance to heat transfer by interposing a solid wall
of some thermally conductive material between the
heating medium and the liquor. The solid wall is
usually metallic, but can be coated with materials such
as glass, porcelain enamel, or polymers. Glass or
ceramic themselves can be used for walls.

The solid wall can be the wall of the evaporator
itself, as in jacketed evaporators. The area available
for heat transfer in jacketed vessels, however, is quite
limited. Jacketed vessels frequently incorporate some
sort of internal agitator.

Heat transfer can be supplied from within a vessel
by a heating coil, but again, the available heat transfer
area is not large; however, such coils can be designed in
ways that make their removal for cleaning relatively
easy. The alternative is to have the heat exchange
external to the main chamber of the evaporator.

Some applications use plate-type exchangers. In plate
exchangers, the bounding surface may be in the plate-
and-frame form (parallel plates with the heating medium
and the liquor flowing in alternate interstitial spaces), or
in a spiral-plate configuration that contains a concentric
pair of spiral passages.[7] Such exchangers can be cleaned
easily. They do, however, require a large gasketed area.
Fig. 1 shows a typical plate-type evaporator.

The most common geometry for the separating sur-
face between the heating medium and the liquor is
probably that of tube bundles, which can be oriented

either horizontally or vertically, with the liquor flowing
on either the outside or the inside of the tubes.
Depending on the application, the tube bundle can
be either inside or outside the vessel in which the evap-
oration takes place.

The heating element of an evaporator is sometimes
referred to as a calandria. Usually this term is applied
to a heating system in which the liquor rises through a
vertical tube bundle surrounded by the heating
medium and then descends through a central well.

The short-tube vertical evaporator is an early type
that still sees considerable industrial use. The heating
element, a vertical bundle of tubes around a center
well, is sometimes colloquially referred to as the bas-
ket. Circulation is upward through the tubes, the rising
film mode, and then downward through the central
well or downtake. Liquid boils in the tubes, which
decreases the overall density therein and thus creates
the driving force for circulation, since the density of
the (non-boiling) fluid in the downtake is greater than
that in the tubes.

Mechanical cleaning is fairly easy with such units,
and the capital investment is relatively low. Circulation
stops, however, if the heat input is interrupted, creating
the danger of the settling of any solids suspended in the
liquor. This type of unit is not well suited to viscous
liquids because of the low heat transfer coefficients
associated with the low velocities of natural convec-
tion.[8] Short-tube vertical evaporators have largely
been surpassed by other types, particularly for applica-
tions involving liquors that foam, deposit excessive
scale, are excessively viscous, or are heat sensitive.

Long-tube vertical evaporators are normally the
cheapest per unit of capacity.[8] When operated in
the rising film mode, temperature variation along the

Fig. 1 Exploded view of rising/falling film plate evaporator. (Courtesy of APV Crepaco, Inc., APV Americas, Rosemont,
IL—An Invensys Company.)
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inside of the tubes is both substantial and difficult to
predict. Thevariation in pressure from high at the bot-
tom to low at the top normally means that the liquid
enters the bottom of the tubes below its boiling tem-
perature. The liquid is subsequently heated to boiling
as it rises, and the boiling temperature simultaneously
decreases as the pressure decreases toward the top of
the tube (assuming any boiling point rise from increas-
ing concentration is overshadowed by the effect of the
reduced pressure on the boiling point).

By operating a long-tube evaporator in the falling
film mode, the problem of temperature variation
induced by pressure differences is mitigated. Here, a
film of liquid surrounding a gas core flows down the
walls of the tube, so pressure drop is very much less than
in the rising film mode. The low residence time of the fall-
ing film units makes them useful for heat-sensitive mate-
rials, but the necessity of maintaining a film on the walls
of the tubes makes feed distribution a problem. They are
readily adapted to sanitary processing. Evaporators that
combine rising film sections and falling film sections in
the same unit are also available.

Forced circulation evaporators have relatively
higher heat transfer coefficients, and are somewhat less
subject to fouling, salting, and scaling. This advantage
is offset by both the cost of external power required for
the circulating machinery and a relatively high
holdup.[8] At times they more frequently experience
plugging from deposits detached from the walls of
the unit by the force of the circulating fluid. The intro-
duction of a pump may lead to mechanical problems,
particularly with liquors that are slurries.

Liquor velocities required to prevent surface deposits
are often greater than can be obtained with natural cir-
culation at reasonably low temperature differences.[9]

In addition to mitigating scale formation, forced circu-
lation also improves the heat transfer coefficient.

For viscous liquids, one way to increase the heat
transferred is to improve the heat transfer coefficient
by scraping or stirring the fluid adjacent to the wall,
as in agitated film or wiped film evaporators. Accom-
modation of the mechanical devices used to mix the
fluid close to the wall requires a fairly large diameter
tube, so these devices tend to consist of only a single
tube; thus, heat transfer area is relatively small. The
introduction of moving mechanical parts may lead to
maintenance problems.

In horizontal tube evaporators, the liquor is usually
on the outside of the tubes and the heating medium on
the inside. Rather than submerging the tubes, the boil-
ing liquid is sometimes sprayed on the outside of the
tubes. This gives a performance approaching that of
falling film evaporators.[8]

Evaporators can be operated at a variety of pres-
sures.[9] Reduced pressure, with its concomitant
reduction in boiling temperature, offers advantages

for heat-sensitive materials and materials that are
sensitive to exposure to air.

Evaporation operations are often staged in multiple
effect systems[1] to achieve better efficiency. Such sys-
tems can have a variety of relative directions for flow
of liquor and vapor. A typical example of such staging
is illustrated in Figs. 2 and 3.

Detailed discussion of the advantages and disadvan-
tages of various types of evaporators is available.[8] A
table summarizing the advantages and disadvantages of
common types of evaporators also is available.[10]

Since most evaporators are purchased from outside
suppliers either prefabricated or on-site-fabricated, such
suppliers can be an excellent source of information on
selection of evaporator type. Suppliers and addresses
can be found in the literature.[11,12]

DESIGN OF EVAPORATORS

A number of publications have addressed the design of
evaporators at both the elementary and complex
levels.[1,2,7–9,13–18] The reader is referred to these and
to their bibliographies for details.

Efficiency of steam-heated evaporators is commonly
described in terms of steam economy, defined as the
pounds of solvent evaporated per pound of steam
consumed.[7]

Important to the design of evaporators is the concept
of boiling point rise. Boiling point rise, which normally
accompanies increasing concentration in a liquor, is
defined as the difference between the boiling temperature
of the liquor and that of pure water at the same pressure.

A plot of the boiling point of pure water on the
abscissa versus the boiling point of the liquor on the
ordinate, with lines of constant concentration plotted
as a parameter, is known as a Dühring plot. A Dühring

Fig. 2 Two-effect rising/falling film plate evaporator.
(Courtesy of APV Crepaco, Inc., APV Americas, Rosemont,
IL—An Invensys Company.)
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plot is unique to the particular chemical species.
A monograph summarizing the boiling point rise for
a number of inorganic salts, is available,[19] as well as
information on general equations to predict boiling
point rise either empirically or from other thermody-
namic properties.[9]

During batch operation, the composition of the
liquor in the evaporator is continuously changing.
For batch operation in the absence of significant
potential and kinetic energy changes, an energy bal-
ance on the system constituted by the liquor in the
evaporator shows that the sum of the rate of enthalpy
removed in the overhead stream and the change in
internal energy of the liquor in the evaporator must
equal the rate of energy addition as heat:

ĤHov
_WW þ dðÛUMÞ

dt
¼ _QQ ð1Þ

where

Ĥov enthalpy of overhead vapor (energy/mass)
_WW mass flow rate of overhead vapor (mass/time)

Û internal energy of liquor (energy/mass)
M mass of liquor (mass)
_QQ rate of heat input (energy/time)
t time (time)
( ) units

A way to estimate vapor enthalpy and data on the
internal energy of the liquor as a function of concen-
tration is required.

Even though both the enthalpy and rate of the over-
head vapor are often quite constant in time (except for
the small sensible thermal energy contribution from
the boiling point rise), the rate of heat addition may
vary with time because of changes in the overall heat
transfer coefficient from surface changes (see below)
and because of significant changes in the temperature
difference between the liquor and heating medium
induced by the boiling point rise. A simple example
calculation of batch evaporation can be found in refer-
ence.[14] The equations involved are similar to those
that govern batch distillation.

Many evaporators are operated at substantially
steady-state conditions (although heat transfer

Fig. 3 Two-effect rising/falling film plate evaporator flowsheet. (Courtesy of APV Crepaco, Inc., APV Americas, Rosemont,

IL—An Invensys Company.)
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coefficients will vary slowly with time because of
surface changes from scaling, deposition, etc., as noted
above). The design of an evaporator for steady-state
operation typically is initiated from the specification
of the mass flow rate of material to be processed and
its required change in concentration. This information
is used in mass balances, which proceed via an energy
balance to yield the required rate of heat transfer.

For an evaporator system which has a liquid feed,
overhead vapor, and bottoms liquid product, and is
used to concentrate species A:

Total mass balance

_WW ðfeedÞ ¼ _WW ðoverhead vaporÞ þ _WW ðbottoms liquidÞ ð2Þ

Species mass balance

_WW ðfeedÞx
ðfeedÞ
A ¼ _WW ðoverhead vaporÞx

ðoverhead vaporÞ
A

þ _WW ðbottoms liquidÞx
ðbottoms liquidÞ
A

ð3Þ

where

_WW mass flow rate (total mass/time)
x mass concentration of species A (mass A/

total mass)

Normally, the feed flow rate and concentration are
specified, as are the overhead and bottoms concentra-
tions (the overhead concentration is most often zero).
This set of two equations in 2 unknowns can then be
solved for the unknown overhead and bottoms mass
flow rates.

The required rate of heat transfer can then be calcu-
lated from the steady-state energy balance, assuming
negligible changes in potential and kinetic energy and
no work input (the latter not valid, of course, for vapor
recompression evaporators).

_QQ ¼ _WW ðoverhead vaporÞĤHðoverhead vaporÞ

þ _WW ðbottoms liquidÞĤHðbottoms liquidÞ � _WW ðfeedÞĤHðfeedÞ

ð4Þ

where

_QQ heat transfer rate into system (energy/time)
_WW flow rate (mass/time)

Ĥ enthalpy (energy/mass)

In the above equation, the mass flow rates are
known from the mass balance calculation. The enthalpies

must be determined from thermodynamic data, which
will require specification of the temperature and/or
pressure of the stream in combination with the con-
centrations that were originally specified.

Calculation of the rate of heat transfer required
does not of itself determine the heat transfer area
required or the configuration thereof. The configu-
ration (tubes, plates, etc.) is typically chosen first, by
rules of thumb and experience, depending on the liquor
to be processed.

The area is usually calculated, once the configu-
ration is chosen, by using an overall heat transfer coef-
ficient that lumps together all forms of heat transfer in
terms of an overall coefficient paired with a character-
istic area:

_QQ ¼ UADT ð5Þ

where

U overall heat transfer coefficient, valid only
when paired with a specified area (energy/
time � length2 � temperature)

A a specified area normal to heat flow; (e.g., the
outside area of the tubes or the inside area of
the tubes (length2),

DT Temperature difference between temperature
of heating medium and temperature of the
liquor (usually either freestream or bulk tem-
peratures) (temperature).

The overall heat transfer coefficient depends on the
properties and flow pattern of the heating medium, the
properties and flow pattern of the liquor, the properties
of the solid surface that separates the medium and the
liquor, and the properties of any deposits at the inter-
face on either side of the separating surface.

In general, heat can be transferred by the three
mechanisms of conduction, convection, and radi-
ation.[20] In evaporators, the mechanisms of impor-
tance are usually convection in the liquor and
medium, and conduction through the solid separating
them.

In order to calculate the overall heat transfer coef-
ficient in the equation above, the heat transfer proper-
ties of the heating medium and the liquor are described
in terms of individual heat transfer coefficients, and the
heat transfer properties of the separating solid in terms
of its thermal conductivity. Deposits at the interface,
which one might expect to be described by a thermal
conductivity, are usually described instead in terms of
either a fouling (heat transfer) coefficient or a ‘‘fouling
factor’’ (which is usually defined to have a value of
1000/[fouling coefficient]).
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Individual heat transfer coefficients for convection
are defined by the equation:

_QQ ¼ h ADT ð6Þ

where

h individual heat transfer coefficient (energy/
time � length2 � temperature),

A a characteristic area normal to the flow of
heat: typically, the area of the unfouled sur-
face initially in contact with the fluid. In cases
where area varies along the heat transfer
path, (e.g., tubes), it is necessary to specify
on which area the coefficient is based, such
as, inside, outside (length2),

DT a specified temperature difference, usually the
difference between either the freestream or
the bulk temperature and the temperature
at the surface.

The rate of heat transfer by conduction can be writ-
ten in terms of the thermal conductivity:

_QQ ¼ kAavgDTx ð7Þ

where

k thermal conductivity of solid (energy/time�
length � temperature),

Aavg average area through which heat transfer
occurs, e.g., logarithmic mean area for con-
centric cylinders (length2),

DT temperature drop from one outside surface
of the solid to the other outside surface
(temperature)

Dx thickness of solid normal to heat flow
(length)

One can relate the overall heat transfer coefficient to
the individual steps:

1

UovAov
¼ 1

hmediumAmedium
þ 1

hfouling;mediumAfouling;medium

þ x

kAavg;solid
þ 1

hfouling;liquorAfouling;liquor

þ 1

hliquorAliquor
ð8Þ

The overall heat transfer coefficient can be calculated
by evaluation of the individual terms in the above

equation. Knowledge of the overall temperature drop
then permits calculation of the required area. A
detailed development of the above is available.[5]

The individual heat transfer coefficients for the
medium and the liquor can be calculated from general
correlations using the properties of the fluid and the
velocity fields in the system.[20–25] Additional infor-
mation can be found in the continuing series of the
American Society of Mechanical Engineers.[26]

Detailed studies and bibliographies on prediction of
individual heat transfer coefficients for evaporating
films on/in horizontal/vertical tubes, can be found in
other publications.[21,22,24–27]

The limiting step in heat transfer is usually the
thermal resistance from the liquor itself and/or deposit
formation on the liquor side (the last two terms in the
previous equation.) On the heating medium side, the
heat transfer coefficients are usually for condensation
and are therefore substantially larger than those on
the liquor side, which are for boiling. The conduction
resistance of the tube wall is usually small (but this is
not necessarily true of the resistance of deposits that
accumulate on the tube wall).

Deposits typically accumulate more on the boiling
side than the condensing side. To determine coeffi-
cients for systems with substantial surface deposition,
experimental data on that particular system is usually
necessary.

Heat-sensitive products can break down to insolu-
ble forms that deposit on the surface and inhibit heat
transfer. For example, some soluble proteins, when
heated, convert to an insoluble form.[18] Change in
the heat transfer characteristics of the tube surface
can also be induced by corrosion.

The liquor can be on either the inside or the outside
of the tubes, depending on the physical and chemical
characteristics of the materials involved. Considera-
tions include convenience in cleaning deposits from
the heat transfer surface, the heat transfer characteris-
tics of the fluids involved, and fluid velocities required
for efficient heat transfer or prevention of scale depo-
sition.

A useful table of criteria and data for the rapid
design and selection of evaporators is available.[10]

Natural circulation evaporators have overall coeffi-
cients of the order of 1.1–3.4 kW/(m2�K) ¼ 200–600
Btu/(h ft2�F). Adding forced circulation may raise this
to the order of 11 kW/(m2�K) ¼ 2000 Btu/(h ft2�F).
In agitated-film units, for Newtonian liquids with vis-
cosity of the order of water, coefficients of the order
of 2.3 kW/(m2�K) ¼ 400 Btu/(h ft2�F) may be obtai-
ned. As the viscosity increases to10 Newton sec/m2

¼ 10,000 centiPoise, the coefficient will drop to the
order of 0.7 kW/(m2�K) ¼ 120 Btu/(h ft2�F). More
extensive listings of overall coefficients for evaporators
may be found in the literature.[1,8,10,28]
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The heating medium must be at a higher tempera-
ture than the liquor, and the resultant temperature
driving force must be sufficiently large that excessive
area for transfer is not required. One means of increas-
ing the temperature driving force for a heating medium
at a given temperature is to reduce the pressure of the
liquor side to decrease the boiling temperature. This is
a common device in evaporation, and is often accom-
plished with a steam-jet ejector. Design (and cost) of
such ejectors is detailed in the literature.[28]

If the overhead vapor is water and the heating
medium is steam, the vapor generated is usually com-
parable in amount and quality to the heating steam
used, but is at a lower pressure because the heating
steam must be at a higher temperature (therefore,
pressure) than the liquor in order to furnish an
adequate temperature driving force for heat transfer.
A logical question is whether or not to attempt to
recover the latent heat in the vapor generated.

The condensing temperature of the vapor does not
usually furnish an appropriate temperature difference
to permit transferring heat to the liquor (except, per-
haps, a small part to sensible heat of the incoming
liquor). However, compressing the vapor will raise
both its temperature and its condensing temperature,
permitting the vapor to be used to transfer its heat of
vaporization/condensation to the liquor with conse-
quent recovery of thermal energy.

Unfortunately, the work required for such com-
pression is high-quality (and therefore, expensive)
mechanical energy that ends up as low-quality thermal
energy. Either thermocompression or mechanical com-
pression may supply the required mechanical energy.
Thermocompression is accomplished by means of
high-pressure steam in an ejector system (for design
and cost of ejectors see Ref.[28].) while mechanical com-
pression is usually done by a centrifugal compressor.[1]

An alternative scheme is to split the evaporation
process into stages (in different vessels), commonly
referred to as effects, where the flow of liquor may
be in the same direction, the backward direction, or
normal to the flow of vapor.[1,9] In such a scheme,
the vapor generated in a given effect is used to boil
the liquid in a different effect where a proper tempera-
ture driving force exists. In multiple-effect evaporation,
one exchanges savings in steam costs for increased
capital investment in equipment.

Pennink[29] notes that the optimum is usually 3 or 4
effects in a 50,000 lb/h system and 7 to 8 effects in very
large systems. Ramakrishna[30] details a shortcut
method to estimate the optimum number of effects
for multi-effect evaporation, and Ulrich[10] gives a
shortcut algorithm for the design of multiple-effect
evaporators. A sample calculation can be found in
Schilt.[15] Cole[18] gives specific steam consumption
and minimum evaporation rates for single and

multiple-effect evaporators with and without steam-
jet thermocompression, as well as data on mechanical
vapor recompression cost per ton of water evaporated.

For those who wish to pursue more detailed design,
a good starting point for mechanical design of heat
exchange equipment is Azbel,[9] who also discusses
alternative materials of construction. For general dis-
cussion of evaporation as well as insight into safety/
environmental considerations, see a report from the
U.S. Environmental Protection Agency.[31] This docu-
ment discusses failure analysis as applied to evapora-
tors for treatment of effluent from the metal finishing
industry. Other useful references, which have extensive
bibliographies, are Rubin and Moak,[32] Knudsen and
Bell,[33] Chisholm,[34] and Taborek and Hewitt.[35] The
continuing series from the American Society of Mech-
anical Engineers, as exemplified by Shah,[36] contains
additional information.

COSTS ASSOCIATED WITH EVAPORATORS

The two major costs associated with evaporators, as
with any process equipment, are capital investment
and operating costs. The best estimate of the installed
cost of evaporation systems is, of course, a firm bid
from a vendor. The installed cost, however, can be esti-
mated based on the heat transfer surface area, as in
Peters and Timmerhaus.[37] Costs taken from pub-
lished references must be adjusted for changes subse-
quent to the time of publication. To do this, one may
use an index such as the Marshall and Swift all-
industry index. The value of this index is published
each month in Chemical Engineering, a McGraw-Hill
publication. Further information on the use of this and
other cost indices as well as their histories are avail-
able, for example, in Peters and Timmerhaus[37] and
Ulrich.[10] Variation of purchased evaporator costs
with material of construction and pressure can also
be found in Ulrich.[10]

A chart to estimate the costs of ejectors for thermo-
compression has been developed.[28] Approximate
costs of compressors for mechanical vapor recompres-
sion also can be found.[37–39] In addition, these publica-
tions contain details of cost estimation for heat
exchangers. For more detailed estimation of cost of
shell-and-tube exchangers, see Purohit.[40–42] Plate-
and-frame and spiral-plate heat exchanger costs can
be estimated using Kumana.[43]

Operating expenses can be approximated using
published techniques.[10,37] These are mainly useful
for preliminary cost estimates only. Such items as
raw materials, operating labor, utilities, supervisory
expenses, maintenance and repairs, etc., may vary
greatly depending on the specific process in question.
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OPERATION AND CONTROL
OF EVAPORATORS

Many of the problems in operation and control of a
given evaporator system will be specific to the appli-
cation. However, all systems need to answer such ques-
tions as how to evaluate performance, how best to
schedule periodic boil outs (cleaning), how to measure
and control variables typified by temperature, pressure,
fluid level, fluid flow rate, composition, etc., and how
to detect faults in evaporator operation quickly and
efficiently.[44,45]

At one time, the American Institute of Chemical
Engineers issued a guide to performance testing of evap-
orators.[46] The Instrument Society of America issues a
book-length guide for the operation and control of
evaporators,[2] which covers, among other topics, such
operational considerations as the optimum use of boil
outs. Instrumentation is covered in detail, including
variables, the choice of measurement and measurement
method, and both design and implementation of the
control system including digital techniques. This work
contains both chapter bibliographies and a general
bibliography.

Operation of an evaporator for minimum cost of
production involves scheduling cleaning cycles to
remove scale or deposits. Minimizing costs requires the
balancing of increased evaporation rate against out-
of-service time. Shutdown involves costs associated
not only with cleaning, but emptying and refilling as
well. The crux of such optimization is the function used
to describe the evolution of scale formation with time.
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Excipients for Pharmaceutical Dosage Forms

Patrick J. Crowley
Luigi G. Martini
GlaxoSmithKline, Essex, U.K.

INTRODUCTION

Medicinal dosage forms, regardless of composition or
mode of use, must meet the following requirements
that underpin efficacy, safety, and quality:

1. Contain an accurate dose.
2. Be convenient to take or administer.
3. Provide the drug in a form for absorption or

other delivery to the target.
4. Retain quality throughout the shelf life and

usage period.
5. Be manufactured by a process that does not

compromise performance and that is reproduc-
ible and economical.

Few if any active pharmaceutical ingredients have
properties that allow incorporation in units that meet
all these criteria. Therefore, it is necessary to add other
materials to make good any shortfalls. Consequently,
virtually every medicinal product is a combination of
the drug substance and excipients. These are indispens-
able components of medicinal products and, in most
cases comprise the greatest proportion of the dosage
unit. It goes without saying that knowledge of the
composition, function, and behavior of excipients is a
prerequisite to the successful design, development
and manufacture of pharmaceutical dosage forms.

The requirements listed above can be considered the
prime reasons for including excipients in dosage forms
since they relate directly to product performance.
Issues such as regulatory acceptability, environmental
effects and impact on cost of the product are also
important selection criteria.

A single chapter cannot do justice to the richness
and complexity of the possibilities and constraints
associated with using excipients to transform a drug
to a dosage form. Each topic merits a chapter, possibly
a complete volume in its own right. This chapter pro-
vides a general overview of the issues involved in select-
ing and evaluating excipients. More detailed accounts
of individual applications, performance, and associ-
ated issues may be found in the references.

ACCURACY OF DOSE

Where the active ingredient is very potent (i.e., dose is
low), it may be necessary to disperse the drug in a
‘‘diluent’’ or bulking agent. Otherwise, quantities being
filled into capsules or dies for tableting may be so low
that normal filling and other process variations trans-
late to excessive variation in unit drug content. Like-
wise, low-dose medications for inhalation as dry
powders may have the drug dispersed in or otherwise
associated with an inert ‘‘carrier’’ or flow aid. For a
diluent to function in this way it must form a homo-
genous blend with the drug. Otherwise accuracy of
dose cannot be guaranteed.[1]

Water may be considered a ‘‘diluent’’ in liquid
presentations as it provides the required dose in a vol-
ume that can be accurately dispensed or administered.
It is also invariably present in medications for topical
or transdermal application. Water can be one of the
most problematic companion materials in a dosage
form because of its capability to promote hydrolysis,
act as a vehicle for other molecular interactions, or
simply be a medium for microbial growth. Such
properties illustrate how a material that resolves one
problem may pose others that in turn require the pres-
ence of additional excipients.

Liquid or semisolid preparations may require the
presence of ancillary excipients to effect solvation or
dispersion of the active ingredient. In particular, for-
mulations containing drugs in the suspended state
may require viscosity-enhancing agents or other addi-
tives to ensure that the drug remains homogenously
dispersed. Otherwise, the accuracy of the dose may
be compromised.

USER OR PATIENT CONVENIENCE

Drugs that are bitter or otherwise unpalatable, and
administered as oral liquids may be unacceptable,
particularly to younger patients. Compliance and
therefore efficacy may be compromised unless the pro-
duct can be made more palatable. Thus, sweeteners,
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flavors, or taste-masking agents may be present in
liquid oral products, in chewable dosage forms, and
in effervescent or dispersible tablets that are consti-
tuted as liquids prior to use.[2]

Some drugs given by injection cause local pain due
to high volume, tonicity, pH, etc. An additive that
evinces a local anesthetic effect may relieve such dis-
comfort. Benzyl alcohol is employed for this purpose.

RELEASE OF DRUG FROM THE
DOSAGE FORM

Once a medication is ingested, applied to a target area,
or otherwise administered, the drug must leave the dos-
age form for absorption or other delivery to the target.
This may involve the following:

1. Dissolution in the gastrointestinal (GI) tract
following oral dosage.

2. Partitioning to the skin in the case of topical or
transdermal preparations.

3. Passage to pulmonary or nasal cavities (inha-
lation products).

Excipients can ensure that such delivery is
expeditious and consistent. Their presence may be even
more crucial with more esoteric forms that must be
delivered to a tissue, organ, or even specific cells.
Researchers are developing excipients that act as
‘‘homing devices’’ to guide drugs to designated targets.
Such approaches will be discussed later in this chapter.

In its simplest form, designing ‘‘release’’ into a dos-
age form involves adding a disintegrant to the tablet or
capsule formulation so that on ingestion the compact
breaks up and drug is released for dissolution and
absorption. In the case of hydrophobic drugs, disso-
lution may be aided by wetting agents. More complex
release patterns involve using excipients to modify
release from the dosage form to delay onset of action
or otherwise modify the pharmacokinetics of the drug,
thereby maximizing efficacy or minimizing side effects.

Excipients can influence delivery from topical and
transdermal medications. The propensity of the drug
to migrate from the formulation to the application
surface is affected by factors such as lipophilicity of
the vehicle, drug solubility in the formulation, and
effects of additives on the barrier properties of the skin
or mucosal surface.

ORAL ABSORPTION ENHANCEMENT

Oral absorption is indirectly aided by excipients that
promote release of drug from the dosage form, or help
dispersion and dissolution prior to passage to the

systemic circulation. Excipients that promote absorp-
tion per se are less widely used. However, lipids have
been used to enhance absorption of hydrophobic active
ingredients. Dissolution or dispersion of drug in such
materials provides a substrate for lipolysis, resulting
in an emulsion of drug and lipid that provides enhanced
surface area for dissolution and absorption.[3]

Lipids such as oleic acid or its salts are reported to
slow gastric emptying and also act as an ‘‘ileal brake.’’
This allows longer time for dissolution and absorption
in the small intestine.[4,5] Citric acid and other organic
acids also have been shown to slow gastric emptying.[6]

However, the levels required for such effects may be
impractical for most dosage forms.

The small intestine is drained by the hepatic portal
vein, making the liver the first ‘‘port of call’’ for orally
absorbed drugs. Therefore, high hepatic metabolism
will compromise systemic availability. Formulation to
enhance lymphatic absorption offers the potential for
avoiding such first-pass metabolism. It could also tar-
get anticancer agents to lymphatic carcinomas.[7]

Table 1 lists various materials and associated thera-
peutic agents that have been formulated for lymphatic
delivery.

Oleic acid has been used in a novel approach to
boost the bioavailability of propranolol (Fig. 1). The
effect was ascribed to preferential uptake by the lym-
phatic system and avoidance of the extensive first-pass
metabolism that would follow passage through the
hepatic portal system.[8] Formulation with triglycerides
also enhanced lymphatic absorption of the antimalar-
ial drug halofantrine.[9] However, the low lymph/
blood flow ratio limits lymphatic absorption to drugs
that are highly lipophilic (log P > 5) and that have
significant solubility in long-chain triglycerides
(>50 mg/mL).

Strategies to breach physical and enzymatic barriers
in the intestinal epithelium that hinder passage to the
systemic circulation have included enhancing para-
cellular flux by disrupting ‘‘tight junctions.’’[10,11]

Inhibition of the P-glycoprotein (PGP) that ejects
unrecognized or unwanted materials also has been
studied.[12] Certain lipids are reported to be PGP inhib-
itors but there are no reports of successful application
to commercial products or use in clinical trials.

Yet another approach to intestinal absorption
enhancement concerns the inhibition of intestinal
Cytochrome P450 3A4, an enzyme responsible for
the prehepatic metabolism of many drugs. Grapefruit
juice is reported to be a powerful inhibitor of this
enzyme and is known to enhance the bioavailability
of cyclosporin, triazolam, nifedipine, and other drugs.
Studies have been carried out to identify the compo-
nents in grapefruit juice that evince this effect.[13,14] It
could be argued that inclusion of such materials
(thought to be flavinoids), as ‘‘excipients’’ in the
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dosage form would lead to not only more complete but
also more consistent systemic levels by counteracting
inconsistencies brought about by enzyme inhibitors
in food and drink (such as grapefruit juice). Time will
tell whether the ongoing interest in this area will
lead to new ‘‘excipients’’ that modulate absorption in
this way.

Excipients that are bioadhesive or that swell on
hydration can promote absorption by increased con-
tact with epithelial surfaces, by prolonging residence
time in the stomach, or by delaying intestinal transit.
Cellulose ethers, gums of natural origin, and synthetic
acrylic acid polymers have been evaluated for such
purposes. The range of materials available and their
differing viscoelastic and rheological behaviors mean
that it is possible, by judicious admixture, to develop
delivery units with balanced properties so that
adhesion, density, hydration, drug release rate, etc.
can be tailored to the drug in question and the physio-
logical characteristics of the target delivery site.[15]

Enhancers for Other Modes of Absorption

Many physical and enzymatic barriers can prevent suc-
cessful delivery of active pharmaceutical ingredients by
non-invasive, non-oral routes. It is not surprising,
therefore, that there is great interest in excipients that
can overcome such obstacles.

Transdermal delivery is a case in point. The skin,
particularly the stratum corneum presents a formi-
dable barrier to diffusion. Materials used to enhance
its permeability have ranged from simple solvents such
as ethanol or propylene glycol to aromatic chemicals
such as terpenoids. Such penetration enhancers appear
to work by disrupting the lipid domains in the stratum

corneum that reduce permeability.[16] A bespoke
penetration enhancer, laurocapram (Azone), was
developed in the late 1970s for use in transdermal
delivery but its use in commercial products appears
to be limited.[17]

Entry via nasal or buccal mucosa allows the delivery
of peptides or other labile drugs that are highly potent
(low-dose drugs) and that do not have steep dose-
response relationships. Absorption enhancement
requires increased contact time and reduced clearance
rate (in the case of nasal delivery), thereby optimizing
conditions for mucosal diffusion. Excipients that
enhance nasal absorption include phospholipids to
enhance mucosal permeability and agents that imbibe
water and become mucoadhesive (e.g., glyceryl mono
oleate). In addition, the gelling agents hydroxypropyl
cellulose and polyacrylic acid promote absorption of
insulin in dogs.[18] These findings, however, have not
been used to find a commercially viable product
for intranasal delivery of insulin, presumably due to
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Fig. 1 Effect of oleic acid on propranolol bioavailability.
(From Ref.[8].)

Table 1 Drug carriers for lymphatic targeting

Lymphotropic carrier Drug Type of interaction

Dextran sulphate Bleomycin Ion-pair

Dextran Mitomycin C Covalent binding

b-Cyclodextrin oligomer 1-Hexylcarbamoyl-5-fluorouracil Hydrophobic inclusion

L-Lactic acid oligomer microsphere Aclarubicin, cisplatin Incorporation

Gelatin microsphere Mitomycin C Incorporation

Intrinsic protein complex Vitamin B12 Complex

Styrene-maleic acid anhydrideco-polymer Neocartinostation Covalent binding

Lipsome Ara-C Encapsulation

S/O emulsion 5-Fluorouracil, bleomycin Encapsulation

Lipid mixed micelle Inteferon, TNF Hydrophobic binding

Chylomicron, LDL Cyclosporine, vitamin A, coenzyme Q, DDT Incorporation
Ethynylesteradiol 3-cyclopententyl ether

Carbon colloid Mitomycin C, Aclarubicin Hydrophobic adsorption

(From Ref.[7].)
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insulin’s narrow therapeutic index. However, intra-
nasal delivery systems for calcitonin, a macromolecule
with a much safer dose-response relationship, have
been commercialized.

EXCIPIENTS FOR DRUG TARGETING

The 1990s saw an explosion in knowledge and under-
standing of the roles that natural mediators play in
physiological and pathological processes. At the same
time, biotechnology has made it feasible to manufac-
ture such mediators relatively cheaply and in large
quantities, thereby affording possibilities for use as
therapeutic agents. However, effective delivery remains
a formidable challenge from the efficacy, safety,
and patient-convenience perspective. Most natural
mediators are highly potent, extremely labile, and
may need to be delivered to a specific organ or
cellular target. Conventional oral dosage is not usually
feasible due to the hostile environment and enzymatic
barriers along the GI tract. Parenteral administration
is hardly desirable for chronic therapy. Therefore,
many biotechnology products need to be combined
with materials that afford protection against destruc-
tion, reduce elimination rate, or target a specific site
so that activity is enhanced and toxicity minimized.
The level of interest and activity in this area supports
the view that more effective delivery systems are
required if the promise of biotechnology is to be reali-
zed. Hence, it is likely that the search for absorption-
enhancing excipients for such materials will continue
unabated.

Carriers for biopharmaceutical therapeutic agents
range from well-established excipients of natural origin
to custom-made synthetic materials with putatively
enhanced protective or targeting features. Natural or
semisynthetic materials predominate however. Sources
as diverse as primitive marine plants (chitosans and
alginates), plant or animal phospholipids (egg and seed
lecithin), and mammalian collagens (gelatin) are being
mined for useful delivery or targeting aids, as well as
for components of complex formulations such as
microemulsions or liposomes. The wide use of biologi-
cal materials may mean that Mother Nature produces
more suitable biopolymers than the synthetic chemist.
More plausibly, it may reflect the need for long and
expensive safety evaluation of novel synthetic materials
prior to use in man. This hinders timely evaluation
other than in vitro or animal models.

More esoteric materials that confer target specificity
include glycoproteins, recombinant proteins, or mono-
clonal antibodies.[19] To date, clinical performance of
such carrier systems has been disappointing. Further
refinement of concepts and materials may be necessary
before the performance matches the promise.

Attenuated adenoviruses have been used as vectors
where delivery to cell nuclei is required (e.g., in gene
medicine). It is a moot point whether these or other
targeting or carrier materials are ‘‘excipients’’ part of
a prodrug or something in-between. The boundaries
between ‘‘active’’ and ‘‘inactive’’ materials are much
less clear in such cases. The traditional approach of
evaluating a novel entity in its own right in animal
safety programs and then formulating with ‘‘inert’’
materials is inappropriate with sophisticated delivery
systems because of the important effect of the adjuvant
on disposition and kinetics of the active ingredient.

EXCIPIENTS AS STABILIZERS

Product quality can be compromised during manufac-
ture, transport, storage or use. The causes of deterio-
ration can be manifold and product-specific. They
include microbial spoilage or chemical transformation
of the active or physical changes that alter perfor-
mance in vivo. Deterioration can compromise safety
or make the medication less attractive, which means
it may not be used. Excipients can contribute to or
cause such changes unless carefully screened for poss-
ible interactions in preformulation studies.

Cases where excipients have the opposite effect and
stabilize labile drugs are less common. Nevertheless,
they have been shown to reduce degradation rates of
drugs that are photolabile, oxidizible, or degradable
consequent to inter- or intramolecular reactions.[20]

Stablization strategies include the following:

1. Formulation with an excipient whose light
absorption spectrum overlaps that of the photo-
labile drug. This is the so-called spectral overlay
approach.

2. Using an antioxidant in formulations that are
susceptible to degradation by oxidation. This
approach has been particularly successful in
vitamin-containing products.

3. Using an excipient that ‘‘hinders’’ association of
groups in the same molecule, in adjacent mole-
cules, or in the vehicle that can interact and
cause degradation. There are several reports of
cyclodextrins effecting such ‘‘steric stabiliza-
tions.’’ Polyethylene glycol also has been shown
to stabilize an ointment formulation by prevent-
ing formation of inactive rearrangement
products.

Less esoteric but equally important stabilizers
include preservatives in liquid products to prevent
microbial growth and buffers to provide an environ-
ment conducive to good stability where degradation
is pH-related. Chelating agents also are used as
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stabilizers to prevent heavy metals from catalyzing
degradation.

EXCIPIENTS AS PROCESS AIDS

The vast majority of medicinal products are manufac-
tured by high-speed, largely automated processes for
reasons that are related as much to safety and quality
as to cost of goods. Excipients that aid in processing
include the following:

1. The almost universal use of lubricants such as
stearates in tablets and capsules to reduce fric-
tion between moving parts during compression
or compaction.

2. Excipients that aid powder flow in tablet or cap-
sule manufacture. Materials such as colloidal
silica improve flow from hopper to die and aid
packdown in the die or capsule shell. Accuracy
and consistency of fill and associated dose is
thereby improved.

3. Compression aids to help form a good compact,
whether on dry granulation (slugging) prior to
tableting or on tablet compression. Most are
derived from plant, animal, or mineral origin
(microcrystalline cellulose, lactose, or magne-
sium carbonate).

4. Agents such as human or bovine serum albumin
that are used in the manufacture of biotechnol-
ogy-based products. These avoid adsorption of
the protein to flexible tubing, filters, and other
process equipment.

5. Stabilizers to protect the drug from processing
conditions that might otherwise be deleterious.
It is common to use ‘‘cryoprotectants’’ such as
sugars, polyhydric alcohols or dextrans in
lyophilized parenteral biotechnology products
to prevent inactivation during freezing. A similar
approach has also been used to prevent lipo-
somal aggregation and leakage.[21]

‘‘Flow aids’’ also can help performance in cases
where the delivery device is an integral part of the
medication. Products for pulmonary delivery are often
formulated as dry powders that are inhaled via the oral
cavity. The fine-particle nature of the medicinal agent,
which may be vital for efficient delivery to the bron-
chial target area, militates against good flow. Materials
such as lactose or mannitol (of appropriate particle
size) can enhance flow or act as a ‘‘carrier’’ from the
dose unit (usually a capsule) through the inhalation
delivery device to the oral cavity on inspiration. They
are widely used for these purposes in inhalation formu-
lations of anti-asthmatic agents such as salbutamol
and budesonide.[22,23] The recombinant therapeutic

proteins human deoxyribonuclease (used to treat cystic
fibrosis) and human granulate colony stimulating
factor (g-CSF) are also formulated with ‘‘carriers’’ to
aid pulmonary delivery.[24]

The adherence of very fine particles to larger ones
can solve segregation problems when mixing powders
containing particles of differing size or shape. If the
fine particles can associate with their larger compan-
ions due to some surface effect, ‘‘ordered mixing’’
ensues and homogeneity is assured during subsequent
processing.[25]

Process aids do not usually contribute to the per-
formance of the dosage form in terms of quality or
in vivo performance. Indeed, lubricants, because of
their hydrophobic nature, can hinder disintegration
and dissolution of solid dosage forms unless the level
and mode of incorporation is carefully characterized
and controlled. Thus, in addition to drug-excipient
interactions, the potential for interexcipient compe-
tition and incompatibility must be considered and
studied.

DRUG–EXCIPIENT INTERACTIONS

Despite the earlier account of excipients acting as sta-
bilizers, it is fair to state that there are far more cases
on record of excipients adversely affecting quality.
Degradation may be caused by interaction between
functional groups in the excipient and those associated
with the drug. Many small-molecule drugs contain pri-
mary, secondary, or tertiary amino groups and these
have the propensity to interact with aldehydic groups
in sugars or volatile aldehydes present as residues.
Chemical interaction can result in degradation of the
drug substance to inactive moieties with loss of efficacy
where degradation is excessive. Even when degradation
is modest, it is possible that the formed degradation
products may compromise safety.

Physical interactions between drug and excipient
also can compromise quality. Adsorption of drug by
microcrystalline cellulose resulted in drug dissolution
being less than complete.[26] Interaction between chlor-
amphenicol stearate and colloidal silica during grind-
ing led to polymorphic transformation.[27]

Excipients may contribute to degradation even
when not directly interacting with active moieties. Sol-
uble materials may alter pH or ionic strength, thereby
accelerating hydrolytic reactions in liquid presenta-
tions. Such effects may be accentuated during proces-
sing. For instance, sterilization by autoclaving, while
of short duration, may cause significant degradation
product formation because of the high temperature
involved. Dextrose is widely used in parenteral
nutrition solutions or as a tonicity modifier in other
parenterals. Sterilization by autoclaving can cause

Excipients for Pharmaceutical Dosage Forms 1613



Excipients–
Expiration

isomerization to fructose and formation of 5-hydroxy-
methyl furfulaldehyde in electrolyte-containing solu-
tions.[28] At the other extremes of processing, succinate
buffer was shown to crystallize during the freezing stage
of lyophilization, with associated reduction of pH and
unfolding of gamma interferon.[29] It is important to
identify and characterize such ‘‘process stresses’’ during
dosage-form development and tailor processing con-
ditions accordingly.

Microcrystalline cellulose is a partially depolymer-
ized cellulose that is part-crystalline/part non-crystal-
line and hygroscopic. Adsorbed water is not held in
any ‘‘bound’’ state but will rapidly equilibrate with the
environment during processing or storage[30] (Fig. 2).
Thus, it is possible that in a dosage form, water can be
sequestrated by a more hygroscopic active ingredient.
If the drug is moisture sensitive, degradation may follow.
Stabilization may be possible by drying prior to use, but
loss of water may make it a less effective compression
aid.[31]

Microcrystalline cellulose may also contain low
levels of non-saccharide organic residues. These ema-
nate from lignin, a cross-linked bioploymer made up
primarily of the three allylic alcohols/phenols in the
wood chip starting material (Fig. 3).[32]

It is also possible that degradation products of these
phenols, or free radical combinations, may be present,
with potential for chemical interaction with the drug.

This focus on residues associated with microcrystal-
line cellulose is not to denigrate it as an excipient. It is
and will remain a most valuable formulation aid
that can help compression, disintegration, and flow,
as well as acting as a general diluent in solid-dose for-
mulation.[33] It can also be a useful additive in liquid
products. Indeed, the knowledge available on micro-
crystalline cellulose interactions probably reflects the
level of interest in such a useful material. Rather, the
intent is to illustrate how excipients, or residues con-
tained in them, can interact with active ingredients in
a number of ways. The first commandment for the

formulator is arguably to ‘‘know your drug,’’ but it is
also important to be aware of the composition,
residues, and other behaviors of excipients.

STABILITY OF EXCIPIENTS

Excipients can lose quality over time. Oils, paraffins,
and flavors oxidize; cellulose gums may lose viscosity.
Polymeric materials used in film coating or to modify
release from the dosage form can age due to changes
in glass transition temperature. This can lead to
changes in elasticity, permeability, and hydration rate
and associated changes in release properties or appear-
ance.[34]

Preservatives such as benzoic acid or the para
hydroxybenzoates are volatile and can be lost during
product manufacture if the process involves heating.
Loss during product storage is also feasible if contain-
ers are permeable to passage of organic vapors. Ace-
tate buffer is volatile at low pH and can be lost
during the drying stages of lyophilization. Such behav-
iors reinforce the need to know the behaviors of
excipients as well as of the active ingredient so that
appropriate processing, storage conditions, and ‘‘use
by’’ periods are stipulated where necessary.

IMPURITIES IN EXCIPIENTS

Excipients, like drug substances contain process resi-
dues, degradation products or other structural deviants
formed during manufacture. Historically, it was not
unusual for adulterants to be added to ‘‘bulk up’’ the
commodity. Thankfully, a combination of better ana-
lytical techniques, vendor certification programs, and
quality audit systems should mean that adulteration
is largely a thing of the past. However, constant vigi-
lance is necessary. As recently as 1996, renal failure
in children in Haiti was ascribed to use of glycerol con-
taminated with diethylene glycol in a liquid paraceta-
mol product.[35]

Residues in excipients can affect quality and per-
formance by interacting with the drug or other key
components. Reducing sugar impurities in mannitol
were responsible for the oxidative degradation of a
cyclic heptapeptide.[36]
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Fig. 2 Water vapor sorption isotherm for microcrystalline
cellulose at 25�C. (From Ref.[30].)
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Fig. 3 Potential residues in microcrystalline cellulose.
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Lactose is one of the most widely used excipients in
tablet manufacture. It is available in a number of dif-
ferent forms, differing in hydration and crystal states.
Isolation and purification may involve treatment with
sulphur dioxide.[37] However, there are no reports of
complications from residues of this powerful oxidizing
agent.

Lactose is a disaccharide comprised of glucose and
galactose units. These reducing sugars are reported to
be present in spray dried lactose,[38] as is the hexose
degradent 5-hydroxymethyl furfural.[39] This aldehyde
has the potential for additional reactions with primary
amino groups, Schiff Base formation and color
development (Fig. 4).[40]

Drugs containing secondary amine groups also can
be degraded. Maillard reaction products have been
reported in capsules containing lactose and the antide-
pressant fluoxetine.[41] This reaction is also reported
extensively in publications concerned with the food
industry. High temperatures and low moisture con-
tents associated with food processing induces carame-
lization of sugars and oxidation of fatty acids to
aldehydes, lactones, ketones, alcohols, and esters.[42,43]

It would not be surprising if such degradation products
were generated in the same materials used in pharma-
ceutical dosage forms. Unfortunately, most pharma-
copeial monographs do not list such organic
contaminants. Also, some excipient vendors are reluc-
tant to share information on residues and contami-
nants with customers. The pharmaceutical industry
generally represents only a small proportion of busi-
ness for such commodity providers. Hence, it is diffi-
cult to be persuasive on the need for individualized
standards and controls. Therefore, the following list
(Table 2) cannot be considered as comprehensive
because of this unsatisfactory state of affairs.

Excipient residues may also compromise safety or
tolerance. Wool fat or lanolin derived from sheep wool
may contain low levels of insecticides from sheep
treated for parasites. These insecticide levels are prob-
ably too low to cause direct toxicity, but may cause
allergic reactions when lanolin in cosmetics or topical
medicaments is applied to the skin.

Paradoxically, excipient residues such as antioxi-
dants may inadvertently act as stabilizers of the drug
substance. Unheralded removal by the vendor or
replacement by a different type of stabilizer could pre-
cipitate an unheralded product stability crisis leading

to recall from the market. Such a possibility highlights
the need for agreed change control systems between the
pharmaceutical manufacturer and the excipient vendor.

SAFETY OF EXCIPIENTS

Although excipients have traditionally been considered
‘‘inert,’’ it is now well accepted that some carry the
potential for untoward effects. These can range from
the inconvenient to the serious, be general or patient-
specific, and may or may not be dose-related. The
effect may be ascribable to the excipient itself or to a
residue from the starting material or the process of
manufacture.

Lactose is one of the most widely used tablet excipi-
ents. However, 5–10% of the population of the United
Kingdom suffers from lactose malabsorption,[44] nor is
there reason to suppose that this percentage is lower in
other countries. Lack of the lactase enzyme leads to
fermentation by colonic bacteria, with formation of
lactic acid and carbon dioxide causing stomach
cramps, diarrhea, and vomiting.[45] Whether such clini-
cal symptoms are manifest following ingestion of the
levels normally present in dosage forms is not known,
but such phenomena may sometimes explain minor
side effects regularly reported during the monitoring
that accompanies volunteer Phase I studies.

Malabsorption of the cereal protein gluten is
another potential source of untoward effects from
excipients. This condition demands a gluten-free diet.
Most starches utilized in medicinal products are now
gluten-free but gluten-containing materials have
been used as film formers in miscroencapsulated pro-
ducts.[46] There is also a possibility that gluten could
be present in excipients that utilize cereal derivatives
as starting materials or bases (e.g., dry powder flavors
that sometimes use maltodextrin bases).

Sucrose is a very effective sweetener, particularly for
liquids dosed to children. Its propensity to cause dental

HO
HO

O
OH

OHC O

OH
HO

OH
OH

O
HO

OH

5-Hydroxymethylfurfural Glucose Galactose

OHOH

Fig. 4 Potential residues in lactose.

Table 2 Potential residues in common excipients

Excipient Residue

PVP, Polysorbates,
benzyl alcohol

Peroxides

Magnesium stearate,
fixed oils, paraffins

Antioxidants

Lactose Aldehydes, reducing

sugars

Benzyl alcohol Benzaldehyde

Polyethylene glycol Aldehydes, peroxides,
organic acids

Microcrystalline cellulose Lignin, hemicelluloses

Excipients for Pharmaceutical Dosage Forms 1615



Excipients–
Expiration

caries and the complications it poses in the manage-
ment of diabetes may have contributed to its progres-
sive removal from medicinal products despite its
continuing widespread use in foods and confectionery.
Sorbitol is another excellent sweetening agent and has
been used as a replacement for sucrose in oral liquid
products. It has the propensity to cause diarrhea and
flatulence, although the effect may only be manifest
at high doses. However, there may be additive effects
(e.g., if it is formulated with active ingredients
that are also associated with GI intolerance, such as
antibiotics).

Synthetic sweeteners have had checkered careers as
excipients.[47] Cyclamate was banned in the United
States following reports of carcinogenicity and with-
drawal of generally regarded as safe (GRAS) status
in 1969. It remains banned despite additional studies to
clarify safety and attempts at reinstatement. It remains
acceptable in Europe.

Saccharin is equally controversial. It also is sus-
pected as being a carcinogen due to cyclohexylamine
formation, possibly by gut flora, on ingestion.[48] It
was banned as a food additive by the Food and Drug
Administration (FDA) in 1977, but has remained
available consequent to regular congressional mora-
toria on the proposed ban. It is not permitted in
Canada except for diabetic beverages and foods.

The flavoring agent sodium glutamate is sometimes
used to flavor protein supplements or liver extracts.
Flushing, headache, and chest pain have been ascribed
to its presence, albeit after food intake rather than
medication. This is the background to the so-called
Chinese restaurant syndrome.[49]

Aspartame is a newer sweetener/flavor enhancer
but it too may cause angiodema and urticaria. It is
contraindicated in patients suffering from phenylke-
tone urea, as hydrolysis can lead to formation of
phenylalanine.

Aspartame also can hydrolyze in solution to form a
diketopiperazine derivative and can participate in
Michael-type addition reactions with olefines suscep-
tible to nucleophilic attack. The products of such
interactions, if they occur, will be drug and formu-
lation-specific, and it is likely that their safety charac-
teristics will be unknown.[45]

The use of benzyl alcohol as a local anesthetic was
previously discussed. It is also used as a preservative
in parenteral dosage forms. However, there is some evi-
dence that benzyl alcohol is neurotoxic and its use is
contraindicated in the United Kingdom in children
under 3 years of age.[50]

The literature is replete with reports of various
allergic-type reactions to preservatives (parabens,
chlorocresol), antioxidants (propyl gallate, metabisul-
phite), surfactants and solvents. The list is too long
to be discussed in this article but Ref.[48] contains a

very useful compilation and discussion of immuno-
toxic events seen with various dosage form additives.

Many of these studies involved application of copi-
ous amounts to animal skin or to human volunteers in
Phase I studies. Others concerned reports of reactions
in people suffering from pre-existing allergic con-
ditions. Reports of side effects must, therefore, be
viewed from such perspectives and the possibilities
for side effects weighed against the widespread use of
the same materials in food, confectionery, cosmetic,
and household products as well as in medicines. This
is not to belittle the hypersensitivity and other reported
reactions but unless these are put into context, there
may be further constraints on excipient usage and
unrealistic demands for ‘‘totally inert’’ formulation
adjuvants.

Adverse reactions may be caused by the excipient
per se but by a residue. HIV infection in humans and
spongiform encephalopathies in cattle have raised the
specter of viral transmission by materials as diverse
as human and bovine serum albumin, lactose, gelatin,
fatty acids, or their salts, as well as polyols such as
glycerol. It is generally accepted that screening proce-
dures for blood donors and the heat treatment usually
employed for sterilizing human serum albumin (mini-
mum 10 h at 60�C), originally introduced to guard
against hepatitis infection, provides good lethality
against the HIV virus. However, the prions associated
with spongiform encephalopathies are so resistant to
heat and other forms of sterilization that removal is
more problematic. Consequently, the use of vegetable
sources for fatty acid and organic alcohol-type excipi-
ents is becoming more common. Whether gelatin cap-
sules will be replaced by starch or cellulose gum-based
alternatives (for the same reason) remains to be seen.

NOVEL EXCIPIENTS

It might be expected that the increased knowledge of
pathological processes and drug-receptor dynamics,
along with the relentless pressure for manufacturing
efficiencies and economies of scale that have been the
hallmark of the 1990s, would also demand and gener-
ate new and better formulation aids. This has not hap-
pened. Indeed, some have implied that excipients
available in 2000 A.D. are not very different from those
that were available in 2000 B.C.

[52] While clearly calcu-
lated to amuse, the assertion contains a grain of truth.
Only a handful of novel excipients have emerged over
the past 20 years.

The reasons for this are not difficult to understand.
Like novel pharmacological agents, a novel excipient
must go through numerous safety and metabolic evalu-
ation processes before it can be used in humans. In
essence, it would be necessary to apply for a Type 4
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Drug Master File in the United States, or a Certificate
of Suitability in European Union (EU) countries.[51]

Such safety and filing programs are expensive and
time-consuming. Furthermore, it is difficult to prove
‘‘lack of activity’’ in any material. Excipients are not
subject to prescription or pharmacovigilance monitor-
ing, therefore, they need to be ‘‘squeaky clean’’ before
‘‘blanket approval’’ is forthcoming. While a novel
excipient can be evaluated at the same time as a novel
drug, few organizations wish to put their investment in
a novel drug at risk by partnering it with an unproven
excipient. Therefore, novel excipients are likely to
remain scarce commodities. However, a number of
materials considered as ‘‘novel’’ are evincing interest
as formulation aids.

Cyclic Glucose Polymers

Cyclodextrins are not new molecular entities. They
were first reported a century ago. However, it is only
relatively recently that their potential as formulation
aids has been recognized. Their capability to stabilize
labile drugs has already been mentioned. They can also
be used to solubilize highly insoluble molecules as, with
the insertion of the drug in the annulus, the complex
largely acquires the solubility characteristics of the
cyclodextrin[53] (Fig. 5). Inclusion complexes have also
been used to successfully mask taste or odor, reduce
sublimation of drugs with high volatility,[54] and
enhance thermal stability.[55]

The so-called parent cyclodextrins viz the alpha,
beta, and other forms (Fig. 6) have properties that
may have prevented widespread use as formulation
adjuvants. The moderate solubility and the perceived
need to form molar complexes meant that their use
would be limited to low-dose, highly potent com-
pounds. Furthermore, b-cyclodextrin in particular
could not be used parenterally because of renal
nephrotoxicity. This was ascribed to its low solubility
possibly associated with the propensity to form a mol-
ecular complex with cholesterol in vivo and precipitate

in the proximal renal tubule. Thus, the potentially most
useful application viz dissolution of poorly soluble
compounds for injection could not be countenanced.
However, b-cyclodextrin is currently a well-
established excipient in oral dosage forms and has
recently been allocated monographs (as Betadex) in
the European Pharmacopoeia (EP) 2000 and in the
U.S. National Formulary, NF 19.

It is also encouraging that derivatized cyclodextrins
with greater solubility are now available. The hydroxy-
propyl and sulphobutyl ether derivatives of b-cyclo-
dextrin (Fig. 7) have much greater solubilities than
the parent material. Indeed, sulphobutyl ether was
deliberately developed for use with parenterals in the
knowledge that many novel drug substances are poorly
soluble. Both these forms have been subjected to com-
prehensive safety evaluation programs (parenteral in
the case of the sulphobutyl ether), and Drug Master
Files have been lodged with the FDA. Such initiative
and commitment on the part of the manufacturers of
these newer agents is particularly praiseworthy in light
of the costly safety evaluation programs. It may well be
that with the availability of such ‘‘more suitable’’ cyclo-
dextrins, they will find a valuable niche in the armamen-
tarium of the formulation scientist. The references cited
below comprise two excellent reviews of the promise,
properties, and limitations of cyclodextrins.[56,57]

Thus, cyclodextrins are a family of excipients, each
with somewhat different properties that allow the
possibility of matching individual cyclodextrins to
specific drugs to compensate for a deficiency or to
aid performance in some way.

Fluorocarbons

The replacement of chlorofluorocarbon (CFC) propel-
lants with the non-ozone-depleting hydrofluorocar-
bons (HFCs) merit mention for two reasons. First, it
illustrates how environmental impact can be an impor-
tant selection criterion at a time when ‘‘green’’ issues
are high profile. Second, HFCs were developed and
evaluated for safety and delivery capability by a con-
sortium of pharmaceutical companies, with costs
shared and evaluation programs defined by prior
agreement between end-users and propellant manufac-
turers. Such collaboration could be employed usefully
in the future to develop novel excipients for delivery
or targeting. The benefits would undoubtedly accrue
to all.

Polymeric Targeting or Delivery Aids

Many publications, particularly from academic insti-
tutes, contain information concerning synthetic or
semisynthetic polymers, which are designed to enhance

Lipophilic
Cavity

Lipophilic
Drug

Drug: CD
Complex

Hydrophilic
Exterior

HO

CH
CH

OH

CH2OH

Fig. 5 Mechanism of solubilization by cyclodextrins.
(Reproduced from CyDex Inc.)
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targeting or delivery properties. However, evaluation
of the effect of such material on performance has been
invariably confined to in vitro work or perhaps studies
in rodents. Clearance for use in humans has not been
obtained. Therefore, these substances cannot be con-
sidered as excipients that are readily available to the
formulation technologist.

If few novel delivery materials become available in
the future, the formulation scientist may have to rely
on using mixtures of established excipients that, in
combination, have properties that are ‘‘greater than
the sum of the parts’’ in terms of viscoelasticity, diffu-
sivity, tissue/organ specificity or other desirable target-
ing or delivery features. Such approaches seem likely to
provide considerable scope for creative approaches,

and for the formulation technologist, it should be an
exciting and fulfilling road to travel.

EXCIPIENT SELECTION

The nature and properties of the active ingredient dic-
tate the choice of an excipient, the dosage form to be
elaborated, and the process by which it is manufac-
tured. It is also important to know the patient group
and clinical condition. The mode of use of the medi-
cation and the envisaged dose must also be considered.
Candidate excipients should then be evaluated to
demonstrate that they function in the manner intended
(do what they are meant to do) and do not adversely
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interact with the drug, or with other excipients. Obvi-
ously, they should not have any pharmacological effect
and should not otherwise compromise safety or tolerance.

It is also necessary to consider the regulatory status
of excipients and any country-specific requirements or
constraints. The U.S. and Japanese regulatory agencies
publish lists of excipients used in medicinal pro-
ducts.[58,59] The materials listed in these compendia
can generally be considered suitable for administration
by the route for which they are already being used. For
materials with no history of previous use, evidence
must be provided that they do not compromise patient
safety nor induce any other undesirable effects.

SOURCING EXCIPIENTS

Excipients can be crucial determinants of product
performance and quality. Thus, they should be sourced
directly from a reputable vendor who has quality
systems in place to ensure consistent manufacture
and control. Procurement from brokers is to be dis-
couraged. Auditing such providers for the presence of
quality systems and controls should be the norm, parti-
cularly if they are new suppliers to the pharmaceutical
industry. A validation program should be put in place
to establish reliability of the supply source.[60] This
program should take the following into account:

1. The nature of the excipient and medicinal pro-
duct in which it will be used.

2. The conditions under which the materials are
manufactured and controlled.

3. The nature and status of the supplier, and his
understanding of the Good Manufacturing
Practice (GMP) requirements of the pharma-
ceutical industry.

4. The Quality Assurance system of the manufac-
turer.

Excipients, unlike active ingredients, are not cur-
rently subject to regulatory control in terms of GMP
unless they are novel materials (in which case pre-
approval inspection for GMP compliance is necessary).
However, the Guide to Good Manufacturing Practice
for Bulk Pharmaceutical Excipients, elaborated by
the International Pharmaceutical Excipients Councils
(IPEC) of Europe and the U.S. while not having any
regulatory status, provides much useful information
on quality systems and is a good reference for perform-
ing audits of excipient facilities.[61,62]

A particular drug or dosage form may have features
that rely on the presence of excipients for stabilization,
delivery, or other performance parameters. Alterna-
tively, the excipient may need to have additional fea-
tures to render it suitable for the product in question

(e.g., density, absence of a particular residue, etc.). In
such cases it may be necessary to agree to extra quality
tests and limits over and above those demanded by
pharmacopeias or applied by the vendor.

It is also prudent to be aware of the materials,
reagents, and solvent used in the manufacture of the
excipient and consider potential interactions between
such residues and the active ingredient. It may also
be advisable to agree to a Change Control notification
procedure with the vendor, to avoid the introduction
of new materials in the manufacture of the excipient
without prior consideration of the possible impact on
the medicinal product.

CONCLUSIONS

Traditional attitudes that viewed excipients as ‘‘inert’’
materials are long outmoded. It is now well accepted
that they are not merely place fillers but can be true
‘‘partners’’ of the active ingredient in many medicinal
products and have the potential to enhance or possibly
adversely affect performance. As such, their choice,
quality control, mode of inclusion, stability, and per-
formance characteristics merit the same attention as
the active ingredient. Thus, knowledge of excipients,
their foibles, and requirements for handling, proces-
sing, and storage are powerful assets in the armamen-
tarium of the pharmaceutical technologist.
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INTRODUCTION

The term pharmaceutical excipient or additive denotes
compounds that are added to the finished drug product
for a variety of reasons. Most often excipients are
major components of the drug product, with the active
drug molecule present in a small percentage. Excipients
also have been referred to as inactive or inert ingredi-
ents to distinguish them from the active pharma-
ceutical ingredients. However, in many instances
excipients may not be as inert as some scientists
believe. Several countries have restrictions on the type
or the amount of excipient that can be included in
the formulation of parenteral drug products due to
safety issues. For example, in Japan, amino mercuric
chloride, or thimerosal use is prohibited, even though
these excipients are present in several products in the
United States.

As defined in the European Pharmacopoeia (EP)
1997 and the British Pharmacopoeia (BP) 1999, ‘‘Par-
enteral preparations are sterile preparations intended
for administration by injection, infusion, or implan-
tation into the human or animal body.’’[1,2] However,
for the purposes of this article, only sterile prepara-
tions for administration by injection or infusion into
the human body will be surveyed. Injectable products
require a unique formulation strategy. The formulated
product has to be sterile, pyrogen free, and in the case
of solutions, free of particulate matter. No coloring
agent may be added solely for the purpose of coloring
the parenteral preparation. Preferably, the formulation
should be isotonic, and depending on the route of
administration, certain excipients may not be allowed.
For a given drug, the risk of an adverse event may be
higher or the effects may be difficult to reverse if it is
administered as an injection versus a non-parenteral
route, since the injected drug bypasses natural defense
barriers. The requirement for sterility demands that the
excipient be able to withstand terminal sterilization or
aseptic processing. These factors limit the choice of
excipients available to the formulator.

Generally, a knowledge of which excipients have
been deemed safe by the Food and Drug Administra-
tion (FDA) or are already present in a marketed prod-
uct provides increased assurance to the formulator
that these excipients will probably be safe for their
new drug product. However, there is no guarantee that
the new drug product will be safe as excipients are
combined with other additives and/or with a new drug
molecule, creating unforeseen potentiation or syner-
gistic toxic effects. Regulatory bodies may view favor-
ably an excipient previously approved in an injectable
dosage form and will frequently require less safety
data. A new additive in a formulated product will
always require additional studies adding to the cost
and timeline of product development.

In Japan, if the drug product contains an excipient
with no precedence of use in that country, then the
quality and safety attributes of the excipient must be
evaluated by the Subcommittee on Pharmaceutical
Excipients of the Central Pharmaceutical Affairs
Council concurrently with the evaluation of the drug
product application.[3] Precedence of use means that
the excipient has been used in a drug product in Japan,
and will be administered via the same route and in a
dose level equal to or greater than the excipient in
question in the new application.

This chapter is a comprehensive review of the excip-
ients included in the injectable products marketed in
the United States, Europe, and Japan. A review of the
literature indicates that only a few articles that specifi-
cally deal with the selection of parenteral excipients
have been published.[4–9] However, excipients included
in other sterile dosage forms not administered paren-
terally, such as solutions for irrigation, ophthalmic or
otic drops, and ointments, will not be covered.

Several sources of information were used to summa-
rize the information compiled in this chapter.[4–7,10–14]

Formulation information on the commercially avail-
able injectable products was entered in a worksheet.
Tables presented in this chapter are condensed from
this worksheet. Each table is categorized based on the
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primary function of the excipient in the formulation.
For example, citrates are classified as buffers and not
as chelating agents, and ascorbates are categorized
as antioxidants, although they can serve as buffers.
This classification system minimizes redundancy and
provides a reader-friendly format. The concentration
of excipients is listed as percent weight by volume
(w/v) or volume by volume (vol%). If the product
was listed as lyophilized or powder, the percentages
were derived based on the reconstitution volume com-
monly used. The tables list the range of concentration
and examples of products containing the excipient,
especially those that use an extremely low or high
concentration.

TYPES OF EXCIPIENTS

Solvents and Cosolvents

Table 1 list solvents and cosolvents used in parenteral
products. Water for injection is the most common
solvent but may be combined or substituted with
a cosolvent to improve the solubility or stability of
drugs.[15,16] The dielectric constant and solubility param-
eters are among the most common polarity indices
used for solvent blending.[17,18] Ethanol and propylene
glycol are used either alone or in combination with other

solvents in more than 50% of parenteral cosolvent
systems. Surprisingly, propylene glycol is used more
often than polyethylene glycols (PEGs) in spite of its
higher myotoxicity and hemolyzing effects.[19–22] The
hemolytic potential of cosolvents is as follows:[19]

Dimethyl acetamide < PGE400 < Ethonal

< Propylene glycol

< Dimethyloxide

It is possible that the presence of residual peroxide
from the bleaching of PEG or the generation of perox-
ides in PEG may result in the degradation of the drug
in the cosolvent system. It is important to use unbleached
and/or peroxide–free PEGs in the formulation.

Oils such as safflower and soybean are used in total
parenteral nutrition products, where they serve as a fat
source and as carriers for fat-soluble vitamins. The
U.S. Pharmacopeia (USP) requirement for injectable
oils is as follows:

A. Fixed oils (of vegetable origin)

� Saponification value (185–200)
� Iodine number (79–128). (The Japanese

Pharmacopoeia (JP) recommends value
between 79–137.)

� Test for unsaponifiable matter
� Test for free fatty acid

Table 1 Solvents and cosolvents

Excipient Frequency Range Example

Almond oil 1 ND Poison Ivy Extract (Parke Davis)

Benzyl benzoate 3 20–44.7% w/v Delestrogen� 40 mg/ml (Bristol Myers) 44.7% w/v

Castor oil 1 ND Delestrogen� 20 mg/ml (Bristol Myers) 44.7% w/v

Cottonseed oil 2 73.6–87.4% w/v Depo-Testadiol� (Upjohn) 87.4% w/v

N,N-Dimethylacetamide 2 6–33% w/v Busulfex� (Orphan Medical) 33%

Ethanol 26 0.6–100% Prograf (Fujisawa) 80 vol%, Alprostadil (Bedford Lab) 100%

Glycerin (glycerol) 12 1.6–70% w/v Multitest CMI� (Pasteur Merieux) 70% w/v

Peanut oil 1 ND Bal in Oil� (Becton Dickinson)

Polyethylene glycol
PEG 5 0.15–50% Secobarbital sodium (Wyeth-Ayerst) 50%
PEG 300 3 50–65% VePesid� (Bristol Myers) 65% w/v

PEG 400 3 18–67 vol% Busulfex� (Orphan Medical) 67%
PEG 600 1 5% w/v Persantine� (Dupont-Merck)
PEG 3350 5 0.3–3% Depo-Medrol� (Upjohn) 2.95% w/v

Poppyseed oil 1 ND Ethiodol� (Savage)

Propylene glycol 29 0.2–80% Ativan� (Wyeth-Ayerst) 80%

Safflower oil 2 5–10% Liposyn II� (Abbott) 10%

Sesame oil 6 100% Solganal Inj.� (Schering)

Soybean oil 4 5–20% w/v Intralipid� (Clintec) 20%

Vegetable oil 2 ND Virilon IM Inj.� (Star Pharmaceuticals)

ND, No data available.
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� Solid paraffin test at 10�C
� Acid value NMT 0.56 (JP only)

B. Synthetic mono-and diglycerides of fatty acids
(which are liquid and remain so when cooled
to 10�C)

� Iodine number (<140)
� Solid paraffin test at 10�C

The oils also are used to dissolve drugs with low
aqueous solubility and provide a mechanism to slowly
release drug over a long period of time. Deterioration
of fixed oils, which leads to rancidity and production
of free fatty acids, must be avoided in injectable pro-
ducts. Also the fixed oils or fatty acid esters must not
contain mineral oil or paraffin which the body cannot
metabolize.

Polymeric and Surface Active Compounds

Table 2 includes a broad category of excipients whose
function in formulation could be as follows:

1. To impart viscosity or act as suspending agents
such as carboxy methyl cellulose, sodium

carboxy methyl cellulose, acacia, Povidone,
hydrolyzed gelatin, and sorbitol.

2. To act as solubilizing, wetting, or emulsifying
agents such as Cremophor EL, sodium desoxy-
cholate, Polysorbate 20 or 80, PEG 40 castor
oil, PEG 60 castor oil, sodium dodecyl sulfate,
lecithin, or egg yolk phospholipid.

3. To form gels such as when aluminum monostea-
rate is added to fixed oil to form a viscous or
gel-like suspension medium.

Polysorbate 80 is the most common and versatile
solubilizing, wetting and emulsifying agent. Again,
one must be concerned about the level of residual per-
oxides present in polysorbates and protecting them
from air to prevent further oxidation. Polysorbate
80 is polyoxyethylene sorbitan ester of oleic acid
(unsaturated fatty acid) while polyoxyethylene Poly-
sorbate 20 is sorbitan ester of lauric acid (saturated
fatty acid). Thus, stability differences could occur
in the drug product formulated with Polysorbate
80 vs. Polysorbate 20. One example is Neupogen�

which when exposed to a high concentration of
Polysorbate 20 exhibited substantially less oxidation
than when exposed to a similar concentration of
Polysorbate 80.[23]

Table 2 Solubilizing, wetting, suspending, emulsifying, or thickening agents

Excipient Frequency Range Example

Acacia 2 7% Tuberculin Old Test� (Lederle) 7%

Aluminum monostearate 1 2% Solganal Inj.� (Schering) 2%

Carboxy methyl cellulose 4 0.50–0.55% Bicillin� (Wyeth-Ayerst) 0.55%

Caboxy methyl cellulose, sodium 19 0.15–3.0% Nutropin Depot� (Genentech) 3%

Cremophor ELa 3 50–65% w/v Sandlmmune� (Sandoz) 65% w/v

Desoxycholate sodium 1 0.4% w/v Fungizone� (Bristol Myers) 0.41% w/v

Egg yolk phospholipid 3 1.2% Intralipid� (Clintec) 1.2%

Gelatin, Hydrolzyed 1 16% w/v Cortone� (Merck) 16% w/v

Lecithin 8 0.4–1.2% w/v Diprivan� (Zeneca) 1.2% w/v

Pluronic F-68 1 — Fluosol� (Alpha Therapeutics)

Polyoxyethylated fatty acid 2 7–12% w/v AquaMephyton� (Merck) 7% w/v

Aquasol A parenteral� (Astra) 12%

Polysorbate 80 (Tween 80) 48 0.004–100% Taxoterer� (Aventis) 100%

Polysorbate 20 (Tween 20) 9 0.01–0.4% Calcijex� (Abbott) 0.4% w/v

PEG 40 castor oilb 1 11.5 vol% Monistat� (Janssen) 11.5 vol%

PEG 60 castor oilc 1 20% w/v Prograf� (Fujisawa) 20% w/v

Povidone (Polyvinyl pyrrolidone) 7 0.5–0.6% w/v Bicillin�(Wyeth-Ayerst) 0.6% w/v

Sodium dodecyl sulfate (Na lauryl sulfate) 1 0.018% w/v Proleukin� (Cetus) 0.018% w/v

Sorbitol 3 25–50% Aristrospan� (Fujisawa) 50 vol%
aCremophor EL, Etocas 35, polyethoxylated castor oil, polyoxyethylene 35 castor oil.
bPEG 40 castor oil, polyoxyl 40 castor oil, castor oil POE-40, Croduret 40, polyoxyethylene 40 castor oil, Protachem CA-40.
cPEG 60 hydrogenated castor oil, Cremophor RH 60, hydrogenated castor oil POE-60, Protachem CAH-60.
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Chelating Agents

Only a limited number of chelating agents are used in
parenteral products (Table 3). They serve to complex
heavy metals and therefore can improve the efficacy
of antioxidants or preservatives. Citric acid, tartaric
acid and some amino acids also can act as chelating
agents. There have been some misunderstandings con-
cerning the use of EDTA (as calcium salt) as an
approved injectable product in Japan. Currently in
Japan, some drug products that contain calcium diso-
dium EDTA are on the market and this excipient is
also listed as an official excipient (Table 11). An advan-
tage of calcium EDTA over tetrasodium salt is that
calcium EDTA does not contribute sodium and does
not chelate as much calcium from the blood.

A complexing agent should not be used in metallo-
protein formulations, where the protein subunits are
held by the metal.[24] The EDTA, in rare instances,
can increase the oxidation rate due to binding of the
EDTA–metal complex to protein, resulting in site-
specific generation of radicals.[25]

Antioxidants

Antioxidants are used to prevent the oxidation of
active substances and excipients in the finished pro-
duct. There are three main types of antioxidants:

1. True Antioxidants: They act by a chain-
termination mechanism by reacting with free
radicals, e.g., butylated hydroxytoluene.

2. Reducing Agents: They have a lower redox
potential than the drug and get preferentially
oxidized, e.g., ascorbic acid. Thus, they can be
consumed during the shelf-life of the product.

3. Antioxidant Synergists: These enhance the
effect of antioxidants, e.g., EDTA.

Table 4 summarizes the antioxidants, their fre-
quency of use, concentration range, and examples of
products containing them. Sulfite, bisulfite, and meta-
bisulfite constitute the majority of antioxidants
used in parenteral products despite several reports of

incompatibility and toxicity.[26,27] Butylated hydroxy
anisole, butylated hydroxy toluene, alpha tocopherol,
and propyl gallate are primarily used in semi/non-
aqueous vehicles because of their low aqueous solu-
bility.[28] Ascorbic acid/sodium ascorbate may serve
as an antioxidant, buffer and chelating agent in the
same formulation. Some amino acids such as cysteine
also function as effective antioxidants.

The Committee for Proprietary Medicinal Products
(CPMP) guideline calls for a full explanation and jus-
tification for including antioxidants in the formu-
lation.[29] It further states that antioxidants should
only be included in a formulation if it has been proven
that their use cannot be avoided. Thus, it is imperative
to first try inert gas (nitrogen or argon) in the head-
space to prevent oxidation. If the antioxidant has to
be included, its concentration must be justified in terms
of efficacy and safety. Antioxidants such as sulfites and
metabisulfites are especially undesirable.

Some antioxidants possess antimicrobial properties,
such as propyl gallate and butylated hydroxy anisole,
which are somewhat effective against bacteria. Butyl-
ated hydroxy toluene has demonstrated some antiviral
activity. Compatibility of antioxidants with the drug,
packaging system and the body should be studied care-
fully. For example, tocopherols may be absorbed onto
plastics; ascorbic acid is incompatible with alkalis,
heavy metals, and oxidizing materials such as phenyl-
ephrine, and sodium nitrite; and propyl gallate forms
complexes with metal ions such as sodium, potassium
and iron.

Preservatives

Benzyl alcohol is the most common antimicrobial pre-
servative present in parenteral formulations (Table 5).
This observation is consistent with other surveys.[6,30]

Parabens are the second most common preservatives.
Surprisingly, thimerosal is also common, especially in
vaccines, even though some individuals are sensitive
to mercurics. Several preservatives can volatilize easily
(such as benzyl alcohol, and phenol) and, therefore,
should not be used for lyophilized dosage form.
Chlorocresol is purported to be a good preservative

Table 3 Chelating agents

Excipient Frequency Range Example

Calcium disodium EDTAa 9 0.01–0.1% Wydase� (Wyeth-Ayerst) 0.1% w/v

Disodium EDTA 38 0.01–0.11% Calcijex� (Abbott) 0.11% w/v

Sodium EDTA 1 0.20% Folvite� (Lederle) 0.20%

DTPAb 1 0.04% Magnevist� (Berlex) 0.04%
aEDTA ¼ Ethylenediaminetetraacetic acid.
bDTPA ¼ Diethylenetriaminepentaacetic acid; pentetic acid.
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for parenterals, but our survey did not find any exam-
ples of commercial products containing chlorocresol.
The British Pharmaceutical Codex and Martindale list
chlorocresol as a preservative to be used in multidose
aqueous injections at concentrations of 0.1% but
no examples of injectable products have been
provided.[31,32]

Antimicrobial preservatives are allowed in multi-
dose injections to prevent growth of microorganisms
that may accidentally enter the container during with-
drawal of the dose. However, they are discouraged from

being used in single-dose injections in the United States
while the EP and BP allow aqueous preparations, that
are manufactured using aseptic techniques, to contain
suitable preservatives. It should be emphasized that
preservatives should never be used as a substitute
for inadequate good manufacturing practices (GMP).
BP and EP prohibit antimicrobials from single-dose
injections where the dose volume is greater than
15 mL or if the drug product is to be injected via
intracisternal, or any route which gives access to
the cerebrospinal fluid (CSF). Toxicity is the primary

Table 4 Antioxidants and reducing agents

Excipient Frequency Range Example

Acetone sodium bisulfite 4 0.2–0.4% w/v Novocaine� (Sanofi-Winthrop) 0.4% w/v

Ascorbate (sodium/acid) 8 0.1–4.8% w/v Vibramycin� (Pfizer) 4.8% w/v

Bisulfite sodium 31 0.02–0.66% w/v Amikin� (Bristol Myers) 0.66% w/v

Butylated hydroxy anisole (BHA) 3 0.00028–0.03% w/v Aquasol A� (Astra) 0.03% w/v

Butylated hydroxy toluene (BHT) 3 0.00116–0.03% w/v Aquasol A� (Astra) 0.03% w/v

Cystein/Cysteinate HCl 3 0.07–1.3% w/v Acthrel� (Ferring) 1.3% w/v

Dithionite sodium (Na hydrosulfite,
Na sulfoxylate)

1 0.10% Numorphan� (Endo Lab) 0.10%

Gentisic acid 1 0.02% w/v OctreoScan� (Mallinckrodt) 0.02% w/v

Gentisic acid ethanolamine 1 2% M.V.I. 12� (Astra) 2%

Glutamate monosodium 2 0.1% w/v Varivax� (Merck) 0.1% w/v

Formaldehyde sulfoxylate sodium 9 0.02–0.5% w/v Terramycin solution (Pfizer) 0.5% w/v

Metabisulfite potassium 1 0.10% Vasoxyl� (Glaxo-Wellcome) 0.10%

Metabisulfite sodium 32 0.02–1% w/v Intropin� (DuPont) 1% w/v

Monothioglycerol (Thioglycerol) 6 0.1–1% Terramycin solution (Pfizer) 1%

Propyl gallate 2 0.02% Navane� (Pfizer) 0.02%

Sulfite sodium 7 0.05–0.2% w/v Enlon� (Ohmeda) 0.2% w/v

Tocopherol alpha 1 0.005% w/v AmBisome� (Fujisawa) 0.005%

Thioglycolate sodium 1 0.66% w/v Sus-Phrine� (Forest) 0.66% w/v

Table 5 Antimicrobial preservatives

Excipient Frequency Range Example

Benzalkonium chloride 1 0.02% w/v Celestone Soluspan� (Schering) 0.02% w/v

Benzethonium chloride 4 0.01% Benadryl� (Parke-Davis) 0.01% w/v

Benzyl alcohol 85 0.75–10% Progesterone (United Res) 10%

Chlorbutanol 18 0.25–0.5% Codine phosphate (Wyeth-Ayerst) 0.5%

m-Cresol 5 0.1–0.35% Humalog� (Lilly) 0.35%

Myristyl gamma–picolinium chloride 2 0.0195–0.169% w/v Depo-Provera� (Pharmacia-Upjohn) 0.169% w/v

Paraben methyl 52 0.05–0.18% Inapsine� (Janssen) 0.18% w/v

Paraben propyl 44 0.01–0.1% Xylocaine w/ Epinephrine (Astra) 0.1% w/v

Phenol 50 0.2–0.5% Calcimar� (Rhone-Poulanc) 0.5% w/v

2-Phenoxyethanol 4 0.50% Havrix� (SmithKline Beecham) 0.50% w/v

Phenyl mercuric nitrate 3 0.001% Antivenin� (Wyeth-Ayerst) 0.001%

Thimerosal 48 0.003–0.012% Atgam� (Pharmacia-Upjohn) 0.01%
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reason for minimizing the use of antimicrobial preser-
vatives. For example, many individuals are allergic to
mercury preservatives while benzyl alcohol is contrain-
dicated in children under the age of 2. USP has also
placed some restrictions on the maximum concen-
tration of preservatives allowed in the formulation to
address toxicity and allergic reactions (Table 6). The
World Health Organization (WHO) has set an
estimated total acceptable daily intake for sorbate (as
acid, calcium, potassium and sodium salts) as not more
than 25 mg/kg body weight. The efficacy of the pre-
servative should be assessed during product develop-
ment using Antimicrobial Preservative Effectiveness
Testing (PET).[33–35] Thus, an aqueous-preserved
parenteral product can be used up to a maximum of
28 days after the container has been opened.[36] Obvi-
ously, 28 days has to be justified by performing PET
on the finished product in the final package. On the
other hand, unpreserved products preferably should
be used immediately following opening, reconstitution,
or dilution.

Buffers

Buffers are added to a formulation to adjust the pH in
order to optimize solubility and stability. For par-
enteral preparations, the pH of the product should
be close to physiologic pH. The selection of buffer
concentration (ionic strength) and buffer species is
important. For example, 5–15 mM of citrate buffers
are used in the formulation but increasing buffer
concentration to >50 mM will result in excessive pain
on subcutaneous injection and toxic effects due to
the chelation of calcium in the blood.

Buffers have maximum buffer capacities near their
pKa. For products that may be subjected to excessive
temperature fluctuations during processing (such as
sterilization or lyophilization), it is important to select

buffers with a small DpKa/�C. Thus, Tris, whose
DpKa/�C is large (�0.028/�C), the pH of buffer made
at 25�C will change from 7.1 to 5.0 at 100�C. This may
dramatically alter the stability or solubility of the drug.
Similarly, the best buffers for a lyophilized product
may be those that show the least pH change upon cool-
ing, that do not crystallize out, and that can remain in
the amorphous state protecting the drug. For example,
replacing succinate with glycolate buffer improves the
stability of lyophilized interferon-g.[37] During the lyo-
philization of mannitol that contains succinate buffer
at pH 5, monosodium succinate crystallizes, reducing
the pH and resulting in the unfolding of interferon-g.
This pH shift is not seen with glycolate buffer.

Table 7 lists buffers and chemicals used to adjust the
pH of formulations and the product pH range. Phos-
phate, citrate, and acetate are the most common
buffers used in parenteral products. Mono- and dietha-
nolamines are added to adjust pH and form corre-
sponding salts. Hydrogen bromide, sulfuric acid,
benzene sulfonic acid, and methane sulfonic acids are
added to drugs which are salts of bromide (Scopol-
amine HBr, Hyoscine HBr), sulfate (Nebcin, Tobramy-
cin sulfate), besylate (Tracrium Injection, Atracurium
besylate) or mesylate (DHE 45 Injection, Dihydroergo-
tamine mesylate). Glucono delta lactone is used to
adjust the pH of Quinidine gluconate. Benzoate buffer,
at a concentration of 5%, is used in Valium Injection.
Citrates are a common buffer that can have a dual role
as chelating agents. The amino acids lysine and glycine,
function as buffers and stabilize proteins and peptide
formulations. These amino acids are also used as lyo-
additives and may prevent cold denaturation. Lactate
and tartrate are occasionally used as buffer systems.
Acetates are good buffers at low pH, but they are
not generally used for lyophilization because of poten-
tial sublimation of acetates.

Bulking Agents, Protectants,
and Tonicity Adjusters

Table 8 lists additives that are used to modify osmo-
lality, and as bulking or lyo/cryoprotective agents.
Dextrose and sodium chloride are used to adjust ton-
icity in the majority of formulations. Some amino acids
such as glycine, alanine, histidine, imidazole, arginine,
asparagine, and aspartic acid are used as bulking
agents for lyophilization and also can serve as stabili-
zers, and/or as buffers. Monosaccharides (dextrose,
glucose, maltose, lactose), disaccharides (sucrose,
trehalose), polyhydric alcohols (inositol, mannitol, sor-
bitol), glycols (PEG 3350), Povidone (polyvinylpyrroli-
done, PVP) and proteins (albumin, gelatin) are
commonly used as lyo-additives. Hydroxyethyl starch
(hetastarch) and pentastarch, which are currently

Table 6 Maximum permissible amount of preservatives and
antioxidants

Excipient Maximum limit in USP

Mercurial compounds 0.01%

Cationic surfactants 0.01%

Chlorobutanol 0.50%

Cresol 0.50%

Phenol 0.50%

Sulfur dioxide or an
equivalent amount of
the sulfite, bisulfite, or
metabisulfite of

potassium or sodium

0.20%

Excipients: Parenteral Dosage Forms and Their Role 1627



Excipients–
Expiration

used as plasma expanders in commercial injectable
products such as Hespan and Pentaspan, also are
being evaluated as protectants during freeze-drying of
proteins.

PVP has been used in injectable products as a solu-
bilizing agent, a protectant and as a bulking agent.
Only pyrogen-free grade, with low molecular weight
(K value less than 18) should be used in parenteral

Table 7 Buffers and pH-adjusting agents

Excipient pH Range Example

Acetate
Sodium 3.7–4.3 Syntocinon� (Novartis)
Acetic acid 3.7–4.3 Syntocinon� (Novartis)
Glacial acetic acid 3.5–5.5 Brevibloc� (Ohmeda)

Ammonium 6.8–7.8 Bumex Injection� (Roche)

Ammonium sulfate — Innovar� (Astra)

Ammonium hydroxide — Triostat� (Jones Medical)

Arginine 7.0–7.4 Retavase� (Boehringer)

Aspartic acid 5.7–6.4 Pepcid� (Merck)

Benzene sulfonic acid 3.25–3.65 Nimbex� (Glaxo Wellcome)

Benzoate Sodium/acid 6.2–6.9 Valium� (Roche)

Bicarbonate 5.5–11.0 Cenolate� (Abbott)

Boric acid/sodium Comvax� (Merck)

Carbonate, sodium 5.0–11.0 Hyperab� (Bayer)

Citrate
Acid 3.0–5.5 DTIC-Dome� (Bayer)

Sodium 3.5–6.5 Amikin� (Bristol Myers)
Disodium — Cerezyme� (Genzyme)
Trisodium — Cerezyme� (Genzyme)

Diethanolamine 9.5–10.5 Bactim IV� (Roche)

Glucono delta lactone 5.5–7.0 Quinidine Gluconate(Lilly)

Glycine/glycine HCl 6.4–7.2 Hep-B Gammagee� (Merck)

Histidine/histidine HCl 6.5 Doxil� (Sequus)

Hydrochloric acid 6.0–7.6 Amicar� (Immunex)

Hydrobromic acid 3.5–6.5 Scopolamine (UDL)

Lactate sodium/Acid 2.7–5.7 Innovar� (Janssen)

Lysine (L) — Eminase� (Roberts)

Maleic acid 3.0–5.0 Librium� (Roche)

Meglumine 6.5–8.0 Magnevist� (Berlex)

Methanesulfonic acid 3.2–4.0 DHE-45� (Novartis)

Monoethanolamine 8.0–9.0 Terramycin (Pfizer)

Phosphate
Acid 6.5–8.5 Saizen� (Serono Labs)
Monobasic potassium 6.7–7.3 Zantac� (Glaxo-Wellcome)
Monobasic sodiuma 6.0–8.0 Pregnyl� (Organon)

Dibasic sodiumb 6.7–7.8 Zantac� (Glaxo-Wellcome)
Tribasic sodium — Synthroid� (Knoll)

Sodium hydroxide Broad range Optiray� (Mallinckrodt)

Succinate sodium/Disodium 5.0–6.0 AmBisome� (Fujisawa)

Sulfuric acid 3.0–6.5 Nebcin� (Lilly)

Tartrate sodium/acid 2.7–6.2 Methergine� (Novartis)

Tromethamine 6.0–7.5 Optiray� (Mallinckrodt)
aSodium biphosphate, sodium dihydrogen phosphate, or Na dihydrogen orthophosphate.
bSodium phosphate, disodium hydrogen phosphate.
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products to allow for rapid renal elimination. PVP not
only solubilizes drugs such as rifampicin, but it also
can reduce the local toxicity as seen in oxytetracycline
injection.

Many proteins can be stabilized in the lyophilized
state if the stabilizer and protein do not phase separate
during freezing or the stabilizer does not crystallize out.

In the case of Neupogen� (GCSF), the original
formulation was modified by replacing mannitol with
sorbitol to prevent the loss of activity of liquid formu-
lation in case of accidental freezing.[23] Mannitol crys-
tallizes if the solution freezes while sorbitol remains in
an amorphous state protecting GCSF. Similarly, it is
useful that the drug remains dispersed in the stabilizer

Table 8 Bulking agents, protectants, and tonicity adjusters

Excipient Example

Alanine Thrombate III� (Bayer)

Albumin Bioclate� (Arco)

Albumin (human) Botox� (Allergan)

Amino acids Havrix� (Smith Kline Beecham)

Arginine (L) Activase� (Genentech)

Asparagine Tice BCG� (Organon)

Aspartic acid (L) Pepcid� (Merck)

Calcium chloride Phenergan� (Wyeth-Ayerst)

Cyclodextrin-alpha Edex� (Schwartz)

Cyclodextrin-gamma Cardiotec� (Squibb)

Dextran 40 Etopophos� (Bristol Myers)

Dextrose Betaseron� (Berlex)

Gelatin (cross-linked) Kabikinase� (Pharmacia-Upjohn)

Gelatin (hydrolyzed) Acthar� (Rhone-Poulanc Rorer)

Lactic & glycolic acid copolymers Lupron Depot� (TAP)

Glucose Iveegam� (Immuno-US)

Glycerine Tice BCG� (Organon)

Glycine Atgam� (Pharmacia-Upjohn)

Histidine Antihemophilic Factor, human (Am. Red Cross)

Imidazole Helixate� (Armour)

Inositol OctreoScan� (Mallinckrodt)

Lactose Caverject� (Pharmacia-Upjohn)

Magnesium chloride Terramycin Solution (Pfizer)

Magnesium sulfate Tice BCG� (Organon)

Maltose Gamimune N� (Bayer)

Mannitol Elspar� (Merck)

Polyethylene glycol 3350 Bioclate� (Arco)

Polylactic acid Lupron Depot� (TAP)

Polysorbate 80 Helixate� (Armour)

Potassium chloride Varivax� (Merck)

Povidone Alkeran� (Glaxo-Wellcome)

Sodium chloride WinRho SD� (Univax)

Sodium cholesteryl sulfate Amphotec� (Sequus)

Sodium succinate Actimmune� (Genentech)

Sodium sulfate Depo-Provera� (Pharmacia-Upjohn)

Sorbitol Panhematin� (Abbott)

Sucrose Prolastin� (Bayer)

Trehalose (alpha, alpha) Herceptin� (Genentech)
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upon freezing of the solution. Thus, Cefoxitin, a cepha-
losporin, is more stable when freeze-dried with sucrose
than with trehalose, although the glass transition tem-
perature and structural relaxation time is much greater
for trehalose than sucrose.[38] FTIR data indicated that
the trehalose–cefoxitin system phase separated into
two nearly pure components, resulting in no protection
(stability). Similarly, dextran was not found to be as
useful a cryoprotectant for protein as sucrose because
dextran and protein underwent phase segregation as
the solution started to freeze. The mechanism of
cryoprotection in the solution has been explained by
the preferential exclusion hypothesis.[39]

Trehalose is a non-reducing disaccharide composed
of two D-glucose monomers. It is found in several ani-
mals that can withstand dehydration and therefore was
suggested as a stabilizer of drugs that undergo dena-
turation during spray or freeze-drying.[40] Herceptin�

(Trastuzumab) is a recombinant DNA-derived mono-
clonal antibody (MAb) that is used for treating meta-
static breast cancer. The MAb has been stabilized in the
lyophilized formulation using a,a-trehalose dihydrate.
Trehalose has also been used as a cryoprotectant to pre-
vent liposomal aggregation and leakage. In the dried state,
carbohydrates such as trehalose, and inositol, exert their
protective effect by acting as a water substitute.[41]

Additives may have to be included in the formu-
lation to adjust the specific gravity. This is important
for drugs that upon administration may come in con-
tact with CSF. CSF has a specific gravity of 1.0059
at 37�C. Solutions that have the same specific gravity
as that of CSF are termed isobaric, while those solu-
tions that have specific gravity greater than that of
CSF are called hyperbaric. Upon administration of a
hyperbaric solution in the spinal cord, the injected solu-
tion will settle and will affect spinal nerves at the end
of the spinal cord. For example, Dibucaine hydro-
chloride solution (Nupercaine� 1 : 200) is isobaric,
while Nupercaine 1 : 500 is hypobaric (specific gravity
of 1.0036 at 37�C). Nupercaine heavy solution is made
hyperbaric by addition of 5% dextrose solution, and
this solution will block (anesthetize) the lower spinal
nerves as it settles in the spinal cord.

Special Additives

Special additives serve special functions in pharmaceu-
tical formulations (Table 9). The following is a sum-
mary of special additives along with their intended use:

1. Calcium gluconate injection (American Regent)
is a saturated solution of 10% w/v. Calcium
D-saccharate tetrahydrate 0.46% w/v is added
to prevent crystallization during temperature
fluctuations.

2. Cipro IV� (Ciprofloxacin, Bayer) contains lactic
acid as a solubilizing agent for the antibiotic.

3. Premarin Injection� (Conjugated Estrogens,
Wyeth-Ayerst Labs) is a lyophilized product
that contains simethicone to prevent the forma-
tion of foam during reconstitution.

4. Dexamethasone acetate (Dalalone DP, Forest,
Decadron-LA, Merck) and Dexamethasone
sodium phosphate (Merck) are available as a
suspension or a solution. These dexamethasone
formulations contain creatine or creatinine as
additives.

5. Adriamycin RDF� (Doxorubicin hydrochlor-
ide, Pharmacia-Upjohn) contains methyl para-
ben, 0.2 mg/ml to increase dissolution.[42]

6. Ergotrate maleate (Ergonovine maleate, Lilly)
contains 0.1% ethyl lactate as a solubilizing agent.

7. Estradurin Injection� (Polyestradiol phosphate,
Wyeth-Ayerst Labs) uses Niacinamide (12.5 mg/
ml) as a solubilizing agent. Hydeltrasol� also
contains niacinamide. The concept of hydrotropic
agents to increase water solubility has been tried on
several compounds, including proteins.[43,44]

8. Aluminum, in the form of aluminum hydroxide,
aluminum phosphate or aluminum potassium
sulfate, is used as adjuvant in various vaccine
formulations to elicit an increased immunogenic
response.

9. Lupron Depot Injection� is lyophilized micro-
spheres of gelatin and glycolic–lactic acid for
intramuscular (IM) injection. Nutropin Depot
consists of polylactate–glycolate microspheres.

10. Gamma cyclodextrin is used as a stabilizer in
Cardiotec� at a concentration of 50 mg/ml.

11. Alprostadil (Edex�, Schwartz) is a lyophilized
product of Prostaglandin E1 in a-cyclodextrin
inclusion complex. The complex has better stab-
ility and aqueous solubility than the drug itself.

12. Itraconazole (Sporanox�, Janssen) is solubilized
as a molecular inclusion complex using hydro-
xypropyl-b-cyclodextrin.

13. Sodium caprylate (sodium octoate) has antifun-
gal properties, but it is also used to improve the
stability of albumin solution against the effects
of heat. Albumin solution can be pasteurized
by heating at 60�C for 10 h in the presence of
sodium caprylate. Acetyl tryptophanate sodium
is also added to albumin formulations.

14. Meglumine (N-methylglucamine) is used to form
in situ salt. For example, diatrizoic acid, an
X-ray contrast agent, is more stable when auto-
claved as meglumine salt than as sodium salt.[45]

Meglumine is also added to Magnevist�, a mag-
netic resonance contrast agent.

15. Tri-n-butyl phosphate is present as an excipient in
human immune globulin solution (Venoglobulin�).
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Table 9 Special additives

Excipient Example

Acetyl tryptophanate Human Albumin (American Red Cross)

Aluminum hydroxide Recombivax HB� (Merck)

Aluminum phosphate Tetanus Toxoid Adsorbed (Wyeth-Ayerst)

Aluminum potassium sulfate TD Adsorbed Adult (Pasteur Merieux)

e-Aminocaproic acid Eminase� (Roberts)

Calcium D-saccharate Calcium Gluconate (American Regent)

Caprylate sodium Human Albumin (American Red Cross)

8-Chlorotheophylline Dimenhydrinate� (Steris)

Creatine Dalalone DP� (Forest)

Creatinine Decadron� (Merck)

Cholesterol Doxil� (Sequus)

Cholesteryl sulfate sodium Amphotec� (Sequus)

Alpha-cyclodextrin Edex� (Schwartz)

Gamma-cyclodextrin Cardiotec� (Squibb)

Hydroxypropyl beta cyclodextrin Sporanox� (Janssen)

Distearyl Phosphatidylcholine DaunoXome� (Nexstar)

Distearyl Phosphatidylglycerol MiKasome� (NeXstar)

L-Alpha-Dimyristoylphosphatidylcholine Abelcet� (The Liposome Co.)

L-Alpha-Dimyristoylphosphatidylglycerol Abelcet� (The Liposome Co.)

Dioleoylphosphatidylcholine (DOPC) DepoCyt� (Chiron)

Dipalmitoylphosphatidylglycerol (DPPG) DepoCyt� (Chiron)

MPEG-distearoyl phosphoethanolamine Doxil� (Sequus)

Diatrizoic acid Conray� (Mallinckrodt)

Ethyl lactate Ergotratc maleate (Lilly)

Ethylenediamine Aminophylline (Abbott)

L-Glutamate sodium Kabikinase� (Pharmacia-Upjohn)

Hydrogenated soy phosphatidylcholine Doxil� (Sequus)

Iron ammonium citrate Tice BCG� (Organon)

Lactic acid Cipro IV� (Bayer)

D,L-Lactic and glycolic acid copolymer Zoladex� (Zeneca)

Meglumine Magnevist� (Berlex)

Niacinamide Estradurin� (Wyeth-Ayerst)

Paraben methyl Adriamycin RDF� (Pharmacia-Upjohn)

Protamine Insulatard NPH� (Novo Nordisk)

Simethicone Premarin Injection� (Wyeth-Ayerst)

Saccharin sodium Compazine Injection� (Smith Kline Beecham)

Tri-n-butyl phosphate Venoglobulin� (Alpha Therapeutic)

Triolein DepoCyt� (Chiron)

von Willebrand factor Bioclate� (Arco)

Zinc Lente Insulin� (Novo Nordisk)

Zinc acetate Nutropin Depot� (Genentech)

Zinc carbonate Nutropin Depot� (Genentech)

Zinc oxide Humalog� (Lilly)
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Its exact function in the formulation is not known,
but it may serve as a scavenging agent.

16. von Willebrand factor is used to stabilize recom-
binant antihemophilic factor (Bioclate�).

17. Maltose serves as a tonicity adjuster and stabilizer
in immune globulin formulation (Gamimune N�).

18. Epsilon amino caproic acid (6-amino hexanoic
acid) is used as a stabilizer in anistreplase (Emi-
nase Injection�).

19. Zinc and protamine have been added to insulin
to form complexes and control the duration of
action.

The FDA has published the ‘‘Inactive Ingredient
Guide’’ which lists all excipients in alphabetical
order.[14] Each ingredient is followed by the route of
administration, and in some cases, the range of concen-
tration used in the approved drug product. However,
this list does not provide the name of commercial
product(s) corresponding to each excipient. Table 10
summarizes all the excipients included in the ‘‘Inactive
Ingredient Guide’’ that do not appear in the Physi-
cian’s Desk Reference (PDR), GenRx, or Handbook
of Injectable Drugs.

Similarly, in Japan the ‘‘Japanese Pharmaceutical
Excipients Directory’’ is published by the Japanese
Pharmaceutical Excipients Council, with the cooperation
and guidance of the Ministry of Health and Welfare.[46]

This directory divides the excipients into:

1. Official. Those 590 excipients that have been
recognized in the JP, Japanese Pharmaceutical
Codex, and Japanese Pharmaceutical Excipi-
ents, and for which testing methods and
standards have been determined. Table 11 sum-
marizes official excipients used in parenteral
products.

2. Non-Official Excipients. These 522 excipients
are used in pharmaceutical products sold in
Japan and will be included in the official book
or in supplemental editions. The non-official
excipients, used in parenteral products, are
listed in Table 12.

REGULATORY PERSPECTIVE

The International Pharmaceutical Excipients Council
(IPEC) has classified excipients into the following four
classes, based on available safety testing infor-
mation:[47]

1. New Chemical Excipients: Require a full safety
evaluation program. The estimated cost of

safety studies for a new chemical excipient
is approximately $35 million over 4–5 years.
European Union (EU) directive 75/318/EEC
states that new chemical excipients will be treated
in the same way as new actives. In the United
States a new excipient requires a Drug Master
File (DMF) to be filed with the FDA. Similarly,
in Europe a dossier needs to be established. Both
the DMF and dossier contain relevant safety
information. The IPEC Europe has issued a draft
guideline (Compilation of Excipient Masterfiles
Guidelines) which provides guidance to excipient
producers on how to construct a dossier that will
support a Marketing Authorization Application
(MAA) while maintaining the confidentiality of
the data.

2. Existing Chemical Excipient—First Use in
Man: Implies that animal safety data exist
since data may have been used in some other
application. Additional safety information may
have to be gathered to justify its use in humans.

3. Existing Chemical Excipient: Indicates that it
has been used in humans but change in route
of administration (say from oral to parenteral),
new dosage form, higher dose, etc. may require
additional safety information.

4. New Modifications or Combinations of Existing
Excipients: A physical interaction NOT a
chemical reaction. No safety evaluation is neces-
sary in this case.

Simply because an excipient is listed as Generally
Recognized As Safe (GRAS) does not mean that
it can be used in parenteral dosage form. The GRAS
list may include materials that have been proven safe
for food (oral administration) but have not been
deemed safe for use in an injectable product. This
makes it difficult for the formulation development
scientist to choose additives during the dosage form
development.

Many pharmacopeial monographs for identical
excipients differ considerably with regards to specifica-
tions, test criteria, and analytical methods. Thus, if a
pharmaceutical manufacturer is going to supply a pro-
duct throughout the world, the manufacturer will have
to repeat testing on the same excipient several times in
order to meet USP, JP, EP, BP, and other pharmaco-
poeias. EP, JP and USP are the main driving
bodies within the International Conference on Harmo-
nization (ICH) that are working on several of the com-
monly used excipients in order to achieve a single
monograph for each excipient. For example, benzyl
alcohol undergoes degradation by a free radical mech-
anism to form benzaldehyde and hydrogen peroxide.
The degradation products are much more toxic than
the parent molecule. The USP, JP, and EP require three
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different chromatographic systems to test for organic
impurity (mainly benzaldehyde). The harmonized
monograph of benzyl alcohol will eliminate unnecess-
ary repetition, which does not contribute to the overall
quality of the product.[48] The following 11 pharmaco-
poeial tests can be substituted by a single gas chroma-
tography (GC) method:

EP:

� Benzaldehyde, related substance (GC)
� Halogenated compounds and halides (colorimetric

test)
� Assay (hydroxyl value)

JP:

� Limit test for benzaldehyde
� Limit test for chlorinated compounds
� Distillation rangeAssay (hydroxyl value)

NF/USP:

� Benzaldehyde (HPLC)
� Halogenated compounds and halides (colorimetric

test)
� Organic volatile impurities (GC)
� Assay (hydroxyl value)

Table 10 List of excipients from the 1996 FDA inactive ingredient guide

Benzyl chloride Poloxamer 165

Butyl paraben PEG 4000

Caldiamide sodium Polyoxyethylene fatty acid esters

Calteridol calcium Polyoxyethylene sorbitan monostearate

Cellulose (microcrystalline) Polyoxyl 35 castor oil

Deoxycholic acid Polysorbate 40

Dicyclohexyl carbodiimide Polysorbate 85

Diethyl amine Potassium hydroxide

Disofenin Potassium phosphate, dibasic

Docusate sodium Sodium bisulfate

Edamine Sodium chlorate

Exametazime Sodium hypochloride

Gluceptate sodium Sodium iodide

Gluceptate calcium Sodium pyrophosphate

Glucuronic acid Sodium thiosulfate, anhydrous

Guanidine HCl Sodium trimetaphosphate

Iofetamine HCl Sorbitan monopalmitate

Lactobionic acid Stannous chloride

Lidofenin Stannous fluoride

Medrofenin Stannous tartrate

Medronate disodium Starch

Medronic acid Succimer

Methyl boronic acid Succinic acid

Methyl cellulose Sulfurous acid

Methylene blue Tetrakis (1-isocyano-2-methoxy-2-methyl-propionate)

copper (I) Tc

N-(Carbamoyl-methoxy polyethylene glycol
2000)-1,2- distearoyl

Thiazoximic acid

N-2-Hydroxyethyl piperazine N 0-20

ethane sulonic acid
Urea

Nioxime Zic acetate

Nitric acid Zinc chloride

Oxyquinoline 2-ethyl hexanoic acid

Pentate (DTPA) calcium trisodium PEG vegetable oil

(Text continues on page 1638.)
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Table 11 Official Japanese pharmaceutical excipients

Name Uses Administration route

Acacia Diluent, dispersing agent im

Acetic acid Buffer agent, solvent, stabilizer iv, im, sc

L-Alanine Stabilizer iv, im,

Aluminum monostearate Dispersing agent, stabilizer, vehicle other inj.

Aluminum potassium sulfate pH adjustment, stabilizer im, sc

Aminoacetic acid Buffering agent, solubilizer, stabilizer,
suspending agent, vehicle

iv, im, sc, ic

Anhydrous citric acid Buffer agent, pH adjustment,
solubilizing agent, stabilizer

iv, im, other inj.

Anhydrous disodium

hydrogen phosphate

Buffering agent, pH adjustment,

solubilizer, stabilizer,
suspending agent

iv, im, sc, other inj.

Anhydrous sodium
dihydrogen phosphate

Buffering agent, pH adjustment, stabilizer iv, im, other inj.

Arginine hydrochloride Buffering agent, solubilizing agent, stabilizer iv, im, sc

Ascorbic acid Antioxidant, buffering agent, stabilizer iv, im, sc, ia

L-Aspartic acid Solubilizer, stabilizer, vehicle iv, im

Benzylkonium chloride Buffering agent, preservative, stabilizer

Benzethonium chloride Dispersing agent, preservative, stabilizer iv, im, other inj.

Benzoic acid Buffering agent, preservative, stabilizer iv, im

Benzyl alcohol Preservative, solubilizer, solvent, stabilizer iv, im, sc, ic, other inj.

Benzyl benzoate Antiseptic, solubilizer, solvent im

Calcium bromide Isotonicity, stabilizer iv

Calcium chloride Isotonicity, suspending agent iv

Calcium disodium edetate Stabilizer iv, ic, ia, is, other inj

Calcium gluconate Buffering agent, stabilizer iv, im, sc

Calcium oxide Solubilizing agent iv

Calcium D-saccharate Stabilizer iv

Camellia oil Solvent im, sc

Carmellose sodium Emulsifying agent, solubilizing agent, stabilizer,
suspending agent

im, ic, sc, other inj.

Castor oil Solubilizer, solvent im

Chlorobutanol Buffering agent, preservative iv, im, sc

Citric acid Antioxidant, buffering agent, pH adjustment,
preservative, solubilizing agent, stabilizer

iv, im, sc, ia,

Concentrated glycerin Isotonicity, solubilizer, stabilizer iv, im, sc

Creatinine Buffering agent, stabilizer iv, im, ic, sc, other inj.

Cresol Preservative iv, im, sc

L-Cystine Stabilizer iv

Dehydrated ethanol Solubilizer, solubilizing agent, solvent iv, im, sc

Dextran 40 Stabilizer, vehicle iv, im

Dextran 70 Stabilizer sc

Dibasic potassium sulfate Buffering agent, pH adjustment iv, im, sc

Dibasic sodium citrate Buffering agent, vehicle iv

Dibasic sodium phosphate Buffering agent, pH adjustment,
solubilizing agent, stabilizer, vehicle

iv, im, sc, ia, is, ic, other inj.

(Continued)
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Table 11 Official Japanese pharmaceutical excipients (Continued)

Name Uses Administration route

Dilute hydrochloric acid Buffering agent, pH adjustment,
solubilizer, stabilizer

iv, im, sc

N,N-Dimethylacetamide Solvent iv

Disodium edetate Antioxidant, antiseptic,
preservative, stabilizer

iv, ia, other inj.

Dried aluminum hydroxide gel Stabilizer, suspending agent, vehicle im, sc

Dried sodium carbonate Buffering agent, pH adjustment,
solubilizer, stabilizer

iv, im, sc

Dried sodium sulfite Antioxidant, buffering agent,

preservative, stabilizer

iv, im, sc

Ethanol Preservative, solubilizing agent,
solvent, stabilizer

iv, im, sc

Ethylenediamine Solubilizing agent, stabilizer iv, sc

Ethyl lactate Base im

Ethyl oleate Solvent im, ic

Ethyl parahydroxybenzoate Preservative, stabilizer im

Ethylurea Solubilizing agent im, iv

Formalin Preservative, stabilizer sc

Fructose Isotonicity, stabilizer iv

Gelatin Emulsifying agent, stabilizer, vehicle im, sc, other inj.

Gentisylethanolamide Antiseptic iv

Glacial acetic acid Buffering agent, pH adjustment,
solubilizing agent, solvent, stabilizer

iv, im, sc

Glucose Buffering agent, isotonicity, solubilizer,

stabilizer, vehicle

iv, im, sc, ic

Glycerin Dispersing agent, isotonicity, preservative,
solubilizing agent, solvent, stabilizer,
suspending agent, vehicle

iv, im, sc, other inj.

Heparin sodium Stabilizer iv

L-Histidine Stabilizer iv

Hydrochloric acid pH adjustment, solubilizing agent, stabilizer iv, im, sc, ia, is,ic, other inj.

N-Hydroxyethyl lactamide solution Solubilizing agent iv

Hydroxypropylcellulose Emulsifying agent, solubilizer, stabilizer,

suspending agent, vehicle

im

Isotonic sodium chloride solution Isotonicity, solvent iv, im, sc, ia, ic, other inj.

Lactic acid Buffering agent, pH adjustment,
solubilizer, stabilizer,

iv, im, sc

Lactose Dispersing agent, suspending agent, vehicle iv, im, sc, ia, ic, other inj.

Lidocaine Solubilizing agent, solvent iv, im

L-Lysine-L-Glutamate Solubilizing agent, stabilizer iv

Lysine hydrochloride Stabilizer iv

Macrogol 400 (PEG 400) Solubilizing agent iv

Macrogol 4000 (PEG 4000) Isotonicity, solubilizer, solvent, stabilizer,

suspending agent,
vehicle, wetting agent

iv, im, sc

Magnesium chloride Isotonicity, solubilizing agent, stabilizer iv

Magnesium gluconate Stabilizer iv

(Continued)
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Table 11 Official Japanese pharmaceutical excipients (Continued)

Name Uses Administration route

Magnesium sulfate Stabilizer iv, im, sc

Maleic acid Buffering agent, pH adjustment, stabilizer im

Maleic anhydride Solubilizer, stabilizer iv

Maltose Stabilizer iv, im, sc, ic, other inj.

D-Mannitol Isotonicity, solubilizing agent, stabilizer iv, im, sc, ic, other inj.

Meglumine pH adjustment, solubilizing agent iv

Meprylcaine hydrochloride Soothing agent iv, im, sc

Methanesulfonic acid pH adjustment im, sc

L-Methionine Stabilizer dental inj.

Methyl parahydroxybenzoate Preservative, stabilizer iv, im, sc, ic, other inj.

Monobasic potassium phosphate Buffer agent, isotonocity, pH adjustment,

solubilizing agent, stabilizer

iv, im, sc, ic

Monoethanolamine Buffer agent, pH adjustment,
solubilizer, stabilizer

iv

Monopotassium L-Glutamate
monohydrate

Preservative, stabilizer sc

Monosodium L-Glutamate

monohydrate

Buffer agent iv, im, sc

Nicotinamide Isotonicity, solubilizing agent, stabilizer iv, im, sc, other inj.

Peanut oil Solubilizer, solvent, suspending agent, vehicle im

Peptone, caesin Stabilizer sc

Phenol Antiseptic, preservative ic, im, sc, ic, other inj.

Phosphoric acid Buffer agent, Isotonicity, pH adjustment,
solubilizing agent, stabilizer

iv, im, sc

Polyoxyethylene hydrogenated
castor oil 60

Dispersing agent, emulsifying agent,
solubilizing agent, stabilizer, surfactant,

suspending agent, vehicle

iv, im, sc

Polyoxyethylene hydrogenated
castor oil 51

Dispersing agent, emulsifying agent,
solubilizing agent

iv, im, sc, is

Polyoxyethylene [160]
Polyoxypropylene [30] glycol

Dispersing agent, emulsifying agent,
solubilizer, stabilizer, suspending agent,

vehicle, surfactant, wetting agent

iv

Polysorbate 80 Dispersing agent, emulsifying agent,
solubilizer, surfactant, stabilizer,
suspending agent, vehicle, wetting agent

iv, im, sc, ic, other inj.

Potassium sulfate Stabilizer local anesthetic inj.

Powdered acacia Dispersing agent, suspending agent im, sc

Propylene glycol Dispersing agent, isotonicity, preservative,

solubilizer, solvent, stabilizer, suspending agent,
vehicle, wetting agent

iv, im, sc

Propyl parahydroxybenzoate Antiseptic, preservative, stabilizer iv, im, sc, ic, other inj

Protamine sulfate Prolongating agent sc

Purified gelatin Base, stabilizer, suspending agent, vehicle iv, im, sc

Purified soybean lecithin Dispersing agent, emulsifying agent,
solubilizer, stabilizer

iv

Purified yolk lecithin Emulsifying agent iv

Sesame oil Base, solubilizing agent, solvent,
stabilizer, vehicle

iv, im, sc, other inj.

(Continued)
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Table 11 Official Japanese pharmaceutical excipients (Continued)

Name Uses Administration route

Sodium acetate Buffer agent, pH adjustment,
solubilizing agent, stabilizer

iv, im, sc, other inj.

Sodium acetyl tryptophan Stabilizer iv, sc

Sodium benzoate Antiseptic, buffer agent, preservative,
solubilizer, stabilizer

im

Sodium bicarbonate Buffer agent, isotonicity, pH adjustment,
solubilizer, stabilizer

iv, im, sc, is, ic, other inj.

Sodium bisulfite Antioxidant, isotonicity, stabilizer iv, im, sc, other inj.

Sodium bromide Isotonicity iv, im, sc

Sodium caprylate Stabilizer iv, sc

Sodium carbonate Buffer agent, pH adjustment,

solubilizing agent, stabilizer

iv, im, sc

Sodium chloride Base, buffering agent, isotonicity,
solubilizer, stabilizer,
suspending agent, vehicle

iv, im, sc, ia, is

Sodium chondroitin sulfate Stabilizer iv

Sodium citrate Antiseptic, buffer agent, isotonicity,

pH adjustment, solubilizer, stabilizer

iv, im, sc, ic, ia, is, other inj.

Sodium desoxycholate Solubilizing agent ic, iv, is

Sodium dihydrogen
phosphate dihydrate

Buffer agent, isotonicity,
pH adjustment, stabilizer

iv, im, sc, ia, is, other inj.

Sodium formaldehydesulfoxylate Stabilizer, Isotonicity, pH adjustment iv, im

Sodium hydroxide Solubilizer iv, im, sc, ia, ic, other inj.

Sodium lactate solution Buffer agent, isotonicity,
pH adjustment, stabilizer

iv

Sodium metasulfobenzoate Stabilizer iv, im, other inj.

Sodium pyrosulfite Antioxidant, stabilizer iv, im, sc, ic

Sodium salicylate Antiseptic, preservative,

solubilizing agent, stabilizer

iv, im, sc

Sodium thiomalate Antioxidant, stabilizer im

Sodium thiosulfate Solubilizer, stabilizer iv, im, sc

Sorbitan sesquioleate Base, emulsifying agent,
solubilizing agent,
stabilizer, surfactant, vehicle

iv, im

D-Sorbitol Dispersing agent, isotonicity,

plasiticizer, preservative,
solubilizing agent, stabilizer

iv, im, sc, other inj.

D-Sorbitol solution Base, isotonicity, solubilizing agent,
stabilizer, vehicle

im, sc, other inj.

Soybean oil Base, solubilizer, solvent, vehicle iv

Stannous chloride Reducing agent iv

Sucrose Base, stabilizer, vehicle iv, sc

Tartaric acid Buffering agent, pH adjustment,

solubilizing agent,
stabilizer, vehicle

iv, im

Thimerosal Preservative iv, im, sc

Thioglycolic acid Solubilizing agent, stabilizer iv, im, sc

Tribasic sodium phosphate Buffering agent, pH adjustment iv, im, sc

(Continued)
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The harmonization process is just beginning and is a
major step in the right direction.

Another area where regulatory bodies are focusing
their attention is the manufacturing process used to
produce excipients. The IPEC has undertaken major
initiatives to improve the quality of additives and has
published ‘‘Good Manufacturing Practices Guide for
Bulk Pharmaceutical Excipients.’’[49] The excipients
may be manufactured for the food, cosmetic, chemical,
agriculture, or pharmaceutical industries, and the
requirements for each area are different. The purpose
of this guide is twofold: 1) to develop a quality system
framework that can be used for suppliers of excipients
and which will be acceptable to the pharmaceutical
industry and 2) to harmonize the requirements in the
United States, Europe, and Japan.

The United States, Europe, and Japan require that
all excipients be declared on the label if the product
is an injectable preparation. The European guide for
the label and package leaflet also lists excipients, that
have special issues. These are addressed in an
Annex.[50] Table 13 contains a summary of some of
these ingredients, which are commonly used as par-
enteral excipients and the corresponding safety infor-
mation that should be included in the leaflet.
Similarly, 21 CFR 201.22 requires prescription drugs
containing sulfites to be labeled with a warning state-
ment about possible hypersensitivity. An informational
chapter in USP h1091i entitled ‘‘Labeling of Inactive
Ingredients’’ provides guidelines for labeling of inac-
tive ingredients present in dosage forms.

CRITERIA FOR THE SELECTION
OF EXCIPIENT AND SUPPLIER

During the development of parenteral dosage forms,
the formulator selects excipients that will provide a
stable, efficacious, and functional product. The choice,
and the characteristics of excipients should be appro-
priate for the intended purpose.

An explanation should be provided with regard to the

function of all constituents in the formulation, with
justification for their inclusion. In some cases, experi-
mental data may be necessary to justify such inclusion,

e.g., preservatives. The choice of the quality of the
excipient should be guided by its role in the formu-
lation and by the proposed manufacturing process.
In some cases, it may be necessary to address and

justify the quality of certain excipients in the formu-
lation.[51]

Normally, a pharmaceutical development report is
written in the United States, which should be available
at the time of Pre-Approval Inspection (PAI). The
development report contains the choice of excipients,
their purpose and levels in the drug product, compati-
bility with other excipients, drug or package system,
and how they may influence the stability and efficacy
of the finished product.

The following key points should be considered in
selecting an excipient and its supplier for parenteral
products:

1. Influence of excipient on the overall quality,
stability, and effectiveness of drug product.

2. Compatibility of excipient with drug and the
packaging system.

3. Compatibility of excipient with the manufactur-
ing process. For example, preservatives may be
adsorbed by rubber tubes or filters, acetate buf-
fers will be lost during lyophilization process,
etc.

4. The amount or percentage of excipients that can
be added to the drug product. Table 6 sum-
marizes the maximum amount of preservatives
and antioxidants allowed by various pharmaco-
poeias.

5. Route of administration. The USP, EP, and BP
do not allow preservatives to be present in injec-
tions intended to come in contact with brain
tissues or CSF. Thus intracisternal, epidural,
and intradural injections should be preservative
free. Also, it is preferred that a drug product to

Table 11 Official Japanese pharmaceutical excipients (Continued)

Name Uses Administration route

Trometamol (Tromethamine) Buffering agent, solubilizing agent, stabilizer iv, im, sc, ia, is, ic

Urea Solubilizing agent, stabilizer, wetting agent iv, im, sc

Water for injection Solubilizer, solvent iv, im, sc, ia, is, ic, other inj.

Xylitol Isotonicity, stabilizer, vehicle iv, im, other inj.

Zinc acetate Stabilizer sc

Zinc chloride Stabilizer im, sc

Zinc oxide Dispersing agent, stabilizer, vehicle sc
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Table 12 Non-official Japanese pharmaceutical excipients

Excipients Uses Administration

Aluminum chloride Potentiating agent im, sc

Aluminum hydroxide Adsorbent sc, im

Aminoethyl sulfonic acid Buffer, isotonicity, stabilizer, vehicle iv, im

Ammonium acetate pH adjusting agent im

Anhydrous stannous chloride Reducing agent iv

L-Arginine Buffer, stabilizer, solubilizer iv, im, sc

Asepsis sodium bicarbonate Stabilizer iv

Butylhydroxyanisol Antioxidant, stabilizer iv

m-Cresol Preservative iv, im, sc, ic

L-Cysteine Stabilizer iv

Cysteine hydrochloride Antioxidant, stabilizer iv, im

Dichlorodifluoromethane Propellant iv

Diethanolamine Buffer, solubilizer, stabilizer iv

Diethylenetriaminepentaacetic acid Stabilizer iv

Ferric chloride Stabilizer iv

Highly purified yolk lecithin Emulsifier iv

Human serum albumin Preservative, stabilizer iv, im, sc

Hydrolyzed gelatin Stabilizer sc

Inositol Stabilizer, vehicle iv, im

Lidocaine hydrochloride Soothing agent im

D,L-Methionine Stabilizer im, sc

Monobasic sodium phosphate Buffer, Isotonicity, adjust pH iv, im, sc

Oleic acid Dispersing agent, solvent iv

Phenol red Coloring agent sc

Polyoxyethylene castor oil Base, emulsifying agent,
solubilizing agent, stabilizer

iv

Polyoxyethylene

hydrogenated castor oil

Base, emulsifying agent, solubilizer,

stabilizer, suspending agent, vehicle

iv

Polyoxyethylene sorbitan
monolaurate

Emulsifying agent,
solubilizing agent, surfactant

iv, im, sc

Potassium pyrosulfite Stabilizer iv, sc, im

Potassium thiocyanate Stabilizer iv

Purified soybean oil Solubilizer iv

Sodium acetate, anhydrous Buffer, pH adjuster, solubilizing agent, stabilizer im

Sodium carbonate, anhydrous Buffer, solubilizing agent iv, im, ic

Sodium dihydrogen phosphate

monohydrate

Buffering agent ic

Sodium gluconate Stabilizer, vehicle iv, im

Sodium pyrophosphate, anhydrous Dispersing agent, isotonicity, stabilizer iv, im, is

Sodium sulfite Antioxidant, stabilizer iv

Sodium thioglycolate Antioxidant, stabilizer iv, im, sc

Sorbitan esters of fatty acids Emulsifying agent, solubilizing agent, surfactant,
stabilizer, suspending agent, vehicle

iv

Succinic acid pH adjusting agent iv

a-Thioglycerol Antioxidant iv, im, sc

Trienthanolamine Buffer, pH adjuster, solubilizing agent, stabilizer iv

Zinc chloride solution Stabilizer sc
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be administered via intravenous (iv) route
be free of particulate matter. However, if the
size of the particle is well controlled, like in fat
emulsion or colloidal albumin or amphotericin
B dispersion, it can be administered by iv
infusion.

6. Dose volume. All LVPs and those SVPs where
the single dose injection volume can be greater
than 15 ml are required by the EP/BP to be pre-
servative free (unless justified). The USP recom-
mends that special care be observed in the
choice and the use of added substances in pre-
parations for injections that are administered
in volumes exceeding 5 ml.

7. Whether the product is intended for single or
multiple dose use. According to USP, single
dose injections should be free of preservative.
The FDA takes the position that even though
a single dose injection may have to be asepti-
cally processed, the manufacturer should not
use a preservative to prevent microbial growth.
European agencies have taken a more lenient
attitude on this subject.

8. The length or duration of time that the drug
product will be used once the multidose injec-
tion is opened.

9. How safe is the excipient?
10. Does the parenteral excipient contain very

low levels of lead, aluminum, or other heavy
metals?

11. Does a dossier or DMF exist for the excipient?
12. Has the excipient been used in humans? Has it

been used via a parenteral route and in the
amount and concentration that is being
planned?

13. Has the drug product that contains this excipi-
ent been approved throughout the world?

14. What is the cost of the excipient and is it readily
available?

15. Is the excipient vendor following the IPEC
GMP guide? Is the vendor ISO 9000 certified?

16. Will the excipient supplier certify the material
to meet USP, BP, EP, JP, and other
pharmacopoeias?

17. Has the supplier been audited by the FDA or
the company’s audit group? How did it fare?

Table 13 Excipients for label and corresponding information for leaflet

Name Information on leaflet

Arachis oil Whenever arachis oil appears, peanut oil should appear besides it
(because some individuals are sensitive to peanuts)

Benzoic acid and benzoates It may increase the risk of jaundice in newborn babies

Benzyl alcohol Contraindicated in infants or young children; up to 3 years old

Boric acid its salts and esters Contraindicated in infants or young children; up to 3 years old

Dimethyl sulfoxide Can cause stomach upset, diarrhea, drowsiness, and headache

Lactose Unsuitable for people with lactose insufficiency, galactos emia,
or glucose/galactose malabsorption syndrome

Organic mercury compounds Can cause kidney damage

Parahydroxybenzoate and their esters Known to cause urticaria. Generally delayed type reactions,

such as contact dermatitis

Phenylalanine Harmful for people with phenylketonuria

Polyethoxylated castor oils Warning for parenterals only — hypersensitivity, drop in
blood pressure, inadequate circulation, dyspnea, hot flushes

Potassium For products administered IV– can cause pain at the
site of injection or phlebitis

Sodium May be harmful to people on low sodium diet

Sorbitol Unsuitable in hereditary fructose intolerance

Sucrose (saccharose) Unsuitable in hereditary fructose intolerance, glucose/

galactose malabsorption syndrome, or sucrase-isomaltase deficiency

Sulphites (metabisulphites) Can cause allergic-type reactions including anaphylactic
symptoms and bronchospasm in susceptable people,
especially those with a history of asthma or allergy

Urea For products given IV—may cause venous

thrombosis or phlebitis

1640 Excipients: Parenteral Dosage Forms and Their Role



Ex
ci

pi
en

ts
–

Ex
pi

ra
ti

on

Presence of impurities in excipients can have a dra-
matic influence on the safety, efficacy or stability of the
drug product. Monomers or metal catalysts used dur-
ing a polymerization process are toxic and can also
destabilize the drug product if present in trace
amounts. Due to safety concerns, the limit of vinyl
chloride (monomer) in polyvinyl pyrrolidone is nmt
10 ppm, and for hydrazine (a side product of polymer-
ization reaction) nmt 1 ppm. Monomeric ethylene
oxide is highly toxic and can be present in ethoxylated
excipients such as PEGs, ethoxylated fatty acids, etc.

The FDA has issued a guidance suggesting that
animal-derived materials such as egg yolk lecithin, and
egg phospholipid) used in drug products, originating
from Belgium, France, and the Netherlands between
January and June 1999 should be investigated for the
presence of dioxin and polychlorinated biphenyls.
The contamination in the animal-derived product
was probably due to contaminated animal feed.

Excipients manufactured by fermentation processes,
such as dextrose, citric acid, mannitol, and trehalose,
should be specially controlled for endotoxin levels.
Mycotoxin (highly toxic metabolic products of certain
fungi species) contamination of an excipient derived
from natural material has not been specifically
addressed by regulatory authorities. The German
health authority issued a draft guideline in 1997 where
a limit was specified for Aflotoxins M1, B1, and the
sum of B1, B2, G1, and G2 in the starting material for
pharmaceutical products.

Heavy metal contamination of excipients is a con-
cern, especially for sugars, phosphate, and citrate. Sev-
eral rules have been proposed or established. For
example, the EP sets a limit of nmt 1 ppm of nickel
in polyols. California Proposition 65 specifies a limit
of nmt 0.5 mg of lead per day per product.[52] Similarly,
the FDA has proposed a guideline that would limit the
aluminum content for all LVPs used in TPN therapy to
25 mg/L.[53] Furthermore, it requires that the maximum
level of aluminum in SVPs intended to be added to
LVPs and pharmacy bulk packages, at expiration date,
be stated on the immediate container label.

Physical and chemical stability of the excipient
should be considered in assigning a reevaluation date.
Since many drug products have a small amount of
active and a comparatively high amount of excipients,
degradation of even a small percentage of excipient can
lead to levels of impurities sufficient to react or degrade
a large percentage of active material. For example,
benzyl alcohol decomposes via free radical mechanism
in the presence of light and oxygen, to form benzal-
dehyde (x% of benzaldehyde is approximately equiva-
lent to 1/3 x% of hydrogen peroxide). Hydrogen
peroxide can rapidly oxidize sulfhydryl groups of
amino acids such as cysteine present in peptides or
proteins.

It is essential that adequate research and thought be
given in the selection of a pharmaceutical excipient
supplier. It is not uncommon for the supplier to change
its manufacturing process to make products more
efficiently (i.e., less costly). Normally, excipients are
low-value, high-volume products that are used by sev-
eral industries. The pharmaceutical industry, in gen-
eral, is not the major customer of excipients (in terms
of volume of material purchased). For example, the
pharmaceutical industry uses approximately 20% of
gelatin produced. Of this 20%, most is for production
of oral dosage forms. The parenteral portion is
approximately 5% of this 20%. Therefore, it is
extremely important that the drug manufacturer has
a contract with the excipient supplier, that prohibits
the supplier from making any change in the process/
quality of the material without informing their cus-
tomers well in advance. Also, the pharmaceutical manu-
facturer should investigate all the alternate sources that
could be used in case of an emergency. A change in the
supplier should not be made without consulting the
pertinent regulatory bodies, since such an event may
require prior regulatory approval.

The pharmaceutical manufacturer should have an
active Vendor Certification Program. The manufac-
turer also should assure that the vendor is ISO 9000
certified. An audit of the excipient manufacturer is
essential, since the pharmaceutical industry is ulti-
mately responsible for the quality of the drug product
that includes the excipient(s) as one of the components.
The IPEC GMP guide may be used as an audit tool,
since it is written in the format of ISO 9000 using ident-
ical nomenclature and paragraph numbering. The
audit may ensure that the quality is being built into
the excipient that may be difficult to measure later by
quality control on receipt of the material. This is
especially true for parenteral excipients where not only
chemical, but also microbiological attributes are criti-
cal. Bioburden and endotoxin limits may be needed
for each of the excipients and several guidelines are
available to establish the specifications.[54,55]

Recent events in Haiti highlight the importance of
assuring the quality of excipients to the same degree
that one normally does for active ingredients. From
November 1995 through June 1996, acute anuric renal
failure was diagnosed in 86 children. This was associa-
ted with the use of diethylene glycol-contaminated gly-
cerin used to manufacture acetaminophen syrup.[56]

SAFETY ISSUES

Reference[57] is an excellent resource on the safety and
adverse reaction to several excipients. Sensitization
reactions have been reported for the parabens, thi-
merosal, and propyl gallate. Sorbitol is metabolized
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to fructose and can be dangerous when administered to
fructose-intolerant patients. Table 13 also lists safety
concerns.

Progress in drug delivery systems and new proteins/
peptides being developed for parenteral administration
has created a need to expand the list of excipients that
can be safely used. An informational chapter included
in the USP 24, presents a scientifically based approach
for safety assessment of new pharmaceutical excipi-
ents.[58] This chapter is based on the excipient safety
evaluation guidelines prepared by The Safety Commit-
tee of the International Pharmaceutical Excipient
Council, with appropriate reaction. Table 14 sum-
marizes the approach in developing a new excipient.

Currently, there are some concerns regarding Trans-
missible Spongiform Encephalopathies (TSE) via
animal-derived excipients such as gelatin. TSEs are
caused by prions that are extremely resistant to heat
and normal sterilization processes. TSEs have a very
long incubation time with no cure and include diseases
such as the following:

� Scrapies in sheep and goats

� Bovine spongiform encephalopathy (BSE), other-
wise known as Mad Cow Disease, in cattle

� Kuru disease in humans
� Creutzfeld-Jacob disease (CJD) in humans, which

has been attributed to repeated parenteral adminis-
tration of growth hormone and gonadotropin
derived from human pituitary glands.

Several guidelines have been issued that address the
issue of animal-derived excipients and scientific princi-
ples to minimize the possible transmission of TSEs via
medicinal products.[59,60] The current situation indi-
cates that there are negligible concerns for lactose, gly-
cerol, fatty acids, and their esters, but the situation is
less clear for gelatin. In this scenario, if one has a
choice, then it may be beneficial to select nonanimal-
derived excipients. The use of bovine serum albumin
(BSA) or human serum albumin (HSA) is of concern
because they can be derived from virus-contaminated
blood. The risk of TSEs from excipients can be greatly
reduced by controlling the following parameters:

1. Source of animal should be from countries
where BSE has not been reported.

2. Animals used should be young.
3. Category III or IV animal tissue should be used

in manufacture.[59]

4. A production process that is likely to destroy
TSE agents should be utilized.

Amendment to the European Commission directive
75/318/EEC would require manufacturers to provide
a ‘‘Certificate of Suitability’’ or the underlying ‘‘scien-
tific information’’ in the form of a marketing variation
to attest that their pharmaceuticals are free of TSEs.

FUTURE DIRECTION

Several new excipients are being evaluated in order to
increase the solubility or improve the stability of par-
enteral drugs. Cyclodextrins have been tried for the
above reasons. Currently, there are two FDA
approved parenteral products that have utilized
a and g-cyclodextrins. b-cyclodextrin is unsuitable for
parenteral administration because it causes necrosis
of the proximal kidney tubules upon IV and subcuta-
neous administration.[61] Hydroxypropyl b-cyclodextrin
(HPbCD) and sulfobutylether b-cyclodextrin (SBE-7-
b-CD) have shown the most promise. CaptisolTM

is the trade name of SBE-7-b-CD and is anionic. Cur-
rently, two CaptisolTM based small molecule IV and
IM drug formulations are in Phase III clinical trials
in the United States. One parenteral formulation that
utilizes HPbCD (Cavitron�) is in Phase II/III clinical
trials, and another (Sporanox) has been approved by

Table 14 Summary of safety evaluation of excipient

Tests Injectable routea

Baseline toxicity data
Acute oral toxicity Required

Acute dermal toxicity Required
Acute inhalation toxicity Conditional
Eye irritation Required

Skin irritation Required
Skin sensitization Required
Acute injectable toxicity Required

Application site evaluation Required
Phototoxicity/Photoallergy Required
Genotoxicity assays Required
ADME/PK-intended route Required

28-Day toxicity (2 species)
intended route

Required

Additional data: short or
intermediate term repeated use

90-Day toxicity (most
appropriate species)

Required

Embryo-fetal toxicol. Required

Additional assays Conditional
Genotoxicity assays Required
Immunosuppression assays Required

Additional data: intermittent

long-term or chronic use
chronic toxicity
(rodent, non-rodent)

Conditional

Reproductive toxicity Required

Photocarcinogenicity Conditional
Carcinogenicity Conditional

aTerm injectable includes routes such as iv, sc, intrathecal, etc.
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the FDA. Manufacturers of HPbCD and SBE-7-b-CD
have established a DMF with the FDA. A detailed
review of cyclodextrins was recently published.[62,63] It
should be noted, however, that cyclodextrin also can
accelerate the degradation of drug product[64] and can
sequester preservatives, rendering them ineffective.[65]

Chitosan, b-1,4-linked glucosamine, is a naturally
occurring, biodegradable, non-toxic polycationic bio-
polymer. It is being investigated for its potential as a
cross-linked matrix of microspheres to deliver antineo-
plastic drugs. Because of its charge, it can trap several
drugs and can bind strongly with cancer cells, thereby
minimizing drug toxicity and enhancing therapeutic
efficacy.[66] Chitosan also has been shown to stabilize
liposomes.

Biodegradable polymeric materials such as polylactic
acid, polyglycolic acid, and other poly-alphahydroxy
acids have been used as medical devices and as bio-
degradable sutures since the 1960s.[67] Currently, the
FDA has approved for marketing, only devices made
from homopolymers or copolymers of glycolide,
lactide, caprolactone, p-dioxanone, and trimethylene
carbonate.[68] Such biopolymers are finding increased
application as a matrix to deliver parenteral drugs
for prolonged delivery.[69] At least four drug pro-
ducts—Lupron Depot�, Decapeptyl�, Nutropin
Depot�, and Zoladex�—have been approved. These
four drug products are microspheres in PLG, polylac-
tic acid (PLA), or the PLGA matrix. Polyglycolic acid
(PGA) is highly crystalline (approximately 50%) with a
high melting point (220–225�C). PLA can be produced
by the polymerization of L-lactic acid (LPLA), D-lactic
acid (DPLA), or a blend of D- and L- lactic acid
(DLPLA). LPLA is 37% crystalline while DLPLA, is
amorphous. The degradation time of LPLA is much
slower than that of DPLA requiring more than 2 years.
By copolymerizing lactic and glycolic acid, polymeric
matrices with a wide range of properties (tensile
strength, crystallinity, and degradation rate) can be
obtained. Decapeptyl� is approved in France and is a
microsphere for IM administration. It contains drug
in a matrix of PLGA and Carboxymethyl cellulose
with mannitol and polysorbate 80.

Polyanhydrides degrade primarily by surface ero-
sion and possess excellent in vivo compatibility. In
1996 the FDA approved a polyanhydride-based drug
delivery system to the brain of chemotherapeutic agent
BCNU, which is currently being manufactured by
Guilford Pharmaceutical, Inc.

Several phospholipid-based excipients are finding
increased application as solubilizing agents, emulsify-
ing agents, or as components of liposomal formulation.
The phospholipids occur naturally and are biocompa-
tible and biodegradable. Examples include egg
phosphatidylcholine, soybean phosphatidylcholine,
hydrogenated soybean phosphatidylcholine (HSPC),

DMPC, DSPC, DOPC, DSPE, DMPG, DPPG, and
DSPG. SpartajectTM technology uses a mixture of
phospholipids, to encapsulate poorly water-soluble
drugs, to form micro-suspensions that can be injected
intravenously. Busulfan� drug product uses this tech-
nology and is currently undergoing Phase I clinical
trials. Many liposomal and liposomal-like formula-
tions (DepoFoam�) are either approved (DepoCyt�)
or are undergoing clinical trials to reduce drug toxicity,
improve drug stability, prolong the duration of action,
or to deliver drug to the central nervous system.[70]

Two amphotericin formulations have been approved
in the United States, They are liposomal, or a lipid
complex between the antifungal drug and positively
charged lipid. Amphotec� is a 1 : 1 molar ratio complex
of amphotericin B and cholesteryl sulfate while Abelcet�

is a 1 : 1 molar complex of amphotericin B with phospho-
lipids (seven parts of L-a-dimyristoylphosphatidylcholine
and L-a-dimyristoylphosphatidyl glycerol).

Poloxamers or pluronics are block copolymers com-
prised of polyoxyethylene and polyoxypropylene seg-
ments. They exhibit reverse thermal gelation and are
being tried as solubilizing, emulsifying, and stabilizing
agents. Thus, a depot drug delivery system can be cre-
ated using pluronics whereby the product is a viscous
injection that gels upon IM injection.[71] Pluronics
can prevent protein aggregation or adsorption/absorp-
tion and can help in the reconstitution of lyophilized
products. Pluronic F68 (Polaxamer-188), F38 (Poloxa-
mer-108), and F127 (Poloxamer-407) are the most
commonly used pluronics. For example, liquid formu-
lation of human growth hormone and Factor VIII can
be stabilized using pluronics. Fluosol� is a complex
mixture of perfluorocarbons, with a high oxygen-
carrying capacity emulsified with Pluronic F-68, and
various lipids. It was recently approved by the FDA
for adjuvant therapy to reduce myocardial ischemia
during coronary angioplasty. A highly purified form
of Poloxamer 188 (FlocorTM), intended for IV admin-
istration, is undergoing Phase III clinical trials for vari-
ous cardiovascular diseases. Purification of Poloxamer
188 has been shown to reduce nephrotoxicity.

Poloxamers and other polymeric materials such as
albumin may coat the micro- or nano particle, alter
their surface characteristics and reduce their phago-
cytosis and opsonization by the reticuloendothelial sys-
tem following IV injection. Such surface modifications
often result in prolongation in the circulation time of
intravenously injected colloidal dispersions.[72] Poloxa-
mers also have been used to stabilize suspension such
as NanoCrystalTM.[73]

The first successful development of an injectable
perfluorocarbon-based commercial product was achieved
by the Green Cross Corporation in Japan, when it made
Fluosol-DA�, a dilute (20% w/v) emulsion based on
perfluorodecalin and perflurotripropylamine emulsified
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with potassium oleate, Pluronic F-68, and egg yolk
lecithin. These perfluorocarbons are inert and also
can be used to formulate non-aqueous preparations
of insoluble proteins and small molecules.[74] Perfluoro-
carbons also have been approved by the FDA for use
in one ultrasound contrast agent, Optison�, which is
administered via the IV route. Optison� is a suspension
of microspheres of HSA with octafluoropropane.
Heat treatment and sonication of appropriately diluted
human albumin, in the presence of octafluoropropane
gas, is used to manufacture microspheres in the Optison�

injection. The protein in the microsphere shell makes up
approximately 5–7 (wt%) of the total protein in the
liquid. The microspheres have a mean diameter range
of 2.0–4.5mm with 93% of the microsphere being less
than 10mm.

Sucrose acetate isobutyrate (SAIB) is a high vis-
cosity liquid system that converts into free-flowing
liquid when mixed with 10–15% ethanol.[75] On subcu-
taneous or IM injection, the matrix rapidly converts to
a water-insoluble semi-solid, that is capable of deliver-
ing proteins and small molecules for a prolonged
period. SAIB is biocompatible, and biodegrades to
natural metabolites. This is a fairly new matrix and
three INDs have been filed for veterinary applications.
It has not been used in humans.

Several other biodegradable, biocompatible, inject-
able polymers are being investigated for drug delivery
systems. They include polyvinyl alcohol, block copoly-
mer of PLA–PEG, polycyanoacrylate, polyanhydrides,
cellulose, alginate, collagen, gelatin, albumin, starches,
dextrans, hyaluronic acid and its derivatives, and
hydroxyapatite.[76]

ARTICLE OF FURTHER INTEREST

Autoxidation and Antioxidants, p. 139.
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INTRODUCTION

Excipients are the additives used to convert pharmacol-
ogically active compounds into pharmaceutical dosage
forms suitable for administration to patients.[1] Although
excipients are the non-active ingredients, they are essen-
tial in the successful production of acceptable solid
dosage forms such as tablets and powders. For example,
the lack of filling materials would make it exceedingly
challenging, if not impossible, to produce a 1 mg dose
tablet of a potent drug.

The following general criteria are essential for excip-
ients:[2] physiological inertness; physical and chemical
stablility; conformance to regulatory agency require-
ments; no interference with drug bioavailability; absence
of pathogenic microbial organisms; and commercially
available at low cost.

In reality, no single excipient would satisfy all
the criteria; therefore, a compromise of the different
requirements has to be made. For example, although
widely used in pharmaceutical tablet and capsule
formulations as a diluent, lactose may not be suitable
for patients who lack the intestinal enzyme lactase to
break down the sugar, thus leading to the gastrointes-
tinal tract symptoms such as cramps and diarrhea. The
role of excipients varies substantially depending on the
individual dosage form.

EXCIPIENTS IN TABLETS AND CAPSULES

For tablets and capsules, excipients are needed both
for the facilitation of the tableting and capsule-filling
process (e.g., glidants) and for the formulation (e.g.,
disintegrants). Except for diluents, which may be
present in large quantity, the level of excipient use is
usually limited to only a few percent and some lubri-
cants will be required at <1%. Details of the types,
uses, and mechanisms of action of various excipients
for tablet and capsule production have been discussed
at length in other articles in this encyclopedia. The
types and functions of excipients for tablet production
are summarized in Table 1. Although binders,

lubricants, and antiadherents are specific for making
tablets, other excipients in Table 1 are also used in cap-
sule production for reasons similar to those for tablets.

It is worth noting that some of these tableting
excipients may exert effects in opposition to each other.
For example, binders and lubricants, because of their
respective bonding and waterproofing properties,
may hinder the disintegration action of the disinte-
grants. In addition, some of these tableting excipients
may possess >1 function that may be similar (e.g., talc
as lubricant and glidant) or opposite (e.g., starch as
binder and disintegrant) to each other. Furthermore,
the sequence of adding the excipients during tablet
production depends on the function of the excipient.
Whereas the diluents and the binders are to be mixed
with the active ingredient early on for making granules,
disintegrants may be added before granulation (i.e.,
inside the granules), and/or during the lubrication step
(i.e., outside the granules) before tablet compression.

EXCIPIENTS IN FREEZE-DRIED
(LYOPHILIZED) POWDERS

Freeze-dried (lyophilized) powders are obtained by the
process of freeze-drying (lyophilization), which
involves freezing of an aqueous-based drug solution
in a glass vial followed by sublimation of the ice in a
vacuum.[3] Because the process is carried out at
low temperatures, it is most suitable for heat-sensitive
compounds. Antibiotics, such as cephalosporins, are
among the preparations commonly prepared by
freeze-drying.[4] An interesting finding of excipients in
freeze-drying is related to breakage of the glass vial.[5]

This was observed in excipients, such as mannitol,
which would undergo mechanical expansion during
warming after fast freezing.

Excipients are used in freeze-drying for various pur-
poses. They act as bulking agents to give a pleasing
appearance to the freeze-dried products. Buffers are
present to control the pH of the products that are
stable only within a narrow pH range in solution, both
during freezing and the subsequent reconstitution.
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However, it is important to realize that certain buffers,
such as the phosphate buffer, in which Na2HPO4 �H2O
crystallizes during freezing, cause a pronounced drop
in pH.[6] This can lead to deleterious effects on the
active ingredients, according to the pH dependence
of the product stability. Other excipients that may
be present in freeze-dried powders include: solubility
enhancers (e.g., surfactants or cosolvents), osmotic
agents (e.g., saline and sugars), antioxidants (e.g.,
ascorbic acid), and preservatives for multiple-injection
containers (e.g., benzyl alcohol and chlorobutanol).
In addition, freeze-dried biological powders may
also contain excipients that function to reduce protein
adsorption onto the container surface (e.g., surfactants
and albumins).[7] A particularly important use of
excipients for therapeutic protein formulations is the
stabilization of the protein molecules in the dry state,
as discussed later.

Therapeutic Protein Formulations

Therapeutic proteins are usually prepared in liquid
formulations or as freeze-dried powders that are to be
reconstituted immediately before use. A number of the
proteins have been found to be unstable when dried

alone, with aggregation being a major problem. It
has been found that stability can be greatly improved
if the proteins are dried in the presence of certain
excipients.[8,9] However, not all excipients that can
stabilize protein against aggregation are suitable.
Other considerations required of the excipients for
use in protein pharmaceuticals include:

Redox reaction potential: reducing sugars such
as lactose and sucrose may not be suitable if
they react with the protein (e.g., via the lysine
residue) resulting in protein glycosylation (e.g.,
lactosylation of recombinant deoxyribonuclease
I by lactose[10]) and other reaction products.
However, glycosylation alone may not necessar-
ily be a problem if the glycosylated proteins do
not cause toxicity and immunogenicity while
maintaining the therapeutic efficacy.

Parenteral use suitability: excipients such as treha-
lose, which has not been used in any products
acceptable by regulatory authorities, may create
concerns over toxicity.

Non-parenteral use feasibility: for example, inha-
lation drug delivery; lactose has been used
for marketed aerosol products and hence

Table 1 Summary of types and functions of tableting excipients

Excipient Functions Examples

Diluent To act as a bulking agent
or filling material

Sugars, lactose, mannitol, sorbitol, sucrose
Inorganic salts, primarily calcium salts
Polysaccharides, primarily microcrystalline celluloses

Binders and adhesives To hold powders together
to form granules for tableting

Sugars, glucose, syrup
Polymers, natural gums, starch, gelatin or synthetic

celluloses, polyvinylpyrrol-pyrrolidone (PVP),
poly-methycrylate (EudragitTM)

Glidants To improve the flow of granules from
the hopper to the die cavity to ensure

uniform fill for each tablet

Fine silica, magnesium stearate, purified talc

Disintegrants To facilitate the breakup of a tablet
in the gastrointestinal tract

Starch and derivatives (polyplasdone XL)
Microcrystalline cellulose
Clays, algins, gums, surfactants

Lubricants To reduce the friction between the granules

and the die wall during compression and
ejection of the tableting process

Water-insoluble: metal stearates, stearic acid, talc

Water-soluble: boric acid, sodium chloride,
benzoate and acetate, sodium or magnesium
lauryl sulfate Carbowax 4000 or 6000

Antiadherents To minimize the problem of picking,

i.e., portion of the tablet face picked out
and adhered to the punch face
during tableting

Talc, cornstarch, metal stearates,

sodium lauryl sulfate

Colorants For identification purposes and visual

marketing values

Natural pigments

Synthetic dyes

Flavors and sweeteners To improve the taste of chewable tablets Natural, e.g., mannitol
Artificial, e.g., aspartame
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may be more suitable for inhalation protein
formulations.

Table 2 gives some examples of excipients used as
stabilizers for proteins in freeze-dried formulations.
Among others, saccharides are the most widely used
excipients for stabilizing freeze-dried therapeutic pro-
teins. There are exceptions to the need for stabilizing
excipients, e.g., recombinant (a-Antitrypsin was stable
when freeze-dried alone or with lactose, sucrose, and
polyvinylpyrrolidone.[11]

The mechanism of the protective effects imparted by
the excipients has not been fully elucidated. Empirical
observations have pointed to the following contrib-
uting factors: formation of a glassy state of the
protein–excipient system; crystallinity of the excipients;
hydrogen bonding between the excipient and protein
molecules; and residual water content.

Glass is an amorphous or non-crystalline solid. It
is characterized by the glass transition temperature
above which the glassy state softens to the rubbery
state. Protein stabilization imparted by excipients
can be achieved when the freeze-dried powders are held
below the glass transition temperature (Tg) of the
protein–excipient systems (i.e., in the glassy state). Of
particular relevance to the protein stability is that in
the glassy state, the diffusion rate and mobility of the
molecules are much less than those in the rubbery
state. Thus, any physicochemical reactions leading to
protein degradation will be diminished as the protein
molecules are ‘‘frozen’’ in the glass formed by the
excipients.[12]

In contrast to the amorphous excipients, crystalline
excipients, such as mannitol, were reported to reduce
the stability of proteins.[13] Mannitol can be used if
the powder is rendered amorphous by the presence
of other excipients such as glycine.[14] Evidence for
protein stabilization by hydrogen bonding has mainly
come from the Fourier transformed infrared (FTIR)
spectroscopy,[15] which provides information on the
protein secondary structures. The amide I absorption
band (approximately 1600–1700 cm�1) of freeze-dried
proteins with excipients was found to bear more
similarities than the freeze-dried proteins alone to the
native proteins in the aqueous environment. This has
been explained by sustenance of the native protein
structures by protein–excipient hydrogen bonding in
the dry powders. However, FTIR measurements were
mostly carried out in compressed potassium bromide
disks containing the protein. The integrity of the
compressed proteins has been largely overlooked.[16]

Water affects the stability of proteins by enhancing
the mobility of the protein molecules.[17] It has been
established that an optimal level of water is required
to maintain stability of proteins during storage.[18]

Moisture was known to increase the mobility of the
surface groups of protein as measured by solid-state
nuclear magnetic resonance spectroscopy[19,20] The
distribution of water between the protein and the excip-
ients in a freeze-dried powder depends on the crystal-
line or amorphous nature of the excipients.[21] For
example, if a protein is formulated with an amorphous
excipient and stored in a sealed container, water would
distribute according to the water affinity of the protein
and excipients.[21] When the amorphous excipient
crystallizes (e.g., because of elevated temperatures), it
will expel its sorbed water, which may cause stability
problems in the protein.[8]

EXCIPIENTS IN POWDER AEROSOL
FORMULATIONS

Pharmaceutical inhalation aerosols are widely used
for treatment of diseases such as asthma and chronic
bronchitis. There are three basic types of aerosol
products: the propellant-driven metered-dose inhalers,
the dry powder inhalers, and the nebulizers.[33] Because
of the ozone-depleting and greenhouse effects of the
chlorofluorocarbon (CFC) propellants, interest in the
dry powder aerosols has risen in recent years.

The main use of excipients in the dry powder inhaler
formulations has been to act as carriers for the active
ingredients (Table 3). The performance of a dry powder
system depends on both the aerosol device and the
powder formulation. To generate respirable aerosols,
powder formulations must meet two opposing
criteria: the particles have to be sufficiently fine (e.g.,
<7 mm) for lung deposition, and yet coarse enough
for optimal flow in device (and capsule)-filling and
emptying. To achieve this, the drug is blended with
coarse inert excipient carriers.[34]

Thus, the primary reason of using excipient carrier
is to enhance flowability of the drug powder. The
excipient carriers are large particles which, because of
their sizes (>50 mm), would not be inhaled into the
lung. They provide surfaces for the fine drug particles
to adhere (Fig. 1), forming an interactive powder mix
that would have an improved flowability than the drug
alone for handling. On dispersion of the powder by
air flow, the fine drug particles are detached from the
carriers for inhalation. In an ideal drug–carrier system,
the adhesion of the drug to the carriers is strong
enough to prevent demixing during filling, handling,
and storage, but not so strong as to prevent the gener-
ation of fine drug particles by detachment from the
carrier during inhalation.

Another reason for using excipient carrier is to
improve the availability of fine drug particles in the
aerosol cloud. Surface texture of excipients appears
to play a prominent role. The fine particle fraction of
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the antiasthmatic drug salbutamol sulfate was signifi-
cantly higher with the recrystalline lactose as carrier
than with regular or spray-dried lactose. The difference
was attributed to the lower surface rugosity (roughness)
of the recrystalline lactose.[35] With another antiasth-
matic compound, salmeterol xinofoate, a formulation
using lactose carrier produced a higher fine particle
fraction than formulations containing sucrose or
spray-dried sorbitol.[36] The implication is that using a
suitable excipient as carrier it is possible to generate
the desirable amount of fine drug particles in an aerosol
with a minimal inspiratory effort. Recombinant human
deoxyribonuclease I (rhDNase), the first therapeutic
protein approved by the Food and Drug Administra-
tion (FDA) in the United States for inhalation use
in the treatment of cystic fibrosis,[37] generated a
twofold increase in the fine particle fraction in the
aerosol when blended with excipients lactose, mannitol,
or sodium chloride.[38] In this case, the increase was
independent of both the type and relative amount of
the excipient used.

Besides surface texture, excipient particle size also
plays an important role in the fine particle generation
as shown by budesonide, where the highest fine particle
fraction was obtained with small-sized (<32 mm)
lactose as the carrier.[39] Additionally, fine particle
excipients such as fine lactose or polyethylene glycol
were reported to improve the performance of carrier-
based protein dry powder aerosols.[40] However, there
are some cases where carriers improved total powder
emission but reduced the percent of active powders in
the aerosol.[41] To be useful carriers, the excipients must
be physically stable. The important physicochemical
characteristics for drug carrier selection are discussed
in Ref.[42].

In addition to being used as carrier, excipients can
enhance the aerosol performance by cospray-drying
with the active ingredient. In this case, instead of being
external to the drug particles, the excipient exists with

the active ingredient in the same particle. For example,
using sodium chloride as a crystalline excipient, the
fine particle fraction of rhDNase in the aerosol was
increased linearly with the amount of excipient
present.[38] The enhancement was correlated with the
degree of crystallinity of the powder in Fig. 2.

As pointed out at the beginning, excipients are not
the active ingredients and should be physiologically
inert. However, a special use of excipients in dry
powder aerosols has been for bronchial provocation
testing in asthmatics[43,44] and for the enhancement of
mucociliary clearance in both normal and asthmatic
subjects.[45,46] In both cases they acted as the active
ingredients. The excipients are osmotic agents such
as sodium chloride and mannitol. They change the
osmolarity of the airway fluid, leading to the physio-
logic effects of enhanced clearance in the lungs or
bronchoconstriction in hyperresponsive subjects.

EXCIPIENTS IN SPRAY-DRIED POWDERS

Spray-drying is a process where a drug solution is
atomized to fine droplets followed by evaporation in
a stream of warm air to form dry particles.[47] The
properties of the spray-dried products are controlled
by both the process and formulation parameters.[48]

During the process, the active ingredients are subjected
to mechanical shears from atomization and heat stress
from the drying air at elevated temperature. Because of
the tremendous surface area exposure of the atomized
droplets, the drug will also be subjected to degrada-
tions such as oxidation and surface denaturation.
Excipients can be used as stabilizers or protectants
against degradation of the active ingredients. Autoxi-
dation of the analgesic and anti-inflammatory agent
aminopyrine was eliminated by excipients such as anti-
oxidants, chelating agents, and clay.[49,50] Denaturation
of the model protein b-galactosidase was prevented

Table 3 Some examples of excipients used for dry powder aerosols

Active ingredient Excipient carrier Reference

Salbutamol sulfate Lactose (63–90 mm): regular, spray-dried, and recrystallized [34]

Budesonide Lactose (a-monohydrate (<32mm, 63–90 mm, 125–180 mm) [39]

rhDNase Lactose (50 wt% < 42 and 115 mm) [38]

Mannitol (50 wt% < 43 mm)

Sodium chloride (50 wt% < 87 mm)

Bovine serum albumin–maltodextrin (50–50) Lactose (a-monohydrate (63–90 mm) [40]

Fine particle lactose (76 wt% < 10mm)

Micronized polyethylene glycol 6000 (97.5 wt% < 10 mm)

Recombinant human granulocyte-colony
stimulating factor-mannitol

Polyethylene glycol 8000 (38–75mm, 90–125 mm) [41]
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in the presence of trehalose as an excipient.[51] Sucrose
was found to minimize the degradation product
methemoglobin when oxyhemoglobin was spray-
dried.[52] Recombinant human growth hormone (rhGH),
degraded by aggregation resulting from surface dena-
turation during spray-drying, was successfully stabilized
by the surfactant polysorbate 20.[53] Lactose has been
found to protect spray-dried rhDNase against aggre-
gation during storage.[54,55] As a cospray-dried excipient,
sodium chloride was reported to increase the dispersibil-
ity of the spray-dried rhDNase powder to form aerosols
for inhalation.[38]

Excipients such as colloidal silica have been reported
to increase the flow of spray-dried aminopyrine-barbital
powders.[49] In contrast, formulations of spray-dried
salicylic-acid-containing gelatin and polyvinyl alcohol
as excipients were less free-flowing.[56] Gum arabic and

polyvinylpyrrolidone prevented the sublimation of sali-
cylic acid during spray-drying. For vitamin E acetate,
the cospray-dried excipients affected both the powder
flowability and drug release properties. Hydroxypropyl
cellulose improved the drug release properties;
AerosilTM (colloidal silica) enhanced the powder flow.
A balance between these two physical parameters
was achieved with approximately 6 : 1 weight ratio of
cellulose to Aerosil.[57]

Although it does not effectively protect ascorbic
acid against oxidative degradation, colloidal silicon
dioxide was found to increase the yield of spray-dried
powder.[58]

For polymorphic compounds, such as sulfa drugs,
talc excipients induced polymorphic transformation
of sulfamethoxazole during the process of micro-
encapsulation by spray-drying.[59]

Particle size and true density of spray-dried sodium
salicylate were affected by binder excipients.[56] Drug
distribution in spray-dried tolbutamide particles was
dependent on the disintegrant excipients used. The
drug distributed throughout the particles with low-
substituted hydroxypropyl cellulose as excipient but
only deposited on the surface with pregelatinized corn
starch.[60]

Excipients like dibutyl phthalate were used as
plasticizers for controlled-release microspheres of
theophylline and sulfamethazine prepared by spray-
drying.[61] Likewise, citric acid was used as plasticizer
for spray-dried sodium carboxymethyl cellulose and
hydroxypropylmethyl cellulose microspheres contain-
ing theophylline.[62] Excipients were found to affect
the release rate of theophylline with citric acid and
triethylene citrate giving the slowest and fastest rate,
respectively, as compared with polyethylene glycol
and glycerin excipients.

Fig. 1 An example of excipient as carrier for drug particles.
Scanning electron micrographs showing adhesion of recom-
binant human deoxyribonuclease I (rhDNase) particles to

lactose (A) and mannitol (B).
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(by X-ray powder diffraction) of rhDNase powders with differ-
ent sodium chloride contents. (Adapted from Ref.[38].)
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EXCIPIENTS IN CONTROLLED RELEASE
SOLID DOSAGE FORMS

Polymeric excipients are commonly used for controlled-
release formulations either as a coating around a
drug core by microencapsulation or as a matrix in which
the drug is embedded. Depending on the release profile
requirement, polymeric excipients are traditionally
classified as hydrophilic or hydrophobic. Some represen-
tative coating materials include water-soluble resins (e.g,
gelatin, starch, polyvinylpyrrolidone, water-soluble cel-
luloses), water-insoluble resins (e.g., polymethacrylate,
silicones, water-insoluble celluloses), waxes and lipids
(e.g., paraffin, beeswax, stearic acid), enteric resins (e.g.,
shellac, cellulose acetate phthalate).[63] (Further details
on polymers for controlled release systems can be found
under ‘‘Biopolymers for Controlled Drug Delivery’’
in the first edition of this encyclopedia series.) Here
the focus is on some recent applications of excipients
in biologicals.

Live rotavirus vaccine was developed for oral
delivery to prevent infections by the virus in young
children.[64] However, incorporation of live rotavirus
into poly (DL-lactide-co-glycolide) microspheres or algi-
nate microcapsules was reported to result in a significant
loss of rotavirus infectivity. The loss was reduced by
stabilization of the rotavirus vaccine with an excipient
blend of cellulose, starch, sucrose, and gelatin at a mass
ratio of 30 : 30 : 30 : 10 in granules or tablets.[64]

Transforming growth factor (TGF)-betal, a cyto-
protectant against the toxicity caused by cell cycle-
specific drugs, was encapsulated in alginate beads as
a potential oral delivery system to release TGF-betal
in the gastrointestinal tract. However, the TGF-betal
was interacting with alginate, which prevented the
release of the protein. Polyacrylic acid, as a polyanion
excipient, was used to shield the TGF-betal from
interacting with the alginate.[65]

Glucose at concentrations>10% was used to achieve
adequate reconstitution of freeze-dried biodegradable
poly-S-caprolactone nanoparticles with conservation
of the encapsulated cyclosporin A.[66] Glucose and
trehalose were also found to be the most efficient
cryoprotectors for the lyophilization process, whereas
trehalose was used for spray-drying, in the production
of solid lipid nanoparticles.[67]

Tetanus toxoid (the vaccine for tetanus) encapsu-
lated in polyester microspheres was produced for
single-injection immunization.[68,69] The entrapment
efficiency of the protein vaccine was significantly
improved by coencapsulation with excipients such as
trehalose and g-hydroxypropyl cyclodextrin. However,
these excipients did not impart stabilizing effect on
tetanus toxoid. In contrast, bovine serum albumin was
found to be the most prominent stabilizer for protein
in the body after administration by injection.

It is important to point out that the stabilizing
effects of excipients were sometimes reported for the
formulations in vitro rather than in the in vivo con-
ditions. However, the degree of retention of the native
protein structure in the drystate may not be a general
indication of stability for the ‘wetted’ solid within
polymer controlled-release devices in the body. In the
case of tetanus toxoid, it was shown that the extent
of structural alternations in the presence of 1 : 5 (gram
excipient : gram protein) sodium chloride, sorbitol,
or polyethylene glycol did not correlate with stability
conferred toward moisture-induced aggregation.[70]

Surfactant and polyethylene glycols (PEG) excipi-
ents have been used in microencapsulation of macro-
molecules for various effects. For example, Tween 20,
at the critical micelle concentration and at a molar
concentration of protein : surfactant of 1 : 0.018 or
larger, was found to increase the encapsulation efficiency
of b-lactoglobuline in poly (DL-lactide-co-glycolide)
microspheres.[71] The initial burst release was reduced
with increasing Tween 20 concentration, and the effect
was attributed to reduction of the number of pores
and channels inside the microspheres. For gene therapy,
the release of biologicals encapsulated in microspheres
can be significantly improved by adding surfactant
during microencapsulation, as recently exemplified by
the enhancing effect of polyvinyl alcohol on the release
of adenovirus from PLGA microspheres.[72] PEG 400
has been used to improve the stability of the protein,
nerve growth factor (NGF) during the microencapsula-
tion by a double emulsion method. It stabilized the
protein by reducing the contact with the organic solvent
in the process. Furthermore, the presence of NaCl in the
microencapsulation process has been shown to modify
the microsphere structures, leading to a reduction of
the initial release rate of NGF.[73]

EXCIPIENTS AND FORMULATION
INCOMPATIBILITY

During formulation design some excipients may be
incompatible with the active ingredient or with other
excipients. Excipient incompatibility problems are, in
fact, widely published and date back to the mid-
1950s. For example, as a tableting excipient, lactose
could react via its aldehyde group with both primary[1]

and secondary[74] amines by the Maillard-type conden-
sation reaction. Sorbitol, another excipient sugar, is
hygroscopic at relative humidity >65%, which should
thus be avoided during manufacturing. Calcium salts
are other widely used tableting excipients. However,
calcium carbonate is incompatible with acids or acidic
drugs because of the acid–base chemical reaction.
Calcium salts are also incompatible with tetracyclines
because of the formation of calcium–tetracycline
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complexes. Details of reactivities and incompatibilities
of individual excipients are given in Ref.[1]. Incompati-
bility attributable to excipients is commonly studied
under accelerated testing conditions or using thermal
analyses such as differential scanning calorimetry.
However, the results of this rapid testing could be
misleading and thus of very limited value.[75]

Besides direct excipient–drug interactions, excipients
can lead to instability of the active ingredient by an
indirect role through moisture distribution. Residual
water content is known to affect the stability of
solid dosage forms and powders.[76] Decomposition of
cephalothin sodium and benzylpenicillin potassium
decomposition in freeze-dried preparation was believed
to be partly attributed to the effect of water binding
to excipients.[4] The degradation rate of cephalothin
sodium increased with the water content of excipients
corn starch and celluloses.[77] The results were corre-
lated with the water mobility in the presence of the
excipients.[4,77] A study of the effect of various excipi-
ents on the solid-state crystal transformation of the
antimalarial compound mefloquine hydrochloride
revealed that microcrystalline cellulose promoted the
transformation from form E into form D.[78] However,
methylcellulose, hydroxyethylcellulose, b-cyclodextrin,
crospovidone, and hydrous lactose had no effect. The
effect was again explained by the difference in the
water uptake behavior by the excipients. Aspirin was
formulated with a sugar diluent containing approxi-
mately 8% moisture, which did not cause instability
problems.[79] This was ascribed to the moisture present
in the formulation being unavailable to react with the
aspirin. The availability of moisture associated with
excipients in a formulation can thus be manipulated
to control the hydration rate of the active ingredient
as in the case of nitrofurantoin, with crystalline lactose
giving the fastest and microcrystalline cellulose giving
the slowest rate.[80] The rate of hydrolysis of methyl-
prednisolone sodium succinate was higher when
cofreeze-dried with mannitol than with lactose.[81] This
correlated with the rate of crystallization of mannitol
in the formulation and its subsequent effect on the
water distribution in the solid. The stabilizing potency
of excipients on recombinant human albumin against
aggregation also correlated with the water-sorbing
capacity of the excipients.[27]

Instability attributable to excipient-mediated water
distribution in solids and powders has been explained
by excipient physical properties.[21,82–84] Crystalline
materials will not uptake moisture until the deli-
quescent point is reached. In contrast, amorphous
excipients will absorb water until their glass transition
temperatures fall below the ambient temperature when
the mobility of the molecules has increased so much
that excipient crystallization will occur to expel the
absorbed water from the crystal lattice. Before crystal-

lization, these excipient materials will act as buffers or
sorbents to hold the excess moisture which, depending
on the water activity, may not be accessible to the
active ingredient that is thus be protected from moist-
ure-mediated decomposition. However, when excipient
crystallization occurs, the expelled water will become
available to react, leading to instability of the drug.

CONCLUSIONS

Although excipients are the non-active ingredients,
they are indispensable for the successful production
of acceptable solid dosage forms. The important roles
played by excipients in tablets and capsules, freeze-
dried, and spray-dried powders, as well as powder
aerosol formulations, were discussed. Some recent
applications of excipients in controlled, release formu-
lations for biologicals were also highlighted. Finally,
incompatibility problems attributable to excipients
were considered with an emphasis on the indirect role
of excipients through moisture distribution.

ARTICLES OF FURTHER INTEREST

Tablet Compression: Machine Theory, Design,
and Process Troubleshooting, p. 3611.

Tablet Formulation, p. 3641.
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INTRODUCTION

The safety issues concerning pharmaceutical excipients
can be classified into three categories: quality, toxicology,
and improper use.[1] Various regulatory directives
address the quality category. In addition, the Inter-
national Pharmaceutical Excipient Council’s (IPEC)
guideline publications address this issue by following
the Organization of International Standardization
(ISO) 9000 structure. IPEC is an industry association
with worldwide membership that includes over 200
pharmaceutical, chemical, and food processing firms
that develop, manufacture, sell, and use pharmaceutical
excipients. IPEC comprises three regional organizations
located in the United States, Europe, and Japan each
with the same objectives.

Quality

The aforementioned IPEC guidelines that address
quality include:

� Good Manufacturing Guide for Bulk Pharmaceuti-
cal Excipients.

� Good Manufacturing Practices (GMP) Audit
Guideline for Distributors of Bulk Pharmaceutical
Excipients.

� IPEC-Americas Significant Change Guide for Bulk
Pharmaceutical Excipients.

� GMP Audit Guideline for Suppliers of Bulk
Pharmaceutical Excipients.

� New Excipient Safety Evaluation Guidance.
� IPEC-Americas Guide for the Development of an

Impurity Profile.
� Format and Required Content of Certificates of

Analyses.

The IPEC-Americas Safety Guidelines (modified)
are presented as an information chapter in United
States Pharmacopoeia (USP) 24/NF 19.[2] The Good
Manufacturing Guide or Practices for Bulk Pharma-
ceutical Excipients also has been published as an infor-
mation chapter in USP 24/NF 19. The guideline also

serves as a basis for the World Health Organization
(WHO) guidance to its national members.[3] The
intention of IPEC is to ensure that these guidelines
reflect the concerns and intentions of responsible par-
ties in the United States, the European Union (EU),
and Japan. In other words, the guidelines are
harmonized so that excipients that meet the require-
ments of a harmonized monograph can be sold and
used in these three areas of the world. The use of these
and other national guidelines ensure the quality of
excipients.

These guidelines, using an ISO 9000 format, not
only provide a way to assess whether systems are in
place, but provide a means for evaluating the effective-
ness of the systems. They also provide guidance on
how to conduct an audit of a manufacturing operation
that produces excipients[4] and in turn, give guidelines
on auditing their distribution and repackaging.[5]

International Conference on Harmonization
Residual Solvent Guidance

Excipient impurity profiles and how to evaluate this
important aspect of excipient manufacture, parti-
cularly in light of the International Conference on
Harmonization (ICH) guidance published in 1999,[6]

also are addressed. Care must also be taken that
residual solvent levels do not exceed those prescribed
in the ICH Guidance for Residual Solvents published
in 1999. Solvents are divided into three classes:

1. Class 1 solvents: Solvents to be avoided. These
include known human carcinogens, strongly
suspected human carcinogens, and environmen-
tal hazards.

2. Class 2 solvents: Solvents to be limited. These
include non-genotoxic animal carcinogens or
possible causative agents of other irreversible
toxicity, such as neurotoxicity or teratogenicity
and solvents suspected of other significant but
reversible toxicities.

3. Class 3 solvents: Solvents with low toxic poten-
tial. These include solvents with low toxic
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potential to man; no health-based exposure
limit is needed. Class 3 solvents have permitted
daily exposures of 50 mg or more per day.

IPEC Significant Change Guidance

Two areas of concern to excipient makers and users
have been those of significant change and certificates
of analyses. Any change by the manufacturer of an
excipient that alters an excipient’s physical or chemical
property from the norm or that is likely to alter the
excipient’s performance in the dosage form is con-
sidered significant.[7] Regardless of whether there is a
regulatory requirement to notify the local regulatory
authority, the manufacturer has an obligation to notify
its customers of significant change so that the customer
can evaluate the change on the customer’s products.
The Significant Change Guidance establishes uniform
considerations for evaluating significant changes
involving the manufacture of bulk excipients. The
types of changes that might be considered include:

� Site
� Scale
� Equipment
� Process
� Packaging
� Specifications

The requirement for evaluating the impact of
change on the excipient begins at the processing step
from which GMP compliance begins, as noted in
the IPEC Good Manufacturing Guide or Practices
Guide for Bulk Pharmaceutical Excipients, or later in
the process.

The evaluation criteria in the guideline include:

1. Changes in the chemical properties of the excipi-
ent owing to the change.

2. Changes in the physical properties of the excipi-
ent owing to the change.

3. Changes in the impurity profile of the excipient
owing to the change.

4. Changes in the functionality of the excipient
owing to the change.

5. Changes in the moisture level of the excipient
owing to the change.

6. Changes in the bioburden of the excipient owing
to the change.

The guideline also provides for consideration of
objective criteria when considering changes to the
impurity profile of an excipient as a result of any
change. IPEC-Americas has developed a guide for

the preparation of an impurity profile for excipients.
The profile addresses the following:

1. All specified organic impurities.
2. Unidentified organic impurities at or above

0.1% whether specified or not, unless the
impurity has an established pharmacological
effect or is known to be unsafe at a lower level.

3. Residual solvents.
4. Inorganic impurities.
5. Toxic impurities.

The content of the impurity profile varies with the
nature of the excipient, the raw materials used in its
manufacture, and its chemical composition. Changes
are considered significant whenever a new impurity is
introduced at or above the 0.1% concentration or
when an impurity previously present at or above
0.1% disappears.

IPEC Certificate of Analysis Guidance

The second issue involves the certificate of analysis that
the manufacturer must provide to the formulator when
shipping the excipient. Most often, a certificate of
analysis does not contain information developed as a
result of analysis of the specific batch of material being
delivered. The analysis may have either been conduc-
ted on previous individual batches or on a mixture of
aliquots of previous batches. No guidelines regarding
exactly what should be found in the certificate and
how it should be presented have been established. This
is addressed in the guideline.[8] At the time of this writ-
ing, the frequency of sampling has not been resolved
with the U.S. Food and Drug Administration (FDA).
Some believe that in the face of no significant changes
it should not be necessary to sample each manufac-
tured batch, but that there is a need only for sufficient
sampling to ensure that statistical significance of
sampling results can be met. What to do if the manu-
facturing process is continuous rather than a batch
process would fall under the same criteria except that
the sampling frequency would probably be based on
time/volume rather than batches.

EXCIPIENT USAGE

There are roughly 8000 ‘‘nonactive’’ ingredients being
used in food, cosmetics, and pharmaceuticals world-
wide.[1] In 1996, approximately 800 excipients were
used in marketed pharmaceutical products in the
United States.[1] Although the FDA maintains a ‘‘list’’
of inactive ingredients, the EU and other European
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countries do not have official published lists, although
steps are being taken to rectify this situation.

Few excipients are manufactured specifically for
pharmaceutical use. Many are manufactured for other
purposes (e.g., food, cosmetics, paint thickeners, con-
struction, etc.). For their use in pharmaceuticals,
additional quality, functionality, and safety require-
ments must be met.

Improper Use of Excipients

The improper use of excipients is addressed, to a cer-
tain extent, by the package inserts found in the formu-
lated products. The challenge is to educate consumers
and health providers to read and comply with the
information contained in these inserts.

DEFINITION OF AN EXCIPIENT

For toxicological purposes, it may be inappropriate to
define excipients as inert ingredients. It may be more
appropriate to define an excipient[9] as ‘‘Any substance
other than the active drug or pro-drug which has been
appropriately evaluated for safety and is included in a
drug delivery system to either:

1. Aid processing of the system during manufac-
ture.

2. Protect, support, or enhance stability, bioavail-
ability.

3. Assist in product identification.
4. Enhance any other attribute of the overall safety

and effectiveness of the drug product during
storage and use.’’

As the fourth definition indicates, excipients include
a multiplicity of activities from mold releasers to
absorption enhancers, and more recently include sub-
stances that permit large molecule (e.g., proteins) to
be absorbed from the gastrointestinal tract without
degradation. Most actions by an excipient are mechan-
ical rather than pharmacological.

APPROVAL MECHANISMS
FOR EXCIPIENTS

Currently, regulatory agencies have not established
safety-testing guidelines specifically for excipients.[10–13,17]

Under U.S. law, a new pharmaceutical excipient,
unlike an active drug, has no regulatory status unless
it can be qualified through one or more of the approval

mechanisms available for components used in finished
drug dosage forms. These approval mechanics include:

� Generally Recognized As Safe (GRAS) determi-
nation pursuant to 21 Code of Federal Regulations
(CFR) 182, 184, and 186.

� Approval of a food additive petition under 21
CFR 171.

� As contained in a New Drug Application (NDA)
approval for a specific drug product and for a
particular function or use in that dosage form.

Within the EU there is a directive that makes it clear
that new chemical excipients will be treated in the same
way as new actives.[14]

TOXICITY TESTING

The very nature of excipients, for the most part, repre-
sents unique problems in testing for toxicity. The
actions sought for many excipients are mechanical
rather than physiological. Exceptions to this are fla-
vors.[12,21] A most desirable description of some excipi-
ents would include being pharmacologically inert and
mechanically functional. An alternative would be one
where the toxic dose was so high as to be meaningless
while still retaining functionality requirements through
a range of high and low doses. The acceptable risk for
a traditional excipient, when compared to an active
principle in a formulation, is generally several orders
of magnitude different. Unless an excipient has some
very unique properties, it is unlikely that a new excipi-
ent would be developed that did not have a large safety
factor for toxicity and side effects under conditions of use.

As excipients become more complex and are required
to perform functions not required in the past, it is con-
ceivable that a distinction will have to be made between
excipients and what might be termed ‘‘co-drugs.’’
The use of monoclonal antibodies to deliver an active
principle to a specific tissue site might be considered an
example of this diversity.

In 1994, as part of the IPEC-Americas program to
obtain stand-alone status for excipients, a safety com-
mittee was formed. The committee was composed of
men and women from a variety of medical and chem-
istry disciplines who were directed to develop safety-
testing guidelines for new excipients. These guidelines
were published in 1996.[12] At that time, regulations
in most developed countries did not address regis-
tration of an excipient as a separate entity. For
example, the drug master file for an excipient in the
United States is reviewed only as part of the NDA pro-
cess. Inherent to the current process is the assumption
that the use of an excipient in an approved drug dosage
form ensures its acceptance in other dosage forms and
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its ultimate inclusion in the National Formulary (NF).
The NF monographs provide standards/ specifications
for identity, purity, and analysis. Priority for inclusion
is given to formulations with approved NDAs and
those approved for use in foods. The FDA favors
the use of commercially established excipients, such
as food additives and substances that have been
designated GRAS.

The guidelines developed by IPEC-Americas[12]

provide for a tier approach to required testing. The
tests to be conducted are based upon the route of
application of the formulated drug and the duration
of use. A base set of data is required for all candidate
excipients. The guidelines require a review of the
chemical and physical properties of the excipient and
a review of the scientific literature, exposure conditions
(including dose, duration, frequency, route, and user
population), and absence or presence of pharmacologi-
cal activity.

Alternatives to the use of living animals are encour-
aged wherever these procedures have been validated.
The information will provide sufficient information
upon which to base a safety judgment and the data will
be acceptable to a regulatory agency. The studies
should also follow the appropriate legal and pro-
fessional codes[15] in the conduct of all tests and should
meet the Good Laboratory Practices of the agency-
(ies) to which the data will be submitted.

The base set of data is designed to provide funda-
mental information regarding acute toxicity by the oral
route and/or intended dose route (Table 1). Skin and
eye irritation testing should be conducted irrespective
of the route of use of the candidate excipient. These
data are intended to protect researchers during the
research and production life of the material.

Absorption/distribution/metabolism/excretion/
pharmacodynamics are considered fundamental data,
as are mutagenicity tests (e.g., Ames test, in vivo

Table 1 Summary IPEC-America safety testing guidelines

Routes of exposure for humans

Tests Oral

Mucosal transdermal/

injectable topical

Inhalation/

intranasal Ocular

Baseline toxicity data
Acute oral toxicity R R R R R R
Acute dermal tox. R R R R R R

Acute inhalation tox. C C C C R C
Eye irritation R R R R R R
Skin irritation R R R R R R

Skin sensitization R R R R R R
Acute parenteral tox. — — — R — —
Application site eval. — R R R R —

Pulmonary sensitization — — — — R —
Phototoxicity/allergy — — R — — —
Bacterial gene mutation R R R R R R
Chromosomal damage R R R R R R

ADME—intended route R R R R R R
28-day toxicity (2 species) intended route R R R R R R

Additional data: Short- or intermediate-term
repeated use
90-day toxicity (most appropriate species) R R R R R R
Embryo-fetal toxicity R R R R R R
Additional assaysa C C C C C C

Genotoxicity R R R R R R
Immunosupression[3] R C C R R R

Additional data: Intermittent long-term or
chronic use
Chronic toxicity (rodent, non-rodent) C C C C C C
1-generation reproduction R R R R R R
Photocarcinogenicity — — C — — —
Carcinogenicity C C C C C C

R, required; C, conditional.
aAdditional assays are dependent on the judgment of the data evaluator. They may include, but are not limited to screening for endocrine mod-

ulators or tests to determine if findings in animals are relevant to humans.

(From Ref.[12], p. 53.)
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chromosome aberration test, and mouse micronucleus
test). Twenty-eight day repeated dosing studies in two
species by appropriate route(s) also should be performed
in a rodent and a non-rodent species, respectively.

One of the unique aspects of the IPEC approach is
that not all tests are required. Some of the tests are
conditional upon findings in other test procedures.
Specific attention is paid to the route of exposure as
well as to tests that might be required as potential
exposure duration is increased. Emphasis is placed on
the fact that the route of exposure for the test animals
should be the same as the route of exposure anticipated
in humans. Strict attention is paid to the type of
exposure. For example, a protocol for study of a pro-
duct intended for inhalation therapy that results in
prolonged exposure of up to several hours per day will
differ from that used to evaluate a material that would
be used in a product resulting in exposure to several
metered doses each day. Some tests may have to be
conducted using a route of exposure different from
the intended use route. This may be due to the nature
of the test animal (e.g., reproductive tests in rabbits
may require that the dosage route be other than inha-
lation, if inhalation is to be the route of use of the for-
mulation containing the excipient).

The IPEC-Americas publication emphasizes that
untrained people should not use its guidelines. In
addition, the guidelines are not to be used as a checklist.
They are to be used by professionals qualified to make
the necessary judgments concerning what is referred to
as ‘‘Conditional’’ tests. The conduct of these con-
ditional tests is dependent on the results obtained from
other required tests. It was considered that given the
specificity of some of the cellular and subcellular tech-
niques available and the variety of test animals being
developed, that the traditional long-term imprecise test
procedures may produce irrelevant information com-
pared to that available from other test procedures. Also,
some chemical families produce false positive or ques-
tionable results in certain species and the development
of these types of data only serve to confound and require
additional testing to clarify the questionable results.

It is conceivable that some excipients may not
require the standard 2-year, two rodent species carci-
nogenicity studies. Such excipients include those that
are not absorbed (or are rapidly metabolized and/or
rapidly excreted), that do not exhibit toxicity in 90-
day studies, and those that are negative for genotoxi-
city. This is the approach taken by the IPEC-Americas
Safety Committee and one of the reasons that the 1996
peer-reviewed journal publication[12] indicates that the
conduct of rodent carcinogenicity studies is conditional.
The carcinogenicity studies that are conditional are the
traditional 50 animals/sex/group rodent studies con-
ducted for 18 or 24 months or variations thereof.
The decision to make these tests conditional was also

predicated on the fact that other models, that provided
adequate information upon which to base a safety judg-
ment regarding carcinogenic potential, were available.

GENETICALLY ENGINEERED
ANIMAL MODELS

The use of genetically engineered animals has the
potential to supplant some of the traditional long-term
(2-year) rodent studies. Mouse models have been
developed for use as mechanistic models in cancer
research. Potential alternatives to the 2-year rodent
oncogenicity bioassay include the p53 knockout mouse
and the Tg.AC mouse.[16]

The use of these mouse models is based on the
observation that human neoplasms commonly demon-
strate molecular alterations in tumor suppressor genes
and/or oncogenes. In normal tissues, tumor suppressor
genes (such as p53 and Rb) serve as negative regulators
of cell proliferation. Inactivation or loss of tumor sup-
pressor activity through gene mutation or deletion
results in loss of this critical regulatory function and
may lead to uncontrolled cell proliferation.

Loss of tumor suppressor gene is the most common
genetic alteration found in human cancers. Deletion of
one or both alleles of p53 (p53 knockout mice) increases
the incidence of neoplasia and decreases latency of tumor
development. When p53 knockout mice are exposed to
genotoxic agents, they rapidly develop neoplasms in a
range of tissues. Sensitive targets in p53 mice are often
comparable to those in ‘‘normal’’ mice and hence, their
utility as a model.

The Tg.AC mouse is used as a skin tumorigenesis
model, and when exposed to phorbol ester tumor pro-
moters and other non-genotoxic agents, is rapidly
induced. When fully validated, a test battery, including
the heterozygous p53 knockout mouse and the Tg.AC
mouse, may provide a model which will identify both
genotoxic and non-genotoxic carcinogens and reduce
the in-life time to conduct studies for carcinogenicity
to as little as 6 months.

CONCLUSIONS

The tests suggested by IPEC-Americas are summarized
in Table 1.[12] The ‘‘R’’ represents required tests and the
‘‘C’’ represents tests that are conditional based on
intended use and the results of previous tests. The tests
suggested by IPEC-Europe[18] are found in Table 2 and
differ slightly from Table 1. The decision whether or not
to perform ‘‘C’’ labeled tests requires the judgment of a
trained professional. Both IPEC test models are also
predicated on obtaining chemical, pharmacological,
and physical data from other investigators involved in
the development of candidate excipients. Information
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developed by chemists, pharmacologists, and other
disciplines is invaluable in estimating the hazards asso-
ciated with a new compound.

Testing in humans, using the IPEC-Americas model,
either as part of a clinical trial or as a stand-alone pro-
cedure, should be conducted as soon as warranted by
the animal data. Critical evaluation of the base- set
data may support the use of a candidate excipient
intended for use once or twice in a lifetime. If one con-
ducts the studies listed in Table 1, section 2, critical
evaluation of the data may support the use of the
new excipient in a variety of products intended for
limited repeated intake, for example an antibiotic. If
the Absorption, Distribution, Metabolism, Excretion/
Pharmacokinetics (ADME/PK) studies show that the
excipient is not absorbed, review of the other data
may permit inclusion in a product intended to be used
for 30–90 consecutive days. For longer-term usage, the
tests listed in Table 1, section 3 must be considered.
One-generation reproduction studies must be conducted
to assess any excipient-induced effects/disturbances in
mating behavior, development/maturation of gametes,
fertility, and preimplantation/implantation loss of
embryos. Should the data continue to support some
concern for either reproductive or developmental toxi-
city, a segment III study might be appropriate.[3,19,20]

Specific details regarding test methodology are not
provided in the guideline. Test procedures generally
recognized by experts and the regulatory agencies
should be used. Each test should be designed to
address a specific issue and the data should be evalu-
ated accordingly. Care should be taken when evaluat-
ing animal data to ensure that toxicological findings
are not unique to the particular test species and there-
fore not relevant to the human experience.

Finally, it is important that a material being evalu-
ated for safety is the same as that which will be used
in pharmaceutical preparations. The manufacturer of
the excipient must follow GMPs. A complete audit
trail must be available from the time of manufacture
until the product is made available to the consumer.
IPEC-Americas has developed a third-party audit
program that follows the guidelines enumerated above.
The program is conducted by the International
Pharmaceutical Excipients Audits, Inc. (IPEA) and is
the only program of its type that focuses only on the
quality of pharmaceutical excipients. The program is
designed to prevent problems with excipients, such
as the one that occurred in Haiti in 1996, where 80
children died because the glycerol in their cough
medication was mostly glycol.

Ultimately, the safety of an excipient in a formu-
lation requires the following:

1. That the excipient being used is the same excipi-
ent that was tested for safety.

2. The test procedures were adequate to evaluate
safety and are acceptable to relevant regulatory
authorities.

3. The excipient is as specified.
4. The formulated pharmaceutical is used as

specified.
5. The concentration of the excipient in the formu-

lation takes into account appropriate test data.

REFERENCES

1. De Jong, H.J. The safety of pharmaceutical excipients.
Therapie 1999, 54 (11).

2. The United States Pharmacopoeia 24/National Formulary
19, 2000.

3. Principles for the safety assessment of food additives and
contaminants in food. World Health Organization. Environ.
Health Criter. 1987, 70.

4. Good Manufacturing Practices Guide for Bulk Pharma-
ceutical Excipients; The International Pharmaceutical
Excipients Council: Arlington, VA, 2000.

5. The International Pharmaceutical Excipients Council
Guideline for Distribution of Bulk Pharmaceutical Excipi-
ents, 2000.

6. Guideline for Residual Solvents, . International Conference
on Harmonization, 1999.

7. IPEC-Americas Significant Change Guide for Bulk Phar-
maceutical Excipients, The International Pharmaceutical
Excipients Council of the Americas, 2000.

8. Guidance on the Required Content and Format of Certifi-
cates of Analysis, The International Pharmaceutical Exci-
pients Council of the Americas, 2000.

9. Blecher, L. Excipients: the important components. Pharm.
Process 1993.

10. Cooper, J. Inert components of pharmaceutical prepara-
tions. Drug Dev. Ind. Pharm. 1979, 5, 293.

11. Smith, J.M.; Dodd, T.R.P. Adverse drug reactions. Acute
Poisoning Review 1982, 1, 93.

12. Steinberg, M.; Borzelleca, J.F.; Enters, E.K.; Kinoshita, F.K.;
Loper, A.; Mitchell, D.B.; Tamulinas, C.B.; Weiner, M.L.
A new approach to the safety assessment of pharmaceutical
excipients. Regul. Toxicol. Pharmacol. 1996, 24 (2), 149.

13. Steinberg, M. ICH guidelines and safety: an update. Pharm.
Tech. 1999.

14. E.U. Directive 75/318 European Economic Community,
1995.

15. Guiding principles in the Use of Animals in Toxicology
Society of Toxicology, 1996.

16. Life Sciences News Letter; ITT Research Institute: Chicago,
IL, 2000.

17. Moreton, C.R. New excipients: from idea to market. Eur.
Pharma. Rev. 1997, 2 (3).

18. The IPEC Europe Safety Committee. The proposed guide-
lines for the safety of new excipients. Eur. Pharm. Rev.
1997, November.

19. Bass, R.; Ulbrich, B.; Hildebrandt, A.G.; Weissinger, J.;
Doi, O.; Baeder, C.; Fumero, S.; Harada, Y.; Lehmann,
H.; Manson, J.; Neubert, D.; Omori, Y.; Palmer, A.;
Sullivan, F.; Takayama, S.; Tanimura, T. Draft guideline
on detection of toxicity of reproduction for medicinal pro-
ducts. Adv. Drug React. Toxicol. Rev. 1991, 9 (J), 127.

20. Toxicological principles for the safety assessment of direct
food additives and color additives used in foods, redbook
II: draft, U.S. Food and Drug Administration (USFDA),
Bureau of Foods, 1993.

21. Weiner, M.L.; Kotloskie, L.A. Excipient Toxicity and
Safety; Marcel Dekker, Inc.: New York, 1999.

1662 Excipients: Safety Testing



Ex
ci

pi
en

ts
–

Ex
pi

ra
ti

on

Expert Systems in Pharmaceutical Product Development

Raymond C. Rowe
University of Bradford, Cheshire, U.K.

Ronald J. Roberts
AstraZeneca, Cheshire, U.K.

INTRODUCTION

The process of formulation, whether it be for oral
products (e.g., tablets and capsules), parenterals [e.g.,
intravenous (iv) injections], or any one of the myriad
of pharmaceutical products, is generically the same.
The process begins with some form of product specifi-
cation and ends with the generation of one or more
formulations that meet the requirements. Although
the formulation consists of a list of ingredients and
their proportions together with some processing vari-
ables where appropriate, the specification can vary
considerably from one application to another. In some
cases it may be very specific, expressed in terms of a
performance level when subjected to a specific test, or
quite general. It may also contain potentially conflict-
ing performance criteria that the formulator may need
to redefine in the light of experience. Fig. 1 shows a
typical formulation process broken down into its con-
stituent tasks and subtasks.[1]

In designing a formulation, the formulator must
take into account the properties of the active ingredient
as well as possible chemical interactions between it and
the other ingredients added to improve processibility
and product properties since these may result in chemical
instability. There may even be interactions between
added ingredients, leading to physical instability.
Commercial factors as well as the policy of the industry
toward ingredient usage are important influences, as are
production factors in the intended markets. The formu-
lator may also routinely access databases on previous for-
mulations as well as make use of mathematical models.
During the formulation process, specific tests may need
to be run to evaluate the properties of the proposed for-
mulation and an analysis of zunexpected results may lead
to an adjustment of the ingredients and/or their levels.

TECHNOLOGY

There is a wide divergence of views as to what defines
an expert system. Examples include the following:

1. ‘‘An expert system is a knowledge-based
system that emulates expert thought to solve

significant problems in a particular domain
of expertise.’’[2]

2. ‘‘An expert system is a computer program that
draws on the knowledge of human experts cap-
tured in a knowledge base to solve problems
that normally require human expertise.’’[3]

In its simplest form, an expert system has three
major components: 1) an interface, a monitor, and
keyboard that allow two-way communication between
the user and the system; 2) a knowledge base where
all the knowledge pertaining to the domain is stored;
and 3) an inference engine where the knowledge is
extracted and manipulated to solve the problem at
hand. Inferencing strategies may be either forward
chaining, which involves the system reasoning from
data and information gained by consultation from
the user to form a hypothesis, or backward chaining,
which involves the system starting with a hypothesis
and then attempting to find data and information to
prove or disprove the hypothesis. Both strategies are
included in most expert systems.

Knowledge in any domain takes the form of facts
and heuristics; the former being valid, true, and justifi-
able by rigorous argument, the latter (often referred to
as rules of thumb) being the expert’s best judgment in
any particular circumstance and hence justifiable only
by example. Associated with these are the terms data
and information, the former referring to facts and fig-
ures, the latter being data transferred by processing
such that the data are meaningful to the person receiv-
ing the information. Knowledge can, therefore, be
regarded as information combined with heuristics
and rules. It is the objective of the knowledge engineer
to acquire or elicit this knowledge and structure it in a
computer-readable format.

Knowledge acquisition is probably one of the most
difficult stages in the development of an expert system.
It is both time-consuming and tedious as well as being
expensive and often difficult to manage. However, it is
a necessary element in the building of an expert system
and, if done well, will undoubtedly lead to potentially
useful systems. The basic model of knowledge acqui-
sition is one of a team process whereby the knowledge
engineer mediates between the expert(s), the users, and

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001055
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 1663



Excipients–
Expiration

the knowledge bases. The knowledge engineer must
acquire or elicit knowledge from not only the expert(s)
but also from all the other potential sources, including
written documents (research reports, reference man-
uals, and operating procedures policy statements) as
well as consultants, users, and managers. In the case
of experts, knowledge is usually acquired through
face-to-face interviews. While this process is tedious
and can place great demands on both the expert and
knowledge engineer, it requires little equipment (e.g.,
tape recorder or notebook), is highly flexible, and often
yields a considerable amount of useful information. At
all times, there must be empathy between the parti-
cipants and in many cases it is helpful to have two
knowledgeable engineers present at the interview.

A technique that is often used in the acquisition
process is the rapid prototyping approach. In this
approach, the knowledge engineer builds a small
prototype system as early as possible. This is then
shown to both the expert and user, who can suggest
modifications and additions. Here the system grows
incrementally as more information and knowledge are
gained. This methodology has been used successfully in

the development of systems for the formulation of
pharmaceuticals.

Once acquired, there are many ways of representing
the knowledge in the knowledge base, including pro-
duction rules, frames, semantic networks, decision
tables, and trees and objects.[2] Probably the most com-
mon methodology is the production rule, which
expresses the relationship between several pieces of
information by way of conditional statements that spe-
cify sections under certain sets of conditions, for
example:

IF (condition 1)

AND (condition 2)

OR (condition 3)

THEN (action)

UNLESS (exception)

BECAUSE (reason)

Each rule implements an autonomous piece of
knowledge and is easy to understand. Unfortunately,
complex knowledge can require large numbers of rules,
causing the system to become difficult to manage. The
decision as to which method of knowledge represen-
tation should be adopted is dependent primarily on
the complexity of the domain.

Expert systems can be developed using either
conventional computer languages, special purpose
languages, or with the assistance of development shells
or tool-kits. Conventional languages such as PASCAL
and C have the advantages of wide applicability and
full flexibility to create the control and inferencing stra-
tegies required. They also are well supported and easy
to customize. However, considerable amounts of time
and effort are needed to create the basic facilities.

Specialized languages, such as LISP (a recursive lan-
guage and the primary one for artificial intelligence
research), PROLOG (a language based on first-order
predicate logic), and SMALLTALK (an object-
orientated language), have been used extensively in
the development of expert systems. They have the
advantages of applicability and flexibility of the con-
ventional languages but are faster to implement.

Expert system shells and tool kits are sets of com-
puter programs written in either conventional or
specialized languages that can form an expert system
when loaded with the relevant knowledge. They
compromise on applicability and flexibility but allow
more rapid development. Many offer basic facilities,
including the means to prepare and store knowledge
as a set of rules and to make deductions by chaining
the rules together in an inferential process.

Shells differ in their secondary characteristics, such
as user interfaces, operating speeds, the method of

Analyze
specification

Accept
specification

Select
ingredients

Change
ingredients

Adjust
levels

Reformulate

Formulate

Test

Initial
formulation

Set
levels

Past
formulations

Select
test

Run
test

Analyze
results

Specification

Fig. 1 Tasks and subtasks in the formulation process.

(From Ref.[1].)
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knowledge representation, and the associated algorith-
mic and arithmetic computational facilities. It is
not surprising, therefore, that formulation is a highly
specialized task that requires specific knowledge and
often years of experience. This kind of expertise is
not easily documented and hence, senior formulators
often spend considerable amounts of time training
new personnel. In addition, retirement or personnel
moves can lead to a loss of irreplaceable commercial
knowledge. Computer technology in the form of expert
systems provides an affordable means of capturing
this knowledge and expertise in a documented form
available to all.

One such shell of specific importance in product
formulation is Product Formulation Expert System
(PFES), now termed Formulogic, developed by Logica
UK Ltd. Formulogic a reusable software kernel and
associated methodology to support the generic formu-
lation process. It arose from research work during the
mid-1980s and is now used for a variety of formulation
support tools across a range of industry sectors, most
notably pharmaceuticals.[4,5]

Formulogic is designed specifically for building
formulation systems. Its formulation capability is gen-
eric, i.e., it is not specific to any particular domain.
Individual formulation applications are developed
using the shell by defining characteristics of the domain
and the corresponding approach to formulation. The
end result is a decision support tool for formulators
that provides assistance in all aspects of the formu-
lation development process. Formulogic provides the
expert system developer with the knowledge represen-
tation structures that are common to most product for-
mulation tasks so that a new application can be
developed rapidly and efficiently. The architecture of
Formulogic comprises three levels—the Physical Level,
the Task Level, and the Control Level.

The Physical Level contains all the ‘‘nuts and bolts’’
of the formulation domain in a number of information
sources, including a database. The Physical Level is
accessed from the Task Level via a query interface.
The physical net contains the domain knowledge in a
number of objects. An object consists of a set of attri-
butes, each of which may have zero or more values.
The objects are arranged in a classification hierarchy.
Subobjects, which descend from another object, inherit
their attributes and values.

The Task Level is where the formulation problem-
solving activity takes place. The formulation process
is driven via the generation of a hierarchy of tasks.
A task represents some well-defined activity. The hier-
archy has an indefinite number of task levels. Domain
knowledge about the formulation application is dis-
tributed throughout the hierarchy, with more abstract
knowledge represented towards the top of the hier-
archy and more specific knowledge toward the bottom.

The task decomposition allows the problem-solving
process to be largely decoupled between tasks and also
facilitates reasoning about subtasks. An important
principle is that tasks plan about and directly manipu-
late only their immediate subtasks. Recursive appli-
cation of this principle is the key to integrated
behavior of a formulation system as a whole. The task
tree is built on dynamically, depending upon the speci-
fication at hand as the problem-solving process pro-
ceeds. This is different to the object hierarchy where
the structure is fixed for a particular domain.

Agendas, a particularly important class of objects
used for communication between tasks, also are part
of the Task Level. Agendas are important because
the user exercises control over the formulation process
principally through their manipulation. For parallel
reasoning and backtracking by the user it is necessary
to maintain more than one world. A world contains a
formulation object and specification object together
with agendas (in other words, a complete description
of the state of the formulation process at any one
time). Tasks run on a world or set of worlds; it is mean-
ingless for tasks to run without reference to worlds.

Tasks perform their function by the execution of
processes. Each task contains several types of processes.
The precondition process assesses whether or not the
task can play a sensible role in the current context.
The action process performs the primary work of the
task, which can include scheduling subtasks to be run
next. The monitor process executes between each
of the subtasks, typically to assess their result. Finally,
the postcondition process assesses the success of the
task as a whole immediately prior to completion.

Each process consists of a set of production rules; a
rule is said to fire if its condition is true and its excep-
tion is false. When a rule fires, its action is executed.
The reason is for information only and is not inter-
preted by Formulogic.

Rules are assigned a priority that reflects the order
in which they should be considered. When executing
a rule set, rules are tried in order until no more rules
can fire. To find a suitable rule, Formulogic orders
the rules first on priority and then on specificity. The
first rule having a true condition and false exception
is fired, and its action executed. The process of finding
the next rule that can fire then starts all over again. To
avoid looping, rules are only allowed to fire once with
the same set of variable bindings.

The Control Level is concerned with the mechanics
of running the Task Level. It contains no domain
knowledge and requires no design amendment when
a new formulation system is built. Although the Task
Level decides which tasks need running and the order
in which they should run, the Control Level deals with
the mechanics of actually running them and of passing
control to them.
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The typical functionality of a completed application
is as follows:

1. The user enters the product specification, which
forms the starting point of the formulation. In a
tablet formulation, for example, this would con-
sist of the drug details (unless already known to
the system) and the dose.

2. Formulogic steps through a series of tasks
to select ingredients and determine their quanti-
ties based on the product specification. It
achieves this by following the rules and other
knowledge that have been built into the system
during development. An initial formulation is
produced.

3. If the system performs reformulation in
addition to producing initial formulations, then
the user can enter the test results that have been
performed on the product. Formulogic will then
determine what kinds of problems with the
formulation are indicated by the test results.
The user can agree with the system’s analysis
of the problems or modify them as he or she sees
fit. It uses the problem summary to make recom-
mendations about what ingredients need to be
added or what quantities need to be altered,
and again the user can override the recommen-
dations if he or she wishes. Once the user is
happy with the recommendations. Formulogic
will produce a modified formulation that meets
the new requirements.

At any point during a session, the user can ask for
an explanation of the results, browse the system’s
knowledge, or revert to an earlier stage of the process
to modify the specification and obtain another formu-
lation. The user can also save formulations (along with
their associated product specifications) and generate
printed reports.

APPLICATIONS

The first recorded reference to the use of expert sys-
tems in pharmaceutical product formulation was by
Bradshaw on the April 27, 1989, in the London Financial
Times,[6] closely followed by an article in the autumn of
the same year by Walko.[7] Both refer to the work then
being undertaken by personnel at ICI/Zeneca Pharma-
ceuticals (now AstraZeneca), United Kingdom (UK)
and Logica UK Ltd. to develop expert systems for for-
mulating pharmaceuticals using Formulogic. Since that
time, several companies and academic institutions have
reported on their experiences in this area (Table 1). This
article will review these applications.

The Boots System

Although not strictly developed for pharmaceutical
formulation, this system has been included since it is
the only one known for formulating topicals. It was
developed to assist formulators in the formulation of
sun care products—a highly skilled occupation requiring
3–4 years of experience to attain a reasonable level of
experience.

Implemented with the use of Formulogic, the sys-
tem, called SOLTAN, uses knowledge captured by
interviewing senior formulators. Ingredients, processes,
and relationships of the formulation are represented in
a way that reflects their groupings and associations in
the real world. In addition, existing information sources,
such as databases, are presented in a frame-based sem-
antic network that can be manipulated by the problem-
solving knowledge of the domain. Tasks are structured
in a hierarchy that is built up dynamically depending
on the specification at hand as the problem-solving
process proceeds. Knowledge about the formulation is
distributed throughout the task hierarchy, with strategic
knowledge represented toward the top of the hierarchy
and tactical knowledge towards the bottom.

The system was originally developed to formulate
sun oils (solutions of ultraviolet absorbers in emollients)
but has been rapidly extended, with the incorporation of
basic emulsion technology, to cover oil-in-water lotions.
Subsequently, the system has been further expanded to
incorporate water-in-oil, oil-in-water, and water-in-
silicone creams and lotions. It can now be used to for-
mulate all types of skin care products, not just sun care
products.[8] The system won second prize in the UK DTI
Manufacturing Intelligence Awards in 1991. It is the
only system for which the developers have given details
of costings and quantitative benefits.

Table 1 Published applications of product formulation

expert systems in pharmaceuticals

Company/institution Domain

Development

tool

Boots Company Topicals Formulogic

Cadila Laboratories
(India)

Tablets PROLOG

University of Heidelberg Aerosols C/SMALLTALK
Tablets
Capsules
Injections

University of London/

Capsugel

Capsules C

Sanofi Research Capsules Formulogic

Zeneca Pharmaceuticals Tablets Formulogic
Parenterals
Film coatings
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The Cadila System

Cadila Laboratories Ltd. of Ahmedabad, India have
developed an expert system for the formulation of
tablets for active ingredients based on their physical,
chemical, and biological properties.[9] The system first
identifies the desirable properties in the excipients for
optimum compatibility with the active ingredient and
then selects those that have the required properties
based on the assumption that all tablet formulations
comprise at least one binder, one disintegrant, and
one lubricant. Other excipients such as diluents (fillers)
or glidants are then added as required.

Knowledge is acquired through ‘‘active collabor-
ation’’ with domain experts over a period of 6–7
months. It is structured in two knowledge bases in a
spreadsheet format. In the knowledge base concerning
the interactions between active ingredients and excipi-
ents, the columns represent the properties of the
excipients with descriptors of ‘‘strong,’’ ‘‘moderate,’’
and ‘‘weak.’’ The rows represent the properties of
the active ingredients, e.g., functional groups (primary
amines, secondary amines, highly acidic etc.), solubility
(very soluble, freely soluble, soluble, sparingly soluble,
slightly soluble, very slightly soluble, insoluble), den-
sity (low, moderate, high), etc. Each cell in the spread-
sheet then represents the knowledge of the interaction
between the various properties. Production rules
derived from this knowledge are in the following
forms:

IF (functional group of active ingredient is

‘‘primary/secondary amine’’)

THEN (add ‘‘strong’’ binder)

AND (add ‘‘strong’’ disintegrant)

AND (avoid lactose)

or

IF (functional group of active ingredient is
‘‘highly acidic’’)

THEN (add ‘‘moderate’’ binder)

AND (add ‘‘moderate’’ disintegrant)

AND (avoid starch)

or

IF (active ingredient is soluble)

THEN (add ‘‘weak’’ binder)

AND (add ‘‘weak’’ disintegrant)

A similar approach is used for the knowledge base
concerning the excipients, where the columns now rep-
resent details (e.g., name, minimum, maximum, and

normal concentrations) of the excipients and the rows
their properties (e.g., type and the descriptors—strong,
moderate, and weak). Each cell in the spreadsheet then
represents the name and the amount to be added to the
formulation.

The system, written in PROLOG, is menu-driven
and interactive with the user. The user is first prompted
to input all the known properties of the new active
ingredient. If the properties have descriptors, the user
can select the appropriate ones. All information can
be edited to correct errors. The expert system then con-
sults the knowledge bases, suggesting compatible exci-
pients and a formulation. If the latter is unacceptable,
the system provides alternative formulations with
explanations. All formulations can be stored along
with explanations, if necessary. The user is able to
update the knowledge base via an interface with a
spreadsheet. An example of a formulation generated
for the analgesic drug paracetamol, or acetaminophen,
(dose 500 mg) is shown in Table 2. It is interesting to
note that the diluent/filler is unnamed; it can be
assumed that it will not be lactose since the relevant
production rule indicates that there would be an inter-
action with the secondary amine in paracetamol.
Furthermore, an examination of formulations on the
market indicates that none contain lactose and that
some contain mixtures of maize starch, sodium starch
glycolate, stearic acid, magnesium stearate, and micro-
crystalline cellulose, adding further credibility to the
Cadila system.

When first implemented, the prototype system had
150 rules, but this has expanded rapidly to approxi-
mately 300 rules in order to increase reliability. This
is expected to increase further over time. The system
is regarded as being highly successful, providing com-
petitive advantage to the company.[9]

Table 2 An example of a tablet formulation for the
analgesic drug paracetamol as generated by the Cadila

system

Input
Dose 500 mg

Functional group Secondary amines
Solubility Sparingly soluble
Density Moderate

Hygroscopicity Moderate
Dissolution Slow
Desired tablet weight 570 mg

Output
Active agent Paracetamol 500.0 mg
Binder Pregelatinized starch 43.7 mg
Disintegrant Sodium starch glycolate 5.0 mg

Lubricant Stearic acid 2.5 mg
Diluent/filler Unnamed 20.0 mg

Tablet weight 571.2 mg

(From Ref.[9].)
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The Galenical Development System

The Galenical Developmental System (GSH) was
developed by personnel in the Department of Pharma-
ceutical and Biopharmaceutics and the Department of
Medical Informatics at the University of Heidelberg,
Germany. It is designed to provide assistance in the
development of a range of formulations, starting from
the chemical and physical properties of an active
ingredient. The project was initiated in 1990 under the
direction of Stricker,[10] and in the interim has been
extensively revised and enhanced.[11,12] Originally
implemented using object-oriented C on a workstation,
the system was recently upgraded using SMALLTALK
V running under the Windows operating system on a
personal computer.

Various forms of knowledge representation are used
depending on the type of knowledge. Knowledge about
objects (e.g., functional groups in the active ingredient,
excipients, processes, etc.), their properties, and relation-
ships are represented in frames using an object-oriented
approach. Causal relationships are represented as rules,
functional connections as formulas, and procedural
knowledge as algorithms. The system currently has
knowledge bases for aerosols, IV injection solutions,
capsules (hard-shell powder), and tablets (direct com-
pression). Each knowledge base incorporates infor-
mation on all aspects of that dosage formulation (e.g.,
properties of the excipients to be added, compatibility,
processing operations, packaging, and containers and
storage conditions), with each aspect given a reliability
factor (Sicherheitsfaktor) to indicate its accuracy/
reliability. In the original version of the system values
for each factor varied between 0 and 9;[10] however,
values between 0 and 1 are used currently. The values
are propagated using the arithmetic minimum rule and
are not used for any decisions. They only serve as indica-
tors of the accuracy/ reliability of the knowledge.

The approach used in the system is the decompo-
sition of the overall process into individual distinct
development steps, with each step focusing on one
problem associated with a subset of its specifications
or constraints for the formulation. A problem is con-
sidered solved if its predicted outcome satisfies its asso-
ciated constraints. The problems are worked through
in succession, with care being taken that any solution
should not violate any constraints from previous steps.
For simplicity, the developers imposed a predefined
ordering onto the development steps, providing a back-
tracking mechanism to go back to a previous step or
abort. This ordering minimizes dependency between
development steps, which might result in an action caus-
ing a constraint previously satisfied to be violated. It
also reduces the complexity of the problem to be solved.

The procedural model for one development step
(e.g., for the choice of an excipient) is shown in Fig. 2.

In any development step the first decision is whether
or not to proceed with any action since the problem
may have already been solved in previous steps. This
is done by comparing the predicted or relevant pro-
perties of the current formulation with the initial speci-
fication. If the answer is negative, then further action is
required; if positive, the problem has been solved. Once
this has been decided, actions need to be defined and
ranked. Knowledge for this is by means of hierarchi-
cally structural rule sets to form a decision tree where
each leaf node consists of a subgroup of actions and
each branch a rule. The rules in a rule set are ordered
as the simplest and most straightforward way of hand-
ling conflict. Ranking numbers are used as the basis for
the selection strategy. The concept is to search for the
best alternative in terms of the highest score, these
being the sum of the values of the constants to be
resolved within the development step (e.g., solubility,
compressibility, etc.) and their weights indicating their
respective importance.[11,12] It should be noted that this
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Fig. 2 Procedural model for a development step as used in
GSH. (Modified from Ref.[12].)
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method of ranking is different from that used
originally by Stricker et al.[10], where the lowest score
was regarded as the best alternative.

Once the action is selected, the decision is checked in
terms of whether or not the measure has adverse effects
on the active ingredient in terms of physical or chemi-
cal incompatibility. This does not necessarily mean a
rejection of the action since knowledge of compati-
bility is generally of a qualitative nature with little
quantification to denote severity. Hence, the overall
decision is left to the user.

The amounts of excipients to be used are calculated
by formulae with rule-based mechanisms for selecting
the appropriate formula. A rule-based mechanism is
also used to determine the appropriate function for
predicting the property of the intermediate formu-
lation. This is necessary for checking whether or not
the original specifications have been satisfied and the
action is successful. If negative, the chosen action is
rejected and the next action in the ranking is tried. It
is possible that none of the ranked actions is successful.

If this is the case, then knowledge-based backtracking is
used to determine which of the previous development
steps to return to. Usually, background pharmaceutical
knowledge is applied to determine why the current
development step was unsuccessful, and a new develop-
ment step that can solve the root cause of the problem
is chosen.

In any expert system, explanations of the decisions
made are important, both for instruction of the user
and for maintenance of the system. Explanations in
GSH take several forms. There are explanations for
the development steps and their ordering provided by
the designer of the knowledge base. Detailed explana-
tions of the rules activated, formulae used, or individ-
ual scores of actions can be generated if required, and
canned text and literature references are provided for
general knowledge.

A simplified task structure for generating an iv
injection solution is shown in Fig. 3. The input to the
system includes all the known properties of the active
ingredient to be formulated (e.g., solubility, stability,
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Fig. 3 Structure of the expert system described by Stricker et al.[10] for the formulation of intravenous injection solutions.
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impurities, pKa, presence/absence of functional groups,
etc.) with user-defined labels that relate the specific drug
property to the required product property. Use of the
system results in the production of four packages—
the product formulation, the production method, the
recommended packaging and storage conditions, and
predicted product properties. All the outputs are pro-
vided with reliability factors. An example for an IV
injection solution of the cardiac drug digoxin is shown
in Table 3, and an example for a hard gelatin capsule
of the antifungal drug griseofulvin is shown in
Table 4. Comparison of a 0.1 mg. commercial formu-
lation of digoxin with that shown in Table 3 indicates
that the same cosolvent is used (1,2-propandiol, pre-
sumably to enhance solubility) and ethanol. However,
the commercial formulation is more sophisticated since
it also contains a buffer (disodium hydrogen phos-
phate/citric acid).

At present, knowledge bases for aerosols, IV injection
solutions, hard gelatin capsules, and direct compression
tablets have been completed. Other knowledge bases for
coated forms, granules, freeze-dried formulations, and
pellets are in different stages of development. Trials have
demonstrated that the system proposes formulations
that are acceptable to formulators, and in December
1996, the system was first introduced for field trials in
a pharmaceutical company.

The University of London/Capsugel System

This system is designed to aid the formulation of hard
gelatin capsules.[13–15] It was developed as part of a
Ph.D. program by Lai, Podczeck, and Newton at the

School of Pharmacy, University of London, and was
supported by Daumesnil of Capsugel, Switzerland,
together with personnel from the University of Kyoto,
Japan and the University of Maryland, United States.
The system (Fig. 4) is unique in that its knowledge base
is broad and contains the following:

1. A database of literature references associated
with the formulation of hard gelatin capsules,
which is permanently updated through monitor-
ing of current literature.

2. Information on excipients used and their
properties. This database currently contains
information on 72 excipients and is frequently
updated. Data can be retrieved via a menu.

3. An analysis of marketed formulations from
Germany, Italy, Belgium, France, and the
United States. This is used to identify trends
in formulation and identify guidelines on the
use of excipients. Currently, the database con-
tains information on 750 formulations of 250
active ingredients. It is frequently updated and
data can be retrieved via a menu.

4. Experience and non-proprietary knowledge
obtained over a period of 18 months from a
group of industrial experts from Europe, the
United States, and Japan.

5. Results from statistically designed experiments
that identify factors that influence the filling
and in vitro release performance of model active
ingredients.

The system uses production rules with a decision
tree implemented in C, coupled with a user interface

Table 3 An example of an intravenous injection solution formulation for the cardiac drug digoxin as

generated by GSH

Formulation

Active Digoxin 0.1 mg

Solvent 1 1,2-Propandiol 0.5 mL
Water for injection to 1.0 mL

Packaging

Brown glass ampules

Product properties

Properties Specification Actual R.F.a

Active (mg) 0.095 0.098 1.0

Volume (mL) 1.0 1.0 1.0

pH 3–9 7.0 1.0

Freezing point depression (�C) 0.5–20 13.2 0.8

Shelf life at 25�C (years) 5.0 1.0

Decomposition at 25�C (mol) 1.8 0.7
aR.F., reliability factor.

(From Ref.[10].)
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and develop newformulations. To assist in collecting
all necessary input data, a questionnaire has been
designed. Called the expert system input package, it
requires information on the physical properties of the
active ingredient (e.g., dose, particle shape, particle
size, solubility, wettability, adhesion to metal surfaces,
melting point, and bulk density), compatibility of the
active ingredient with excipients (e.g., fillers/diluents,
disintegrants, lubricants, glidants, and surfactants),
and properties of excipients used by the user and manu-
facturing conditions (e.g., capsule sizes, fill weights,
densification techniques, granulation techniques) used
by the user.

From this data the system uses a variety of methods
to evaluate and predict properties of mixtures of the
active ingredient and the excipients. For instance, it

uses Carr’s compressibility index[16] to predict the flow
properties that are used to give an indication of the
ability to produce a uniform blend, and the Kawakita
equation[17] to predict a maximum in the volume
reduction of the powder achievable by the application
of low pressure. The packingproperties are obviously
important to give the volume thata given weight of pow-
der occupies in order toindicatethe size of capsule shell
that can be used. When wet granulation is offered as
the preferred method of densification, the system only
offers advice on the choice of a granulating liquid and
binder; no choice on the granulation procedure is
offered.

The system provides an output package that
includes a formulation (Table 5) with any necessary
powder processing and filling conditions, the required
capsule size, a statistical design to quantitatively opti-
mize the formulation, specification of excipients used,
recommended tests to validate the formulation, and a
complete documentation of the decision process.

An interesting addition to the system is a semiauto-
matic learning tool. This monitors user habits and
collects data about the use of excipients. Statistical
analysis is performed on these data, allowing agreed
alterations to be made to the database. The user is also
asked to reply to a questionnaire regarding the recom-
mended formulation and its performance. The data are
analyzed by the expert system founder group, and
provide the background for further alterations and
developments.

Field trials have proved that the system does
provide reasonable formulations.[18]

The Sanofi System

Personnel at the Sanofi Research Division of
Philadelphia recently developed an expert system for
the formulation of hard gelatin capsules based on
specific preformulation data of the active ingredient.[19]

Using Formulogic, the system generates one first-pass
clinical capsule formulation with as many subsequent

Table 4 An example of a hard gelatin capsule formulation for the antifungal drug griseofulvin as generated by GSH

Formulation
Active Griseofulvin 150.0 mg
Diluent Microcrystalline cellulose (PH102) 199.2 mg
Lubricant Magnesium stearate 3.5 mg

Production process
High shear mixer for deagglomeration, premix, and main mix.
Add lubricant, planetary mixer at 12 rpm for 3 min.
Capsule-filling machine type 1.

Packaging
Foil blisters (PVC and aluminum foil)

(From Ref.[12].)
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Fig. 4 Structure of the University of London/Capsugel sys-
tem as described by Lai et al.
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formulations as desired to accommodate an experi-
mental design. The latter are produced as a result of
the user overruling decisions made by the system.

Knowledge acquisition is obtained by meetings
between formulators, with a knowledge engineer
present as a consultant. Meetings are limited to 2 h,
with minutes being taken and reviewed by all attendees.
Meetings are specific to one topic defined in advance.
A rapid prototyping approach is used to generate the
expert system.

Knowledge in the system is structured using the
strategies implemented in Formulogic, i.e., objects
and production rules. The latter are as follows:

IF (electrostatic properties of a drug are
problematic)

THEN (add glidant)

UNLESS (glidant has already been added)

Tasks are scheduled dynamically. An outline of the
task structure used is given in Fig. 5.

The user is first prompted to enter specified prefor-
mulation data on the active ingredient (e.g., acid
stability, molecular weight, wettability, density, par-
ticle size, hygoscopicity, melting point, solubility, etc.)
and known excipient incompatibilities together with
the required dose. At the initial formulation task, the
capsule size is selected together with the process and
milling requirements. The excipient classes are selected,
with some excipients being excluded, others prioritized,
and their amounts determined. At the display reports
task, three reports are provided, one providing the

preformulation data as given, the second giving the
recommended formulation, including the amounts of
the excipients and processing/milling requirements,
and the third providing the explanation of the decisions
and reasoning used by the system. On the first-pass
through the system, the selection of the possible proces-
sing, milling, and excipient options are automatic. On
subsequent passes, the selections are optional, allowing
the user to generate a number of formulations.

An example of a formulation generated by this
system, for the non-steroidal anti-inflammatory drug
naproxen, is given in Table 6. This example, as well as
others, was considered acceptable by experienced formu-
lators for manufacture and initial stability evaluation.

Unfortunately, the authors[19] do not provide any
further details on the state of the system except to
imply that formulation evaluation and preformulation
tasks could be accommodated with the possible devel-
opment for other formulation types such as tablets,
liquids, and creams.

The Zeneca Systems

Work on expert systems within ICI/Zeneca Pharma-
ceuticals (now AstraZeneca) began in April 1988, with
the initiation of a joint project between the Pharmaceu-
tical and Corporate Management Services departments
to investigate the use of knowledge-based techniques
for the formulation of tablets. Since that time, work
has proceeded with the successful development of
expert systems for formulating tablets, parenterals,
and tablet film coatings. All have been implemented
using Formulogic from Logica UK Ltd., although

Table 5 An example of a hard gelatin capsule formulation for a model drug as generated by the University of

London Capsugel system

Tablet properties (inputs)
Dose (mg) 50.0

Solubility Insoluble
Particle size (mm) 5.0
Minimum bulk density (g ml�1) 0.4

Tapped bulk density (g ml�1) 0.7
Carr’s compressibility (%) 42.857

Formulation

wt% mg/capsule

Active Drug 39.7 50.0

Filler Starch : lactose (1 : 2) 56.8 71.6

Disintegrant Croscarmellose sodium 2.0 2.5

Lubricant Magnesium stearate 1.0 1.3

Surfactant Sodium lauryl sulfate 0.5 0.6

Capsule weight 126.0

Capsule size No. 4

(From Refs.[13,14].)
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elements of the system developed for tablet film coat-
ings were originally prototyped using a rule induction
tool to produce decision trees.

Delivery of the first usable system for tablet formu-
lation was in January 1989.[20,21] All the knowledge was
acquired from two primary experts in the field of
tableting—one with extensive heuristic knowledge
and the other with extensive research knowledge—
and structured into Formulogic using specialist consul-
tancy support. Consultancy time for the initial system
was in the order of 30 man days, 20% of which was
involved in three 2-day visits to the laboratories, incor-
porating three 90-min interviews with the experienced
formulator plus members of the research group, the
demonstration of prototype systems, and the vali-
dation of the previously acquired knowledge with the
expert and other members of the department. Sixty
percent of the time was involved in system develop-
ment and 20% in writing the final report.

After commissioning and extensive demonstration
to management and formulators throughout the

company during 1989, the system was enhanced by
the addition of a link to a database in January 1990,
and the installation of a formulation optimization rou-
tine in September 1990. A major revision was initiated
in February 1991, following a significant change in
formulation practice. Total consultancy time for these
enhancements was of the order of 30 man-days. In
August 1991, the system was completed and handed
over to the formulators both in the United Kingdom
and the United States.

The completed system is shown in Fig. 6.[20] It is div-
ided into three stages: 1) the entry of the data, product
specification, and strategy; 2) the identification of the
initial formulation; and 3) the formulation optimization
as a result of testing the initial formulation. The
sequence is as follows:

1. The user enters all the relevant physical, chemi-
cal, and mechanical properties (e.g., solubility,
wettability, compatibility with excipients, and
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Fig. 5 Task structure for the formulation of hard gelatin capsules as used by Bateman et al.[19]
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deformation behavior) of the new active
ingredient to be formulated into the database.
The data may be numerical or symbolic (e.g.,
for solubility in water the data can be entered
as mg ml�1 or as the descriptors ‘‘soluble,’’
‘‘partially soluble,’’ ‘‘insoluble,’’ etc. The data
are obtained from a series of proprietary prefor-
mulation tests carried out on the active ingredi-
ent as received (i.e., 5 g of the drug milled toa
specified particle size). These tests include
excipient compatibility studies whereby the drug
is mixed with the excipient and stored under
specified conditions of temperature and
humidity for one week,the proportion of drug
remaining being analyzed by HPLC and
expressed as a percentage. The deformation
properties essential for the evaluation of com-
pactibility are assessed using yield pressure
and strain rate sensitivity measured via a com-
pression simulator.[22]

2. The user enters the proposed dose of the active
ingredient and a target tablet weight is calcu-
lated using both a formula determined from
an extensive study of previously successful

formulations and certain rules governing mini-
mum weights for ease of handling and maximum
weights for ease of swallowing.

3. The user selects a strategy dependent on the
number of fillers (one or two).

4. The system selects the filler(s), disintegrant, bin-
der, surfactant, glidant, and lubricant, and their
recommended concentrations based on a combi-
nation of algorithms, formulae, and mixture
rules governing their compatibility and func-
tionality. Tasks in this process are dynamically
scheduled depending on the problem to be
solved. If the system is unable to decide between
two excipients, both of which satisfy all the
embedded rules, then the user is asked to select
a preference.

5. The recommended initial formulation is
displayed, including final tablet weight, recom-
mended tablet diameter calculated compression
properties, and all relevant data (Table 7). This
is normally printed for inclusion in a laboratory
notebook, file, etc. If required, the data may be
stored in a database for future reference, necessary
if the formulation optimization route is used.

Table 6 An example of a hard gelatin capsule formulation for the anti-inflammatory drug naproxen as generated by the system

described by Bateman et al.

Selected drug properties (inputs)
Molecular weight 230.26

Melting point (�C) 155
Solubility in water (mg ml�1) 0.01
Wettability Poor

Water stability Poor
Photostability Poor
Susceptible to hydrolysis No
Primary/secondary amines No

Hygroscopicity Class 1
Poured density (g cm�3) 0.366
Electrostatic problems No

Unmilled particle size (mm) 36

Formulation
Active Naproxen 100 mg
Diluent Lactose (hydrous) 224 mg

Disintegrant Microcrystalline cellulose (PH105) 60 mg
Surfactant Sodium lauryl sulfate 4 mg
Lubricant Talc 12 mg

Production information
Milling Jet milling of drug
Capsule Size 0 colored opaque
Process Direct blend

Explanation log
A colored opaque capsule used because drug is unstable to light.

Drug requires milling as it has a medium particle size and is insoluble.
A surfactant is required because drug has poor wettability.

(From Ref.[19].)
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6. The user enters results from testing tablets pre-
pared using the initial formulation. These may
include disintegration time, tablet strength, tab-
let weight variation, and presence of any defects
(e.g., capping, lamination, etc.). The results
are compared withspecifications, and any prob-
lems identified are confirmed with the user.
Recommendations for modifications to the
formulation are then listed. This routine is fully
interactive with the user, who is asked to con-
firm or contradict/change the advice given.

7. After agreement is reached, the system modifies
the formulation accordingly and displays it
as described earlier. This routine may be used
as many times as required; each time, the system
iterates on the previously modified formulation.

Two ‘‘help’’ routines are embedded in the system,
one to provide on-line help in the use of the system,
the other to provide an insight into the rationale
behind adoption of the specific rules/formulae/

algorithms used. The user is able to browse the knowl-
edge base at will but is not able to edit it without privi-
leged access. Explanations for any recommendations
made by the system can be easily accessed, if required.
Hypertext links are used throughout. Two screen
images from the system are shown in Fig. 7 to illustrate
the operation of the system.

The system is well used and is now an integral part
of the development strategy for tablet formulation. To
date, it has successfully generated formulations for
more than 40 active drugs. In many cases, the initial
formulations have been acknowledged as being on a
par with those developed by expert formulators.
Consequently, the formulation optimization routine
is now considered redundant and is used very rarely.

Following the successful implementation of the tablet
formulation expert system, a request was made for the
development of a similar system for parenteral formula-
tions. This project was initiated in April 1992, and com-
pleted in August 1992.[23] The structure of the system
is shown in Fig. 8. It is designed for formulating a
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Fig. 6 Structure of the expert system developed by Rowe for the formulation of tablets. (From Ref.[20].)
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parenteral for either clinical or toxicological studies in a
variety of species (dog, man, mouse, primate, rabbit, or
rat) by a variety of routes of administration (iv, intramus-
cular, subcutaneous, interperitoneal), supplied in either a
single or multidose container. Knowledge was acquired
from two domain experts using a series of interviews.
The sequence is as follows:

1. The user enters all known data on the solubility
(aqueous and non-aqueous), stability in speci-
fied solutions, compatibility, pKa, and mole-
cular properties of the active ingredient
(molecular weight, log P, etc.). As with the sys-
tem for tablet formulation, the data may be
numerical or symbolic. All relevant properties
of additives used in parenteral formulation
(e.g., buffers, antioxidants, chelating agents,
antimicrobials, and tonicity adjusters) are
present in the knowledge base.

2. The selection first attempts to optimize the solu-
bility/ stability of the active drug at a range of
pH using a variety of formulae and algorithms
together with specific rules before selecting a
buffer to achieve that pH. If problems still
exist with solubility and stability, then for-
mulation variants (e.g., oil-based or emulsion

formulations—not implemented in the present
system) are recommended.

3. The system then selects additives, depending on
the specification required (e.g., an antimicrobial
will only be added if a multidose container is
specified or a tonicity adjuster will only be
added if the solution is hypotonic). The selec-
tion strategy is generally on the basis of ranking
with some specific rules.

4. The recommended formulation is displayed
with all concentrations of the chosen ingredients
expressed as percentage weight by volume (w/v)
together with the calculated tonicity, proposed
storage conditions, and predicted shelf life
(Table 8). Specific observations on the sensi-
tivity of the formulation to metals, hydrolysis,
light, and oxygen also are included. This is
normally printed for inclusion in a laboratory
notebook, file, etc. If required, the formulation
may be stored in a database for future reference.

As with the system developed for tablet formula-
tions, this system contains extensive ‘‘Help’’ routines.
No formulation optimization routines are included,
although a routine to develop a placebo formulation
to match the active formulation is included.

Table 7 Examples of tablet formulations for a model drug as generated by the system described by Rowe

Drug properties (inputs)
Solubility (mg ml�1) 0.1
Contact angle 82�

Yield pressure (MPa) 50
Strain rate sensitivity (%) 50
þExcipient compatibilities

Formulation

Quantity (mg) Quantity (mg)

Active Drug A 50.0 150.0

Filler Lactose monohydrate 166.9 —

Filler Dicalcium phosphate dihydrate — 165.7

Disintegrant Croscarmellose sodium 4.8 7.0

Binder Polyvinylpyrrolidone 4.8 —

Binder Hydroxypropylmethyl cellulose — 7.0

Surfactant Sodium lauryl sulfate 0.7 1.1

Lubricant Magnesium stearate 2.4 3.5

Tablet weight 230.0 335.0

Predicted properties Formulation

50 mg 150 mg

Tablet diameter (nm) 8.0 10.0

Yield pressure (MPa) 139 238

Strain rate sensitivity (%) 20.8 5.1

(From Ref.[20].)
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Fig. 7 Screen images for the tablet formulation expert system as described by Rowe. (A) Shows user interface with windows for

the formulation task tree, specification, formulation, and current task. Tasks are displayed in various formats—current task in
highlighted or bold text, completed in italics, and future in standard text. (B) Shows the security of the system. The input of a
password displays the user privileges. (From Ref.[20].)
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The system is used to recommend parenteral formula-
tions for a wide range of investigational drugs.

Work on expert systems in the specific domain of
tablet film coating was initiated in April 1990, using
a rule induction tool in order to develop a system for
the identification and solution of defects in film-coated
tablets. Although not strictly a formulation expert sys-
tem, the developed system did contain knowledge
whereby a given formulation known to cause defects
could be modified to provide a solution. The com-
pleted system described by Rowe and Upjohn.[24,25]

is a perfect illustration of fault diagnosis with a
rule-based decision tree including both forward and
backward chaining. Total development time was
approximately 1 man-month using both documented
knowledge[26] and expert assistance.

The system (Fig. 9) is divided into three parts:
identification, solution, and information/references.
In the first part, a question and answer routine is
used to ascertain the correct identification of the
defect. The decision tree used for this process is shown
in Fig. 10. At this point, the user is asked to confirm
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formulation
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Fig. 8 Structure of the expert system developed by Rowe et al.[23] for the formulation of parenterals.
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the decision by comparing the defect with a picture
or photographs stored in the database. In the second
part, the user is asked to enter all relevant process
conditions and formulation details regarding the best
way of solving the defect. This may be a change in the
process conditions, as in the case of defects occurring
with an already registered formulation, or a change in
the formulation, as in the case of defects occurring at
the formulation development stage. In the third part,
the user is able to access data and knowledge regarding
each defect. These are in the form of notes, photographs,
and literature references connected by hypertext links.

In 1994, due to the successful implementation of
both this system and that used to formulate tablets,
it was decided to initiate work on a new system that
would recommend film-coating formulations for
the generated tablet formulations, combined with a
reformulation routine based on the film defect diag-
nosis system.[27] The structure of the new system is
shown in Fig. 11. The knowledge for the system was
acquired by interviewing two domain experts, one with
extensive heuristic knowledge and the other with exten-
sive research knowledge. The sequence is as follows:
unital)

1. The user enters details of the tablet formulation
(e.g., dose of active ingredient and all excipients)
together with all tablet properties (e.g., diameter,

thickness, strength, friability, color, shape, and the
presence/ absence of intagliations).

2. The user enters specifications for the film coating
formulation (i.e., immediate release/controlled
release, enterosoluble, white or colored).

3. The system first checks that there are no incon-
sistencies between the input details and the
required specification (e.g., tablets with high fri-
abilities are extremely difficult to film coat). If
positive, a warning is displayed.

4. The system calculates the surface area of the
tablet and selects the required polymer at the
recommended level to form a film of reasonable
thickness.

5. The system selects a plasticizer and checks that
there are no stability/compatibility problems.
If positive, the user is asked to select an alterna-
tive plasticizer.

6. The system defines the target opacity of the film
coating and decides if an opaque coating is
required. The opacity is assessed by means of
the contrast ratio defined as the ratio of the
reflectance of the film when viewed with a black
background to that viewed with a white back-
ground (the higher the value the more opaque
the film).[28,29] If positive and the specification
has been set as white, the system uses specifically
developed algorithms[30,31] to calculate if the

Table 8 An example of a formulation of an intravenous injection for clinical trials in humans as generated by

the system described by Rowe et al.

Drug properties (inputs)
Drug type Acid

pKa 4.5, 3.5
Molecular weight 458.5
Solubility (mg ml�1) pH 3.0 0.5

pH 4.0 1.5
pH 5.0 7.0
pH 7.0 40.0

Sensitivity Light, metal, oxygen

Formulation Quantity (% w/v)

Active Drug (10 mg/ml) 1.00

Buffer Disodium hydrogen phosphate anhydrous 0.87

Buffer Hydrochloric acid q.s.

Chelating agent Disodium edetate 0.02

Water for injection to 100.00

Predicted solution properties
pH 7.4
Tonicity Hypertonic (1.6)
Storage temperature (�C) 25

Atmosphere for filling Nitrogen
Shelf life (years) >5

(From Ref.[23].)
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target specification can be achieved within cer-
tain predefined formulation limits of the volume
concentration of titanium dioxide and film
thickness. If negative, the user is provided with
a series of options to continue with the prede-
fined limits, change the limits, or select a colored
film coating.

7. The system selects the pigments to achieve the
target specification and determines the amount
of water (thesystem has been developed for
aqueous film coating only).

8. The system accesses a simulation program writ-
ten in C to predict the cracking propensity of
the film formulation.[32–34]

9. The recommended formulation is displayed
(Table 9) and includes predicted film thickness,
opacity, and cracking propensity. Standard
machine settings and process details also are
displayed with warnings if the total spray time
is judged to be excessive. This is normally
printed for inclusion in a laboratory notebook
or file. If required and in particular if reformula-
tion is likely to be necessary, the data may be
stored in a database for future reference.

10. If a reformulation is necessary due to the pres-
ence of defects after coating, then the system
uses a modified form of the defect diagnosis sys-
tem to recommend changes in the formulation
and/or process conditions.

This system has proved successful in initial trials,
especially in the formulation of opaque films for drugs
that are either unstable to light or colored, producing
mottled tablets. The calculations concerning the
achievement of the target opacity within predefined
limits have enabled formulators to make informed
decisions regarding the use of white or colored film
coatings. The system is now an integral part of the
development strategy for film-coated tablets and now
has a common database with the tablet formulation
system.

BENEFITS

Expert systems have many benefits. These include the
following:

1. Knowledge protection and availability. The
existence of a coherent, durable knowledge base
not affected by staff turnover.[20] The developers
of the University of London/Capsugel system
have reported the benefit of being able to use
knowledge from experts from many industrial
companies in Europe, the United States, and
Japan.[14,15] The developers of both the Cadila
and the Sanofi systems have reported the benefit
of the prompt availability of information and
the rapid access to physical chemical data of
both drugs and excipients, reducing the time
spent searching the literature.[9,19]

2. Consistency. All systems generate robust for-
mulations with increased certainty and consis-
tency. This is seen as a distinct benefit where
regulatory issues are important.

3. Training aid. All systems have been used to
provide training for both novice and experi-
enced formulators. The developers of the
SOLTAN system have stated that experienced
formulators use their expert systems to expose
themselves to new raw material combinations
with which they are not familiar. Bateman et
al.[19] suggested the documentation used in the
development of the Sanofi system be adapted
to train novice formulators.

4. Speed of development. Reduction in the dur-
ation of the formulation process has been
reported by many.[8,9,20] Wood[8] reported that
formulators who use SOLTAN can produce a
formulation in 20 min that might otherwise

Description and
photo of defect

Question and
answer routine

Identification of
defect

Confirmation
No

Literature
references

Notes on etiology
and confirmatory

tests

Yes

Advice on changes to
formulation and/or
process conditions

Enter process and
formulation details

Fig. 9 Structure of the expert system for the identification

and solution of film coating defects as described by Rowe
and Upjohn.[24,25]
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have taken 2 days. Ramani, Patel, and Patel[9]

reported a 35% reduction in the total time
needed to develop a new tablet formulation.

5. Cost savings. Cost savings can be achieved not
only by reducing the development time but also
by the more effective use of materials, especially
if material cost and controls are included in the
system. Ramani et al.[9] reported that use of
their system has been a benefit in planning the
purchase and stocking of excipients. The devel-
opers of SOLTAN reported that formulations

generated by their system are cost effective not
only for savings in raw material costs but also
because fewer numbers of ingredients are used
as compared to traditional formulations. Sev-
eral users have also reported a decrease in the
size of raw material inventories since their
expert systems only use those materials specified
in the database.

6. Freeing experts. The implementation of expert
systems in product formulation has inevitably
allowed expert formulators to devote more
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Fig. 10 A decision tree for the identification of film defects on film-coated tablets. (From Ref.[25].)
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time to innovation[8,20] The developers of the
SOLTAN system reported that the time saved
using their expert system typically releases
about 30 days of formulating time per year
per formulator. Of course, experienced formula-
tors originally involved in training also will have
more time to devote to innovation.

7. Improved communication. Rowe[20] reported
that expert systems in his company have pro-
vided a common platform from which to discuss
and manage changes in working practice and to

identify those critical areas requiring research
and/or rationalization. The developers of
SOLTAN reported that use of their system
has made them scrutinize the way in which they
formulated products, highlighting shortfalls
from the ideal. They also report that they have
discovered previously unknown relationships
between ingredients and properties in their
products. The benefit of an expert system in
promoting discussion also was reported by
Bateman et al.[19]
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Fig. 11 Structure of the expert system developed by Rowe et al.[27] for the formulation of tablet film coatings.
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Of all the systems in product formulation, only one
has provided costings and undertaken a cost benefit
analysis. The developers of SOLTAN estimated the
overall cost of their system to be D10,400 for hardware
and software, D6000 for consultancy, and D9000 for
expert’s time, making a total of D25,400. Annual cost
savings in the region of D200,000 were reported, deliv-
ering a payback of approximately 3 months.

It is interesting to note that where expert systems
have been implemented in product formulation, early
skepticism among potential users has generally changed
to a mood of enthusiastic participation. It is unlikely
that expert systems will ever replace expert formulators,
but as a decision support tool they are invaluable, deliv-
ering many measurable and intangible benefits.

CONCLUSIONS

Expert systems have been developed by a number of
pharmaceutical companies and academic institutes in
order to cover the most common formulation types.
Only those that have been mentioned in the open
literature have been discussed, although it is generally
known that SmithKline Beecham, Glaxo Wellcome,
Eli Lilly, and Pfizer also have developed systems. It is
possible that many more systems exist, but reticence
with regard to publication abounds, and it is difficult
to estimate exactly the number developed.
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Expiration Dating

Leslie C. Hawley
Mark D. VanArendonk
Pharmacia Corporation, Kalamazoo, Michigan, U.S.A.

INTRODUCTION

Expiration dating of pharmaceuticals corresponds to
the determination of a retest period for drug sub-
stances and an expiration dating period or shelf-life
for drug products. The shelf-life, or expiration dating
period, of a drug product is defined as the time interval
that a drug product is expected to remain within an
approved shelf-life specification, provided that it is
stored according to label storage conditions and that
it is in the original container closure system. The
Expiry/Expiration Date is the actual date placed on
the container/labels of a drug product designating
the time during which a batch of the drug product is
expected to remain within the approved shelf-life speci-
fication if stored under defined conditions and after
which it must not be used. To arrive at an expiration
date, it must be determined first for how long and
under what conditions a pharmaceutical formulation
can meet all of its quality specifications. In general, this
issue is answered through stability testing that moni-
tors chemical and physical product attributes as a
function of time, temperature, and other environmen-
tal factors. It is not the intent of this article to discuss
the mechanics of starting a testing program or to pro-
vide an exhaustive discussion of all the testing require-
ments necessary to establish an expiration dating
period. Rather, this discussion focuses on changes in
worldwide regulatory requirements pertaining to expira-
tion dating since the last edition of this publication,
the statistical treatment of stability data to determine
a shelf-life for a given drug product, the impact of
postapproval changes on the expiration date of a drug
product, and finally, a discussion of unresolved issues
in expiration dating.

REGULATORY CONSIDERATIONS

Before 1990 there was no official harmonization of
stability testing requirements for countries throughout
the world. In the United States, the major reference
documents outlining regulations or guidelines pertaining

to expiration dating at that time were the Code of
Federal Regulations (CFR),[1] the United States Phar-
macopeia (USP),[2] and the 1987 FDA Guideline for
Submitting Documentation for the Stability of Human
Drug and Biologics.[3] In Europe there was the
European Community Guide to Good Manufacturing
Practices for Medicinal Products,[4] which contained
minimal information pertaining to expiration dating.
More extensive European guidelines at that time were
found in the Note for Guidance, Stability Tests on
Active Substances and Finished Products.[5] In Japan,
the primary reference for the determination of expira-
tion intervals for the approval of a drug product
was given in a guideline entitled, at that time, Draft
Policy to Handle Stability Data Required in Applying
for Approval to Manufacture (Import) Drugs[6] and
Draft Guidelines on Methods to Perform Stability
Test.[7] Very little information pertaining to expiration
dating was available for Zone III/IV countries. There
were many similarities among the requirements for
each of the regions of the world, but there were also
many differences. Because the stability testing require-
ments for many countries and also the regulations
pertaining to expiration dating periods were different,
a systematic approach to establishing stability proto-
cols adequate for worldwide registration and harmoni-
zation of expiration dates in the different regions of the
world was virtually impossible.

Since 1990, significant gains in the harmonization of
technical requirements for registration of pharmaceu-
ticals for human use were achieved with the inception
of the International Conference on Harmonization
(ICH). The ICH convened for the first time in 1990,
and the first draft of the ICH Tripartite Guideline on
Stability Testing of New Drug Substances and Pro-
ducts was issued on March 23, 1992. In that Guidline,
the stability testing requirements for the United States,
European Union, and Japan are defined. Approved
ICH guidances include:[8]

Q1A Stability Testing of New Drug Substances
and Products
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Q1B Photostability Testing of New Drug Sub-
stances and Products

Q1C Stability Testing for New Dosage Forms

Q5C Stability Testing of Biotechnological Bio-
logical Products

Additional DRAFT ICH guidances currently in the
early review stages are:

Q1D Reduced Designs for Stability Testing of
Medicinal Products

Q1E Statistical Analysis and Data Evaluation

In addition, both European and U.S. regulators
have published regional guidances that complement
or supplement the ICH guidances regarding the sta-
bility requirements for establishing the expiration
dating of pharmaceutical products. Harmonization
of stability testing requirements for Climate Zone III/
IV countries has also begun.[9] Below, the stability
testing requirements and regulations pertaining to expira-
tion dating are broken down by major geographical
regions.

UNITED STATES

The current U.S. requirements pertaining to expiration
dating and the stability testing necessary to establish
expiration dates of pharmaceutical products are cov-
ered in the USP,[10] The Code of Federal Regulations,
the ICH guidances mentioned previously, and the
Draft FDA Guidance for the Industry.[11] The three
relevant sections of the CFR cover: 1) where expiration
dates must appear on a product (x201.17); 2) what
products are required or exempted from having an
expiration date (x211.137); and 3) requirements for
stability tests and the testing program (x211.166).
Because the pertinent sections of the CFR for human
pharmaceuticals are brief, they are presented later in
this article. The USP covers the same general infor-
mation as the CFR. The FDA Draft Guidance for
the Industry titled, Stability Testing of Drug Sub-
stances and Drug Products[11] has replaced the original
guidance entitled, Guideline for Submitting Documen-
tation for the Stability of Human Drugs and Biologics,
published in February 1987. The guidance is intended
to be a comprehensive document that provides infor-
mation on all aspects of stability data generation and
use. It references and incorporates substantial text
from ICH Q1A, Q1C, Q1B, and Q5C. The guidance
provides recommendations regarding the design, con-
duct, and use of stability studies necessary to establish
expiration dates and to support various regulatory
applications.

§201.17 Drugs: Location of
Expiration Date

When an expiration date of a drug is required, e.g.,
expiration dating of drug products required by
x211.137 (see the following section) of this article, it
shall appear on the immediate container and also the
outer package, if any, unless it is easily legible through
such outer package. However, when single-dose con-
tainers are packed in individual cartons, the expiration
date may properly appear on the individual carton
instead of on the immediate product container (43
FR 45076, Sept. 29, 1978).

§211.137 Expiration Dating

1. To assure that a drug product meets applicable
standards of identity, strength, quality, and
purity at the time of use, it shall bear an expira-
tion date determined by appropriate stability
testing described in x211.166.

2. Expiration dates shall be related to any storage
conditions stated on the labeling, as determined
by stability studies described in x211.166.

3. If the drug product is to be reconstituted at the
time of dispensing, its labeling shall bear expira-
tion information for both the reconstituted and
unreconstituted drug products.

4. Expiration dates shall appear on labeling in
accordance with the requirements of x201.17
of this article.

5. Homeopathic drug products shall be exempt
from the requirements of this section.

6. Allergenic extracts that are labeled ‘‘No U.S.
Standard of Potency’’ are exempt from the
requirements of this section.

7. New drug products for investigational use are
exempt from the requirements of this section,
provided they meet appropriate standards or
specifications as demonstrated by stability
studies during their use in clinical investigations.
When new drug products for investigational use
are to be reconstituted at the time of dispensing,
their labeling shall bear expiration information
for the reconstituted drug product.

8. Pending consideration of a proposed exemp-
tion, published in the Federal Register, Septem-
ber 29, 1978, the requirements in this section
shall not be enforced for human over the coun-
ter (OTC) drug products if their labeling does
not bear dosage limitations and if they are
stable for at least 3 years as supported by appro-
priate stability data (43 FR 45077, Sept. 29,
1978, as amended at 46 FR 56412, Nov. 17,
1981; 60 FR 4091, Jan. 20, 1995).
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§211.166 Stability Testing

1. There shall be a written testing program designed
to assess the stability characteristics of drug
products. The results of such stability testing
shall be used in determining appropriate storage
conditions and expiration dates. The written
program shall be followed and shall include:

� Sample size and test intervals based on statis-
tical criteria for each attribute examined to
assure valid estimates of stability.

� Storage conditions for samples retained for
testing.

� Reliable, meaningful, and specific test
methods.

� Testing of the drug product in the same con-
tainer-closure system as that in which the
drug product is marketed.

� Testing of drug products for reconstitution at
the time of dispensing (as directed in the label-
ing), as well as after they are reconstituted.

2. An adequate number of batches of each drug
product shall be tested to determine an appro-
priate expiration date and a record of such data
shall be maintained. Accelerated studies, com-
bined with basic stability information on the
components, drug products, and container-
closure system, may be used to support tentative
expiration dates, provided full shelf-life studies
are not available and are being conducted. Where
data from accelerated studies are used to project a
tentative expiration date that is beyond a date
supported by actual shelf-life studies, there must
be stability studies conducted, including drug
product testing at appropriate intervals, until
the tentative expiration date is verified or the
appropriate expiration date determined.

3. For homeopathic drug-products, the require-
ments of this section are as follows:

� There shall be a written assessment of sta-
bility, based at least on testing or examination
of the drug product for compatibility of the
ingredients and based on marketing experi-
ence with the drug product to indicate that
there is no degradation of the product for
the normal or expected period of use.

� Evaluation of stability shall be based on the
same container-closure system in which the
drug-product is being marketed.

4. Allergenic extracts that are labeled ‘‘No U.S.
Standard of Potency’’ are exempt from the
requirements of this section (43 FR 45077,

Sept. 29, 1978, as amended at 46 FR 56412,
Nov. 17, 1981).

EUROPEAN UNION

In addition to the ICH, the Committee for Proprietary
Medicinal Products, under the European Agency for
the Evaluation of Medicinal Products (EMEA),[12]

issued, in 1997 and 1998, a number of stability-related
guidances to be used for establishing stability testing
protocols for drug products to be filed in European
countries. The documents complement and supplement
the ICH guidelines and are listed below:

1. Reduced Stability Testing Plan-Bracketing and
Matrixing: Annex to Note for Guidance on
Stability Testing of New Drug Substances and
Products[13]—CPMP/QWP/157/96.

2. Note for Guidance on Maximum Shelf-Life for
Sterile Products for Human Use After First
OpeningorFollowingReconstitution[15]—CPMP/
QWP/159/96.

3. Note for Guidance on Declaration of Storage
Conditions for Medicinal Products in the Pro-
ducts Particulars[16]—CPMP/QWP/609/96.

4. Note for Guidance on Stability Testing of Exist-
ing Active Substances and Related Finished
Products[17]—CMPM/QWP/556/96.

5. Note for Guidance on Stability Testing for Type
II Variation to a Marketing Authorization[18]—
CPMP/QWP/576/96.

6. Note for Guidance for In-Use Stability Testing
of Human Medicinal Products—Annex to Note
for Guidance on Stability Testing of Existing
Active Substances and Related Finished Pro-
ducts and Note for Guidance on Stability Test-
ing of Existing Active Substances and Related
Finished Products—CPMP/QWP/2934/99.

JAPAN

In addition to ICH guidelines, the specific Japanese
stability testing requirements for establishing expira-
tion dating are described in the regional guidelines.
In particular, the Japanese Ministry of Health and
Welfare (MHW) has issued a guidance entitled,
Handling of Data on Stability Testing Attached to
Applications for Approval to Manufacture or Import
Drugs.[21] For the most part, the MHW guidance
complements the ICH guidelines. The MHW guidance
provides more detailed requirements for ‘‘stress’’ test-
ing than that found in the ICH and the guidances for
stability testing used in United States or European
Union (see above). In fact, specific stress testing
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conditions and testing duration and frequency are
provided. In contrast, European Union and the U.S.
regional guidances do not recommend specific testing
conditions and schedules and specify that stress testing
is usually accomplished during routine formulation
and analytical methods development. This discrepancy
between the regional requirements in Japan versus
those in European Union and the United States is a
notable opportunity for harmonization.

CLIMATE ZONE III/IV COUNTRIES

Currently countries in climate Zones III and IV are not
member countries of the ICH, although it has been
recommended by Grimm[13] that the ICH Tripartite
Guideline be extended to include Zone III/IV coun-
tries. Needless to say, great strides in the harmoniza-
tion of stability testing requirements and expiration
dating for climatie Zone III and IV countries has
begun. The definitive source on stability testing
requirements can be found in a set of guidelines pub-
lished by the World Health Organization, entitled,
Guidelines for Stability Testing of Pharmaceutical Pro-
ducts Containing Well-Established Drug Substances
in Conventional Dosage Forms.[14] This document out-
lines the conditions and testing required for Zone III
and IV countries. Also contained in that document
are a list of recommended storage conditions to be
prominently indicated on the label of pharmaceutical
products distributed in climatie Zone III and IV coun-
tries. Another set of guidelines relevant to stability test-
ing in climatie Zone III and IV is a document issued by
MERCOSUL (‘‘Mercado Comun del Sur’’ or ‘‘Com-
mon Market of the South’’), entitled Pharmaceutical
Products Stability.[9] The MERCOSUL document
was specifically intended for use as a guidance for
designing stability testing programs by countries that
are members of MERCUSOL, Argentina, Paraguay,
Uruguay, and Brazil. The stability testing requirements
described in the MERCOSUL guidelines essentially
match the conditions and testing requirements in the
WHO document. The stability testing requirements
for Zone III and IV, for which the WHO guidelines
are considered the definitive requirements, are just
now being implemented throughout the industry to
support marketing of pharmaceutical products in
climatie Zone III and IV countries.

STATISTICAL DETERMINATION OF
SHELF-LIFE FROM LONG-TERM
STORAGE DATA

The current approach to analyzing stability data to pre-
dict shelf-life involves statistical analysis of long-term

storage data. The accelerated data are generally used
as supportive data. In particular, it is recommended
in ICH Q1A, CPMP QWP/556/96, and the FDA
Draft Guidance that a shelf-life of a drug product be
determined by the point at which the 95% one-sided
confidence limit for the mean degradation curve inter-
sects the acceptable lower specification limit. Typically,
statistical analysis to determine shelf-life is applied to
at least 12 months of long-term storage data on three
production scale batches of drug product. Data from
individual batches are first treated by least-squares fit-
ting. The true line representing degradation behavior is
not known a priori, but it is estimated by least-squares
analysis. The confidence interval about the least-
squares line from fitting the stability data is also
obtained. As noted above, it is the intercept between
the line representing the confidence limit and the upper
or lower registration limit that yields the expiration
period. If the application of appropriate statistical tests
to the slopes and zero time intercepts of the regression
lines for the individual batches indicate that the batch-
to-batch variability is small (e.g., p values for level of
significance of rejection of more than 0.25), and there-
fore, the data pool, it is advantageous to then combine
all the data into one overall estimate for shelf-life. If it
is inappropriate to combine data from several batches,
the overall expiration dating period is determined by
the minimum time a batch may be expected to remain
within acceptable and justified limits.[8,11] Detailed
information about the statistical evaluation of long-
term stability data using regression analysis, tests for
batch similarity, and data pooling is described in
Carstensen,[15] Wessels,[16] Lin,[17] Bancroft,[18] and
the FDA guidance.[11]

Software packages that handle the statistical evalu-
ation of stability data per the ICH or FDA guidelines
are sold commercially. Also, the FDA has developed
and makes available its own drug formulation stability
test program, STAB, which can be downloaded from
the FDA website.[19] This statistical approach to calcu-
lating the expiry dating period from long-term data
applies to new drug substances and their products[8,11]

as well as products containing established unstable
substances.[14]

Often the expiration dating period determined by
the statistical analysis described above results in extra-
polation of the regression lines to times for which there
are no stability data available. For extrapolation
beyond the observed range to be valid, the assumed
degradation relationship must continue to apply
through the estimated expiration dating period. As
stated in the FDA Draft Guidance on Stability Test-
ing,[12] an expiration dating period assigned in this
manner should always be justified and supported by
accelerated test data and is considered tentative until
confirmed through full long-term stability data from
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at least three production batches reported through
annual reports. For known stable products, a more
flexible approach is taken. According to the WHO
guideline,[14] one may directly assign a 24-month
shelf-life to a product provided that the active ingredi-
ent is stable i.e., stability studies have been performed
per tabulated accelerated test conditions for Zones II
and IV with no significant changes; supporting data
indicate that similar formulations have been assigned
a shelf-life of 24 months or more; and the manufac-
turer continues to perform real-time studies until the
proposed shelf-life has elapsed. For products (simple
dosage forms) covered under ANDAs, the FDA also
permits a direct assignment of a shelf-life as long as
24 months at labeled storage conditions if the acceler-
ated stability data at 0, 1, 2, and 3 months and avail-
able long-term stability data are satisfactory.[11]

CPMP guideline QWP/556/96, however, does not fol-
low this approach, and suggests a statistical analysis of
real-time data for the determination of shelf-life, even
for existing drug substances and products.[12]

How the actual expiration date is calculated from
the expiration dating period determined from the statis-
tical analysis described above is also of importance.
The FDA draft guidance and CPMP/QWP/486/95
both state that the computation of expiration period
of the drug product should begin no later than the time
of release of the batch.[11,12] The date of release gener-
ally should not exceed 30 days from the production
date regardless of packaging date.[11] If the release date
of the lot fails the 30-day test, a different standard
applies in fixing the expiration period. In such cases,
the expiration date is calculated from within 30 days
of the manufacture of the lot, rather than from the
release date.[11,12,20] If the expiration date includes only
a month and year, the product should meet specifica-
tions through the last-day-of-that-month guidance.[20]

The data generated in support of the assigned expir-
ation dating period should be from long-term studies
under the storage conditions recommended in the
labeling.[11]

Arrhenius analysis, described below, of multitem-
perature data cannot be used alone to set a definitive
shelf-life at a different temperature than that for which
long-term data are available. This is primarily because
discrepancies in degradation mechanisms at different
temperatures makes the Arrhenius law invalid for pre-
diction of a definitive shelf-life from accelerated data.
Although Arrhenius analysis is not used as a primary
method for proposing a tentative expiration dating
period based on accelerated data, application of this
analysis to accelerated data can be used as supportive
data in conjunction with extrapolation of long-term
data. As described below, Arrhenius analysis can be
used to anticipate the impact of storage condition or
climate zone on the expiration dating interval.

IMPACT OF STORAGE CONDITION
OR CLIMATIC ZONE ON EXPIRATION
DATING INTERVAL

Arrhenius analysis of a given degradation process
yields a relationship between temperature and rate
constant. The results of such an analysis can be useful
in predicting the impact of changes in storage con-
ditions or climatic zone on expiration dating interval
of a given drug-product. In particular, Arrhenuis
analysis can be used to predict the relationship between
the expiration dating period and the label storage
conditions. In practice a given formulation and con-
tainer/–closure system may have different expiration
periods assigned to them, depending on where, i.e., in
which ‘‘climate zone,’’ they are being marketed. The
Arrhenius relationship between temperature and rate
constant is derived below.

For zero-order processes, by which many chemical
reactions can be modeled, the rate of disappearance
of the reactant A is constant and independent of its
concentration, as shown in Eq. (1):

�dA=dt ¼ k ð1Þ

Solving Eq. (1) yields Eq. (2):

A ¼ Ao � kt ð2Þ

where, A ¼ the amount of A remaining at time t,
Ao ¼ the initial amount of A, and k ¼ rate constant.

For reactions following zero-order kinetics, a plot of
A versus t yields a straight line whose slope is equal to
�k.

For first-order processes, the rate of disappearance
of the reactant A is proportional to the concentration
of A at any time t, as shown Eq. (3).

�dA=dt ¼ kA ð3Þ

The solution of the Eq. (3) yields Eq. (4):

ln A=Ao ¼ �kt ð4Þ

or

ln A ¼ �kt þ ln Ao

For stability data that follows first-order kinetics, a
plot of ln A vs. t will yield a straight line whose slope
is k. The rate constant k, in almost all cases, is a function
of the temperature T. For most pharmaceutical pro-
ducts, as T is increased, the rate constant and, therefore,
the rate of degradation increases. This is the basis for
the well known Arrhenius relationship that states that

Expiration Dating 1689



Excipients–
Expiration

for a given chemical reaction, the empirical relationship
between k and T may be described as in Eq. (5):

k ¼ boe�E=RT ð5Þ

or

ln k ¼ ln bo � E=RT

where, T ¼ Kelvin temperature, E ¼ activation energy,
R ¼ ideal gas constant, and bo ¼ constant depending
on the molecule of interest.

If a particular kinetic process follows Arrhenius’
Law, then a plot of lnk versus 1/T will yield a straight
line with a slope of E/R.

A good example of the application of Arrhenius
analysis is a pharmaceutical product whose shelf-life
is limited by degradation of the active ingredient A.
Using stability-indicating assays, the loss of A with
time at 25�C has been shown to follow zero-order
kinetics between 100 and 90% of the labeled amount.
In addition, data from accelerated studies at 40, 50,
and 60�C show the same zero-order behavior. If the
rate constants from the 25, 40, 50, and 60�C experi-
ments follow Arrhenius’ Eq. (5), then from the straight
line plot of lnk vs. 1/T for component A in this matrix,
the rate constant at any temperature in the data range
may be obtained by interpolation. Thus, knowing k for
any temperature and the time to be spent at that tem-
perature, the stability performance may be calculated
by Eq. (2). In other words, Arrhenius analysis can be
used to predict an expiration date at any temperature
owing to storage or climatie zone under which the
Arrhenius behavior is valid. Although useful for
obtaining an understanding of the impact of tempera-
ture changes on expiration dating, Arrhenius analysis
breaks down when the degradation mechanisms occur-
ring at one temperature are different from the degrada-
tion mechanisms occurring at other temperatures.

Grimm has used the Arrhenius relationship to deter-
mine ‘‘predictive factors’’ that can be used to predict
the shelf-life at long-term storage in various climate zones
from accelerated data.[13] For example, the degradation
rate at 40�C can be determined by multiplying the time
it takes the drug to degrade by 5% at 25 or 30�C by ‘‘pre-
dictive factors’’ for those temperatures. Using an acti-
vation energy of 83 kJ mole�1 Grimm derives predictive
factors of 5 and 3.3 for 25 and 30�C, respectively. Obvi-
ously, the use of ‘‘predictive factors’’ is only an approxi-
mation and breaks down when Arrhenius behavior at
different temperatures is not followed.

Impact of Post-Approval Changes
on Expiration Dating Period

Often, after a pharmaceutical drug product and its
associated dating period and storage condition have

been approved, there is a desire to change some aspect
of the product (e.g., production process, formulation,
packaging, etc.). When a postapproval change occurs,
the expiration dating period approved for the original
product must be justified for the product after the post-
approval change. To justify an expiration date after a
postapproval change has been made, various amounts
of new or different stability testing are required. Since
the last edition of this article, there has been significant
activity in the development of new regulations and
refinement of existing regulations corresponding to
stability testing required for postapproval changes.

The ICH Topic Q1C; Stability Testing: Require-
ments for New Dosage Forms is an annex to the parent
ICH guidance (issued 5/1997) Q1A and addresses the
recommendations for the data that should be submit-
ted regarding stability of new dosage forms by the
owner of the original application after the original sub-
mission for new active substances and medicinal pro-
ducts. In the United States, the FDA has issued
Scale-Up and Post-Approval Changes (SUPAC)
guidelines that dictate the stability testing requirements
for various postapproval changes for U.S. filings. The
available SUPAC guidances are listed below:[22]

1. SUPAC-IR: Immediate-Release Solid Oral
Dosage Forms: Scale-Up and Post-Approval
Changes: Chemistry, Manufacturing and Con-
trols, In Vitro Dissolution Testing, and In Vivo
Bioequivalence Documentation (Manufacturing
Equipment Addendum Issued 1/1999).

2. SUPAC-MR: Modified Release Solid Oral
Dosage Forms Scale-Up and Postapproval
Changes: Chemistry, Manufacturing and Con-
trols: In Vitro Dissolution Testing and In Vivo
Bioequivalence Documentation (Issued 10/6/97,
Manufacturing Equipment Addendum Issued
1/1999).

3. SUPAC-SS: Non-sterile Semisolid Dosage
Forms; Scale-Up and Post-Approval Changes:
Chemistry, Manufacturing and Controls; In
Vitro Release Testing and In Vivo Bioequieva-
lence Documentation (Issued 5/1997; Posted
6/16/1997, Addendum Issued 12/1998).

In Europe, two regulations have been introduced to
address ‘‘variations’’ to medicinal products, Regu-
lation (EEC) No. 541/95 and 542/95. For the
implementation of the procedures set out by these reg-
ulations, a number of guidances have been prepared
and an application form for a variation to a marketing
authorization has been issued.

In the United States, the approach for determi-
nation of stability testing required for a given change
follows a tiered approach, with more additional sta-
bility data obviously being required for more significant
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postapproval changes (SUPAC reference). Table 1,
reproduced from the FDA Guidance on Stability Test-
ing, describes the five stability data package types
required to support a postapproval change.

For each type of postapproval change, the above
table is used to help determine what type of Stability
Data Package should be filed. A discussion of the type
of Stability Data Package necessary for different changes
is found in the FDA Draft Guidance for Stability Test-
ing[11] and dosage form-specific information is available
in the SUPAC guidances listed above. For certain
changes no prior approval is needed, and a Changes-
Being-Effected supplement can be filed. This is not the
case in Europe, where all postapproval changes require
an amendment to be approved before marketing medici-
nal product manufactured with postapproval change.

EXTENSIONS OR REDUCTIONS
IN EXPIRATION DATING

Often after extensive stability data have been collected,
there is a desire to change the expiration dating of a
product. In particular, the available stability data
support either an extension or a reduction in the expir-
ation date approved in the original filing. Changes in
expiration dating is covered in the FDA guidance.

For example, the methods for obtaining an exten-
sion is outlined in the FDA guidance:[11]

1. Can be described in an annual report if criteria
set forth in the approved protocol are met. In
this case, the extension of the expiration dating
period must be based on full long-term stability
data obtained from at least three production
batches (21 CFR 314.70).

2. A prior approval supplement is necessary to
extend a tentative expiration date based on three
pilot-scale batches. The expiration dating remains
tentative until confirmed with full long-term data
from at least three production batches.

The methods for shortening an expiration date
is through a Changes-Being Effected supplement
(21 CFR 314.70 or 21 CFR 601.12).

UNRESOLVED ISSUES FOR
THE NEW MILLENNIUM

Two major issues still require attention: first, complete
harmonization of stability testing requirements through-
out the world remains to be achieved. In particular,
benefits could be obtained by harmonizing the ‘‘stress’’
testing requirements for different ICH member coun-
tries, complete harmonization of stability testing require-
ments for all Zone III/IV countries, and more extensive
harmonization of stability testing conditions between
Zone III/IV countries, where 30C/70%RH is the long-
term storage condition for stability studies, and ICH
member countries, where 30C/60%RH is the intermedi-
ate storage condition. The second unresolved issue is
worldwide harmonization of label storage statements.
Because the ultimate objective of a stability study is to
predict a product’s shelf-life at a particular label storage
condition, it makes sense that label storage statements be
harmonized much the way stability testing requirements
have been harmonized. Unfortunately, this is not the
case. Q1A suggests that labeling be based on each coun-
try’s requirements. These requirements are different for
most countries. For example, label statements in the
United States satisfy the USP, whereas in Europe, no

Table 1 Stability data package types to support a postapproval change

Stability data package Stability data at time of submission Stability commitment

Type 0 None None beyond the regular annual batches

Type 1 None First (1) production batch and annual batches
thereafter on long-term stability studies

Type 2 Three months of comparative accelerated data
and available long-term data on 1 batcha of
drug product with the proposed change

First (1) production batchb and annual batches
thereafter on long-term stability studiesc

Type 3 Three months of comparative accelerated data

and available long-term data on 1 batcha of
drug product with the proposed change

First (3) production batchb and annual batches

thereafter on long-term stability studiesc

Type 4 Three months of comparative accelerated data
and available long-term data on 3 batchesa of

drug product with the proposed change

First (3) production batchb and annual batches
thereafter on long-term stability studiesc

aPilot scale batches acceptable.
bIf not submitted in the supplement.
cUsing the approved stability protocol and reporting data in annual reports.
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labeling is required. In Japan, labeling is necessary only
if the product’s stability is less than 3 years. In the WHO
guidance, labeling is also defined by the requirements of
the country. As can be seen, harmonization of label sto-
rage statements still needs to be accomplished. More
thorough harmonization of stability testing require-
ments throughout the world and worldwide harmoniza-
tion of label storage statements is highly desirable to
streamline stability testing programs designed to support
a global marketplace.

CONCLUSIONS

Worldwide harmonization of stability testing require-
ments has made significant progress, but it is still
not complete (e.g., labeling requirements are country-
specific). In the last decade, the ICH guidances and
complementary regional guidelines have significantly
enhanced the level of harmonization of stability testing
requirements for Europe, Japan, and the United States.
The WHO guideline for stability testing of phar-
maceutical products containing well established drug
substances in conventional dosage forms and the
MERCOSUR guidance have begun to accomplish
harmonization of stability testing requirements in Zone
III/IV. There is still a considerable amount of harmoni-
zation to be achieved in Zone III/IV countries. As Zone
III/IV countries continue to harmonize, it will be inter-
esting to see whether a new intermediate condition is
adopted by the ICH that replaces 30C/60% RH, which
would allow worldwide harmonization of testing require-
ments to support determination of expiration dating
periods for each of the four climate zones of the world.
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INTRODUCTION

The issue of extractables and leachables in drugs and
packaging is one of the most complex, challenging, and
often (from a regulatory perspective) perplexing in all
of pharmaceutical development. Unlike drug substance
related impurities and degradation products, organic
leachables present in a drug product (and organic extrac-
tables potentially present) can represent a wide variety of
chemical structures and types, and exist at widely varying
concentrations in a particular formulation. Currently,
there is little regulatory guidance as to identification,
reporting, or safety qualification thresholds for drug pro-
duct leachables. Further, the extent of regulatory concern
is related not only to the identity and potential patient
exposure level of a particular organic leachable, but also
to the type of drug product, dosage form, and route of
patient administration. Organic extractables and leach-
ables therefore pose not only a significant qualitative/
quantitative analysis problem for analytical chemists, but
also a packaging component selection problem, safety
qualification problem, strategic regulatory problem,
and quality control problem for the entire pharmaceuti-
cal development/manufacturing team.

The goal of this article is to review and discuss the
current state of affairs in pharmaceutical development
with respect to the extractables/leachables issue and
drug product container closure systems/packaging
components. To this end, the article includes a dis-
cussion on the scope of the issue, followed by detailed
reviews and discussions of the regulatory implications
and analytical chemistry of organic extractables/
leachables. Although emphasis is placed throughout
the article on scientific and technical aspects of the
issue, all discussion is fully grounded in and correlated
with our current understanding of the regulatory
environment and appropriate regulatory guidances.
The overview includes reference to applicable scientific
literature, and original data are used to illustrate
important scientific concepts.

SCOPE OF THE EXTRACTABLES/
LEACHABLES ISSUE

A foundation for consideration of the extractables/
leachables issue is provided by the United States Food
and Drug Administration (USFDA) in its ‘‘Guidance
for Industry’’ documents,[1] which define extractables as:

‘‘Compounds that can be extracted from elastomeric
or plastic components of the container closure system
when in the presence of a solvent.’’

The document defines leachables as:
‘‘Compounds that can leach into the formulation

from elastomeric or plastic components of the drug
product container closure system.’’

To elaborate on these somewhat basic definitions,
extractables are chemical entities which can be extracted
(i.e., removed) using forcing conditions in the laboratory
from drug product container closure system compo-
nents, and leachables are chemical entities which migrate
under non-forcing conditions (i.e., normal storage or
accelerated stability) from container closure system com-
ponents into a drug product formulation. It is, therefore,
obvious that extractables are potential leachables.
For more discussion of nomenclature regarding the
extractables/leachables issue, the reader is referred to
the regulatory guidances referenced in this article and
to the commentary by Jenke.[2] Container closure system
components, also termed ‘‘packaging components,’’[3]

are grouped into two categories:

1. Primary Packaging Components: which are or
may be in direct contact with the dosage form.[3]

These include: containers (e.g., ampules, vials,
and bottles), container liners, closures (e.g., screw
caps, stoppers, and metering valves), closure
liners, stopper overseals, container inner seals,
administration ports, overwraps, etc.

2. Secondary Packaging Components: which are
not or will not be in direct contact with the
dosage form.[3] These include container labels,
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administration accessories, shipping containers,
etc. Note that even though secondary packaging
components are not in direct contact with the
drug product, they may still contribute leach-
ables under certain conditions.

Extractables and leachables, as defined above, are
associated with elastomeric (i.e., rubber) and/or plastic
components of drug product container closure
systems. Chemical additives/ingredients used in the
compounding and fabrication of container closure
system rubber and plastic components represent the
most significant source of chemical entities observed
as extractables/leachables. These chemical additives/
ingredients perform a variety of functions, and represent
a wide variety of chemical types.[4,5] Chemical ingredi-
ents are employed as polymerization/cross-linking
agents (as well as accelerators and activators), chemical
and physical plasticizers, age resistors/antidegradants
(including antioxidants and UV stabilizers), and fillers.[5]

Miscellaneous ingredients can include blowing agents
(e.g., azo-compounds and carbonates), colorants, flame
retardants (e.g., chlorinated hydrocarbons), homogeniz-
ing agents (e.g., resin mixtures), internal lubricants (e.g.,
amines, amides, and fluorocarbons), odorants, retarders,
and the list goes on.[5] Each functional ingredient
category contains representatives from several molecular
structure types. For example, consider the category of
age resistors/antidegradants, subcategory antioxidants,

which includes:[4–6] aromatic amines, sterically hindered
phenols, phosphites, phosphonites, and thioethers.

To further complicate the picture, chemical addi-
tives are often not pure compounds but mixtures of
related structures. The name or chemical designation
of the additive often represents only the primary
or most abundant chemical structure present. For
example, Fig. 1 shows a chromatogram from the
analysis by gas chromatography/mass spectrometry
(GC/MS) of ‘‘Abietic Acid,’’ which is an organic
chemical filler used in certain types of rubber. The
molecular structure of Abietic Acid (I) is:

Note, however, that the chromatogram shows this
additive to be in reality a complex mixture of chemical
entities, all of which could appear as extractables/
leachables.

Chemical additives can also react and degrade within
the elastomer/polymer matrix during or subsequent to
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Fig. 1 Total ion chromatogram (TIC) from the GC/MS analysis of commercial Abietic Acid dissolved in an organic solvent.
Abietic Acid is an organic filler material used in the compounding of certain types of rubber. The chromatogram clearly shows
that this organic additive contains many individual chemical entities.
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the compounding process. As an example of this, con-
sider the trivalent phosphorus, or phosphite, antioxidant,
a common tradename for which is Irgafos 168[4,6] (II; 2,4-
bis(1,1-dimethylethyl)phenol phosphite). This compound
reacts with and thereby destroys oxidizing agents, such as
hydroperoxides (ROOH), to form the corresponding
pentavalent phosphorus species, or phosphate (III):

When Irgafos 168 is known to be a chemical ingredient in
a packaging component it is, therefore, necessary to con-
sider both the phosphite (reactant) and phosphate (pro-
duct) in extractables/leachables studies. This is but a
simple example, as other antioxidant systems, such as
hindered phenols (e.g., 2,20-methylenebis (4-methyl-6-tert-
butylphenol), can undergo even more complex degrada-
tion chemistries when they react with singlet oxygen,
forming quinones and hydroperoxides, which can in turn,
cascade to other more highly oxidized species.[6] One must
also consider the potential reactivity of organic leachables
with various components of a drug product formulation.
For example, stearic acid can react with ethanol present in
certain inhalation drug products to form the correspond-
ing ethyl ester, ethyl stearate.

As if the extractables/leachables situation were not
sufficiently complex considering only chemical addi-
tives, one must also consider the following:

� Monomers and higher molecular weight oligomers
derived from incomplete polymerization reactions.

� Migrants from secondary packaging components,
such as inks and label adhesives.

� Surface residues, such as heavy oils and degreasing
agents on the surfaces of metal canisters and
containers.

� Chemical additives on the surfaces of container
closure system component fabrication machinery,
such as mould release agents, antistatic and antislip
agents, etc.

� Chemical entities from the storage environment
(i.e., ‘‘very’’ secondary packaging components), such
as volatiles from cardboard shipping containers or
plastic storage bags.

It is clear that to understand extractables and
leachables, and to conduct appropriate and successful
extractables/leachables studies, a thorough under-
standing of each container closure system component
is required. Such an understanding should include the
following:

1. The elastomeric/polymeric or other material
constituting the principal structure of the compo-
nent (e.g., high-density polyethylene, ethylene–
propylene–diene rubber, and stainless steel).

2. The polymerization/cross-linking/curing process,
or processes, for the component base polymer,
including any chemical additives employed.

3. The compounding/fabrication process, or pro-
cesses, including any additives designed to assist
in compounding/fabrication.

4. All individual chemical additives/ingredients in
the component, including the composition and
chemistry of each individual additive.

5. All cleaning/washing processes for finished
components, including knowledge of cleaning,
washing, or other agents.

6. The storage/shipping environment for both
components and drug product, if the potential
for environmental leaching exists.

Complete information is important in order to assist
in the initial selection of container closure components,
design laboratory extraction studies for components,
and to establish a linkage, or correlation, between
potential leachables (i.e., extractables) and observed
leachables in a particular drug product. Such a corre-
lation is required by regulatory guidances for certain
dosage forms.[1,7]
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REGULATORY IMPLICATIONS

The following discussion on the regulatory implica-
tions of the extractables/leachables issue is primarily
based on the currently understood requirements of
the USFDA as described in their various guidance
documents referenced in this article. As stated by
Petersen[8] with reference to Langlade,[9] ‘‘the perspec-
tive of European authorities regarding extractables
from primary packaging components is close to the
United States’ view.’’ However, the reader is advised
that the world wide regulatory environment for
extractables and leachables is a constantly evolving
one, and further, the rate of evolution is a function of
drug product type as well as other factors. Anyone tak-
ing up a pharmaceutical development project involving
extractables/leachables is, therefore, encouraged to
keep abreast of all current regulatory guidances and
other requirements in all applicable geographic regions.

The Federal Food, Drug and Cosmetic Act,
Sections 501 and 502[3] prohibits the adulteration or
misbranding of drugs and devices. Section 505 of the
act requires a full description of methods, facilities,
and controls used for packaging drugs. The codifi-
cation of this legislation as cited in 21CFR 211.94
states ‘‘drug product containers and closures shall
not be reactive, additive or absorptive so as to alter
the safety, identity, strength, quality, or purity of the
drug beyond the official or established requirements.’’
In addition, there is a requirement for written test
methods, standards or acceptance criteria for drug
product containers and closures.

Adequate information must be provided to demon-
strate the suitability of the container closure system.
The United States Pharmacopeia (USP) has published
test methods and acceptance criteria, which are found in
the General Notices and Requirements (Preservation
Packaging, Storage, and Labeling) section of the
USP.[10] The data generated from USP methods
provide general materials characterization; however,
the USP does not have methods that will satisfy a com-
plete qualification of a container closure system, as
currently understood from other regulatory guidances
referenced in this article.

The current USFDA policies for qualification of
container closure systems are described in ‘‘Guidance
for Industry: Container Closure System for Packaging
Human Drugs and Biologics.’’[3] This guidance was
prepared by the Packaging Technical Committee of
the Chemistry, Manufacturing and Controls Coordi-
nating Committee in the Center for Drug Evaluation
and Research (CDER) and in conjunction with the
Center for Biologics Evaluation and Research (CBER)
at the USFDA. The guidance provides recommenda-
tions but does not suggest specific test methods and
acceptance criteria, or provide a comprehensive list

of tests. Test methods and acceptance are to be based
on good scientific principles for each specific system
or product, and actual data from the packaging system
should be used to set acceptance criteria to ensure
batch-to-batch uniformity of packaging components.
Note that this guidance document also provides in its
attachments, a comprehensive reference to regulatory
requirements, including the Federal Food, Drug, and
Cosmetic Act, the Code of Federal Regulations, the
US Pharmacopeia/National Formulary, Compliance
Policy Guides, and other USFDA regulatory guidance
documents.

Suitability studies must be conducted and accepted
for the initial qualification of a component or container
closure system for its intended use. Suitability for
intended use is established based on four fundamental
principles:

1. The container closure system should provide the
dosage form with adequate protection.

2. Packaging components should be compatible
and not interact with product to cause unac-
ceptable changes in quality.

3. The container closure system should perform/
function in the manner in which it was designed.

4. Packaging components should be constructed
of safe materials that will not leach harmful
or undesirable substances into a patient.

After an application for a new drug product is approved,
quality control tests must be established to demonstrate
that the container closure system and all of its compo-
nents possess the characteristics established in the
original suitability studies. The appropriate packaging
system should be included in all applicable stability pro-
tocols and observed for instability and drug product
leachables.

The type and extent of suitability information,
including that related to extractables and leachables,
that should be provided in an application will depend
on the dosage form and the route of administration.
Typical suitability, quality control and stability infor-
mation to be submitted in support of an original appli-
cation for a drug product is outlined in the guidance
document.[3] Details are also provided for injectable
and ophthalmic drug products,[3] topical drug products
and topical drug delivery systems,[3] solid oral drug
products and powders,[3] and various inhalation drug
products.[1,7] Note that a comprehensive study is
appropriate for injection, inhalation, ophthalmic or
transdermal products, as these have the highest degree
of concern regarding the likelihood of packaging
component-dosage form interaction.[3] Such a compre-
hensive study involves a package component extrac-
tion study (also termed ‘‘Control Extraction Study’’),
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a leachable study, and a toxicological evaluation of the
extractable substances. Extractable/leachable studies
are outlined in Attachment C of the container closure
guidance document.[3] Qualification on the materials
of construction for the entire system must be con-
sidered. The suitability of plastic, elastomer, metal,
and glass materials, as well as that of associated pack-
aging components, secondary packaging components,
bulk containers, laminate structures, adhesives, heat
sealing and welding processes need to be individually
evaluated.

Inhalation drug products, also referred to as orally
inhaled and nasal drug products (OINDPs; including
inhalation aerosols and solutions, nasal aerosols and
sprays), have a high likelihood of packaging component-
dosage form interaction,[3] and therefore have individ-
ual USFDA guidance documents.[1,7] As an example,
consider the metered dose inhaler (MDI), shown

schematically in Fig. 2.[11] This MDI container closure
system includes the following:

� A metal canister designed to contain the drug
product formulation under pressure.

� A valve designed to ‘‘meter’’ the dose of drug pro-
duct to the patient. This valve can include both
plastic and rubber components, and is joined to
the canister with an elastomer seal.

� A mouthpiece/actuator designed to both manually
actuate the dose-metering valve and deliver the
actuated dose into the patient’s mouth.

The drug product formulation contained in an MDI is
composed of a propellant [usually a chlorofluorocar-
bon (CFC), or related material], drug substance(s)
either in solution or suspension, and various excipients
designed to stabilize the formulation (including etha-
nol, oleic acid, soy lecithin, etc.). The propellant (and
some excipients such as ethanol) can act as a powerful
organic solvent and leach additives and other chemical
entities out of the elastomer and plastic components
of the MDI valve, as well as organic residues from
the metal canister inner surface and valve inner sur-
faces. There is, therefore, a high probability that for
an MDI drug product any chemical entity that appears
as an extractable will also appear as a leachable. In
other words, there is a high probability of a complete
qualitative ‘‘correlation’’ between known extractables
and observed leachables. Of all drug products and
container closure systems, the MDI has the highest
likelihood of packaging component-dosage form inter-
action, and therefore, the highest degree of concern
regarding leachables. The available USFDA regulatory
guidance[7] requires significant information related to
extractables (i.e., potential leachables) be provided
for an MDI valve in a new drug application:

� Composition and quality of materials of the valve
components.

� Treatment procedures of elastomeric components
(e.g., cleaning, preextraction, washing, and drying)
before valve assembly.

� Control extraction studies for elastomeric and
plastic components.

� Toxicological evaluation of extractables.
� Acceptance criteria, test methods, and sampling

plans [including qualitative and quantitative
extractable profile(s)].

Similar information is required for the metal canister
and actuator/mouthpiece.[7] The guidance further
requires that the drug product be evaluated for leach-
ables with appropriately validated test methods, and that
appropriate acceptance criteria for the levels of leached
compounds in the formulation should be established,

Fig. 2 Schematic representation of a MDI drug product.

This image was kindly provided by Bespak, Europe, and is
reproduced with their permission.
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along with a correlation between extractables and
leachables.

Although the guidance documents are extensive
and comprehensive, significant uncertainty still exists
to challenge a pharmaceutical development team. The
greatest degree of uncertainty involves identification,
reporting, and safety qualification thresholds for
organic extractables/leachables, and ‘‘best practices’’
for the conduct of extractables/leachables pharmaceu-
tical development studies (including control extraction
studies, routine extraction tests and acceptance criteria,
etc.). This is true not only of inhalation drug products,
but other dosage forms as well. Recently, the Inter-
national Pharmaceutical Aerosol Consortium for
Regulation and Science (IPAC-RS) proposed such
thresholds and best practices for inhalation drug
products.[12]

The exact meaning of the term ‘‘correlation’’ with
regard to extractables and leachables is also uncertain.
Correlation likely includes the following:

1. Each chemical entity identified as a drug
product leachable under appropriate stability
storage conditions was also identified as an
extractable from one or more container closure
system component (i.e., qualitative correlation).

2. The observed level of a given leachable at the
end of drug product’s shelf life was less than
or equal to the potential level of the qualitat-
ively correlated extractable as measured in
appropriate container closure components (i.e.,
quantitative correlation).

3. Qualitative and quantitative leachables/extract-
ables correlations exist for multiple container
closure system component batches/lots, and
multiple drug product batches/lots.

ANALYSIS OF EXTRACTABLES
AND LEACHABLES

As described above, individual packaging components
will invariably contain complex mixtures of chemical
entities (e.g., additives and oligomers), many if not
most of which are at relatively trace levels (i.e., mg/g
and lower). The principles of Trace Organic Analysis,
as developed in the environmental, geochemical, and
bioanalytical fields, can be applied to the problem
of identification and quantification of these individ-
ual chemical entities, whether as extractables or as
leachables.[13] The general process is as follows:

1. Gain as much understanding as practically
possible regarding the nature of the analyte mix-
ture and the matrix, which contains the analyte
mixture.

2. Remove the analyte mixture from the matrix.
3. Separate the analyte mixture into individual

chemical entities to the extent practical.
4. Employ detection techniques capable of pro-

ducing chemical information specific to the molec-
ular structure and concentration/mass of each
individual chemical entity in the analyte mixture.

As applied to the analysis of extractables/leachables,
one would first gain a detailed understanding of all
primary and secondary packaging components and
their manufacturing/fabrication processes (as described
above), as well as detailed qualitative and quantitative
knowledge of the drug product formulation. Armed
with a thorough understanding of potential analytes
and their matrices, extraction/analyte recovery proce-
dures designed and optimized to remove the complex
mixture of extractables/leachables from the packag-
ing component or drug product formulation matrix,
combined with separation and compound specific
detection of individual extractables/leachables can
be developed.

Removal of extractables from an elastomer or
plastic matrix can be accomplished by a variety of
techniques, including solvent extraction (e.g., reflux
and Soxhlet), supercritical fluid extraction, thermal
evolution, etc. Jenke[2] has thoroughly discussed and
classified extraction strategies for container closure
system components associated with a drug product
leachables assessment. His discussion is based on two
so-called ‘‘directives’’ paraphrased as follows:

1. The extraction conditions employed cannot
materially change the nature of the leachables
survey or profile.

2. Any extraction process must be technically
justified in terms of its ability to produce the
same leachable profile as would be obtained
under the worst case of actual product use.

In other words, extraction procedures used in control
extraction studies and for routine extraction tests of
container closure system components must produce
extractables profiles that can be qualitatively and
quantitatively correlated with drug product leachables
profiles to the proposed end of a drug product’s shelf
life. As stated in the regulatory guidance:[3]

‘‘The ideal situation is for the extracting solvent to

have the same propensity to extract substances as the
dosage form, thus obtaining the same quantitative
extraction profile.’’

The reader is encouraged to review Jenke’s detailed
discussion, nomenclature, and classification process
for extraction strategies.[2] Jenke has also published a
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thorough review, with 123 reference citations, related
to the analysis of extractables/leachables associated
with various plastic container closure system compo-
nents.[14] The review considers both extraction (analyte
recovery) and analytical methods.

The most useful and applicable analytical techniques
for the identification and quantitation of extractables/
leachables involve the combination of either GC or
liquid chromatography (LC or HPLC) with compound
specific[13] or other detection systems. This is recognized
in the regulatory guidances.[7] In a second review, with 36
citations, Jenke discusses chromatographic methods
used to identify and/or quantify extractables/leachables
in various drug products.[15] For identification, combined
GC/MS and LC/MS have seen wide application in all
areas of trace organic analysis, including extractables/
leachables. A review of MS and its application in the
pharmaceutical industry appeared in the previous edition
of this encyclopedia.

It is important, however, to remember that no ana-
lytical method, technique, or combination of methods
and techniques can provide complete assurance that
every individual extractable/leachable associated with
a drug product and its container closure system has
been detected and identified. To quote Jenke:

‘‘The ability to compositionally characterize a delivery
system by direct chemical/instrumental analysis remains
a goal, rather than an accomplishment, of modern ana-
lytical chemistry.’’[2]

This is nothing more than a statement of the Problem
of Induction in scientific research, and the interested
reader is referred to Popper[16] for a detailed discussion
and analysis of such philosophical issues.

Gas Chromatographic Analysis
of Extractables/Leachables

One of the first applications of GC to the qualitative
analysis of extractables from pharmaceutical packag-
ing materials was that reported by Kiang[17] who used
GC/MS to solve a number of problems, including the
identification of a trace contaminant found in a sec-
ondary amine antioxidant used in packaging material.
As stated previously, Jenke[15] has reviewed a number
of GC applications involving both GC/MS and
GC/flame ionization detection (FID). Additionally,
Paskiet[18] used GC/MS in combination with other
analytical techniques as part of an overall strategy
for determining extractables from rubber packaging
materials, and Zhang et al.[19] used GC/MS to identify
extractables from rubber closures used for prefilled
semisolid drug applicators.

To be amenable to gas chromatographic analysis, a
compound must volatilize without thermal decomposi-
tion and not interact with the analytical system in such
a manner so as to cause irreversible surface adsorption
or surface catalyzed decomposition. In addition, the
polarities of the various chemical entities to be analyzed
must be considered so that an appropriate GC separ-
ation mechanism (i.e., partitioning, adsorption, etc.)
can be chosen. Although these factors might seem to
suggest that GC is a very selective analytical technique,
in fact a wide variety of chemical entities which can
appear as extractables and leachables are amenable to
GC separation and analysis.[15]

The application of GC/MS for extractables/
leachables qualitative analysis is best elucidated using
example data. A GC/MS extractables ‘‘profile,’’ in
the form of a TIC, derived from the analysis of a sol-
vent extract of an elastomeric packaging component
is shown in Fig. 3.[13] Note that each chromatographic
peak in the profile represents an individual chemical
additive, additive degradation product, oligomer,
structurally related species, etc. contained in the elasto-
mer matrix. A similar GC/MS extractables profile
from a second elastomeric packaging component is
shown in Fig. 4. In contrast to the profile in Fig. 3, this
particular profile is dominated by a rather significant
envelop of poorly resolved chemical entities, which
suggests that this component contains a heavy oil,
possible an ‘‘extender oil,’’ within its matrix. Several
distinct peaks are coeluting with the oil envelope and
these are determined to be the other chemical additives
from the elastomer. Fig. 5 shows an extractables profile
derived from a plastic (polypropylene) packing com-
ponent. In sharp contrast to the elastomer profiles, this
profile is dominated by polypropylene oligomers
(along with one lone antioxidant peak). This is typical
of GC/MS extractables profiles derived from plastic
materials. Note that if these elastomer and plastic
materials were employed in the fabrication of an MDI
valve and/or seals, then everything that appears in
these extractables profiles would appear in a combined
leachables profile.

GC/MS analyses most often employ one of two
complementary ionization processes, electron ioniza-
tion (EI) or chemical ionization (CI). This is because
both EI and CI are gas phase ionization phenomena
and are therefore well suited to interface with a separa-
tion technique (GC) that is also accomplished in the gas
phase. The extractables profiles shown in Figs. 3–5
along with the Abietic Acid GC/MS analysis shown
in Fig. 1, were acquired using GC/MS with EI. The
EI ionization process is based on the interaction of
an energetic electron beam (70 eV) with neutral analyte
molecules in the gas phase, producing a radical cation,
or molecular ion (Mþ�) that can undergo fragmen-
tation in the gas phase after redistribution of excess
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Extractables–Fluid internal energy through the chemical bonds of the
molecular ion. EI fragmentation processes and mec-
hanisms have been extensively studied and can
be interpreted and predicted based on fundamental
chemical principles.[20,21] Further, owing to the kinetic
nature of the process, EI spectra are highly reproduc-
ible from one mass spectrometer to another, making

it possible to employ computerized libraries of spectra
compiled from many instruments and sources to aid in
compound identification. Fig. 6 shows an EI spectrum
(A) from one of the peaks in the Fig. 3 extractables
profile, along with a ‘‘best fit’’ library search result
(B). One does not need to be an expert in mass spectral
interpretation to conclude that this extractable has
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Fig. 3 TIC from the GC/MS analysis of an elastomer methylene chloride extract. (From Ref.[13], reproduced with permission

from American Pharmaceutical Review.)
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Fig. 4 TIC from the GC/MS analysis of a methylene chloride extract from a second type of elastomer (compare with the TIC in
Fig. 1).
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been positively identified as zinc dimethyldithiocarba-
mate (IV), which is a known vulcanization accelerator:
Note that the monoisotopic molecular ion is at m/z
(mass-to-charge ratio) 304, which is the lowest mass
ion in a cluster spanning m/z 304 to m/z 309. These
higher mass versions of the molecular ion are because
of the naturally abundant stable isotopes of Zn, along
with lesser contributions from those of C, H, N, and S
(note that the molecular weight of this compound from
the Periodic Table is 305.80, which takes the stable iso-
topes into account). This isotope pattern is also observed
in the fragment ions at m/z 216 and m/z 184 whose
structures are respectively (V, VI):

The ‘‘base peak’’ at m/z 88 is (VII):

Fragmentation processes and mechanisms are discussed
in greater detail below.

The single most important piece of information in a
mass spectrum is the molecular ion, which indicates the
monoisotopic molecular weight of the analyte.
McLafferty and Turecek[20] have discussed in detail the
recognition of the molecular ion in an EI mass spec-
trum (also note the discussion above). For GC/MS
molecular ion confirmation, it is often useful to employ
an alternative ionization technique called CI. CI has
been discussed and reviewed in detail by Harrison.[22]

In CI, the ion source (which is usually a standard EI
source with certain modifications) is pressurized to
about 1 torr with a so-called ‘‘reagent gas,’’ which is
ionized by the electron beam producing a steady-state
concentration of reagent gas ions whose identity and
relative concentrations in the ion source depend on
the particular gas, its pressure within the ion source,
and the source temperature. Commonly used reagent
gasses include methane, isobutane, and ammonia. The
reagent gas ions in the source can then collide and
react with neutral analyte molecules eluting from the
GC column in the gas phase. In the case of ammonia,
one usually observes proton transfer producing
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Fig. 5 TIC from the GC/MS analysis of a methylene chloride extract of a plastic (polypropylene).
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[M þ H]þ and cluster ions such as [M þ NH4]þ.
Fig. 7 shows EI and CI (ammonia) spectra of a phe-
nolic antioxidant. Note that the highest mass ion in
the EI spectrum is m/z 368, that which is hypothesized
to be the molecular ion. The ammonia CI spectrum
shows a higher mass ion at m/z 386—which is 18 mass
units higher ([M þ NH4]þ) and confirms the molecu-
lar weight of this analyte to be 368. Note that CI is a
thermodynamically controlled rather than a kinetically
controlled process, which can result in significant varia-
bility in CI spectra over time and between instruments.
Computerized libraries of CI mass spectra therefore
have very limited utility.

GC/MS can also be used to quantitate extractables
and leachables with extremely high selectivity, speci-
ficity, and sensitivity. For example, Norwood et al.[23]

used GC/MS with selected ion monitoring to quanti-
tate polycyclic aromatic hydrocarbons (PAHs) as
leachables in suspension MDI drug products. The ana-
lytical method employed a ‘‘cold filtration’’ technique
to remove suspended drug substance and excipients,
followed by GC/MS analysis. Stable isotope labeled

analogues of target PAHs were spiked into the drug
product and used as internal standards, correcting for
analyte recoveries. The analytical method was able to sep-
arate and individually quantitate 17 target PAHs, pre-
sumably derived from carbon black filler in the MDI
valve elastomeric seals. The method was validated
with respect to linearity, precision, limit-of-detection/
quantitation, selectivity, and ruggedness. Limits-of-
quantitation ranged from 4 ng/inhaler (e.g., naphthalene)
to 30 ng/inhaler (benzo(ghi)perylene). Note that PAHs
are a class of leachables of special interest in the regulat-
ory guidance for MDIs,[7] and therefore require special
attention from a pharmaceutical development team.

MS is not the only highly sensitive and selective
detection system that can be interfaced with GC.
For example, consider another compound class of
special safety concern as extractables/leachables,
N-nitrosamines.[7] N-Nitrosamines are formed during
mixing and vulcanization of certain types of rubber,
by the reaction of various secondary amines with
nitrosating agents[24] and can be found at trace levels
(ng/g) in components fabricated from these rubbers.
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Fig. 6 EI spectrum from an unknown elastomer extractable (A), with a ‘‘best fit’’ computerized library match (B).
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For additional information on N-nitrosamines in
rubber, the reader is referred to Spiegelhalder and
Preussmann,[25] Stevenson and Virdi,[26] and Layer and
Chasar.[27] N-Nitrosamines are detected with high sen-
sitivity and selectivity by GC interfaced with Thermal
Energy Analysis (TEA�)[28] detection (GC-TEA),
which uses the phenomenon of chemiluminescence.
N-Nitrosamines extracted from rubber[29] elute from
the GC into a pyrolyzer where they release nitrosyl
radicals (�NO), which are then oxidized with ozone to
form electronically excited nitrogen dioxide (NO2

�).
The NO2

� decays back to a ground state, and in doing
so emits characteristic radiation (hn) which is detected
by a photomultiplier.[30] The selectivity and the result-
ing potential of high sensitivity of this system should
be obvious to the reader.

Liquid Chromatographic Analysis
of Extractables/Leachables

There are many organic compound classes that are not
amenable to analysis by GC owing to poor volatility,
thermal instability, or polarity. A great many of these

are amenable to separation and detection by analytical
methods employing LC, most often, high performance
liquid chromatography (HPLC). HPLC employs a
liquid mobile phase with the separation column held at
or slightly above room temperature. Analyte volatility
is therefore not relevant, and thermal decomposition is
not usually possible. HPLC systems can include various
detectors, including spectrophotometers (single or vari-
able wavelength UV/visible, diode-array UV/visible,
fluorescence), and mass spectrometers (LC/MS).
Although other detectors such as diode-array can pro-
vide some compound specific information, LC/MS is
by far the most useful system for the qualitative analysis
of extractables and leachables.[13]

Modern LC/MS systems employ two ionization
processes that are accomplished at atmospheric press-
ure, termed ‘‘electrospray’’ (ESI)[31] and ‘atmospheric
pressure chemical ionization’(APCI).[32] In a typical
ESI source, the eluent from the HPLC column com-
posed of liquid mobile phase and analyte molecules
passes through a stainless steel capillary with a high
positive or negative potential applied to the end
(3–5 kV).[33] The electric-field causes instantaneous

Fig. 7 EI (B) and ammonia CI (A) mass spectra from an unknown elastomer extractable.
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vaporization (termed ‘‘nebulization’’) of the eluent
into a spray of very small droplets that pass through
an evaporation chamber that is heated slightly to
prevent condensation. During this process, the droplets
evaporate rapidly, reduce in size, and increase their
surface charge density until charge repulsion causes
ions (both mobile phase and analyte) to be ejected.
The vaporization process is so rapid that equilibrium
is not attained and thus many of the droplets have a
significant positive or negative surface charge. These
ions are guided into the mass spectrometer for analysis.
In APCI, the ESI capillary probe is replaced by an
externally heated probe (usually held between 300�C
and 500�C) through which the HPLC column eluent
passes. The heated probe, assisted by nebulization
gas (nitrogen), produces a fine mist of droplets that
enter the region of a corona discharge. The discharge
ionizes mobile phase molecules producing a steady-
state population of mobile phase ions in the source.
These mobile phase ions can undergo ion-molecule
reactions with neutral analyte molecules to produce
analyte molecular ions, just as is accomplished in gas
phase CI (hence the term ‘‘APCI’’). The resulting ions
are then guided into the mass spectrometer for analysis
as in ESI. Note that the entire ESI and APCI processes
takes place outside of the mass spectrometer proper
(i.e., the high vacuum region) which serves to make
such LC/MS systems extremely rugged compared to
previous generation systems. The reader is advised that
the above descriptions of ESI and APCI are intended
to be general, and that instrumentation from various
manufacturers can differ in detail.

Empirically, ESI and APCI have similarities and
differences and are in many ways complementary.
Both operate at atmospheric pressure, are relatively
‘‘soft’’ thermodynamically controlled ionization pro-
cesses producing little molecular ion fragmentation,
and are extremely rugged and robust. ESI often reflects
solution chemistry with mobile phase pH therefore
being a factor, and multiply charged ions often observed.
ESI also performs best with most ion sources at relatively
low HPLC flows (approximately 10mL/min), requiring
flow splitting for analytical scale HPLC. In contrast,
APCI is a gas phase process with gas phase ion chemistry
in control. APCI also tends to work best in most ion
sources at higher HPLC flows (1 mL/min, for example),
making it a good match for analytical scale HPLC.

The application of LC/MS for extractables/
leachables qualitative analysis is also best elucidated
using example data. Fig. 8 shows equivalent regions
from two APCI LC/MS analyses of an extractables
profile (positive and negative ion APCI). The overlaid
chromatographic traces include: (i) positive ion APCI
TIC; (ii) UV at 280 nm from an in-line diode-array
detector; (iii) negative ion APCI TIC; and (iv) m/z
170 from the positive ion APCI analysis. Note that a
number of peaks are apparent in the UV chromato-
gram, some of which can be just seen above the noise
in the positive ion APCI TIC and none in the negative
ion APCI TIC. This does not reflect poor APCI sensi-
tivity, but is the result of the positive ion experiment
being dominated by mobile phase positive ions and
the negative ion experiment being highly selective.
The mass chromatogram (m/z 170) was extracted from

0.00 2.00 4.00 6.00 8.00 10.00 12.00
Time15

100

%

−63

100

%

43

100

%

0

100

%

7.44

6.792.43
−0.12

5.34 12.68

7.39

12.71

A

B

C

D

Fig. 8 Various chromatograms (from D to A: m/z 170, APCI þ TIC, UV at 280 nm, APCI � TIC, extracted ion current pro-
file from APCIþ) from APCI LC/MS analyses of an elastomer solvent extract.
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the positive ion data and clearly corresponds to the
first major UV peak. It is often necessary to employ
mass chromatograms, also termed ‘‘extracted ion cur-
rent profiles,’’ to assist in the interpretation of APCI
and ESI data. Positive ion APCI spectra from three
extractables, including the m/z 170 component, are
shown in Fig. 9. The molecular weight 169 chemical
entity, [M þ H]þ at m/z 170 and [M þ H þ
acetonitrile]þ at m/z 211, is diphenylamine (VIII):

The other two components are respectively isopropyl-
diphenylamine (IX), [M þ H]þ at m/z 212 and
[M þ H þ acetonitrile]þ at m/z 253, and bis-2-ethyl-
hexylphthalate (X), [M þ H]þ at m/z 391:

The diphenylamines are two of the main components
of a diphenylamine-acetone condensate antioxidant
system, and the phthalate is a common plasticizer.
All three can also be analyzed by GC and GC/MS.
Adduct ions, such as those with protonated acetonitrile
from the HPLC mobile phase, are useful for molecular
weight confirmation.

Negative ion APCI spectra from three other extrac-
tables are shown in Fig. 10. These are palmitic acid,
[M � H]� at m/z 255 and [2M � H]� at m/z 511
(XI), the phenolic antioxidant 2,20-methylene–bis-(6-tert-
butyl-4-ethylphenol), [M � H]� at m/z 367 and
[M þ trifluoroacetate]� at m/z 481 (XII), and the phe-
nolic antioxidant Irganox 1076 (Benzenepropanoic
acid, 3,5-bis(1,1-dimethylethyl)-4-hydroxy-, octadecyl
ester), [M � H]� at m/z 529 (XIII):
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Fig. 9 Positive ion mass spectra from an APCI LC/MS analysis of an elastomer solvent extract (note chromatograms in Fig. 8).
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Note that palmitic acid does not have a chromophore
and would, therefore, not be visible in the UV trace.
In general, negative ion APCI and ESI are sensitive to
those compounds that can easily deprotonate (e.g.,
acids and phenols) or attach a negative ion either in
the gas phase or in solution, while positive ion APCI
and ESI are sensitive to compounds with relatively
high proton affinity (e.g., amines and low oxidation
state sulfur compounds). As ESI and APCI can be
complementary, so positive ion and negative ion can
be as well. Consider Fig. 11 which shows a more

restricted region of these same positive and negative
ion APCI LC/MS analyses, but includes mass chroma-
tograms from m/z 168 (positive APCI) and m/z 166
(negative APCI). The mass spectra from the resulting
detected peak are shown in Fig. 12. The positive ion
spectrum shows an ion with apparent stable isotopes of
sulfur at m/z 168 with acetonitrile adduct at m/z 209,
suggesting a molecular weight of 167 (m/z 142 and 177
are background ions). The negative ion spectrum con-
firms this with a deprotonated molecular ion at m/z
166, again showing sulfur isotopes. This extractable is

Fig. 10 Negative ion mass spectra from an APCI LC/MS analysis of an elastomer solvent extract (note chromatograms in
Fig. 8).
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Fig. 11 Various chromatograms from APCI LC/MS analyses of an elastomer solvent extract (region of greater expansion).
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mercaptobenzothiazole (XIV), another of the
‘‘special concern’’ extractables/leachables for inhalation
products:[7]

The relatively soft nature of the atmospheric pressure
LC/MS methods is obvious from the spectra shown in
Figs. 9, 10, and 12. To generate fragmentation, it is

common to employ so-called tandem mass spectrometry
(or MS/MS) experiments. The different types of MS/MS
experiments and instruments have been described by
Busch, Glish, and McLuckey.[34] As an example, consider
the ‘‘product ion’’ spectrum, from a triple quadrupole
mass spectrometer, of tetramethylthiuram disulfide, a
vulcanization accelerator and known nitrosamine precur-
sor (XV) shown in Fig. 13:
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Fig. 12 Positive (B) and negative (A) ion APCI mass spectra of 2-mercaptobenzothiazole.
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Fig. 13 Product ion MS/MS spectrum from the protonated molecular ion of tetramethylthiuram disulfide.
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In the triple quadrupole MS/MS experiment, the
first quadrupole mass filter is used to select a parent
ion, in this case the protonated molecular ion of the
compound (m/z 241). The second quadrupole is filled
with gas, in this case argon, and acts as a collision
cell allowing the mass selected parent ion to collide
and thereby gain internal energy for fragmentation
while maintaining ion beam focus. Finally, the third
quadrupole mass analyzes the resulting product ions
producing the mass spectrum in Fig. 13. Consider
further, if we were able to measure the mass of the
parent ion and each fragment ion with high accuracy,
as can be accomplished on several types of mass
spectrometer, including the time-of-flight (TOF) mass
spectrometer. Accurate masses allow the determination
of elemental compositions and thereby molecular
formulas for parent and fragment ions. Such an experi-
ment was accomplished for this analyte and the
results can be incorporated in a fragmentation scheme
as follows:

Note that accurate mass measurements can be obtained
for EI and CI as well as ESI and APCI spectra. This rela-
tively simple example gives some idea of the power of
modern MS for extractables/leachables testing, and trace
organic analysis in general. Using state-of-the-art instru-
ments, such as hybrid TOF and Fourier Transform mass

spectrometers, an enormous amount of information can
be generated for even smaller levels of analyte.

Numerous examples exist in the literature for LC/MS
applications in pharmaceutical development, but only
a few for the analysis of extractables and leachables.
Of note are the works of Wu et al.[35] who used ESI
LC/MS to identify extractables from stoppers in biotech
products, Tiller et al.[36] who used data–dependent
LC/MS/MS to identify leachables from adhesives used
in pharmaceutical products, Castner, Williams, and
Bresnick[37] who used LC/MS to identify BHT (butyla-
tedhydroxytoluene) in a lyophilized drug product, and
Yu, Block, and Balagh[38] who identified and quantified
polymer additives by LC/MS. Other examples, as well as
the numerous applications of HPLC to extractables/
leachables testing, have been reviewed by Jenke.[14,15]

Note that Jenke[14] also cites references to the use of
other related analytical techniques, including Head-
space GC, high performance thin layer chromato-
graphy (HPTLC), supercritical fluid chromatography
(SFC) /MS, and supercritical fluid chromatography/
Fourier transform infrared spectroscopy (SFC/FTIR).

Other Analytical Techniques for Organic
Extractables and Leachables

Thermal analysis techniques have been extensively
employed for elastomer and polymer characterization,
and some examples of their potential for extractables/
leachables characterization are worthy of mention (the
reader is also referred to the reviews by Sircar[39] and
Zeyen[40]). Notable is the work of Moehler, Stegmayer,
and Kaisersberger[41] who investigated the possible
uses of thermal analysis for quality control in the rub-
ber industry. They reported the quantitative analysis of
vulcanizates by Thermogravimetric Analysis (TGA),
and the analysis of rubber formulations containing
various additives, including plasticizers. They also dis-
cussed the possible uses of thermal analysis coupled
with MS and infrared spectroscopy (IR). Wyden,
Widmann, and Skrabka[42] employed a TGA system
to detect and quantitate volatile compounds from vari-
ous types of rubber. Analytical pyrolysis is another
thermal analysis technique extensively applied to both
rubber and plastic characterization. Recent note-
worthy examples include: Geissler,[43] who used pyrol-
ysis GC/MS to analyze additives, including
antioxidants, in plastics; Ezrin and Lavigne,[44] who
also used thermal desorption and pyrolysis GC/MS
to analyze volatile additives in plastics; Kim, Heo,
and Lee[45] who used simultaneous pyrolysis methyla-
tion GC/MS to study vulcanized rubber containing
three kinds of oligomeric resin; Ito et al.[46], who
described a method for the analysis of vulcanization
accelerator in vulcanized rubber using pyrolysis
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GC/MS and GC with atomic emission detection; and
Wampler,[47] who used pyrolysis GC/MS to deformu-
late rubber, including identification of antioxidants.

One of the most interesting analytical techniques with
potential application to extractables and leachables is
TOF-secondary ion mass spectrometry (TOF-SIMS).
TOF-SIMS instruments use a primary ion beam of
relatively high kinetic energy (for background see
Vickerman and Briggs[48]) to ‘‘sputter’’ secondary ions
from a surface. There are many published applications
of TOF-SIMS to polymer characterization, including:
Medard et al.[49] who used TOF-SIMS to quantify
additive concentrations at a polymer surface; Stapel and
Benninghoven[50] who studied secondary ion emission of
Irganox 1010 in polyethylene; and Bryan et al.[51] who
studied both pharmaceuticals and polymer additives in
a variety of polymers. It is important to note that when
combined with appropriate software and computers,
TOF-SIMS has the potential for imaging various addi-
tives (i.e., extractables) on a polymer surface, as well as
organic leachables on the surfaces of pharmaceutical
packaging and drug delivery systems.

Identification Criteria for Extractables
and Leachables

Given the information that can be obtained from mod-
ern instrumental analysis techniques, the question that
naturally arises is:[13]

‘‘What does it mean to identify an extractable/

leachable?’’

IPAC-RS has addressed this question[12] and proposed
identification criteria based on mass spectrometric data
elements. These have been summarized and discussed
by Norwood et al.[13], and include the following:

1. Mass spectrometric fragmentation behavior.
2. Confirmation of molecular weight.
3. Confirmation of elemental composition.
4. Mass spectrum matches automated library or

literature spectrum.
5. Mass spectrum and chromatographic retention

index match those of an authentic reference
compound.

IPAC-RS goes on to use these criteria to propose
identification categories for extractables/leachables:

� Confirmed identification—Categories 1, 2 (or 3),
and 4 (or 5) must be positive.

� Confident identification—Sufficient data categories
exist to preclude all but the most closely related
structures.

� Tentative identification—Data categories are con-
sistent with a particular class of molecule only.

As stated by Norwood et al.[13]:

‘‘Obviously, it is up to the regulatory authorities to
decide when Confident and Tentative identifications
are sufficient for extractables and leachables.’’

Routine Extractables/Leachables Methods

The technical portion of this review has focused on
advanced analytical techniques and methods for the
identification and quantitation of extractables and
leachables. However, analytical techniques/methods
are also required for routine use in pharmaceutical
manufacturing and quality control. Such methods are
used for the following:

� Monitoring of packaging component extractables
profiles.

� Release of packaging components to qualitative
and quantitative extractables specifications and
acceptance criteria.

� Monitoring of drug product leachables.
� Testing of drug product to qualitative and quantitat-

ive leachables specifications and acceptance criteria.

In general, analytical techniques/methods intended for
routine manufacturing and quality control applications
must be very robust and rugged, and not rely on what
are considered to be advanced technologies in these
areas (e.g., GC/MS and LC/MS). Also, such methods
must be thoroughly validated according to the accepted
industry practice[52] and standards. To these ends, it is
common industry practice to do the following:

� Develop and validate GC/FID methods for routine
use when GC/MS was used for extractables/
leachables characterization studies.

� Develop and validate LC/UV methods for routine
use when LC/MS was used for extractables/
leachables characterization studies.

� Employ less sophisticated methods, such as total
extract weight,[53] for routine application where
appropriate.

Inorganic Extractables/Leachables—A Word

Thus far, this review has focused completely on organic
extractables and leachables, however it is also possible
to have inorganic extractables and leachables associa-
ted with pharmaceutical packaging and drug products.
Inorganic extractables/leachables can arise from residual
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metallic catalysts, inorganic pigments, stabilizers, and
other organometallic additives, and lubricants used in
polymer processing. Certain inorganic leachables can
interact negatively with drug products (e.g., pH shifts in
aqueous injectable formulations caused by glass leach-
ables), as well as have their own potential safety concerns.

Inorganic extractables/leachables would include
metals and other trace elements such as silica, sodium,
potassium, aluminum, calcium, and zinc associated
with glass packaging systems. Analytical techniques
for the trace analysis of these elements are well estab-
lished and include inductively coupled plasma—atomic
emission spectroscopy (ICP-AES), ICP-MS, graphite
furnace atomic absorption spectroscopy (GFAAS),
electron microprobe, and X-ray fluorescence. Applica-
tions of these techniques have been reviewed by
Jenke.[14] An example of an extractables study for cer-
tain glass containers is presented by Borchert et al.[54].

CONCLUSIONS

The stated goal of this article was to review and discuss
the current state of affairs in pharmaceutical develop-
ment with respect to the extractables/leachables issue
and drug product container closure systems/packaging
components. It is hoped that the reader has gained
some sense of the complexity and uncertainties inherent
in the extractables/leachables issue as it relates to many
pharmaceutical development programs. Given the abil-
ity of modern analytical chemistry to detect, identify,
and quantify individual chemical entities at increasingly
lower levels in many types of packaging materials and
drug products, the question must be posed:

‘‘Do we now know more than we understand?’’

For example:

� At what levels are drug product leachables of real
concern to patients? Given a real patient concern,
at what levels do drug product leachables require
identification, toxicological evaluation, and control?

� What does it really mean to correlate leachables
and extractables?

� Under what exact circumstances can control of
packaging component extractables replace control
of drug product leachables?

� Under what exact circumstances should packaging
component extractables be controlled for drug pro-
ducts with no detectable leachables? Does control
of extractables have some value beyond safety?

On these and other questions, the available regulat-
ory guidances are not totally clear. With efforts now
underway to address some of these questions[12] it is

anticipated that uncertainty in the pharmaceutical
development process will eventually be reduced,
providing benefits for patients, pharmaceutical manu-
facturers, and regulators.
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Extrusion and Extruders
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INTRODUCTION

Extrusion is the process of forming a raw material into
a product of uniform shape and density by forcing it
through an orifice or die under controlled conditions.
An extruder consists of two distinct parts: a delivery
system which transports the material and sometimes
imparts a degree of distributive mixing, and a die
system which forms the material into the required
shape. Extrusion may be broadly classified into molten
systems under temperature control or semisolid
viscous systems. In molten extrusion, heat is applied
to the material in order to control its viscosity to
enable it to flow through the die. Semisolid systems
are multiphase concentrated dispersions containing a
high proportion of solids mixed with a liquid phase.
Extrusion is achieved by formulation to control the
viscosity of the semisolid mass.

Extrusion is a continuous process that affords a
consistent product at high throughput rates. The pro-
cess has diverse applications in a range of industries
utilizing extrusion equipment specifically designed or
adapted to form a particular product. A description
of the different types of extruders is given here, along
with details that illustrate the versatility of extrusion
processing.

THEORY AND CHARACTERIZATION
OF EXTRUSION

The various types of extruders have the common fea-
ture of forcing the extrudate from a wide cross section
through the restriction of the die. The force required
and the characteristics of the extrudate produced are
dependent on the rheological properties of the extru-
date, the design of the die, and the rate at which the
material is forced through the die. The theoretical
approach to understanding the systems, therefore, is
generally associated with dividing the process of flow
into three sections: 1) entry into the die, 2) flow
through the die, and 3) exit from the die.

Extrusion is dependent on the material, and the
technique varies with the material studied. With regard
to pharmaceuticals, most systems consist of particles
dispersed in a fluid and, although consideration will
be given to plastics, the main emphasis is on paste

extrusions. These differ in the fact that a fluid is
present between solid particles. The relative position
of solid and liquid can change during the various
stages of the extrusion process, and hence produce
effects different from those associated with single-
phase systems.

If the die is considered as a simple capillary flow, the
relationship between the rate of shear (g) and die wall
shear stress (tw) can be described by Eq. (1):

tw ¼ gP � R=2L ð1Þ

where P is the pressure drop across the length of capil-
lary L and radius R. Corrections for entrance effects
modify this equation by considering an increase in
the length of the capillary to give Eq. (2):

tw ¼ gP=2ðL=R þ nbÞ ð2Þ

where nb is the Bagley entrance correction.[1] Determi-
nation of nb can be made by measuring the pressure
necessary to force extrudate through dies of different
length-to-radius (L/R) ratio. Extrapolation of the
graphs to zero pressure values gives the value of nb

as the intercept on the L/R axis.[1]

Han and Charles[2] found experimentally that the
exit pressure is actually above atmospheric pressure
and proposed modification of Eq. (2) to Eq. (3) cor-
rected for exit pressure losses:

tw ¼ ðgP � PeÞ=2ðL=R þ nbÞ ð3Þ

where Pe is the exit pressure. This value is difficult to
determine and, because it is considerably lower than
the pressure loss upstream and through the die, it is
usually neglected. The upstream pressure loss can be
considerable and can be determined as the intercept
on the pressure axis at zero L/R ratio (the Bagley
equation), giving Eqs. (4)–(5):

tw ¼ ðPT � P0ÞR=2L ð4Þ

PT ¼ P0 þ 2twðL=R þ nbÞ ð5Þ

The upstream pressure loss includes pressure losses
due to kinetic energy, head effects, elastic losses, and
turbulence. Harrison[3] found for a series of pharma-
ceutical systems that the value of P0 increases with
increasing rate of passage through the die.
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Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.1712

Extractables–Fluid



Ex
tr

ac
ta

bl
es

–F
lu

id

Rheological Curves

In addition to determination of the upstream pressure
loss P0 and the end correction nb, Eq. (5) can be seen to
provide a value for the shear stress tw in such systems.
The slope of the graph PT vs. L/R has a gradient of
2tw; that is, the die-wall shear stress. The rate of shear
at the die wall—(dv/dr)w—can be derived from the
Hagen–Poiseuille’s law, as in Eq. (6):

ðdv=drÞw ¼ 4Q=R3 ð6Þ

where Q is the volumetric flow rate and R the radius of
the die. This assumes that the flow is Newtonian. If this
is not the case, Jastrzebski[4] suggested that a correc-
tion should be made for the rate of shear, as in Eq. (7):

�ðdv=drÞw ¼
�

3n0 þ 1

n0

�

Q

pR3
ð7Þ

where n0 is the degree of non-Newtonian flow; it is
determined from the gradient of the graph of log-shear
stress as a function of the log apparent shear rate.
Wilkinson[5] has also indicated that these equations
assume that: 1) the flow is laminar, 2) there is no slip
at the die wall, and 3) the rate of shear depends only
on the shear stress at the point of measurement and
is independent of time.

Determination of shear rate vs. shear stress curves
by application of the ram extruder allow charac-
terization of the rheological properties of the extruded
material according to the basic type of curve, as
expressed by Eqs. (8)–(11).

Newtonian:

sw ¼ g 0Z ð8Þ

where Z is the apparent viscosity and g0 is the rate of
shear.

Bingham body:

tw ¼ sy þ g0U ð9Þ

where sy is the stress necessary to be exceeded before
Newtonian flow commences, yield value, and U is the
plastic viscosity.

Power-law model:

tw ¼ Kgn0 ð10Þ

where K is the power-law viscosity constant and n0 is
the degree of non-Newtonian flow. For values of n0 less
than 1, the material becomes less viscous with increas-
ing shear rate (shear thinning), and for values of n0

greater than 1, the viscosity increases with increasing
shear rate (shear thickening).

Herschel–Buckley model:

tw ¼ ty þ Kgn ð11Þ

which allows for a system that has a yield value and a
shear rate dependent on viscosity.

The application of these types of flow curves
requires homogeneous materials that do not change
in consistency with extrusion. Harrison, Newton, and
Rowe,[6] found this not to be the case, and suggested
that this was due to the presence of plug flow within
the extrudate bulk and slip flow at the die wall.

The inability of the standard rheological models
to quantitatively describe the process of flow into,
through, and out of the die requires an alternative
treatment. From a study of ceramic catalyst pastes,
Benbow and Ovensten[7] and Benbow[8] assumed that
there was broad plug flow at the center of the extru-
date, with shearing occurring within a thin liquid layer
at the die wall. Assuming that this layer behaves as a
Newtonian liquid of thickness x and viscosity Z, and
that the initial shear stress to induce flow is t0, the total
die-wall shear stress tw at a given extrudate velocity V
is given by Eq. 12:

tw ¼ t0 þ ðZ=xÞV ð12Þ

The values of Z and x cannot be determined directly
and, therefore, Benbow, Oxley, and Bridgwater,[9]

introduced the term b, the die land viscosity factor,
to replace Z/x, as in Eq. (13):

tw ¼ t0 ¼ bV ð13Þ

Incorporation of this expression into Eq. (4) yields:

Pt ¼ P0 þ 2ðL=RÞðt0 þ bVÞ ð14Þ

The value of t0 can be determined by plotting the
extrusion pressure against the extrudate velocity V
for extrusion through dies of constant value of L.
The extrapolated value of extrusion pressure at V ¼ 0
gives the value P0v0 at zero velocity, as shown by
Eq. (15):

Ptv0 ¼ P0v0 þ 2ðL=RÞt0 ð15Þ

Thus, a graph of Ptv0 vs. L/R provides the value of
t0 as equal to half the slope. The value of b can be
calculated by rearranging Eq. (14) to Eq. (16):

b ¼
�

Ptw
� P0w

�

�
�

Ptv0 � P0v0

�

2ðL=RÞV ð16Þ

where Ptw
is the total extrusion pressure at extrudate

velocity V, and P0w
is the upstream pressure loss at

extrudate velocity V.
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Further characterization of the system was sug-
gested by Benbow[8] and Benbow and Bridgwater[10]

in terms of a yield value sy associated with the conver-
gence of flow from the wide cross section of the feed to
the narrow cross section of the die. This takes the form
of Eq. (17):

P0 ¼ sy lnðA0=AÞ ð17Þ

where A0 is the initial cross-sectional area and A that of
the die. If the original and final cross sections are circu-
lar, Eq. (18) holds:

P0 ¼ 2sy lnðD0=DÞ ð18Þ

where D0 and D are the barrel and die diameters,
respectively. For materials that deform plastically
and are time independent, the value of sy can be calcu-
lated from the intercept of the pressure axis divided by
twice the natural log reduction ratio (D0/D) for plots
of P against L/R.

By combining this concept with those expressed
above, Benbow, Oxley, and Bridgwater,[9] and Benbow
and Bridgwater[10] further modified the Bagley equa-
tion to Eq. (19):

PT ¼ 2ðsy0
þ aVÞ lnðD0=DÞ þ 2ðL=RÞðt0 þ bV Þ

ð19Þ

If the die land velocity factor b varies with the
extrusion rate or the liquid layer at the die wall is
non-Newtonian, Eq. (19) must be further modified to
Eq. (20):

Pt ¼ 2sy lnðD0=DÞ þ 2ðL=RÞðt0 þ b�Vl�nÞ ð20Þ

where b� is a modified power-law constant and n the
degree of non-Newtonian flow. If the flow velocity into
the die is also dependent on the velocity of flow,
Benbow, Oxley, and Bridgwater[9] and Benbow and
Bridgwater[10] propose replacement of the yield value
dy, by two empirical parameters, the initial die entry
yield stress sy0

and the die-entry yield-stress velocity
factor a. Substituting in Eq. (18) gives Eq. (21):

P0 ¼ 2ðsy0
þ aVÞln ðD0=DÞ ð21Þ

The fully corrected Bagley equation now becomes
Eq. (22):

PT ¼ 2ðsy0
þ aVÞlnðD0=DÞ þ 2ðL=RÞðt0 þ bV Þ

ð22Þ

The value of sy0
can be obtained as the intercept

from the derived zero-velocity graph of P0v0 as a

function of L/R. The value of a, for a given system,
is obtained from Eq. (23):

a ¼
�

P0w
� Pv0

�

=ð2 lnðD0=DÞV Þ ð23Þ

where P0w
and P0v0 are obtained as described previously.

If the systems are treated as polymer melts instead
of as paste (i.e., homogenous systems with no fluid
migration during extrusion), further characterization
of the wet masses can be achieved.[11] The flow of melts
through a capillary rheometer can be considered to
show flow streamlines converging and then accelerat-
ing, which according to Cogswell,[12] is extensional
flow. He separated the flow field into shear and tensile
deformation and then described their calculation from
the following equations:

TS ¼ 3

8
ðn þ 1ÞP0 ð24Þ

where TS is the tensile stress (i.e., stretching), n is the
power law index, and P0 is the die-entrance press drop,

ESR ¼ 4pg
3ðn þ 1Þ ¼

g
2

tan y ð25Þ

where ESR is the tensile stretch rate, t is the shear
stress at the die wall, g is the shear strain rate, and y
is the half angle of natural convergence.

EV
TS

ESR
ð26Þ

where EV is the apparent extensional (elongational)
viscosity.

Such an approach depends on the flow fitting the
power law model [i.e., Eq. (10)], and that flow is not
dominated by wall slip.

In addition to elongation flow, material can also
exhibit elastic behavior. Two parameters that have
been proposed[13,14] to quantify this property are: (1)
recoverable shear RS and (2) compliance C. These
can be derived from:

RS ¼ P

4p
ð27Þ

and

C ¼ P

4t2
ð28Þ

Chohan[14] has used these to study the flow of
branched polyethylene melt, and while what is exactly
implied by these terms at high stretch rates is not clear,
they are undoubtedly related to the elastic behavior of
the material. The higher the values of each, the greater
will be the elastic nature of the material.

1714 Extrusion and Extruders
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MEASUREMENT OF RHEOLOGICAL
PROPERTIES

The application of the theoretical treatment depends
on the ability to measure the extrusion force and rate.
Most commercial extruders do not allow for these
types of measurement. Normal rheological equipment,
such as cup-and-bob or cone-and-plate, do not have a
suitable geometry or instrumentation to handle materi-
als of the consistency normally used. A ram extruder is
a suitable experimental design.

The ram extruder, designed by Benbow and
Ovenston,[7] operates on a prefilled system and is used
for experimental and small-scale extrusion (Fig. 1). It
consists of a stainless steel barrel (2.54 cm internal
diameter, approximately 20 cm in length), which acts
as the material reservoir. The base is constructed to
enable interchangeable dies, with central capillaries of
varying dimensions to be bolted on. A rubber ring is
inserted between the barrel and die to ensure a water-
tight connection. The piston, or ram, is a stainless
steel rod that fits loosely into the barrel. A fluon ring
positioned at its lower end provides a low-friction
seal to prevent material escaping above the point
where the piston moves down the barrel. The extru-
sion is a non-continuous operation; first the material
(50–100 g) is packed into the barrel and partially
consolidated to a plug by inserting the piston. It is
possible to add temperature control to the barrel to
extrude materials that are thermosensitive. The
barrel-and-die assembly is mounted on a rigid metal
C-piece, and a load is applied to the piston sufficient
to extrude the material through the die. The ram
extruder can be used in conjunction with an instru-
mented press. The piston is attached to the cross-head
that may be driven down at various constant rates, and
its displacement monitored by an attached displace-
ment transducer. Output from this and the load cell
is fed into an x�y chart recorder or computer. This

arrangement enables the force acting on the material
during extrusion to be recorded as a function of the
displacement of the piston, and a force–displacement
profile is produced.

A typical extrusion mixture produces three distinct
regions, as shown in Fig. 2. In the compression stage,
the piston descends into the barrel and consolidates
the material into a plug prior to flow. This results in
a large change in displacement accompanied by a small
change in load. Eventually, the material is compressed
to its minimum volume and maximum density. At this
point, the pressure builds up while the material density
is maintained. This is shown in the profile by a large

Piston

Barrel

Material

Die

Fig. 1 Diagram of a ram extruder.
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Fig. 2 Force–displacement profile for microcrystalline cellulose–lactose–water mixture.
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increase in load accompanied by a minimal change in
displacement. At the end of the compression stage,
the pressure applied to the mass increases until it is
high enough for the material to yield and commence
flow. This is followed by a period of steady-state flow
in which the force required to maintain the extrusion
remains constant as the displacement increases. Forced
flow occurs when steady-state flow can no longer be
maintained. It leads to a gradual rise in extrusion force
with displacement. This occurs often toward the end of
the extrusion and is caused by the close proximity of
the ram tip to the die face.

The force–displacement profile is altered by varying
one of the extrusion parameters, such as the die
diameter, L/R, or extrusion rate. For a given mixture,
the relationship between the steady-state extrusion
force, the die L/R at constant die diameter, and the
extrusion rate can be represented graphically, as shown
in Fig. 3. This is known as the Bagley plot.[1] Used in
this way, the extruder operates on a principle similar
to that of a capillary rheometer, and expressions
derived from capillary rheometry (described pre-
viously) may be used to characterize the properties of
the wet powder mass. After conversion of the steady-
state force values to pressure values, the slope of the
relationship between the pressure and L/R is numeri-
cally equivalent to twice the value of the mean die-wall
shear stress [according to Eq. (4)]. Plotting these values
against the corresponding apparent die-wall shear
rates [derived from (Eq. 6)] results in a flow curve

that is unique for a particular wet-mass formulation
(Fig. 4). The materials exhibit non-Newtonian flow
and shear-thinning properties.

PRACTICAL CHARACTERIZATION OF
EXTRUSION SYSTEMS

The expression of the extrusion properties of pharma-
ceutical systems by numerical values could aid formu-
lation. To be able to apply the theoretical approaches
described previously, it is important to ensure that
the restrictions of the systems are considered. One
major problem with paste systems is that when sub-
jected to pressure, there is phase separation resulting
in variations in the composition of the mass as it is
being extruded. This can be detected by collecting the
extrudate and measuring its water content.[15,16] Alter-
natively, magnetic resonance imaging has been used to
quantify the water distribution within the barrel[17] and
within the extrudate.[18]

The extent to which die-wall slip is involved can be
assessed by using dies of different lengths and dia-
meters. An important characteristic that can be
observed in the extrudate is its quality in terms of
surface structure. Harrison, Newton, and Rowe,[19]

have shown how this can vary from a smooth, regular
surface via a rough, ‘‘shark-skinned’’ extrudate. There
is obvious need to prevent this phenomenon if extru-
date of the correct quality is to be produced. The
occurrence of the surface defects is associated with
both the composition of the material and the operating
conditions (e.g., die length and diameter and the rate of
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Fig. 4 Typical shear stress-shear rate flow curve for an

extrusion mixture containing 50% microcrystalline cellulose
extruded through a 1.5-mm diameter die.
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Fig. 3 Steady-state extrusion force as a function of the
length-to-radius ratio of the die for microcrystalline
cellulose–lactose–water (5 : 5 : 6) at constant die diameter
(1.5 mm) and extrusion rate (20 cm/min).

1716 Extrusion and Extruders



Ex
tr

ac
ta

bl
es

–F
lu

id

extrusion) (Fig. 5). Raines, Newton, and Rowe,[20] were
able to relate the quality of the surface of the extrudate
to the value of the yield stress at zero velocity dy0

, in that
those systems with a high value were smooth and regular
while those with low values were shark-skinned.

Of the systems studied, most pastes show non-
Newtonian behavior. This has important consequen-
ces for extruder design and operating conditions as
material that are shear-rate dependent require careful
handling. To date, most reported rheological investiga-
tions indicate that paste systems are shear thinning
(i.e., their viscosity decreases with an increase in shear
rate) (Fig. 4). Their extent of property can be quanti-
fied by obtaining the value of n0, the slope of the log
shear-rate/log shear-stress graph. There is also some
evidence that paste systems show plug flow (i.e., the
central core of the extrudate moves at a constant velo-
city), while there is a thin layer of moisture at the die
wall where shear takes place.[21]

FORMULATION

Extrusion mixtures are formulated to produce a cohes-
ive plastic mass that remains homogeneous during
extrusion. The mass must possess inherent fluidity, per-
mitting flow during the process and self-lubricating

properties as it passes through the die. The resultant
extrudate must remain non-adhesive to itself and retain
a degree of rigidity so that the shape imposed by the
die is retained. Precise formulation requirements
depend upon subsequent processing. Extrudate that
is simply to be cut to short lengths to form cylindrical
granules that are dried in a fluid-bed drier can be less
rigid than extrudate intended for complex processing
such as spheronization, where the extrudate undergoes
a series of subtle shape changes.

The requirements for spheronization of the cylindri-
cal extrudate are as follows:

1. The extrudate must possess sufficient mechan-
ical strength when wet, yet it must be brittle
enough to be broken down to short lengths in
the spheronizer, but not to be so friable that it
disintegrates completely. To achieve a narrow
size distribution of spheres, the extrudate is
ideally reduced to cylindrical rods of uniform
length equal to approximately one and a half
times their diameter.[22]

2. The extrudate must be sufficiently plastic to
enable the cylindrical rods to be rolled into
spheres by the action of the friction plate in
the spheronizer.

3. The extrudate must be non-adhesive to itself in
order that each spherical granule remains dis-
crete throughout the process.

A typical extrusion mixture might contain the fol-
lowing ingredients:

Drug 50–90%

Extrusion aid
Microcrystalline cellulose, bentonite 5–50%

Binder

Polyvinylpyrrolidone (PVP)

Sodium carboxymethylcellulose (SCMC)
Hydroxypropyl methylcellulose (HPMC)

Fluid

Water or solvent

Extrusion offers the advantage of incorporating a
relatively high proportion of active ingredient, up to
90%, in the final product. However, the physico-
chemical properties of the drug determine to a large
extent the maximum quantity that can be included in
a particular formulation. An extrusion aid is essential;
microcrystalline cellulose is commonly used.[23] The
function of microcrystalline cellulose is two-fold: it
controls the movement of water through the wet pow-
der mass during extrusion, and modifies the rheologi-
cal properties of the other ingredients in the mixture,
conferring a degree of plasticity which allows it to be
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Fig. 5 A graph of ram force as a function of length-to-
radius ratio, depicting conditions under which surface defects

occur when extruding microcrystalline cellulose–lactose–
water (5 : 5 : 6). Die diameter ¼ 1.5 mm; ram speed cm/min:
&, 5; �, 10; G, 20; c, 40.
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readily extruded. This interaction with the liquid phase
is both a physical and chemical phenomenon. The
microscopic structure of microcrystalline cellulose is
a random aggregation of filamentous microcrystals
that create a high internal porosity and a large surface
area, approximately 130–270 m2/g.[24] This provides
highly absorbent and moisture-retaining characteris-
tics that are often unaffected by the extrusion process.
This could be the essential quality that makes micro-
crystalline cellulose a unique material for extrusion.
Bentonite and kaolin also have been used. Inclusion
of 5–10% can significantly improve the extrusion
properties of mixtures containing high proportions of
drug. Recent work[25] has shown that it is possible to
reduce the quantity of microcrystalline cellulose by
adding glyceryl monostearate.

Additional ingredients may or may not be neces-
sary. A binder increases plasticity and reduces extru-
date friability, particularly when the content of
microcrystalline cellulose is low. Natural or synthetic
polymers, such as gelatin, PVP, or SCMC, may be
incorporated into the mixture as a solid during dry
mixing or in solution in the liquid phase. Commercial
preparations of microcrystalline cellulose that are
already combined with polymers are available.
Examples include Avicel RC and Avicel CL grades
of microcrystalline cellulose combined with SCMC
(FMC Corporation). Variations in the type of micro-
crystalline cellulose significantly change the rheological
properties of the mixture, and therefore, the extrusion
characteristics.[20] The differences between shear
stress–shear rate flow curves of mixtures of microcrys-
talline cellulose–lactose–water (5 : 5 : 6) containing dif-
ferent particle sizes of microcrystalline cellulose and
different quantities of SCMC are distinct but different.
Inclusion of a polymer in the wet mass produces
marked rheological differences. This has implications in
the choice of formulations, since the extrudates formed
from these various microcrystalline cellulose mixtures
behave differently during subsequent processing, such
as cutting, spheronization, and drying.

The mixture of dry ingredients is blended with water
or a solvent such as ethanol[26] to form a dense cohes-
ive mass suitable for extrusion. The liquid content of
the wet powder mass and its distribution are highly
critical and should be controlled so that they produce
an extrudate that posses the ideal characteristics. In
general, these wet mixes have a much higher moisture
content, typically 20–30 wt%, than is required for
conventional (tablet) granulations, the aim being to
produce as dense a material as possible for passing
through the extruder. Fluffy and incompletely wetted
masses feed poorly and cause problems by creating
excessive pressure and friction within the equipment.
On spheronizing, they tend to produce large quanti-
ties of fines, and the ‘‘dry’’ extrudate is insufficiently

plastic, forming dumbbell-shaped or ovoid pellets
which never round off into spheres. On the other hand,
if the mixture is too wet, it produces an extrudate that
adheres to the spheronizer plate and to itself. This
product tends to aggregate uncontrollably or at best
produce spheres of wide-size distribution as the material
is transferred from pellet to pellet via the plate motion.

The possible processability of different drugs by
this approach has not yet been fully established. It is
not possible to relate the pKa, and freezing point
depression, or to relate the ability to produce uniform
pellets from a spheronization grade of microcrystalline
cellulose.[27] However, a relationship between the water
solubility and the water level required by a formulation
for equal parts of a series of model drugs and micro-
crystalline cellulose has been established.[28]

INDUSTRIAL APPLICATIONS

Plastics

Extrusion technology is extensively applied in the plas-
tics and rubber industries where it is one of the most
important fabrication processes. Examples of products
made from extruded polymers include pipes, hoses,
insulated wires and cables, plastic and rubber sheeting,
and polystyrene tiles. The most common extruder
employed is the single-screw type (Fig. 6) with either
cold or hot feed, which requires the polymer to be
heated prior to processing. The extruder consists of a
rotating screw inside a stationary cylindrical barrel.
The barrel is often manufactured in sections that are
bolted or clamped together. Usually, the inner sur-
face of the barrel is grooved to reduce slippage and
increase pumping capability. An end-plate die, connec-
ted to the end of the barrel, determines the configur-
ation of the extruded product.

The extruder is conventionally divided into three
sections: feed zone, transition zone, and metering zone.
Resin granules are fed from a hopper directly into
the feed section, which has deeper flights or flights of
greater pitch. This geometry enables the feed material
to fall easily into the screw for conveying along the
barrel. The pellets are transported as a solid plug to
the transition zone where they are mixed, compressed,
melted, and plasticized. Compression is developed by
decreasing the thread pitch but maintaining a constant
flight depth or by decreasing flight depth while main-
taining a constant thread pitch.[29] Both methods result
in increased pressure as the material moves along the
barrel. Most of the heat required to melt the material
is supplied by the heat generated by friction as the resin
granules are sheared between the rotating screw and
the wall of the barrel. Additional heat may be supplied
by electric heaters mounted on the barrel. The melt
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moves by circulation in a helical path by means of
transverse flow, drag flow, pressure flow, and leakage:
the latter two mechanisms reverse the flow of material
along the barrel. The material reaches the metering
zone in the form of a homogeneous plastic melt suit-
able for extrusion. For an extrudate of uniform thick-
ness, flow must be consistent and without stagnant
zones right up to the die entrance. The function of
the metering zone is to reduce pulsating flow and
ensure a uniform delivery rate through the die cavity.
Some applications require a strainer plate fitted
between the extruder and die plate to remove solid
impurities or lumps of incompletely melted resin.

Polymers with a wide range of viscoelastic and melt
viscosities cannot be processed with a single screw.
Most commercial extruders are, therefore, modular in
design, providing a choice of screws or interchangeable
sections that alter the configuration of the feed, tran-
sition, and metering zones. This makes it possible to
modify the process to meet particular requirements,
for example, from a standard to a high shear or high
output extrusion. Modified screw designs allow the
extruder to perform a mixing role in addition to
extrusion, so that the material can be colored and
blended. The various screw and die designs available
and practical considerations of thermoplastic extrusion
are reviewed by Whelan and Dunning.[30] Extrusion
processing requires close monitoring of the various

parameters that affect polymer extrusion: viscosity,
variation of viscosity with shear rate and temperature,
elasticity, extensional flow, and slippage of the material
over hot metal surfaces. Equations used to describe
flow are included in the section on the ‘‘Theory and
Characterization of Extrusion’’ presented earlier.
Recent advances in the design and operation of
extruders allow in-process monitoring and control of
parameters, such as the temperature in the extruder,
head, and die; pressures in extruder and die; wall thick-
ness and other dimensions; ‘‘haul-off’’ speed and
extrusion speed; and power consumption.

The process described above is known as profile or
line extrusion in which the shape of the extrudate is
determined by the die. The extruded profile proceeds
horizontally to the cutoff equipment, which controls
its length. It is then cooled to a solid state, usually by
spraying with or immersion in water, and passed
through a haul-off unit. Finally, it is cut to the required
length or coiled. The downstream auxiliaries (e.g., such
as haul-off equipment for handling the extrudate
stream, collection machinery for winding or coiling
continuous lengths of tubing or profiles, cropping and
cooling equipment, and systems for monitoring the
diameter and wall thicknesses of pipes on-line) are as
important as the extruder itself.[30,31] Tubes and pipes
and other solid cross-sections are mainly produced
by profile extrusion. Profiles may be further processed,
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Fig. 6 Component parts of a single-screw extruder.
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for example, as in film extrusion, blow molding, or
injection molding.[32]

Film extrusion

The polymer melt is extruded through a long slit die
onto highly polished cooled rolls that form and wind
the finished sheet. This is known as cast film. Plastic
packaging film is also formed by blow extrusion, where
tubular film is produced by extruding the melt, usually
vertically, through an annular-shaped slit die. The
extruded tube is inflated by air to form a large cylin-
der. The bubble is cooled externally by an airstream
directed onto its surface and is collapsed on passing
between a pair of rollers before being wound up. Film
made by the casting process generally has better optical
properties than blown film, but is less strong mechani-
cally. Cast films usually require edge trimming at
additional cost.

Blow molding

The plastic is heated to a melted or viscous state and a
section of molten polymer tubing (parison) is extruded
usually downward from the die head into an open
mold. The mold is closed around the parison, sealing
it at one end. Compressed air is blown into the open
end of the tube, expanding the viscous plastic to the
walls of the cavity, thus forming the desired shape of
the container. The material cools in the cavity and soli-
difies. The mold is opened and the molding is removed.
This technique is used for the manufacture of bottles,
toys, and large containers.

Injection molding

The molten plastic is extruded into a cavity mold at
high pressure. The material cools in the cavity and
solidifies. The mold is then opened and the article is
removed. Very intricate configurations can be obtained
by this technique (e.g., to provide intricate and strong
components for the electronic, telecommunications,
and clock-making industries).

Plastics that are commonly processed by extrusion
include acrylics (polymethacrylates, polyacrylates)
and copolymers of acrylonitrile; cellulosics (cellulose
acetate, propionate, and acetate butyrate); polyethyl-
ene (low and high density); polypropylene; poly-
styrene; vinyl plastics; polycarbonates; and nylons.
The material properties and extrusion properties have
been reviewed by Whelan and Dunning.[30] Additives
that may be included to modify or enhance proper-
ties[33] include lubricants and antislip agents to assist
processing during extrusion; plasticizers to achieve
softness and flexibility; stabilizers and antioxidants to
retard or prevent degradation; and dyes and pigments.

Food

In principle, any food that can be formed into a paste
can be processed by an extruder. Food extrusion has
been utilized since the 1930s for pasta production.
Modern equipment and processing techniques allow
the manufacture of complex products in a variety of
shapes and sizes. Raw materials such as cereals, oil
seed, and protein, along with carbohydrates and water
mixtures, can be converted into products such as
meat substitutes, pet foods, and snack meals. A widely
used and versatile technique combines cooking and
extrusion in a so-called extrusion cooker.[34] It has
the potential to manufacture a range of novelty or
specialty products, such as breakfast cereals (expanded
and shaped cereals), shaped and filled snacks, protein-
fortified and precooked pasta products, and precooked
meat pieces for convenience foods. The process is
highly economical, and provides mixing, high tempera-
ture–short duration cooking, texturizing, and shaping
of the food in one step. The equipment closely resem-
bles the screw extruders used in the processing of
thermoplastics. The screw is designed to create varying
zones along the barrel, allowing the food substance to
be processed in stages. The solid and liquid starting
materials are fed from a hopper to the feed zone of
the extruder and conveyed to the transition zone. Here
the materials may be compressed, mixed, sheared, and
heated to form a viscous plastic dough. In the metering
zone, the plastic mass is subjected to further heating
and shearing before being pumped into the die to form
the shaped product. The pressure drop on leaving the
die causes superheated water to flash off the molten
material. If the dough contains starch, gelatinization
will result in an expanded porous product with a crun-
chy texture.[35] Finally, the product may be cut, shaped
by passing through rollers, dried, and packed.

The viscosity of the dough may vary more than an
order of magnitude during the extrusion cooking pro-
cess as a result of changes in shear rate, temperature,
moisture content, and induced physicochemical
changes such as protein denaturation, polysaccharide
gel formation, and reorientation of molecules.[36] For
this reason, success in food extrusion requires accurate
monitoring and control of feed rate, screw speed, tem-
perature, and moisture to produce and control desired
product characteristics. Knowledge of the viscous
rheology of the food mixture in the metering section
immediately prior to extrusion is of particular impor-
tance. However, this is not easily predicted since,
unlike the case of homogeneous or simple mixtures
of polymers where the major change is melting, food
doughs are of such complexity that the exact chemical
composition and structure cannot readily be determ-
ined. Efforts have been made to develop semiempirical
models derived from plastics extrusion to describe the
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apparent viscosity of cooking doughs, which may be
useful in evaluating food formulations.[37,38] Remsen
and Clark[36] used an Instron capillary viscometer and
amylograph to describe the relationship between the
viscosity of a typical soy flour dough and the applied
shear rate, temperature, and time–temperature history.
Fletcher et al.[39] investigated the viscous dough rhe-
ology of maize mixtures as a function of the extrusion
variables (pressure, shear, and temperature). They used
an instrumented single-screw extruder fitted with slit
dies, and related the results to the product properties.
The advantage with this method is that the food
material receives a deformation history corresponding
to the extrusion cooking process, which is otherwise
difficult to replicate in a laboratory rheometer.

Animal Feed Production

In the animal feed industry, extrusion is applied as a
means of producing pelletized feeds, commonly in the
form of short cylindrical rods of 4–8 mm in diameter.
Pellets are a convenient means of precisely controlling
the animal’s diet. They offer several advantages.[40] The
quantity of feed the animal receives is better controlled
by pellets than a loose-mix feed, and a complex diet of
controlled composition is easily produced. The pellet feed
can contain as many as 30 single ingredients mixed in the
correct proportions. The animal is obliged to chew pellet
feed with improved palatability and therefore, digestion.
During extrusion, the feed mixture is compressed, result-
ing in a densified product that requires less storage space.

Pellets are prepared from a mixture of raw materials
of varying chemical composition (starch, oil, fiber, and
moisture) and physical characteristics (particle size, bulk
density, and moisture-retention properties). The compo-
sition of a typical poultry feed is often complex.[41] The
raw material properties determine the quality of pellet
formation. Equipment performance and pellet quality
(friability, size uniformity) can be improved by a small
amount of extrusion or pelleting aid (binders, lubri-
cants).[42] Additives commonly used in the feed industry
include molasses with binding properties when activated
by steam; fatty acid lubricants to reduce product–metal
friction when extruding or pressing through long dies;
lignosulfates (organic materials derived from lignin in
trees that improve pellet quality and throughput rates);
and mineral binders, such as ball clay and bentonite,
or cellulose binders, such as sodium carboxymethylcellu-
lose. It should be noted that in small quantities cellulose
binders can improve the pelleting process and reduce
pellet friability.

The pelleting process[40] consists of blending and
conditioning the feed mixture immediately prior to
pressing, pressing itself, cutting of the pellets, and cool-
ing. The complexity of the feed mixture, composed of a

number of ingredients of different particle sizes and
densities in varying proportions, requires thorough
blending to ensure homogeneity. The product is con-
ditioned by adding moisture, typically up to 15%,
and heating to a controlled temperature in order to
gelatinize the starch or convert it to simple sugars.
This reaction causes the starch to act as a binder and
converts the meal into a physical state suitable for
pressing. The most efficient means of conditioning
and heating is by steam. Optimal conditioning param-
eters, moisture content of the material, temperature,
and duration of heating depend on the composition
of the mixture.[42] For example, high starch–low fiber
meals require temperatures of 80–85�C, whereas feeds
that contain heat-sensitive ingredients, such as milk
and sugar, have a temperature limit of 55�C.[39]

Extrusion Pressing

According to Sebestyen,[40] pellet mills may be classi-
fied into disk-die presses or ring-die pellet mills. In
the former, the die consists of a circular plate resting
in the horizontal plane into which holes are drilled in
a regular pattern. A set of rollers move around the
upper surface of the disk, sweeping the meal in their
path through the holes and compressing it to form
pellets or cubes. Rotating adjustable knives located
beneath the disk cut the extrudate to an appropriate
length. In another design, the plate revolves while the
rollers and knives remain fixed.

Ring-type pellet mills have a radially arranged die
resting in the horizontal plane with rollers rotating
and revolving along the inner surface. The rolls are off-
set from the die face, leaving a slight clearance that
allows buildup of a thin product layer, optimizing
throughput efficiency. The peripheral velocity of the
rollers depends upon the die diameter; that is, higher
speeds are required for smaller-diameter holes and
lower speeds for larger-diameter holes.

Cooling

On leaving the extruder, the warm pellets are pliable and
prone to abrasion and deformation. Therefore, a final
processing stage is required to harden the pellets.[40]

Cooling equipment placed directly beneath the mill
employs ambient or chilled air to reduce the tempera-
ture and remove excess moisture from the final product.

PHARMACEUTICAL INDUSTRY

Extrusion processes are applied within the pharmaceu-
tical industry to produce a variety of dosage forms
such as suppositories, implants, and granulations.
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The large-scale manufacture of suppositories and
pessaries uses either the fusion method where the
drug is dispersed in a molten base and the mixture
poured into molds to solidify, or the cold compression
method.[43,44] In the latter process, the medicament and
cold-grated base, usually theobroma oil or witepsol
base, are intimately mixed and placed in a cylinder.
The mass is extruded by means of a piston through
small holes that connect with the mold. The cavities
are filled by pressure with the mass which is prevented
from escaping by movable end plates. The plates are
removed and the suppositories ejected by further
extrusion. The extrusion equipment is chilled to pre-
vent melting of the components due to the heat gener-
ated by the friction of compression.

The most important application of extrusion in the
pharmaceutical industry is in the preparation of
granules or pellets of uniform size, shape, and density
that contain one or more drugs. The process involves
a preliminary stage in which dry powders, drug, and
excipients are mixed by conventional blenders, fol-
lowed by addition of a liquid phase and further mixing
to ensure homogeneous distribution (Fig. 7). The wet
powder mass is extruded through cylindrical dies or
perforated screens with circular holes, typically 0.5–
2.0 mm in diameter, to form cylindrical extrudates.
These may be further processed, for example, by cut-
ting and drying to yield granules, or by spheroniza-
tion[24] to yield spherical granules followed by drying.
The spheroids are usually coated with a polymer to
control the rate of drug release and filled into hard
gelatin capsules to yield a multiple-unit dosage form.

Extruders Used for Pharmaceuticals

Commercial extruders may be classified according to
the die design and the feed mechanism that transports
the material to the die region.

Screen extruders

Screen extruders utilize a screw-feed mechanism
consisting of single or twin helical screws rotating in

a barrel to convey the damp mass from a feed hopper
to the die zone. The die consists of a thin steel plate
perforated with numerous holes, which is positioned
radially or axially to the screw feed (Fig. 8). The
advantages of this arrangement are high continuous
throughput rates, from 5 kg/h of wet mass for a
laboratory-scale single-screw extruder, up to 800 kg/h
for a larger twin-screw design. The screens are easily
cleaned and interchanged; they have holes of varying
diameter beginning at 0.5 mm and are available com-
mercially. The disadvantage of this type of equipment,
however, is that the screw mechanism can exert a high
pressure on the material, generating excessive friction
and heat as the wet mass passes between the screw
and barrel. This is particularly the case with axially
orientated dies. These extruders tend to have a high
dead volume that contains stagnant material between
the feed screws and the screen. Consideration should
be given to this if the wet powder mass contains ingre-
dients that are unstable when wetted with water. The
low L/R of the die holes can also result in low com-
paction in the extrudate and distortion of the surface
finish, known as shark-skinning. This problem can
sometimes be overcome by varying the throughput
rate, which will be discussed later.

The twin-screw design and radial-die screen
assembly of an extruder manufactured by the Fuji
Paudal Company of Japan is shown in Fig. 9. Water

Material
feed

A

B

Barrel Screw

End plate
die

Radial die

Fig. 8 Screw extruder with (A) end-plate die and (B) radial-
screen die.

Power dry
mixing

Wet
mixing Extrusion

Liquid Cutting

Drying

Spheronization

Fig. 7 Schematic of extrusion processing in the pharma-
ceutical industry.
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can be circulated through the hollow extrusion rotors
to maintain a constant temperature in the extrusion
zone. This is a useful facility when processing heat-
sensitive materials and for controlling temperature,
extrudate moisture levels, and viscosity. Interchange-
able screens are available with die holes ranging
from 0.5 to 1.5 mm in diameter, allowing the pro-
duction of a wide range of extrudates. Explosion-proof
motors, with fixed or variable speed drive, are fitted
for safe processing of wet masses granulated with
inflammable solvents. All components in contact with
process materials are constructed of high-grade stain-
less steel. An additional feature is the option of fitting
an axial die plate in cases where a denser extrudate
is required.

A screen extruder that operates with a novel mech-
anism is the Nica System Extruder (Fig. 10), manufac-
tured in Sweden. It consists of a radial screen encircling
an extrusion rotor and a rotating disk fitted with
angled impeller blades or baffles. Above this is a
counterrotating central feed blade. Speeds of both
the extrusion rotor and the feed blade are variable.
Material, such as gravity fed from a hopper, is swept
into the blades and pressed through the holes in the
screen, according to the manufacturer, there are several
advantages to this equipment. First, pressure is exerted
on only a small quantity of mass and only at the point
of extrusion; that is, just between the baffles and the
screen. Second, temperature increase is minimal, and
a moisture gradient between the wet mass and extru-
date is avoided. Because of this, cooling facilities are
not necessary. The dead volume, located in front of
each baffle, is limited and may be as low as 15 g per
baffle. A small extruder with output up to 4 kg/min is
available for development and small-scale production.

Fig. 10 The NICA system radial-screen extruder. (A)

Assembled unit. (B) Dismantled to show extrusion mech-
anism. (C) Cross section indicating working principle.

Fig. 9 Twin-screw extruder with radial-screen die. (Manu-

factured by Fuji Pauldal Company, Japan.)
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For larger production, an extruder with output of up
to 12 kg/min is available.

Rotary-cylinder extruder

The working principle of this machine is based on two
counterrotating cylinders (Fig. 11). The granulating
cylinder is perforated and acts as the die. The diameter
and the L/R of the holes can be varied. The holes are
spaced further apart and are drilled rather than of
punched sheet construction as in the screen-type
extruders. The other cylinder is solid and acts as a
pressure cylinder. Material is gravity fed from a hopper
to the die region between the cylinders and adheres to
the knurled surface of the solid cylinder, building up
a thin layer that is pressed through the die cylinder.
Although the extrusion is a continuous process, actual
material flow though each hole is intermittent due to
the rotation of the die. Pressure is built up in the per-
forations, which compacts the wet mass and forces
the extrudate to the interior of the cylinder. This press-
ure is dependent upon the diameter and the length of
the perforations. Hence, with die holes of high L/R,
this system can achieve good densification of the wet
powder mass. This is important in giving the most
granules mechanical strength and stability for further
processing. Another advantage is the lack of a dead
zone, which is limited to the thin layer of material
adhering to the pressure cylinder. Since the cylinders
only apply pressure to a small quantity of material in
the feed zone, there is little tendency for creating
moisture gradients. However, cleaning of the granulat-
ing cylinder can be troublesome. The material remain-
ing in the die holes can be difficult to dislodge,
particularly when the L/R is high. Furthermore, the

granulating cylinders are expensive because of the high
costs of drilling stainless steel.

A cylinder extruder manufactured by Alexander-
werk (Germany) is shown in Fig. 12. With this
equipment, the feed stock material can be metered to
the working area. On the smallest machines this is
accomplished byarotary-table feed hopper. On larger
machines, the feed rate is controlled by screw
feeders sited through the feed hopper. The throughput
rate depends on the diameter and L/R of the die
holes, as well as on the feed rate. Laboratory-scale
extruders with a throughput range of 30 to 50 kg/h
use granulation cylinders 70 mm in diameter.
Production-scale equipment with a larger granulating
cylinder (186 mm diameter) can achieve anoutput
of 100–105 kg/h. Interchangeable cylinders with die
holes of 1.0–5.0 mm are available. A multiple-unit
assembly consisting of three parallel extrusion heads
can achieve even higher throughput rates of up to
3000 kg/h.

When scaling up production, the die cylinder
dimensions cannot be increased proportionately, since
the wall thickness and therefore, die L/R become too
high. This results in excessive extrusion forces imparted
on the material. This is overcome by using special
counterbored die cylinders with reduced depth perfora-
tions to provide optimal extrusion conditions at
scale-up. The temperature increase in the extrudate is
minimized by circulating cool water through the press-
ure cylinders. A scraper blade attachment inside the
perforated cylinder cuts off the extrudate to shorter
lengths, making it more manageable.

Rotary-gear extruder

The rotary-gear extruder operates on a similar concept
to that of the cylinder extruder. It consists of two hollow
counterrotating gear cylinders with counterbored dies,
described by the manufacturer (Bepex, Berwind Corpor-
ation) as nozzles, that are drilled into the cylinders
between the teeth (Fig. 13). The material, gravity fed
from a hopper, is drawn in by the toothed cylinders and
pushed through the nozzles into the center of the cylin-
ders, where scrapers cut off the extrudate. The product
is compacted as it passes through the nozzles, and
thereby forms a dense extrudate. The density depends
on the nozzle L/D (the ratio of nozzle length to nozzle
diameter). Higher throughput rates can be attained with
this type of extruder, since output is achieved through
both rotating-gear wheels. The equipment and the
gear-toothed cylinders are shown in Fig. 13B.

Interchangeable gear cylinders are available with
variable nozzle L/D ratios by counterboring from the
inside of the rollers to reduce the die length or by using
replaceable nozzle inserts to increase the die length.

Blank knurled
cylinder

Drilled
cylinder

Material feed

Fig. 11 The rotary-cylinder-type extruder.
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The diameter of the holes can be varied from 1.0 to
10.0 mm to produce a range of pellet sizes. The through-
put rate can be controlled by varying the cylinders’
rotation speed and the corresponding feed rate.
Throughput capacity ranges from 20 kg/h for the small-
scale laboratory extruders to approximately 1000 kg/h
for production equipment. For large equipment or
materials with poor flow characteristics, agitators can
be installed in the hopper to prevent bridging; special
hoppers with conical feed screws fitted with additional
wipers are used for highly viscous products. The
machine can be furnished with cooling equipment,
circulating water through the compaction gears for
processing materials that need temperature control.

Fig. 12 The cylinder extruder, manufactured by Alexander-
werk, Germany. (A) Laboratory-scale extruder. (B) Die
cylinder and pressure cylinder.

Fig. 13 (A) Rotary-gear extruder. (B) Gear-toothed

cylinders.
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An alternative pharmaceutical gear extruder, similar in
design to the above, has recently been marketed by
G.B. Caleva Ltd., United Kingdom.

Ram extruder

Industrial ram extruders are commonly used in the
plastics and rubber industries for the preparation of
warm strip feed for large cold-fed screw extruders
and for forming strips or slugs for feeding injection
molding and compression molding machines. They
are used in the extrusion of specialized substances that
require critical in-process control or that are not
readily amenable to processing by screw extruders.
Examples include the extrusion of waxlike substances
such as coloring crayons, dental waxes, and rocket
propellant, and in the extrusion of moist powders
and claylike materials, such as blackboard chalks.
Ram extrusion allows control of parameters, such as
temperature, size, and weight of extrudate. An example
of a high performance ram extruder, as manufactured
by Borwell International Ltd., United Kingdom, is
shown in Fig. 14. It consists of a chrome-plated barrel
positioned in a thermostatically controlled storage
tunnel. A range of dies can be fitted to the extruder
head. Material is loaded into the barrel by manual or
mechanical means and vacuum is applied to eliminate
air from the system. The material is extruded by means
of an hydraulically powered ram, with the hydraulic
(oil) fluid being passed through a special valve system
to sense changes in the plasticity of the material and
compensate ram pressure to achieve an even extrusion
through the hole. A multispeed cutter mounted on a fly
wheel severs the extrudate at the die face. The volume
of the extrudate is a function of the cut speed and the set
ram speed, and can be controlled to a high degree of

accuracy within �1%. A continuous operation is poss-
ible with the help of a twin barrel and ram arrangement
in which material is fed to each barrel in turn by a screw
system. Various sizes of extruder are available, from
4.5-L barrel capacity up to 80 L, offering production
rates up to a maximum of 800 kg/h.

Choice of extruder

The selection of the extruder design is based on the
principal requirements of the extrudate and the nature
of further processing. For the production of uni-
form granules to be dried in a fluid-bed drier, a low-
compaction system, such as that provided by the
various types of screen extruders may be suitable.
Cylinder or gear-type extruders may be more appropri-
ate when aiming for a densified extrudate, such as that
required for spheronization. Ram-extrusion systems,
which allow precision control of extrudate density,
size, and shape, are ideal for the extrusion and forming
of pharmaceutical polymers of the type used for sub-
dermal implants.

Consideration should be given to the availability of
small-scale equipment, which is vital for development
work prior to scale-up on pilot- or production-scale
machines. Equipment choice is not necessarily based
on maximum throughput rate, since the subsequent
processing stages (e.g., cutting, spheronization, and
drying) are batch processes and are therefore, a rate-
limiting factor in production. Since extrusion is a con-
tinuous process, it allows adequate production rates
for most purposes with any of the above mentioned
extruder types.

The equipment must comply with the code of Good
Manufacturing Practice (GMP) standards within the
pharmaceutical industry. Machines should be con-

Fig. 14 The Barwell ram extruder.

1726 Extrusion and Extruders



Ex
tr

ac
ta

bl
es

–F
lu

id

structed of durable material with smooth surfaces to
discourage adhesion of extraneous material and facili-
tate cleaning. Materials used for equipment construc-
tion must not affect the product. They should be
corrosion resistant and able to withstand cleaning
disinfectants. All surfaces and parts in contact with
the product must therefore be of high-grade stainless
steel and designed to exclude contamination of process
material or product by lubricant during manufacture.
Controls should be accessible by means of recessed
contact buttons.

NOMENCLATURE

A0 Initial cross-sectional area
A Die cross-sectional area
C Compliance
D Die diameter
D0 Barrel diameter
(dv/dr)w Rate of shear at the die wall
ESR Tensile stretch rate
EV Apparent elongational viscosity
K Power law viscosity constant
L Length of capillary (die)
n Degree of non-Newtonian flow (power

law index)
nb Bagely entrance correction
P Pressure drop along die
Pe Die exit pressure
P0 Upstream pressure loss
P0w

Pressure drop at zero velocity
PT Total pressure drop
Ptv

Pressure drop at velocity v
Q Volumetric flow rate of extradate
R Radius of capillary (die)
RS Recoverable shear
TS Tensile stress
U Plastic viscosity
V Extrudate velocity
x Thickness of Newton liquid layer
a Die entry yield stress velocity factor
b Die and velocity factor
g Rate of shear
Z Apparent viscosity
sy Yield value
sy0

Yield value at zero velocity
y Half angle of convergence
t Shear stress
t0 Die wall shear stress at zero velocity
tw Die wall shear stress
ty Shear stress to be exceeded before flow

commences
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Film Coating of Oral Solid Dosage Forms

Linda A. Felton
College of Pharmacy, University of New Mexico, Albuquerque, New Mexico, U.S.A.

INTRODUCTION

Polymeric materials have been used to coat pharma-
ceutical solid dosage forms for decorative, protective,
and functional purposes. These thin polymeric film
coatings may improve the esthetic appearance and pro-
vide easy identification of drug products. Polymer
coatings may be used to enhance the chemical stability
of the drug in a dosage form by providing a physical
barrier to environmental storage conditions.[1,2] Appli-
cation of a polymeric film may also improve the physi-
cal stability of solid dosage forms by increasing the
strength and fracture resistance of the solid.[3] Reactive
components within a single dosage form may be sepa-
rated using polymeric film coatings. Taste and odor
masking of drugs may also be accomplished with the
use of polymeric film coatings.[4] One of the most
common reasons for the application of polymeric coat-
ings is to alter the release characteristics of drugs.[5–7]

This article discusses formulation development, pro-
cessing, and testing of polymeric films and film-coated
products.

FUNDAMENTALS OF FILM FORMATION

In the pharmaceutical industry, polymeric films are
generally applied to solid dosage forms using a spray-
atomization technique. The polymer is dissolved or
dispersed in aqueous or organic solvents prior to spraying.
The solid cores are often preheated in the coating
equipment prior to initiation of the coating process.
This prewarming stage is especially important in the
coating of soft gelatin capsules.[8,9] The coating solu-
tion or dispersion is atomized with air into small drop-
lets, which are then delivered to the surface of the
substrate. Upon contact, the atomized droplets spread
across the substrate surface. The solvent may penetrate
into the core, causing surface dissolution and physical
mixing at the film–tablet interface.[10] As the solvent
begins to evaporate, the polymer particles densely pack
on the surface of the solid. A schematic of the film for-
mation process for an aqueous polymeric dispersion is
shown in Fig. 1. Upon further solvent evaporation, the
particles flow together due to the cohesive forces
between the polymer spheres, a process known as
coalescence. Heat is generally added to the coating

equipment to facilitate solvent evaporation and film
formation.[11]

Immediately following the completion of the coat-
ing process, coated solids are generally stored at tem-
peratures above the glass transition temperature of the
polymer to further promote coalescence of the film[6] and
ensure a homogeneous distribution of the plasticizer.[12]

During this postcoating storage or curing stage, the
microstructure of the polymer is altered,[13] and the
mechanical, adhesive,[14] and drug release proper-
ties[15,16] of the film are correspondingly affected. The
time required to obtain a stable film without further
aging effects is dependent on a number of factors,
including the type and concentration of plasticizer,[17,18]

the bed temperature used during coating,[16] and the
storage conditions.[11] Fig. 2 shows the influence of cur-
ing on theophylline release from pellets coated with an
acrylic polymer.[15] Drug release rates slowed during
storage at elevated temperatures and higher concentra-
tions of the plasticizer in the coating reduced the time
necessary for complete film coalescence.

While the majority of published research has
shown that curing slows drug release, Bodmeier and
Paeratakul[13] found that curing could enhance or
retard drug release, depending on curing conditions,
plasticizer concentration, and the physicochemical
properties of the drug. In that study, chlorpheniramine
maleate was found to have a low affinity for the ethyl
cellulose polymer and curing slowed drug release. In
contrast, ibuprofen was found to have a high solubility
in ethyl cellulose and longer curing times resulted in
faster drug release. Drug crystals were found on the
surface of the coated pellets following curing and the
researchers attributed these findings to diffusion of
the drug into the film. A subcoat or intermediate seal
coat was suggested to minimize interaction between
the drug and the cellulosic polymer.

COATING EQUIPMENT

There are three types of coating equipment used to
apply polymeric materials: conventional coating pans,
perforated coating pans, and fluidized beds. More
detailed discussions of the various coating equipments
may be found elsewhere.[19–21] The conventional
coating pan system consists of a round coating pan

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120012028
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that rotates on an inclined axis. Tablets in the coating
pan tumble due to pan rotation. Heat is blown across
the surface of the tumbling tablets and exhaust air is
withdrawn. The conventional coating pan was orig-
inally used in the sugar coating process, where syrups
were ladled onto the substrates. Aqueous polymeric
film coating, however, requires more rapid solvent
evaporation and the drying efficiency of conventional
coating pans was improved by adding perforations.
These perforations allow air to be forced through the
tablet bed. A schematic of a perforated coating pan
is shown in Fig. 3. As with conventional coating sys-
tems, pan rotation causes the solid cores to continually

move during the coating process. The application zone
is the area in the pan where the atomized polymer is
sprayed onto the substrate surface. Tablets must make
multiple passes through the application zone to form
the film. Baffles in the perforated coating pans contrib-
ute to the tumbling action of the tablets and facilitate
uniform film coverage.

In contrast to the coating pans, small particles such
as beads, pellets, granules, and powders are generally
coated using the fluidized bed or air suspension
method, which utilizes a carrier gas to keep the cores
in motion. The high air current makes this technique
more efficient at water removal.[22] The bottom spray
technique is one of the most common fluidized bed
application methods and a schematic of this process
is shown in Fig. 4A. A perforated distribution base
plate allows sufficient air into the product container
to force the particles up into a cylindrical or slightly
conical coating chamber, known as a Wurster insert.
These inserts have been recently improved to keep

Spray
nozzle

Water evaporation

Water evaporation and
polymer coalescence

A

B

C

D

Fig. 1 Schematic representation of the film formation pro-
cess for an aqueous polymeric dispersion: (A) atomization

of the polymeric dispersion; (B) deposition of the polymeric
dispersion on the substrate surface; (C) packing of the poly-
mer spheres with water filling the void spaces; (D) formation
of continuous polymeric film.

Fig. 2 Change in drug release from theophylline pellets
coated with Eudragit� RS 30 D containing 5% Pharmacoat�

606 and either (A) 20% triethyl citrate or (B) 30% triethyl

citrate after storage at 40 �C/50% relative humidity. For
(A): (&) initial; (D) 2 hr; (;) 6 hr; (&) 24 hr; (�) 3 days;
(&) 7 days; (G) 10 days. For (B): (&) initial; (D) 3 hr; (&)
6 hr; (}) 12 hr. (From Ref.[15].)
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the particles away from the spray nozzle until the spray
pattern is fully developed.[23] The bottom spray
method provides ideal conditions for complete film
coalescence.[24] The particle size of the pellets, however,
has been shown to influence fluidization patterns,
which may ultimately affect the thickness of the film
coating.[25]

Two additional spray techniques have been used in
fluidized bed coating. As shown in Fig. 4B, the top
spray method, also known as the granulator mode,
sprays the polymeric material countercurrently into
the fluidizing particles. Because the coatings produced
are not uniform in thickness, the top spray technique is
suitable for taste and odor masking, where drug release
is not dependent on film thickness.[19] The rotary or
tangential spray technique, shown in Fig. 4C, uses a
rotating disk to add a centrifugal force to fluidization

and gravity. While films produced using this method
are similar to those created with the Wurster system,[23]

the drying efficiency is improved and higher spray rates
may be employed. Using the tangential spray system,
film thickness has been shown to be independent of
the particle size of the cores.[25] One of the drawbacks
of this application technique, however, is a greater
potential for adhesion of particles to the upper walls
of the product chamber.

Irrespective of the type of coating equipment used,
polymeric solutions and dispersions are generally
applied using a spray-atomization technique and two
types of spray nozzles are employed. With pneumatic
nozzles, high-pressure air is passed across the fluid
stream as it exits the nozzle opening. In contrast,
hydraulic nozzles rely on the fluid being pumped at
relatively high pressures through a small opening.
One of the advantages of pneumatic nozzles is that
the atomized droplet size can be controlled indepen-
dently of the polymer flow rate, whereas changing
the spray rate of a hydraulic nozzle without adjusting
the nozzle will result in changes in the atomization
spray pattern.[19]

A variety of pumps may be used to deliver the coat-
ing material to the spray nozzle. The peristaltic pump
is ideal for delivering latex and pseudolatex polymeric
dispersions that may coagulate at high pressure. This
pump is the most commonly used and is also the
easiest to clean. To control the delivery of the liquid
polymeric material more precisely, a gear pump may
be employed. Problems with undissolved solids in
the coating formulation, however, may arise due to
the tight tolerances between the two gears. The gear
pump is also more difficult to clean compared to the
peristaltic system. A piston pump utilizes both air
and hydraulic systems. One of the advantages of the
piston pump is that minor clogs in the nozzle may be
easily cleared due to the pressure reserve. Polymeric
materials, however, may coagulate due to the high

Supply

Exhaust

Tumbling
bed

Spray
nozzle

Fig. 3 Schematic of a perforated coating pan apparatus.
(From Ref.[19].)

Fig. 4 Schematic of a fluidized bed coating apparatus: (A) bottom spray with Wurster column insert; (B) top spray technique;
(C) tangential spray technique. (From Ref.[25].)
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pressures used and the piston system is quite difficult
to clean.

To overcome problems associated with traditional
coating processes, several novel coating methods have
been proposed. Obara et al.[26] demonstrated the ‘‘dry
coating’’ technique, where the polymer powder is fed
directly to the tablet or pellet bed with simultaneous
spraying of a plasticizing agent. Although modifica-
tions may be necessary, this technique can be used in
fluidized bed and perforated coating pan methods, as
shown in Figs. 5A and B, respectively. This method uses
no organic solvents or water. The researchers reported
that processing times were dramatically reduced,
although higher amounts of an enteric polymer were
required for gastric resistance. An electrostatic coating
process has also been described.[27]

FILM COATING MATERIALS

Film Formers

Materials used to coat pharmaceutical products are
primarily based on acrylic and cellulosic polymers
and the aqueous solubility characteristics of these com-
pounds generally dictate their uses. Sustained release
coatings are water-insoluble or swellable films through
which the medicament slowly diffuses. Drug products
coated with these polymers are administered less
frequently and the high peak plasma concentrations

associated with side effects may be reduced or eliminated.
Common sustained release polymers commercially avail-
able include ethyl cellulose and water-insoluble poly-
methacrylates. These polymeric materials may also be
used as binders in sustained release matrix tablets and
in other novel drug delivery systems. In contrast,
water-soluble polymers, including hydroxypropyl cellu-
lose, hydroxypropyl methylcellulose, sodium carboxy-
methylcellulose, and polyvinyl pyrrolidone, are often
used for rapidly disintegrating film-coated tablets. These
materials have also been added to the water-insoluble
polymers to accelerate drug release from sustained
release films.[17,28]

Enteric film coatings exhibit pH-dependent solu-
bility and have been used to protect drugs from degra-
dation in the stomach.[29] Enteric coatings have also
been employed to decrease the incidence of gastric irri-
tation from drugs[30] or target drug delivery to the
small intestines. In the low pH of the stomach, mixed
acid and acid ester functional groups on the enteric
polymers are unionized, and therefore, insoluble. As
the pH increases in the intestinal tract, these functional
groups ionize and the polymer becomes soluble. Thus,
an enteric polymeric film allows the coated solid to
pass through the stomach intact and release the medi-
cation in the small intestines. Common enteric poly-
mers commercially available include cellulose acetate
phthalate, hydroxypropyl methylcellulose phthalate,
hydroxypropyl methylcellulose acetate succinate, poly-
vinyl acetate phthalate, and several methacrylic acid
copolymers.

Solvents

Many solvent systems have been used to disperse or
dissolve polymers for pharmaceutical film coating
purposes. The primary criteria for the selection of a
solvent for a particular polymer system include sol-
vency, volatility, toxicity, and pollution control. The
most superior films, showing the greatest combined
strength of cohesiveness, have been reported when
the coating solution solvation and polymer chain
extension are at a maximum.[31] Film coating tech-
nology, however, has shifted toward aqueous-based
systems for environmental and economic reasons and
the majority of polymeric materials used today are
applied as aqueous-based solutions and dispersions.
With aqueous-based systems, the risk of explosion is
diminished, costs of disposing of the solvents are
reduced, and concerns of potential toxicities due to
residual solvents within the film are eliminated. Many
commercial polymeric systems are available as aque-
ous latex and pseudolatex dispersions, where colloidal
polymer particles are suspended in water. Latexes
are obtained by emulsion polymerization, whereas

Fig. 5 Schematic of the ‘‘dry coating’’ method: (A) fluidized
bed apparatus; (B) pan coating apparatus. (From Ref.[26].)
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emulsification of polymeric solutions is used to pro-
duce pseudolatex dispersions. Pseudolatexes may also
be prepared from suspensions of spray-dried or
mechanically milled solid polymer particles. The vis-
cosity of these latex and pseudolatex dispersions is
independent of the molecular weight of the polymer
and only slight increases in viscosity occur with
increased polymer concentration.[32]

Plasticizers

Many pharmaceutical polymers exhibit brittle proper-
ties and require the addition of a plasticizing agent to
obtain an effective coating, free of cracks, edging, or
splitting. Plasticizers function by weakening the inter-
molecular attractions between the polymer chains
and generally cause a decrease in the tensile strength
and the glass transition temperature and an increase
in the flexibility of the films.[33] Plasticizers are neces-
sary components to reduce brittleness, improve flow,
impart flexibility, and to increase toughness, strength,
and tear resistance of the film.[34] These plasticizers
play a critical role in the performance of polymeric film
coatings.[15,35]

Plasticizers are generally non-volatile, high boiling,
non-separating substances that, when added to poly-
mers, change certain physical and mechanical proper-
ties of that material. Plasticizers used in a polymeric
system should be miscible with the polymer and exhibit
little tendency for migration, exudation, evaporation,
or volatilization. Many compounds can be used to
plasticize polymers, including water. Phthalate esters
such as diethyl phthalate, sebacate esters such as dibu-
tyl sebacate, and citrate esters such as triethyl citrate
and tributyl citrate are commonly used as plasticizing
agents. Various glycol derivatives including propylene
glycol and polyethylene glycol have also been used to
plasticize polymeric films. In addition, surfactants, pre-
servatives, and other compounds have been shown to
function as plasticizing agents in cellulosic and acrylic
polymers.[36,37]

To be effective, a plasticizer must partition from the
solvent phase into the polymer phase and subsequently
diffuse throughout the polymer to disrupt the inter-
molecular interactions.[38] The rate and extent of this
partitioning for an aqueous dispersion have been found
to be dependent on the solubility of the plasticizer in
water and its affinity for the polymer phase. The par-
titioning of water-soluble plasticizers in an aqueous
dispersion occurs rapidly, whereas significantly longer
equilibration times are required for water-insoluble
plasticizing agents.[8,39] For aqueous-based dispersed
systems, water-insoluble plasticizers should be emulsi-
fied first and then added to the polymer.[40] Sufficient
time must be allowed for plasticizer uptake into the

polymer phase prior to the initiation of coating. If
insufficient time for plasticizer partitioning is given,
the unincorporated plasticizer droplets, as well as the
plasticized polymer particles, will be sprayed onto the
substrates during the coating process, resulting in
uneven plasticizer distribution within the film, which
could potentially cause changes in the polymer proper-
ties of the film over time. Siepmann et al.[41] developed
a plasticizer uptake model to predict the minimum
stirring time necessary for complete partitioning of
plasticizers into aqueous polymeric dispersions. A
postcoating thermal treatment may help reduce or
eliminate the plasticization time effects.[18]

The effectiveness of a plasticizing agent is depen-
dent, to a large extent, on the amount of plasticizer
added to the film coating formulation and the extent
of polymer–plasticizer interaction. Forces involved in
polymer–plasticizer mixtures include hydrogen
bonding, dipole–dipole, and dipole-induced dipole
interactions, as well as dispersions forces. Many
experimental methods to determine the extent of
polymer–plasticizer interactions have been reported in
the pharmaceutical literature, including torsional braid
pendulum,[42] vapor pressure depression,[43] osmotic
pressure,[44] swelling tests,[45] gas–liquid chromato-
graphy,[46] viscometry,[47] melting point depression,[48]

nuclear magnetic resonance,[49] and Fourier transform
infrared.[50] The degree of plasticizer–polymer interac-
tions has been extensively characterized using differen-
tial scanning calorimetry and the decrease in the glass
transition temperature of the polymer with the
addition of a plasticizing agent is a common measure
of plasticizer effectiveness.[33,51,52]

Other Additives

In addition to the polymer, plasticizer, and solvent,
other water-soluble and water-insoluble compounds
such as pigments, antiadherents, surfactants, and anti-
foaming agents may be added to coating formulations
to improve the appearance of the final dosage form, to
facilitate processing, and to reduce the tackiness of the
films. Drugs have also been incorporated directly into
film coating formulations.[32,53] The volume concen-
tration, size and size distribution, chemical properties
and surface charge of the additives, and the extent of
polymer–particle interaction may significantly affect
the mechanical, adhesive, and drug-release properties
of the coatings.[54–56] Several classes of commonly used
film coating additives are discussed below.

Antiadherents

During coating, curing, and storage, many pharma-
ceutical film coatings become sticky and the coated
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particles may agglomerate. The degree of tackiness
correlates with the minimum film forming temperature
of the polymer and has been shown to increase with
increasing plasticizer concentration.[57] To reduce the
stickiness of the film and minimize agglomeration of
the coated substrates, antiadherent compounds are
generally included in coating formulations and talc is
one of the most common antiadherents used. However,
the high levels of talc (up to 100% w/w, based on dry
polymer weight) required to reduce the tackiness of the
coating may result in clogging of the spray nozzle and
particle sedimentation. Furthermore, talc is hydro-
phobic and the addition of talc to polymeric films
has been shown to decrease water vapor permeability[2]

and the dissolution rate of drugs.[58] Other studies,
however, have shown that talc may increase dissolu-
tion, presumably by forming cracks in the coating.[59]

Talc has also been found to affect the mechanical, ther-
mal, and adhesive properties of polymeric films.[60,61]

Glyceryl monostearate (GMS) has been used as an
alternative to talc.[62] Wesseling et al.[57] showed that
5% GMS was as effective as 50% talc in reducing the
tackiness of several acrylic polymeric films.

Colorants

Pigments used in pharmaceutical systems include
aluminum lakes of water-soluble dyes, opacifiers such
as titanium dioxide, and various inorganic materials
including the iron oxides. Reports of color migration
and stability issues have curtailed the use of water-
soluble dyes in pharmaceutical products.[63] Pigments
have been employed to provide easy product identifi-
cation and present a more pharmaceutically elegant
dosage form. In addition, titanium dioxide and other
opacifying agents have been incorporated into film
coating formulations to improve the stability of light-
sensitive drugs.[1,64]

Incorporation of pigments into polymeric dispersions
may result in incompatibilities, such as coagulation of
the polymer or flocculation of the pigments.[65] These
instabilities are related to the size and surface charge
of the components in the colloidal polymer formu-
lation as well as the pH of the medium.[66] Other exci-
pients may be added to the coating formulation to
stabilize the polymeric dispersions.[40] Sodium carbox-
ymethylcellulose, for example, has been used at a con-
centration of approximately 6% (w/w, based on dry
polymer weight) to stabilize pigmented acrylic disper-
sions.[67] The polymer chains of this anionic cellulose
ether lead to sterical stabilization of the pigment and
prevent flocculation by increasing the viscosity of the
mixture. Other approaches to stabilize aqueous poly-
meric dispersions have also been suggested.[68]

Pigments differ significantly in their physical
properties, including density, particle shape, particle

size, and morphology, and these differences contribute
to the complex relationship with aqueous film coatings.
The size, shape, surface chemistry, and concentration
of the pigments have been shown to affect polymer
properties. Felton and McGinity,[69] for example,
found an inverse relationship between the particle size
of the pigment and film–tablet adhesion. These
researchers theorized that larger particles disrupt the
interfacial bonding between the polymer and the sur-
face of the tablet to a greater extent than the smaller
particles. In another study, Rowe[70] attributed the
increased modulus of elasticity of polymeric films con-
taining colorants to the shape of the pigment particle
and to the extent of particle–polymer interaction. Maul
and Schmidt[71] investigated the effects of several pig-
ments of similar size but differing in surface polarity
on drug release. Fig. 6 shows that pigments with polar
surfaces (such as titanium dioxide, iron oxide, and
mica) produced films that were less permeable than
when the hydrophobic talc was incorporated into the
coating. Other studies have shown that the addition
of titanium dioxide to acrylic and cellulosic films
increases water vapor permeability[2,72] and enhances
polymer adhesion.[69,73]

Surfactants

Surfactants have been added to coating formulations
to improve substrate wettability,[74] facilitate spreading
of the polymeric material on the surface of the sub-
strate,[34] and homogenize the coating mixtures.[75]

Various polymer properties may be affected by the
addition of surfactants to polymeric film coatings.
Lindholm et al.[76] for example, showed faster drug
release rates occurred as the concentration of poly-
sorbate 20, a hydrophilic non-ionic surfactant, was
increased in ethyl cellulose films. These researchers
suggested that the surfactant leached from the coating

Fig. 6 Influence of surface chemistry of pigments on theo-

phylline release from pellets coated with Eudragit� RS 30
D containing dibutyl phthalate as a plasticizer. (;) Titanium
dioxide as fine platelets; (&) mica; (�) talc; (�) red iron
oxide fine platelets. (From Ref.[71].)
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during dissolution, creating pores in the film through
which the drug diffused.

EVALUATION OF POLYMERIC FILMS

Determination of the drug release or dissolution
properties of solid dosage forms is probably the most
common test performed on pharmaceutical systems
and methods for quantifying drug release are discussed
elsewhere.[77] For film-coated drug products, the
polymer, film thickness, and plasticizer type and con-
centration have been shown to influence dissolu-
tion.[15,78,79] The addition of soluble and insoluble
excipients in the film coating formulation,[80,81] proces-
sing parameters used during coating,[16,82] postcoating
drying,[13,18] and storage conditions[83] have also been
shown to affect drug release.

The drug release characteristics and long-term sta-
bility of coated products may be predicted by evaluat-
ing isolated free films for permeability and mechanical
strength. Methods commonly used to prepare isolated
films include casting and spraying techniques. With the
casting method, the polymeric solution or dispersion is
cast onto a smooth surface of Teflon� or aluminum
and the solvent is slowly evaporated. Use of insoluble
excipients in the film coating formulation, however,
may result in two different film surfaces being formed
as the solvent is evaporated. Free films may also be
prepared using an atomization spray process and a
schematic of the apparatus is shown in Fig. 7 This
spray-atomization technique is similar to processes
used to coat pharmaceutical solids. The spray box con-
sists of a rotating drum covered with a non-stick
material that is encased in a hot box and the polymeric
material is sprayed onto the rotating drum.[84] Films
prepared from aqueous polymeric dispersions using
the spray method are generally more uniform and exhi-
bit more consistent and reproducible mechanical

properties than films prepared by the casting
technique.[85]

Water Vapor Permeability

Polymeric films have been used as barriers to protect
moisture-sensitive drugs from atmospheric water and
improve the stability of drugs that degrade by hydro-
lytic mechanisms.[86] The water vapor permeability
coefficient is used to evaluate the effectiveness of a
particular film coating as a barrier to water. Water
vapor permeability is commonly evaluated using iso-
lated free films to construct water vapor transmission
cells.[53,87] A schematic of the apparatus is shown in
Fig. 8.[88] A water vapor transmission cell consists of
a glass cylinder containing a saturated salt solution
to produce a specific internal vapor pressure. The cyl-
inder is then sealed with the polymeric film. Rubber
rings and aluminum caps are often used to prevent
water vapor egress through any areas other than the
film. The transmission cells are placed in a humidity-
controlled chamber and weighed periodically over a
specified time period. These water vapor transmission
cells rely on a vapor pressure gradient to achieve a lin-
ear weight gain. From the daily weight gains, the water
vapor permeability constant can be calculated using
Eq. (1):

Perm ¼
WL

ADP
ð1Þ

where Perm is the moisture permeability constant, W is
the amount of moisture transmitted per unit time, L is
the thickness of the film, A is the area of the film
exposed, and DP is the vapor pressure gradient. A
method to determine water vapor permeation of
applied films has also been reported.[31]

Aluminum
cap

Glass vial

Saturated
salt

solution

Film sample
Polypropylene washer
Rubber washer

Salt (solid)

Fig. 8 Schematic of a water vapor transmission cell. (From
Ref.[88].)Fig. 7 Schematic of a spray box apparatus.
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Water vapor permeation has been shown to be
dependent on the film composition,[31,89] additives in
the film,[72] and the solvent system in which the poly-
mer is dissolved or dispersed.[2] A number of research-
ers have investigated the effects of plasticizers in
coating formulations on the permeability of polymeric
films.[51,84,90] Water vapors have been shown to
permeate more rapidly through films containing
hydrophilic plasticizers,[2] whereas the inclusion of a
hydrophobic plasticizer in the coating has been found
to exert no significant effects on water vapor
permeability.[91]

Thermal Analysis

Thermal analysis is a term used to describe a number
of analytical experimental techniques that investigate
polymer properties as a function of temperature. Some
of the properties that can be determined include
enthalpy, mass, melting temperature, heat of fusion,
and the glass transition temperature. Hatakeyama
and Quinn[92] provide an excellent description of thermo-
analytical techniques.

The glass transition temperature (Tg) is probably the
most common physical property determined for
amorphous polymeric materials. At temperatures
below the Tg of the polymer, the material generally
behaves as a hard and brittle glass, whereas the
behavior of the polymer changes to soft and elastic
at temperatures above the Tg. The degree of
excipient–polymer interactions has been extensively
characterized using differential scanning calorimetry.
The effectiveness of a plasticizer in a film coating for-
mulation has been related to its ability to decrease
the Tg of the polymer.[15,51,52] Table 1 shows the Tg of
an acrylic polymer plasticized with several citrate
esters.[93] The addition of 10% plasticizer in the film
coating produced a significant decrease in the Tg of
the polymer for all compounds studied and higher

concentrations of the plasticizer further lowered the
Tg of the film. These data demonstrate that the citrates
effectively plasticized the acrylic polymer.[33] In con-
trast to plasticizing agents, other additives in film coat-
ing formulations, such as talc, titanium dioxide, and
lactose, may increase the Tg of the film[69,94] due to a
restriction in the mobility of the polymer chains or a
rise in the crystallinity of the polymer.[95]

Mechanical Properties

Basic research with polymeric solutions and dispersions
has focused on the mechanical properties, including
tensile strength, Young’s modulus, and elongation.
Mechanical testing has been used to evaluate the effec-
tiveness of plasticizers,[33,90] as well as the permeability
of film coatings[96] and the dissolution characteristics of
film-coated solids.[97,98] Mechanical data obtained from
tensile testing of free films have been used to predict the
incidence of film defects in coated tablets.[99] These
mechanical data have also been used to make predic-
tions regarding the long-term storage stability of film-
coated solid dosage forms.[100]

Common methods used to evaluate mechanical
properties of polymeric films include microindentor
probe analysis,[101] puncture and shear tests,[35,102] and
stress relaxation.[103] The stress–strain test is probably
one of the most popular and widely used techniques to
determine the mechanical properties of polymeric mate-
rials of pharmaceutical interest.[104,105] Stress–strain
testing generally consists of applying an axial load to
an isolated free film and measuring the load and defor-
mation simultaneously. The stress–strain test will pro-
vide a generalized curve from which several useful
properties can be determined. A typical stress–strain
curve obtained from tensile testing is shown in Fig. 9
and illustrates the terminology used. During the tensile
test, initially there is a linear portion of the curve where
the elongation of the polymeric film is directly pro-
portional to the applied stress, and the slope of this lin-
ear region is known as Young’s modulus. Young’s
modulus is a measure of the stiffness of the film or the
ability of the film to withstand high stress while under-
going little elastic deformation. The greater the slope
of the line, the higher the modulus and the greater the
stiffness of the polymeric material. The plateau area
where the film first undergoes a marked increase in
strain without a corresponding increase in stress is
known as plastic deformation. During plastic defor-
mation, the structure of the polymeric film changes as
the polymer chains orient themselves parallel to the
direction of flow. As the film continues to be elongated,
a point is reached at which the film breaks, known as the
elongation at break. The stress value at this point is
referred to as the ultimate tensile strength, which is a

Table 1 Glass transition temperature (Tg) of Eudragit� RS
30 D polymeric films as a function of plasticizer type and
concentration

Tg of Eudragit� RS 30 Da

Plasticizer 10% Plasticizer 20% Plasticizer

Triethyl citrate 34.3 12.8

Acetyl triethyl citrate 37.0 17.5

Tributyl citrate 38.2 20.5

Acetyl tributyl citrate 38.2 22.2

Triacetin 42.2 27.4
aUnplasticized film is 55.0 �C.

(From Ref.[93].)
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measure of the ability of the solid to withstand fracture.
The area under the curve represents the work done and
is referred to as the toughness of the polymer.

Using tensile testing of free films, researchers have
shown that plasticizer type and concentration influence
the mechanical properties of both acrylic and cellulosic
polymers.[33,106] Fig. 10 shows the influence of dibutyl
sebacate concentration on the tensile properties of free
ethyl cellulose films.[107] As the concentration of the

plasticizer was increased from 25% to 35%, the elonga-
tion at break increased and the slope of the curve
decreased, indicating the film became more flexible.
Storage conditions and aging have also been found
to affect the mechanical properties of polymeric
films.[108,109]

The mechanical properties determined by tensile
testing of isolated free films in the dry state may not
predict the behavior of the coated dosage form when
in contact with biological fluids.[102] During the dissolu-
tion process, aqueous fluids will diffuse through the
film coating into the solid core and the polymeric film
will be in a hydrated or wet state. Table 2 shows the
mechanical properties of dry and wet acrylic and cellu-
losic films determined using a puncture test technique
and these data clearly demonstrate that the strength
and flexibility of hydrated films may be quite different
from films in the dry state. For example, while brittle
when dry, Eudragit L 30 D was significantly more flex-
ible when hydrated, presumably due to the plasticizing
effect of water.[35] Bodmeier and Paeratakul[102] also
found that the solubility of the plasticizer incorporated
in the film coating formulation influenced the mechan-
ical properties of hydrated films. Triethyl citrate, a
water-soluble plasticizer, leached from an acrylic film
upon exposure to water, thus causing significant differ-
ences in the mechanical strength of dry and hydrated
films. In contrast, no significant differences in the
mechanical properties of wet and dry films containing
the water-insoluble and non-leaching plasticizer acetyl
tributyl citrate were noted.

While tensile testing of free films has been the tra-
ditional method used for studying the mechanical
properties of polymers, compression tests have been
to a lesser extent.[110] Many similarities exist between
tension and compression tests, including the manner
of conducting the test and the analysis and interpreta-
tion of the results. Uniform displacement rates are
applied in a manner similar to a tensile test, except
for the direction of loading. One of the advantages of
compression testing is that the effects of substrate
materials, storage conditions, and physical aging on
the mechanical properties of applied polymeric films
may be investigated. Compression testing of coated
solids has also been used to determine qualitatively
the adhesive properties of polymers, with single peak
failure indicative of high substrate/coating adhesion.[3]

Fig. 11 shows the force–deflection profiles obtained
from compression testing of enteric-coated soft gelatin
capsules. In most cases, the capsule shell and the poly-
meric film fractured simultaneously, as shown in
Fig. 11A, indicating good adhesion. Fig. 11B shows
that some of the coated soft gelatin capsules exhibited
a break in the film followed by rupture of the gelatin
shell, which the authors attributed to poor film–
capsule adhesion.[9]

Fig. 9 Example of a stress–strain curve obtained in the
tensile testing of isolated free films.
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Fig. 10 Influence of dibutyl sebacate concentration on the
stress–strain curve of isolated free films prepared from an
ethyl cellulose aqueous dispersion (Aquacoat�). (From
Ref.[107].)
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Compression testing of coated pellets has recently
received attention in the pharmaceutical literature, as
researchers compress these pellets into the more tam-
per-resistant tablet dosage form.[111,112] Methods to
quantify the compression properties of coated pellets
have been discussed elsewhere.[113,114] The compres-
sional forces used during tableting are critical and, if

these forces exceed the strength of the coating, the film
will fracture and faster dissolution rates will result.[115]

Due to the intensive contact during compression,
slower drug release may also occur as the films from
the coated pellets fuse together to form a matrix tab-
let.[40] Readily compressible excipients, such as starch
and microcrystalline cellulose, have been dry blended
with coated pellets prior to tableting to eliminate the
possible fracture or fusing of the polymeric films.
These excipients prevent direct contact of the coating
and reduce friction during compression. The addition
of at least 15% (w/w) microcrystalline cellulose
to coated acetyl salicylic acid pellets was shown to
prevent the formation of matrix tablets.[116]

Polymer Adhesion

Good adhesion between a polymer and the surface of a
solid is a major prerequisite for the film coating of
pharmaceutical dosage forms.[117] Poor adhesion may
result in flaking or peeling of the coating from the solid
substrate during storage, which could significantly
jeopardize film functionality. Loss of adhesion may
lead to an accumulation of moisture at the film–tablet
interface, affecting the stability of drugs susceptible
to hydrolytic degradation.[118] Loss of adhesion may
also compromise the mechanical protection the
coating provides to the solid substrate.[3] In addition,
experiments on adhesion may be useful to the pharma-
ceutical scientist during preformulation studies to
investigate the relationship between tablet excipients
and polymeric coating formulations.[119]

Force involved in adhesion

The two major forces that have been found to affect
polymer–tablet adhesion include the strength of the
interfacial bond and the internal stresses within the
coating. For pharmaceutical products, hydrogen bond
formation is the primary type of interfacial contact

Table 2 Mechanical properties of dry and hydrated films prepared from different polymeric dispersions plasticized with

20% (w/w) triethyl citrate (standard deviation in parentheses)

Polymer dispersion

(film thickness, lm)

Puncture strength (MPa) Elongation (%)

Dry Wet Dry Wet

Aquacoat (309) 0.34 (0.11) 0.10 (0.02) 1.34 (0.18) 0.13 (0.02)

Surelease (394) 0.23 (0.44) 0.74 (0.10) 0.62 (0.12) 4.89 (0.90)

Eudragit NE 30 D (314) 2.16 (0.19)a 1.58 (0.10)a >365.00 >365.00

Eudragit RS 30 D (309) 1.99 (0.23) 0.93 (0.04) 142.83 (4.32) 38.41 (4.65)

Eudragit RL 30 D (316) 1.81 (0.11) 1.60 (0.14) 126.31 (8.04) 13.02 (2.45)

Eudragit L 30 D (264) 0.83 (0.05) 1.78 (0.09)a 0.46 (0.25) >365.00
aFilms did not rupture.

(From Ref.[35].)

Fig. 11 Force–deflection profiles of soft gelatin capsules

containing polyethylene glycol as a fill liquid and coated with
Eudragit� L 30 D-55 obtained from compression testing: (A)
polymer plasticized with 20% triethyl citrate; (B) polymer
plasticized with 20% tributyl citrate. (From Ref.[9].)
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between the tablet surface and the polymer. Dipole–
dipole and dipole-induced dipole interactions also
occur to a lesser extent. Factors that affect the type
or the number of bonds formed between the polymer
and the solid surface will influence film adhesion.[117]

The second major factor influencing polymer
adhesion is the internal stresses within a film. When a
polymeric solution or dispersion is applied to a sub-
strate, internal stresses inevitably develop within the
coating.[120] These stresses include stress due to shrink-
age of the film upon solvent evaporation, thermal
stress due to the difference in thermal expansion of
the film and the substrate, and volumetric stress due
to the volume change when a substrate swells upon
storage. Several researchers have developed equations
to estimate the total stress within a film.[120,121] The
total internal stress, P, may be calculated using Eq. (2):

P ¼ E

3ð1 � nÞ ½
fs � fr

1 � fr

þ DacubicDT þ DV

V
� ð2Þ

where E is the elastic modulus of the film, n is the poly-
mer’s Poisson’s ratio, fs is the volume fraction of the
solvent at the solidification point of the film, fr is the
volume fraction of the solvent remaining in the dry
film at ambient conditions, Dacubic is the difference
between the cubical coefficient of thermal expansion
of the film coating and the substrate, DT is the differ-
ence between the glass transition temperature of the
polymer and the temperature of the film during
manufacturing and storage, DV is the volumetric
change of the tablet core, and V is the original volume
of the tablet core. While this equation has been derived
for polymeric solutions, the theory is applicable to
polymeric dispersions as well. From Eq. (2), the total
stress within a film is directly proportional to the elas-
ticity of the polymer. Therefore, factors that influence
the elastic modulus of the polymer may affect film–
tablet adhesion.

Methods to assess adhesion

The small size of the tablet and the non-uniform sur-
face roughness of the substrate have presented signi-
ficant challenges to the pharmaceutical scientist in
assessing the adhesive properties of polymers. In the
1970s, film–tablet adhesion was assessed using a peel
test, where a modified tensile tester peeled the film
from the surface of the tablet at a 90� angle.[122] The
peel angle, however, is dependent on both the elasticity
of the film and the uniformity of adhesion, which
may produce significant deviations in the data.[123]

More recently, several variations of the butt adhesion
technique have been reported in the pharmaceutical
literature.[122,127,128] Although similar to the peel test,

the entire film is removed normal to the surface of
the tablet, rather than sections of the film being peeled.
The butt adhesion technique eliminates variations due
to the elasticity of the film and is less influenced by the
uniformity of adhesion. Using the butt adhesion test,
force–deflection profiles can be generated, an example
of this is shown in Fig. 12. This graph, similar to
stress–strain curves commonly generated in the tensile
testing of free films, permits the visualization of the
development of the force within the sample during
the adhesion test. In addition to the force of adhesion,
the elongation at adhesive failure, the modulus of
adhesion, and the adhesive toughness of the film can
be determined. The elongation at adhesive failure is
the distance the upper plate traveled at film separation.
Analogous to the elongation at break obtained from
tensile testing of free films, elongation at adhesive
failure reflects the ductility of the polymeric film. The
modulus of adhesion is the slope calculated from the
linear region of the force–deflection diagram and
may be compared to Young’s modulus obtained from
tensile testing of free films. The adhesive toughness is
the work required to remove the film from the tablet
surface and may be calculated from the area under
the force–deflection profile.

Substrate variables affecting adhesion

The surface roughness of the tablet compact and the
force of compression used during tableting will affect
polymer adhesion, by altering the effective area of con-
tact between the film coating and the surface of the

Force of
adhesion

Force
(Kg) Modulus of 

adhesion

Deflection
(µm)

Elongation at
adhesive failure

Adhesive Toughness = Area under the curve

Fig. 12 Example of a force–deflection profile obtained from
a butt adhesion experiment.
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solid. The compressional force used during tableting
has been found to significantly influence adhesion of
organic-based cellulosic films, as shown in Fig. 13.[123]

Above a critical force, increased compression during
the tableting process resulted in decreased adhesion.
Below the critical compression pressure, the tablet
laminated, rather than the film being separated from
the tablet surface, and cohesive failure occurred. In
the same study, a relationship between tablet porosity
and polymer adhesion was found, as shown in Fig. 13,
which the authors attributed to the extent of solvent
penetration into the substrate cores and the physical
mixing at the film–tablet interface. Using aqueous-
based acrylic dispersions, Felton and McGinity[119]

also reported stronger adhesion when the polymer
was applied to rougher tablet surfaces.

Because adhesion is primarily due to hydrogen bond
formation, hydrophobic excipients in the tablet may
decrease adhesion by presenting a surface consisting
of mainly non-polar hydrocarbon groups. As shown
in Fig. 14, increased concentrations of stearic acid, a
commonly used lubricating agent that has a free polar
carboxyl group, improved adhesion of an organic-
based cellulosic polymeric film.[124] When more hydro-
phobic lubricating agents were added to the tablet
compacts, polymer adhesion decreased. Increased con-
centrations of magnesium stearate in tablets have also
been shown to significantly lower adhesion of aqueous-
based acrylic and cellulosic films.[119,125] In contrast,
the addition of microcrystalline cellulose to tablets
improved film–tablet adhesion, presumably due to
the saturation of the tablet surface by hydroxyl groups
of the excipient.[124,125]

Film coating variables affecting adhesion

Several studies have shown that the solvent system
used in the coating formulation affects polymer
adhesion.[126] The solvent will interact with the poly-
mer and Nill affect the random coil structure of the
polymer chains. It is generally accepted that the greater
the polymer–solvent interaction, the greater the end-
to-end distance, thus exposing more of the polymer
that is capable of interacting with and binding to the
surface of the solid. Nadkarni et al.[127] suggested that
the solubility parameter of the solvent be used as a
qualitative measure to the extent of polymer solvation,
with greater polymer solvation resulting in greater
film–tablet adhesion. In 1988, Rowe[128] developed
equations using the solubility parameters of the
tablet excipients and the polymer to predict trends in
film–tablet adhesion. Wood and Harder[122] used
contact angle measurements, as an indication of
surface wettability, to predict polymer adhesion. In
contrast, Felton et al.[74] added surfactants to acrylic
dispersions to alter substrate wettability. These
researchers suggested that tablet wettability is not a
valid predictor of adhesion of polymeric dispersions,
because it is the polymer that binds to the substrate,
not the solvent.

One of the two major forces influencing polymer
adhesion is the internal stress within the polymeric
film.[120] The addition of plasticizing agents to coating
formulations generally decreases the internal stress in
the film by decreasing both the elastic modulus (E)
and the glass transition temperature (Tg) of the film
coating [Eq. (2)]. Felton and McGinity[129] demon-
strated a relationship between adhesion and the Tg of
the polymer. As shown in Table 3, film–tablet adhesion
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Fig. 14 The effect of lubricant concentration (% w/w) on
the measured adhesion (kPa) of hydroxypropyl methyl-

cellulose films: (A) Pharmacoat� 606; (B) Methocel� 60HG
viscosity 50; (G) stearic acid; (�) magnesium stearate; (&)
calcium stearate. (From Ref.[124].)
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Fig. 13 Influence of compression pressure on the (G)

porosity and adhesion of film formulations containing (�)
low viscosity and (&) high viscosity hydroxypropyl methyl-
cellulose: (A) porosity (%); (B) adhesion (kPa). (From
Ref.[123].)
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was strongest in the more plasticized films. The
researchers attributed these findings to the extent of
the polymer–plasticizer interactions and the effective-
ness of the plasticizing agent in lowering the internal
stresses within the film coating. Higher concentrations
of plasticizers within polymeric films caused a slight
decrease in the force of adhesion and a significant
increase in the elongation at adhesive failure and
adhesive toughness, as shown in Fig. 15.[129] These
findings were again attributed to a lowering of the
internal stresses within the film and an increase in the
elasticity of the polymer. Interestingly, adhesion was
also found to be dependent on the physicochemical
properties of the plasticizer in conjunction with the
surface hydrophobicity of the tablet compacts, with
films containing hydrophobic plasticizers being less
sensitive to the hydrophobicity of the substrate.[129]

Insoluble additives in coating formulations, includ-
ing talc, titanium dioxide, and other pigments have
been found to influence polymer adhesion.[118] These
insoluble excipients generally cause an increase in the
internal stresses within the film and are thought to
embed themselves at the film–tablet interface.[70,117]

The extent to which excipients incorporated into film
coating formulations may affect polymer adhesion is
dependent on the particle size, concentration, and
morphology of the insoluble agents in the coat-
ing.[56,69,118,125]

Processing parameters affecting adhesion

Dimensional changes in the tablet core that occur dur-
ing the coating process will influence the internal stres-
ses within the films of the final coated products and
may ultimately affect polymer adhesion.[130] The extent
of substrate swelling is dependent on the temperature
used during processing. Rowe[131] suggested that the
excipients in the tablet core and the polymeric coating
materials should have similar coefficients of thermal
expansion to minimize the development of internal
stresses in the film during processing.

The postcoating drying or curing stage of processing
may affect polymer adhesion. As the solvent evaporates
and the polymer droplets coalesce, the number of poten-
tial polymer–substrate binding sites increases, as shown
in Fig. 16. Felton and Baca[14] showed that film–tablet
adhesion increased during curing, and the force of
adhesion was dependent on the hydrophobicity of both

Table 3 Influence of the plasticizer in the coating

formulation on the force of adhesion and the glass transition
temperature (Tg) of an acrylic resin copolymer (standard
deviation in parentheses)

Plasticizer Force of adhesion (kg) Tg (�C)

Triethyl citrate 4.85 (0.27) 36.5 (1.1)

Polyethylene glycol 6000 4.32 (0.25) 38.6 (2.5)

Tributyl citrate 3.81 (0.30) 51.2 (2.2)

Dibutyl sebecate 3.48 (0.33) 62.0 (3.6)

(From Ref.[129].)
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Fig. 15 Influence of triethyl citrate plasticizer concentration
on the force–deflection profile of Eudragit� L 30 D-55
applied to tablet compacts: (&) 20% plasticizer; (�) 30%
plasticizer. (From Ref.[129].)

Fig. 16 Schematic of the increase in potential polymer–

substrate interactions as film formation proceeds: (A) closely
packed polymer spheres; (B) initiation of coalescence and
polymer chain interdiffusion; (C) complete film formation.
(From Ref.[14].)
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the substrate and the plasticizing agent in the film for-
mulation. Environmental storage conditions have also
been shown to influence adhesion.[9,73,118,126,129]

PROBLEMS ENCOUNTERED DURING
FILM COATING

Defects in the Film

Coated solids are generally evaluated visually to detect
defects in the film[132] and a list of common defects is
presented in Table 4.[133] Some defects may be esthetic
in nature while others are more serious and may
compromise the functionality of the film coating.
Manipulating processing conditions, adjusting the
coating formulation, or reformulating the substrate
may resolve these problems. Picking, for example,
occurs when tablets briefly stick together during the
coating process. This defect generally occurs in an
over-wet tablet bed and may be eliminated by reducing
the spray rate or increasing the bed temperature.[63]

Picking may also be reduced by adding antiadherents
to the coating formulation. Mottling is a blotched or
spotted film coating and is associated with inadequate
pigment dispersion or color migration. If the colorant
is uniformly dispersed in the coating formulation,
color variations within the film may be curtailed by
increasing the rotational pan speed, using baffles in
the coating pan, or increasing the number of spray

guns used.[134,135] A rough surface, similar to the sur-
face of an orange, is known as the orange peel effect
and occurs when the spray droplets become too viscous
to spread across the substrate. Perhaps, more serious
and likely to compromise film functionality, cracking
and peeling of the coating occur when the internal
stresses exceed the tensile strength of the film and
reformulation of the coating is often required.[132]

Characteristics of the Substrate

The physical and chemical characteristics of the
substrate are important considerations in film coating.
Substrates, for example, must be sufficiently robust to
physically withstand tumbling in the coating
apparatus. Weak tablets may chip or fracture during
coating and slower rotational pan speeds may be
required. Interactions between the substrate core and
the film coating may occur as the polymeric solution
or dispersion physically mixes at the inter-
face.[95,98,136–138] Pitting has been reported to occur
when coating tablets containing low melting excipients,
such as stearic acid.[139] Drugs may also interact with
excipients in the film coating formulation.[140] A seal coat
or subcoat may be necessary to separate the reactive com-
ponents and eliminate these types of interactions.

Sustained release wax matrix tablets are generally
considered difficult to coat with aqueous polymeric
dispersions due to the poor wettability of the
hydrophobic tablet surface.[141] The physicochemical

Table 4 List of common defects that may occur during film coating

Defect Description

Blistering Film becomes locally detached, forming a blister

Blooming Dulling of coating

Blushing White specks or haziness in film

Bridging (of the intagliation) Film pulls out of intagliation or monogram forming

a bridge across the mark

Chipping Film becomes chipped

Color variation Intertablet variation in color

Cracking Film cracks across the crown of the tablet

Crtering Volcanic-like craters in film

Flaking Film flakes off exposing tablet surface

Infilling Intagliation filled by solidified foam

Mottling Uneven distribution of color (intratablet)

Orange Peel Film rough and non-glossy surface like skin of orange

Peeling Film peels back from edge exposing tablet surface

Picking Isolated areas of film pulled away from surface

Pitting Pits in surface of tablet core without disruption of film

Roughness Film rough and non-glossy

Wrinkling Film with wrinkled appearance

(From Ref.[133].)
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characteristics of the substrate have also been shown to
affect the mechanical and adhesive properties of the
polymer[69,119] Adhesion problems have been reported
when coating both hard and soft gelatin cap-
sules.[8,9,142] The capsule shell is relatively smooth and
generally provides less surface area for interfacial con-
tact compared to tablet compacts.[143,144] The hydro-
phobicity of the fill liquid of soft gelatin capsules in
conjunction with the plasticizer used in the coating
formulation has been shown to influence polymer
adhesion.[9] Adhesion may be improved by adding
polyethylene glycol 400 or 6000 to the coating formu-
lation or using subcoats of hydroxypropyl cellulose or
hydroxypropyl methylcellulose.[117]

In addition to adhesion problems, other difficulties
attributed to the physical properties of gelatin have
been reported in coating capsules with aqueous poly-
meric formulations. The capsule halves may separate
during the coating process due to the tumbling move-
ments of the coating pan. During coating, the capsule
shell may become either sticky due to solubilization
of the gelatin or brittle due to water evaporation. Thus,
the bed temperature and the polymer spray rate
become even more critical parameters in capsule coat-
ing processes. In addition, a prewarming stage is
required when coating soft gelatin capsules.[8,9] The
temperature of the fill liquid must be raised to that
of the bed temperature to allow for uniform drying
of the film.

Physical Aging

Another critical problem that may occur with film-
coated products is a change in drug release rates over
time and is generally associated with aging. The
majority of polymers used in pharmaceutical products
are amorphous and are not at thermodynamic equilib-
rium at temperatures below their glass transition tem-
peratures. During time, amorphous polymers undergo
a slow transformation toward a thermodynamic equi-
librium. A schematic representation of this process is
shown in Fig. 17. As temperatures are cooled to below
the glass transition temperature of the polymer, the
free volume of the polymer will slowly relax toward a
lower free energy state over time. This process is
referred to as physical aging. Ali and Sheldon[145]

demonstrated that a structural reorganization of the
polymer chains occurs during aging. Researchers have
shown that aging significantly impacts the long-term
stability of film-coated products, affecting the per-
meability, mechanical, adhesive, and drug release
properties.[100,108,146,147] Complete coalescence of the
film coating is critical to minimize physical aging
effects.[148] Finally, it should be noted that polymers
used in the coating of pharmaceutical dosage forms

are sensitive to environmental storage conditions, and
temperature and humidity can significantly alter poly-
mer properties.[15,18,83,100,108,109]

CONCLUSIONS

Cellulosic and acrylic polymeric films have been used
to coat pharmaceutical drug products for decorative,
protective, and functional purposes. These materials
are generally applied using a spray-atomization tech-
nique. Additional excipients, including plasticizers,
pigments, antiadherents, and surfactants, may be
incorporated into the coating formulation to aid in
processing or to improve the esthetic appearance of
the coated solid. The addition of these excipients, how-
ever, may alter polymer properties and affect drug
release rates. In the development of a film coating for-
mulation, various polymer properties are commonly
evaluated and these data are used to make predictions
regarding the dissolution characteristics and long-term
stability of the final product. Adhesion of the polymer
is critical to the performance of the film and may
be affected by the physicochemical properties of the
substrate, additives in the coating formulation, and
processing conditions. Subcoats have been used to
improve polymer adhesion as well as to separate
reactive components in the film and substrate. Defects
in the polymeric film may be eliminated by adjusting
processing parameters or by reformulating the coating
and/or the substrate. Aging of coated solids may cause
changes in the drug release characteristics and poly-
meric films should be completely coalesced to minimize
aging problems.

Specific
volume
(cm3/g)

Actual glassy
specific volume

Glass

Temperature

Tg

Rubber

Equilibrium volume
of densified glass

Fig. 17 Schematic of the origin of physical aging in amorph-
ous polymers.
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Extractables–Fluid

Filters and Filtration

Maik W. Jornitz
Sartorius Group, Goettingen, Germany

INTRODUCTION

The separative process of filtration is widely used
within the biopharmaceutical industry to remove
contaminants from liquids, air, and gases, such as
particulate matter but especially microorganisms.
Microorganism removal is either required to achieve
a sterile filtrate or, if the pharmaceutical product is
thermally sterilized, to reduce the bioburden and,
therefore, avoid elevated levels of endotoxins—the
debris of gram-negative organisms.[1]

There are many filter configurations within the
industry, such as sheet or modular depth filter types
for prefiltration purposes, flat filter membranes mainly
for microbial detection and, specifications, and, most
commonly, filter cartridges containing either depth
filter fleeces or membrane filters. Such membrane filters
are available in a large variety of membrane polymers
for different applications. These materials are dis-
cussed later in the chapter.

Sterilizing grade membrane filters are defined by the
FDA Guideline on Sterile Drug Products Produced
by Aseptic Processing[2] by being able to retain 107

Brevundimonas diminuta (formerly Pseudomonas
diminuta) organisms per square centimeter of filtration
area at a differential pressure of 2 bar.[3] Such retention
efficiency has to be validated, using the actual drug
product and the process parameters, due to the pos-
sibility of an effect to the filters compatibility and
stability and/or the microorganisms size and survival
rate.[4,5] Performing these so-called product bacteria
challenge tests became a regulatory demand[6] and,
therefore, belong to a standard filter validation. Before
these challenge tests can be performed, several param-
eters, for example, bactericidal effects of the pro-
duct, have to be evaluated. The recently published
PDA Technical Report 26[7] describes the individual
parameters—the possible effects and mechanisms to
be used to perform challenge tests. Additionally, the
report discusses filtration modes, sterilization, and
integrity testing.

FILTER TYPES

One can differentiate filters in different distinctive types,
commonly in membrane and depth filters. Depth filters

retain contaminants within the depth of the filter matrix.
Contaminants have to move through the tortuous path
of the fiber matrix and eventually will collide with a
fiber and separate from the medium. Due to the depth
retention, such filters have a very high dirt-load capacity
and are able to separate a high load of contaminants
of different sizes. Depth filters are utilized for coarse
particle removal, polishing filtration, and, especially,
to protect final membrane filters reverse osmosis or
deionizing units. Depth filters can greatly enhance the
membrane filter’s total throughput capability. There-
fore, before utilizing a filtration process in a new appli-
cation, filterability trials are commonly performed to
evaluate the optimal prefilter–final filter combination
to achieve the lowest cost per liter ratio and highest
yield. Initial filterability tests are done with 47-mm
composites (flat filter discs of the filter cartridge device
to be used). Having found the optimal combination of
prefilter retention to final filters pore size, pleated
small-scale devices are used to achieve appropriate filter
sizing parameters. Filterability trials are performed
with automatic test rigs, which utilize a balance as a
load cell to measure the filtrate collected. Commonly,
the balance is connected to a computer system, which
uses a specific software showing the flow rate, total
throughput, and differential pressure graphs and offer
a report including such.

As depth filters retain contaminants within the fiber
matrix, membrane filters are surface retentive filters
and, therefore, have the distinct disadvantage to clog
faster. The filter industry, therefore, pleats such mem-
branes to install a higher effective filtration area into
a filter device. Still, such effort has its limitation, due
to a maximum allowable pleat density. Having reached
the limit, the only option is the use of prefilters or
membranes of different pore sizes to gain a fractionate
retention and, therefore, a prolonged lifetime of the
filter. Some membrane filter configurations have such
membrane or depth filter prefilters built into the filter
cartridge. This is convenient for the filter user in
respect to lowered hardware costs. Additional prefilter
housings are not necessary. In comparison to depth
filters, membrane filters have a narrow pore size distri-
bution, which results in a by far sharper retention rate.
Pore size ratings are facilitated to differentiate mem-
brane filters and the performance of such. Commonly,
a sterilizing grade filter is labeled 0.2 mm when it retains
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107 B. diminuta/cm2. Another advantage and necessity
of membrane filters is the fact that these are integrity
testable. Therefore, flaws or defects can be detected,
which is critical, due to the function of membrane
filters, mainly in separating microorganisms from
pharmaceutical solutions.

Membrane filters are made in a wide variety of pore
sizes (Fig. 1). The effective pore size for membranes
vary, and membranes can be used in reverse osmosis
(RO), nanofiltration (NF), ultrafiltration (UF), and
microfiltration (MF). RO membranes are widely used
in water treatment to remove ionic contaminations
from the water. These membranes have an extreme
small pore size and, therefore, require excellent pre-
treatment steps to reduce any fouling or scaling of
the membrane, which would reduce the service lifetime.
RO membranes are used by extensive pressures on the
upstream side of the filter membrane to force the
liquids through the pores.

The retention ratings of UF filters are also not mea-
sured in pore size but rather in MWCO (molecular
weight cut-off), i.e., the molecular weight of the sub-
stance to be retained. UF filter systems are most often
used in cross-flow (tangential flow) systems. The feed
stream is directed over the actual membrane to dimin-
ish blockage of the membrane. Depending on the
pressure conditions, the fluid (permeate) penetrates
through the membrane, whereby the remaining fluid
is recirculated (retentate). UF filter systems find appli-
cations in concentration, diafiltration, and removal
steps within pharmaceutical downstream processing.
MF can be used as dead-end filtration (the feed is
directed to the membrane, resulting into a filtrate,
separated from the contaminant) or tangential flow
mode. The tangential flow characteristic for MF is
commonly used for cell or cell debris removal in down-
stream processing. MF membranes typically differ
from UF membranes in the morphology of the
membrane’s cross-sectional cut. The symmetry of
sterilizing-grade microfilters usually ranges from being
uniform to being slightly asymmetric. Ultrafilters, on

the other hand, are highly asymmetric, with the reject-
ing layer consisting of a tight skin (0.5–10 mm thick)
supported by a thick spongy structure of a much larger
pore size (Fig. 2).

MF is used in a large variety of filtration applica-
tions, from fine cut prefiltration to sterilizing grade
filtration in aseptic processing. Often sterilizing grade
filters are the terminal step before filling or final
processing of the drug product. MF is available for
air and gas applications and liquid clarification or
sterilization. For the different applications, specific
membrane configurations and materials have been
developed.

FILTER MATERIALS

There are a variety of different depth filter and mem-
brane filter materials used within the pharmaceutical
processes. Depth filter are fibrous materials: for
example, polypropylene, borosilicate, or glassfibre
fleeces (Fig. 3). Borosilicate and glassfibre materials
are highly adsorptive and commonly used to remove
colloidal substances, like iron oxide from water or
colloidal haze from sugar solutions.

Prefilters can also contain membranes instead of
fibrous depth filter material. Such membrane material
are commonly mixesters of cellulose or pure cellulose
acetate. The cellulose mixester filter material contains
a high degree of cellulose nitrate, which again is highly
adsorptive. Such prefilters have a very sharp retention
rating and, therefore, are used in applications in which
the contaminant has a narrow size distribution and/or
a sterilizing grade filter has to be protected, due to the
fact that such a filter cannot be changed during the
filtration process. Membrane prefilters, when blocked,
can be exchanged during the filtration process, due to
the final filter downstream.

0.00001 0.0001 0.001 0.01 0.1 1.0
Pore size (micron)

Microfiltration

Ultrafiltration

Nanofiltration

Reverse Osmosis

Fig. 1 Typical pore sizes for membranes used in reverse
osmosis, nanofiltration, ultrafiltration, and microfiltration.

Fig. 2 Skin layer structure of a UF membrane. (Courtesy of
Sartorius AG.)
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Most commercial UF and NF membranes and
many MF membranes are made by the phase-inversion
process, where a polymer is dissolved in an appropriate
solvent along with appropriate pore-forming chemical
agents. The polymer solution is cast into a film, either
on a backing or freestanding, and then the film is
immersed in a non-solvent solution that causes precipi-
tation of the polymer. Such membranes are Poly-
amides, such as nylon, polyethersulfon (PESU), or

polyvinyldienefluoride (PVDF). Cellulosic membranes,
such as cellulose nitrate, acetate, or regenerated cellu-
lose, are casted as a cellulose–water–solvent mixture
onto a belt and transported through heated tunnels.
The resulting evaporation process produces the porous
structure of the membrane seen in Fig. 4.

Other techniques for membrane formation include
stretching the polymeric film, commonly polytetra-
fluoroethylene (PTFE), while it is still in a flexible state
and then annealing the membrane to ‘‘lock in’’ and
strengthen the pores in the stretched membrane. The
stretching process results into a distinctive membrane
structure of PTFE nodes, which are interconnected
by fibrils (Fig. 5).

PTFE membranes are highly hydrophobic and,
therefore, are used as air filters. Air filters have to be
highly hydrophobic to avoid water blockage due to
moisture or condensate, especially after steam steriliza-
tion of these filters. Water blockage could be detrimen-
tal, if the filter is, for example, used in a tank venting
application to overcome condensation vacuum of a
non-vacuum resistant tank. If the filter would not
allow a free flow of air into the tank, it may implode.
Therefore, vent filters for this application have to be
chosen and sized with care. PTFE membranes are also
highly mechanical and thermal resistant, which is
required, because such filters are used over several

Fig. 4 Porous structure of celluloseacetate. (Courtesy of
Sartorius AG.)

Fig. 3 SEM of the random fiber matrix of a depth filter.

(Courtesy of Sartorius AG.)

Fig. 5 PTFE membrane structure. (Courtesy of Sartorius
AG.)
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months, withstanding multiple steam-sterilization
cycles. Especially in large-scale fermentation, these
filters are used over several months, avoiding unwanted
infections of the fermenter’s or bioreactor’s cell line.

Finally, track-etched MF membranes are made
from polymers, such as polycarbonate and polyester,
wherein electrons are bombarded onto the polymeric
surface. This bombardment results in ‘‘sensitized
tracks,’’ where chemical bonds in the polymeric back-
bone are broken. Subsequently, the irradiated film is
placed in an etching bath (such as a basic solution),
in which the damaged polymer in the tracks is prefer-
entially etched from the film, thereby forming cylindri-
cal pores. The residence time in the irradiator
determines pore density, and residence time in the etch-
ing bath determines pore size. Membranes made by
this process generally have cylindrical pores with very
narrow pore-size distribution, albeit with low overall
porosity. Furthermore, there always is the risk of a
double hit, i.e., the etched pore becomes wider and
could result in particulate penetration. Such filter
membranes are often used in the electronic industry
to filter high-purity water.

Table 1 lists the different membrane polymers avail-
able and the advantages and disadvantages, which
depend on the properties of the polymer. The table
shows that there is no such thing as a membrane poly-
mer for every application. Therefore, filter membranes
and the filter performance have to be tested before
choosing the appropriate filter element.

FILTER CONSTRUCTION

Filters are available in several constructions, effective
filtration areas, and configurations. Depending on the
individual process, the filter construction and setup will
be chosen to fit its purpose best. Most commonly used
for RO filters are tubular devices, so-called spiral
wound modules due to the spiral configuration of the
membrane within the support construction of such
device. UF systems can be found as a spiral wound
module, a hollow fiber, or a cassette device. The
choice of the individual construction depends on the
requirements and purposes towards the UF device.
Similar to the different membrane materials, UF device
construction has to be evaluated in the specific applica-
tions to reach an optimal functioning of the unit.
Microfilters and depth filters can be lenticular modules
or sheets but are mainly cylindrical filter elements
of various sizes and filtration areas, from very small scale
of 300 cm2 to large scale devices of 36 m2. A 10-inch high
cylindrical filter element can be seen in Fig. 6.

These filter elements are installed into stainless steel
filter housings by pushing the double O-ring cartridge
adapter into the housing base plate recess. The filter

housing is then assembled and connected, and the filter
is flushed with water and steam-sterilized, either by
in-line steaming or autoclaved. If filter housings are
not available or not preferred, disposable filters can
be used. The filter element is welded into a plastic
housing, usually Polypropylene, and after every fil-
tration process, discarded. The advantage of such a
disposable filter device is the reduced cleaning vali-
dation effort, and the user does not come in contact
with the filtered product. Such disposable filters can
be autoclaved, but not in-line steam-sterilized, due to
the pressure–temperature ratio of the housing polymer.
Most often, such disposable filters are used for scale-up
filtration tests, due to the ease of use and the avail-
ability of a band of effective filtration areas.

FILTER VALIDATION

Pharmaceutical processes are validated processes to
assure a reproducible product within set specifications.
Equally important is the validation of the filters used
within the process, especially the sterilizing grade fil-
ters, which, often enough, are used before filling or
the final processing of the drug product. In its Guide-
line on General Principles of Process Validation,

Fig. 6 10-inch standard filter element with pleated mem-
brane and protection fleeces. (Courtesy of Sartorius AG.)
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1985,[8] and Guideline on Sterile Drug Products Pro-
duced by Aseptic Processing, 1987,[2] the FDA makes
plain that the validation of sterile processes is required
by the manufacturers of sterile products.

Sterilizing grade filters are determined by the bac-
teria challenge test. This test is performed under strict
parameters and a defined solution (ASTM F 838-83).[3]

In any case, the FDA nowadays also requires evidence
that the sterilizing grade filter will create a sterile fil-
tration, no matter the process, fluid or bioburden,
found.[6,9] This means that bacteria challenge tests
have to be performed with the actual drug product,
bioburden, if different or known to be smaller than
B. diminuta and the process parameters. The reason
for the requirement of a product bacteria challenge test
is threefold. First, the influence of the product and
process parameters to the microorganism has to be
tested. There may be cases of either shrinkage of
organisms due to a higher osmolarity of the product
or prolonged processing times. Second, the filter’s
compatibility with the product and the parameters
has to be tested. The filter should not show any sign
of degradation due to the product filtered. Addition-
ally, rest assurance is required that the filter used will
withstand the process parameters; e.g., pressure pulses,
if happening, should not influence the filter’s perform-
ance. Third, there are two separation mechanisms
involved in liquid filtration: sieve retention and reten-
tion by adsorptive sequestration.[1,8,10–12] In sieve
retention, the smallest particle or organism size is
retained by the biggest pore within the membrane
structure. The contaminant will be retained, no matter
the process parameters. This is the ideal. Retention
by adsorptive sequestration depends on the filtration
conditions. Contaminants smaller than the actual pore
size penetrate such and may be captured by adsorptive
attachment to the pore wall. This effect is enhanced
using highly adsorptive filter materials, for example,
Glassfibre as a prefilter or Polyamide as a membrane.
Nevertheless, certain liquid properties can minimize
the adsorptive effect, which could mean penetration
of organisms. Whether the fluid has such properties
and will lower the effect of adsorptive sequestration
and may eventually cause penetration has to be evalu-
ated in specific product bacteria challenge tests. Table 2
shows the advantages and disadvantage of both separa-
tion mechanisms.

Before performing a product bacteria challenge test,
it has to be assured that the liquid product does not
have any detrimental, bactericidal or bacteriostatic,
effects on the challenge organisms. This is done utilizing
viability tests. The organism is inoculated into the pro-
duct to be filtered at a certain bioburden level. At speci-
fied times, the log value of this bioburden is tested. If
the bioburden is reduced due to the fluid properties, a dif-
ferent bacteria challenge test mode becomes applicable.[7]

If the reduction is a slow process, the challenge test will
be performed with a higher bioburden, bearing in
mind that the challenge level has to reach 107 per square
centimeter at the end of the processing time. If the
mortality rate is too high, the toxic substance is either
removed or product properties are changed. This
challenge fluid is called a placebo. Another methodology
would circulate the fluid product through the filter at the
specific process parameters as long as the actual pro-
cessing time would be. Afterwards, the filter is flushed
extensively with water and the challenge test, as described
in ASTM F838-38, performed. Nevertheless, such a
challenge test procedure would be more or less a filter
compatibility test.

Besides the product bacteria challenge test, tests of
extractable substances or particulate releases have to
be performed.[7,8,13] Extractable measurements and
the resulting data are available from filter manufac-
turers for the individual filters. Nevertheless, depend-
ing on the process conditions and the solvents used,
explicit extractable tests have to be performed. These
tests are commonly done only with the solvent used
with the drug product but not with the drug ingredi-
ents themselves, because the drug product usually
covers any extractables during measurement. Such
tests are conducted by the validation services of the
filter manufacturers using sophisticated separation
and detection methodologies, as GC-MS, FTIR, and
RP-HPLC. These methodologies are required, due to
the fact that the individual components possibly
released from the filter have to be identified and quan-
tified. Elaborate studies, performed by filter manufac-
turers, showed that there is neither a release of high
quantities of extractables (the range is ppb to max
ppm per 10-inch element) nor have toxic substances
been found.[13]

Particulates are critical in sterile filtration, specifi-
cally of injectables. The USP 24 (United States
Pharmacopoeia) and BP (British Pharmacopoeia)
quote specific limits of particulate level contaminations
for defined particle sizes. These limits have to be kept
and, therefore, the particulate release of sterilizing
grade filters has to meet these requirements. Filters
are routinely tested by evaluating the filtrate with laser
particle counters. Such tests are also performed with
the actual product under process conditions to proove
that the product, but especially process conditions, do
not result in an increased level of particulates within
the filtrate.

Additionally, with certain products, loss of yield or
product ingredients due to adsorption shall be deter-
mined.[14,15] For example, preservatives, like benzalko-
niumchloride or chlorhexadine, can be adsorbed by
specific filter membranes. Such membranes need to
be saturated by the preservative to avoid preservative
loss within the actual product. This preservative loss,
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e.g., in contact lens solutions, can be detrimental, due
to long-term use of such solutions. Similarly, problem-
atic would be the adsorption of required proteins
within a biological solution. To optimize the yield of
such proteins within an application, adsorption trials
have to be performed to find the optimal membrane
material and filter construction.

Cases that use the actual product as a wetting agent
to perform integrity tests require the evaluation of pro-
duct integrity test limits.[7,17] The product can have an
influence on the measured integrity test values due to
surface tension, or solubility. A lower surface tension,
for example, would shift the bubble point value to a
lower pressure and could result in a false negative test.
The solubility of gas into the product could be reduced,
which could result in false positive diffusive flow tests.
Therefore, a correlation of the product as a wetting
agent to the, water wet values has to be done, accord-
ing to standards set by the manufacturer of the filter.
This correlation is carried out by using a minimum
of three filters of three filter lots. Depending on the
product and its variability, one or three product lots
are used to perform the correlation. The accuracy of
such a correlation is enhanced by automatic integrity test
machines. These test machines measure with highest
accuracy and sensitivity and do not rely on human
judgement, as with a manual test.[7] Multipoint diffusion
testing offers the ability to test the filter’s performance
and, especially, to plot the entire diffusive flow graph
through the bubble point. The individual graphs for a
water-wet integrity test can now be compared to the
product wet test and a possible shift evaluated. Further-
more, the multipoint diffusion test enables the establish-
ment of an improved statistical base to determine the
product wet versus water-wet limits.[16,17]

FILTER INTEGRITY TESTING

Sterilizing grade filters require testing to assure the fil-
ters are integral and fulfill their purpose. Such filter
tests are called integrity tests and are performed before
and after the filtration process. Sterilizing grade fil-
tration would not be admitted to a process if the filter
would not be integrity tested in the course of the pro-
cess. This fact is also established in several guidelines,
recommending the use of integrity testing, pre- and
post-filtration. This is not only valid for liquid but also
for air filters.

Examples of such guidelines are:

1. FDA Guideline on Sterile Drug Products Pro-
duced by Aseptic Processing (1987): Normally,
integrity testing of the filter is performed after
the filter unit is assembled and prior to use.
More importantly however, such testing should
be conducted after the filter is used in order to
detect any filter leaks or perforations that may
have occurred during filtration.

2. The Guide to Inspections of High Purity Water
Systems, Guide to Inspections of Lyophilization
of Parenterals, and also the CGMP document
212.721 Filters state the following:

a. The integrity of all air filters shall be verified
upon installation and maintained throughout
use. A written testing program adequate
to monitor integrity of filters shall be estab-
lished and followed. Results shall be recorded
and maintained as specified in 212.83.

b. Solution filters shall be sterilized and
installed aseptically. The integrity of solution

Table 2 Advantanges and disadvantages of separation mechanisms

Retention mechanism Advantages Disadvantages

Sieve retention Reliable at worst case product properties Retentive only at the specific
pore size ratingReliable separation even at high flows and

pressure conditions
Blockage, i.e., exhaustion, can be determined

No unspecific adsorption, minimal loss
of desired product, and little
adsorptive fouling

Adsorptive sequestration It is possible to retain particles smaller

than the filter’s indicated pore size

Highly influenced by product

specific properties
Separation of colloidal substances is possible
In some case, pyrogens can be removed

Separated particles can be shed by
varying process conditions

Saturation of the active sites cannot
be determined, no warning
Unspecific adsorption will result in

product losses and fouling
Lower reliability in terms of absolute
separation
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filters shall be verified by an appropriate test,
both prior to any large-volume parenteral
solution filtering operation and at the con-
clusion of such operation before the filters
are discarded. If the filter assembly fails the
test at the conclusion of the filtering oper-
ation, all materials filtered through it during
that filtering operation should be rejected.
Rejected materials may be refiltered using
filters whose integrity has been verified pro-
vided that the additional time required for
refiltration does not result in a total process
time that exceeds the limitations specified in
212.111. Results of each test shall be recorded
and maintained as required in 212.188(a).

3. ISO 13408-1 First Edition, 1998-08-1, Aseptic
Processing of Health Care Products, Part 1:
General requirements: Section 17.11.1 Investi-
gation, m. pre- and post-filter integrity test data,
and/or filter housing assembly:

a. 20.3.1. A validated physical integrity test of
a process filter shall be conducted after use
without disturbing the filter housing
assembly. Filter manufacturer’s testing
instructions or recommendations may be
used as a basis for a validated method.
Physical integrity testing of a process filter
should be conducted before use where pro-
cess conditions permit. ‘‘Diffusive Flow,’’
‘‘Pressure Hold,’’ and ‘‘Bubble Point’’ are
acceptable physical integrity tests.

b. 20.3.2. The ability of the filter or housing to
maintain integrity in response to steriliza-
tion and gas or liquid flow (including press-
ure surges and flow variations) shall be
determined.

4. USP 23, 1995, P. 1979. Guide to Good Pharma-
ceutical Manufacturing Practice (Orange
Guide, U.K., 1983):

a. PDA (Parenteral Drug Association), Tech-
nical Report No. 26, Sterilizing Filtration
of Liquids (March 1998):

Integrity tests, such as the diffusive flow, pressure
hold, bubble point, or water intrusion tests, are
non-destructive tests, which are correlated to the
destructive bacteria challenge test with 107/cm2

B. diminuta.[1,8] Derived from these challenge tests,
specific integrity test limits are established, which are
described and documented within the filter manufac-
turers’ literature. The limits are water-based; i.e., the
integrity test correlations are performed using water
as a wetting medium. If a different wetting fluid, such
as a filter or membrane configuration, is used, the

integrity test limits may vary. Integrity test measure-
ments depend on the surface area of the filter, the poly-
mer of the membrane, the wetting fluid, the pore size of
the membrane, and the gas used to perform the test.
Wetting fluids may have different surface tensions,
which can depress or elevate the bubble point pressure.
The use of different test gases may elevate the diffusive
gas flow. Therefore, appropriate filter validation has to
be established to determine the appropriate integrity
test limits for the individual process.

Bubble Point Test

Microporous membranes will fill their pores with wet-
ting fluids by imbibing that fluid in accordance with
the laws of capillary rise. The retained fluid can be
forced from the filter pores by air pressure applied
from the upstream side. The pressure is increased
gradually in increments. At a certain pressure level,
liquid will be forced first from the set of largest pores,
in keeping with the inverse relationship of the applied
air pressure P and the diameter of the pore, d,
described in the bubble point equation:

P ¼ 4g cosy
d

ð1Þ

where g is the surface tension of the fluid, y is the
wetting angle, P is the upstream pressure at which
the largest pore will be freed of liquid, and d is the
diameter of the largest pore.

When the wetting fluid is expelled from the largest
pore, a bulk gas flow will be detected on the down-
stream side of the filter system (Fig. 7). The bubble
point measurement determines the pore size of the fil-
ter membrane, i.e., the larger the pore the lower the
bubble point pressure. Therefore, filter manufacturers
specify the bubble point limits as the minimum allow-
able bubble point. During an integrity test, the bubble
point test has to exceed the set minimum bubble point.

Diffusion Test

A completely wetted filter membrane provides a liquid
layer across which, when a differential pressure is
applied, the diffusive airflow occurs in accordance with
Fick’s law of diffusion (Fig. 8). This pressure is called
test pressure and commonly specified at 80% of the
bubble point pressure. In an experimental elucidation
of the factors involved in the process, Reti[18] simplified
the integrated form of Fick’s law to read as follows:

N ¼ DHðp1 � p2Þ
L

� r ð2Þ
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where N is the permeation rate (moles of gas per unit
time), D is the diffusivity of the gas in the liquid, H is
the solubility coefficient of the gas, L is the thickness
of liquid in the membrane (equal to the membrane
thickness if the membrane pores are completely filled
with liquid), P (p1 � p2) is the differential pressure,

and r is the void volume of the membrane, its mem-
brane porosity, commonly around 80%.

The size of pores only enter indirectly into the equa-
tion; in their combination, they comprise L, the thick-
ness of the liquid layer, the membrane being some
80% porous. The critical measurement of a flaw is the

Compressed Air
or Nitrogen

Precision Gas
Regulator

Beaker With
Water

Prewetted Filter
Membrane

Pressure Gauge
0–100 psi

Fig. 7 Manual bubble point test set-up. (Reprinted from Technical Report No. 26, Sterilizing Filtration of Liquids # 1998 by PDA.)

Pressure Gauge
0–60 psi

Precision Gas
Pressure Regulator

Crystallizer Dish
Filled with Water

Inverted Burette
Filled with Water

Large Surface Area
Filter Cartridge
Prewetted

Fig. 8 Manual diffusive flow test set-up. (Reprinted from Technical Report No. 26, Sterilizing Filtration of Liquids # 1998 by PDA.)
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thickness of the liquid layer. Therefore, a flaw or an
oversized pore would be measured by the thinning of
the liquid layer due to the elevated test pressure on
the upstream side. The pore or defect may not be large
enough that the bubble point comes into effect, but the
test pressure thins the liquid layer enough to result into
an elevated gas flow. Therefore, filter manufacturers
specify the diffusive flow integrity test limits as
maximum allowable diffusion value. The larger the flaw
or a combination of flaw, the higher the diffusive flow.

Pressure Hold Test

The pressure hold test is a variant of the diffusive
airflow test.[19] The test set-up is arranged as in the
diffusion test except that when the stipulated applied
pressure is reached, the pressure source is valved off
(Fig. 9). The decay of pressure within the holder is
then observed as a function of time, using a precision
pressure gauge or pressure transducer.

The decrease in pressure can come from two
sources: 1) the diffusive loss across the wetted filter.
Because the upstream side pressure in the holder is
constant, it decreases progressively as all the while
diffusion takes place through the wetted membrane
and 2) the source of pressure decay could be a leak
of the filter system set-up.

An important influence on the measurement of the
pressure hold test is the upstream air volume within
the filter system. This volume has to be determined first
to specify the maximum allowable pressure drop value.
The larger the upstream volume, the lower will the

pressure drop be. The smaller the upstream volume,
the larger the pressure drop. This also means an
increase in the sensitivity of the test, and also an
increase of temperature influences, if changes occur.
Filter manufacturers specify maximum allowable
pressure drop values.

Water Intrusion Test

The water intrusion test is used for hydrophobic vent
and air membrane filters only.[20–23] The upstream side
of the hydrophobic filter cartridge housing is flooded
with water. The water will not flow through the hydro-
phobic membrane. Air or nitrogen gas pressure is then
applied to the upstream side of the filter housing above
the water level to a defined test pressure. This is done
by way of an automatic integrity tester. A period of
pressure stabilization takes place over time frame, by
the filter manufacturer’s recommendation, during
which the cartridge pleats adjust their positions under
imposed pressures. After the pressure drop thus occa-
sioned stabilizes, the test time starts, and any further
pressure drop in the upstream pressurized gas volume,
as measured by the automatic tester, signifies a begin-
ning of water intrusion into the largest (hydrophobic)
pores, water being incompressible. The automated
integrity tester is sensitive enough to detect the pres-
sure drop. This measured pressure drop is converted
into a measured intrusion value, which is compared
to a set intrusion limit, which has been correlated to
the bacteria challenge test. As with the diffusive flow
test, filter manufacturers specify a maximum allowable

Precision Pressure
Gauge

Precision Gas
Pressure Regulator

Filter Vented to
Atmospheric Pressure

Large Surface Area
Filter Cartridge
Prewetted

Air Tight 
Shut Off
Valve

Fig. 9 Manual pressure-hold test set-up. (Reprinted from Technical Report No. 26, Sterilizing Filtration of Liquids # 1998
by PDA.)
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water intrusion value. Above this value, a hydrophobic
membrane filter is classified as non-integral.
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Flame Photometry

Thomas M. Nowak
Abbott Laboratories, Abbott Park, Illinois, U.S.A.

INTRODUCTION

The use of flame photometry as a quantitative tool
can be traced to work by Kirchhoff and Bunsen in
the early 1860s.[1] Its modern history begins, however,
in the 1940s, when instruments became available
that successfully addressed the problems of repro-
ducible sample introduction and detection. Flame
photometry soon developed into a reliable analytical
technique for the determination of several cations of
pharmaceutical interest, notably sodium, potassium,
and lithium. The technique is useful in the analysis of
bulk drugs, dosage forms, and clinical samples such
as blood and urine.

This article focuses primarily on ‘‘traditional’’ low-
temperature flame photometry. High-temperature
flame photometry has evolved into separate tech-
niques, typically identified by their temperature sources
(e.g., inductively coupled plasma-atomic emission
spectrometry, ICP-AES[2]). Some references to other
related analytical tools, including high-temperature flame
photometry, are made here to establish perspective.

PRINCIPLE OF OPERATION

Flame photometry, as with other spectrophotometric
techniques, takes advantage of the unique spectral
properties of each element when it is energized about
its ground state to an excited state. When the energized
electrons return to their ground state, they emit light at
discrete wavelengths. The emitted light is optically
filtered and photometrically detected. Quantification
is based on a calibration curve of emission of intensity
versus analyte concentration.

The analyte is introduced as a homogeneous sol-
ution into the flame as an aerosol. The flame provides
sufficient energy to yield free gaseous atoms in the
ground state. The amount of energy provided by the
flame additionally allows a small faction of available
atoms to be energized above the ground state. Typi-
cally, the flame is produced using a mixture of air
and propane (or air and butane), which provides a
temperature of approximatley 1900�C.[3] In high-
temperature flame photometry, the percentage of
atoms is increased. In both high- and low-temperature

flame photometry, the atoms of interest are energized
as a result of the temperature of the flame, furnace,
or plasma. This is in contrast to atomic absorption
spectrophotometry, which uses light of a discrete wave-
length to energize the analyte atoms. The temperature
of the flame in atomic absorption is primarily used to
yield a sufficient name of free atoms in their ground
state.

The general viability of low-temperature flame
photometry depends on two factors. First, the alkali
and alkaline earth metals of analytical interest
(sodium, potassium, lithium, cesium, rubidium, mag-
nesium, calcium, strontium, and barium) reach their
excited states at relatively lower temperatures than
do most other elements. Second, the emission wave-
lengths offer enough resolution such that optical
filtering can be accomplished at a relatively low cost.

INSTRUMENTATION AVAILABLE

The first commercially available flame photometer was
introduced in the 1940s by the Perkin–Elmer Corpor-
ation. In 1948, Beckmann Instruments, Inc., intro-
duced a flame attachment that could be used with
their popular model D.U. spectrophotometer.[1] By
the late 1950s, instruments had been developed that
used lithium as an internal standard to maximize
precision. Autodilution features and microprocessor-
controlled operations became widely used options in
the 1970s. The most recent significant development
was the introduction of cesium as the internal stan-
dard, by Instrumentation Laboratory, Inc. (Figs. 1–3).
This development makes concurrent lithium determina-
tions more practical.

With the use of fuels that produced hotter flames,
earlier flame photometers became useful for analyzing
elements beyond the alkali and alkaline earth metals.
The development of atomic absorption spectrophoto-
meters in the late 1960s provided the analytical chemist
with a better tool for many of these applications.
Later developments in high-temperature flame pho-
tometry narrowed the analytical applications of low-
temperature flame photometry even further. The utility
of the flame photometer to the clinical chemist,
however, was not diminished until the development
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of ion-selective electrode (ISE) analyzers, which began
in the mid-1970s. Although the niche for traditional
flame photometers has narrowed, owing to the emerg-
ence of other technologies, flame photometry is the
method of choice in a variety of applications.

APPLICATIONS

The analysis of clinical samples represents a typical
application of flame photometry. Concentrations of
sodium, potassium, and lithium in blood and urine
are well within instrument working ranges. The speci-
ficity of the technique is a distinct advantage. Auto-
mated models of flame photometers, available during
the past 25 years, are typically designed to serve the
needs of the clinical chemist. Instrument calibration
protocols are built into instruments to facilitate the
timely analysis of sodium, potassium, and lithium in
clinical samples.

Other applications in the scope of pharmaceutical
analysis include the analysis of sodium and potassium

Fig. 1 Flame photometer using cesium as the internal stan-
dard. (Courtesy of Instrumentation Laboratory, Inc.)
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Fig. 2 Atomizer of IL 943 Flame Photometer; a) sample ori-
fice assembly; b) air orifice; c) gas tube assembly; d) atomizer
bowl drain; e) atomizer thumb screws; f) U-tube; g) sample

injection nozzle tubing; h) ground fitting; i) top atomizer
assembly; j) bottom atomizer assembly; k) adjustment for
aspiration rate setting. (Courtesy of Instrumentation Labora-
tory, Inc.)
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Fig. 3 Flame housing of IL 943 flame photometer; a)
sodium filter, 589 nm; b) potassium filter, 776 nm; c) lithium

filter, 670 nm; d) cesium filter, 852 nm; e) ignition detector;
f) burner assembly; g) rubber gasket; h) spark electrode; i)
ignition coil wire; j) chimney. (Courtesy of Instrumentation

Laboratory, Inc.)

1760 Flame Photometry



Ex
tr

ac
ta

bl
es

–F
lu

id

in injectable formulations and of trace amounts in bulk
drugs, in dissolution experiments, and in content
uniformity testing.[4]

There are at least 14 USP, NF, or BP bulk drug
monographs that use flame photometry either to con-
trol sodium potassium as an impurity or to assay for
the primary ion (Table 1).[5,6] An external standard
method procedure is referenced in both the USP and
the EP. The USP chapter, ‘‘Flame Photometry for
Reagents,’’ first appeared in USP XVII (1965).[7]

There are at least 25 USP or BP formulation mono-
graphs that use flame photometry to assay ions of
interest (Table 2).[8] This technique is applicable to a
variety of situations because of the relatively low cost
per sample (in analyst time, instrument capital expense,
and testing supplies); reasonable precision (typical
relative standard deviation values are 0.6% for sodium,
1% for potassium, and 2% for lithium); low sample
volume requirements (as low as 10 ml in some cases);
and ease of operation.

Table 1 USP, NF, or EP bulk drug monographs

Monograph Assay

Cellulose sodium phosphate, USP 11% sodium

Chlorophyllin copper
complex sodium, USP

6% sodium

Lithium carbonate, EP 0.03% sodium

Lithium carbonate, USP 0.1% sodium

Lithium citrate, USP Lithium

Lithium hydroxide, USP Lithium

Magaldrate, USP 0.11% sodium

Polacrilin potassium, NF Potassium

Potassium acetate, EP 0.5% sodium

Potassium acetate, USP 0.03% sodium

Potassium chloride, EP 0.1% sodium

Potassium citrate, EP 0.3% sodium

Potassium nitrate, EP 0.1% sodium

Sodium chloride, EP 0.05% potassium

Table 2 USP, NF, or EP bulk drug monographs

Monograph Use

Anticoagulant citrate phosphate dextrose adenine solution, USP Sodium

Citric acid, magnesium oxide, and sodium carbonate irrigation, USP Sodium assay

Half-strength lactated Ringer’s and dextrose injection, USP Sodium and potassium assay

Lactated Ringer’s injection, USP Lithium assay

Lithium carbonate capsules, USP Lithium assay

Lithium carbonate tablets, USP Lithium assay

Lithium carbonate extended-release tablets, USP Lithium assay

Lithium citrate syrup, USP Lithium assay

Modified lactated Ringer’s and dextrose injection, USP Sodium and potassium assay

Multiple electrolytes and dextrose injection type 4, USP Sodium assay

Oral rehydration salts, BP Sodium and potassium assay

Potassium and sodium bicarbonates and citric acid effervescent tablets, USP Sodium and potassium assay

Potassium chloride and glucose intravenous infusion, BP Potassium assay

Potassium chloride and sodium chloride intravenous infusion, BP Sodium and potassium assay

Potassium chloride in sodium chloride injection, USP Sodium and potassium assay

Potassium chloride in dextrose and sodium chloride injection, USP Sodium and potassium assay

Potassium chloride, sodium chloride, and glucose intravenous infusion, BP Sodium and potassium assay

Potassium citrate and citric acid oral solution, USP Potassium assay

Protein hydrolysate injection, USP Sodium and potassium assay

Ringer’s injection, USP Sodium and potassium assay

Ringer’s irrigation, USP Sodium and potassium assay

Sodium acetate injection, USP Sodium assay

Sodium citrate and citric acid oral solution, USP Sodium assay

Tricitrates oral solution, USP Sodium and potassium assay

Tromethamine for injection, USP Sodium and potassium assay
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COMMON SOURCES OF ANALYTICAL ERROR

In most applications, interferences are rare. Each new
matrix requires some investigation, however, because
problems can occur, especially when one element is
to be determined in the presence of a large excess of
another element. In a typical analysis, a liquid sample
is diluted in a 1 : 100 or 1 : 200 ratio with diluent con-
taining a lithium or cesium salt. Adequate dilution of
a sample represents one of the most effective means
of overcoming interference problems. Generally,
samples are diluted to contain less than 10% by weight
of total solids (not including the dilution with internal
standard). If dilution does not eliminate interference,
atomic absorption should be used. It offers advantages
for the determination of magnesium, calcium, and zinc
in many matrices.[9,10] In some instances, however,
sample pretreatment can make it possible to obtain
good results with flame photometry.[11]

With the development of ion-selection electrode
technology (ISE), a means became available to directly
measure (no dilution) sodium and potassium in the
presence of clinical samples containing a significant
amount of protein or lipids. Because of non-aqueous
components in the sample matrix, the volume occupied
by sodium and potassium ions is less than the total
volume of the sample. When using a technique that
requires dilution (flame photometry) or utilizes
dilution (indirect-ISE), a lower concentration is
observed than that obtained with direct-ISE. In as
much as the bias can be clinically significant (up to
7% in some instances) it is important that the method
used be taken into account.[12,13]

THE FUTURE

Low-temperature flame photometry is a mature
technology and not likely to see many significant new

applications. Advances in high-temperature flame
photometry and atomic absorption techniques appear,
well-suited to most of the new challenges in elemental
analysis. Indeed, most of the pioneer commercial
suppliers of flame photometry instrumentation have
abandoned the market. Clinical laboratories are using
ion-selective electrode analyzers more and more for
sodium, potassium, and lithium determinations. A core
of existing applications, however, will support the
viability of low-temperature flame photometry into
the foreseeable future.

REFERENCES

1. Gardiner, K.W. Flame photometry. In Physical Methods in
Chemical Analysis; Berl, W.G., Ed.; Academic Press: New
York, 1972; III.

2. DiPietro, E.S.; Bashor, M.M.; Stroud, P.E.; Smarr, B.J.;
Burgess, B.J.; Turner, W.E.; Neese, J.W. Sci. Total Environ.
1988, 74, 249–262.

3. Dean, J.A. Flame Photometry; McGraw-Hill: New York,
1960.

4. Soltero, R.A. Clin. Chem. 1985, 31 (6), 1094.
5. United States Pharmacopeia, The National Formulary,

24th Rev. 19th Ed.; National Publishing: Philadelphia,
1999.

6. European Pharmacopoeia 2000, 3rd Ed.; European
Department for the Quality of Medicines: Strasbourg,
France, 1999.

7. The United States Pharmacopeia XVII; Mack Printing Co.:
Easton, PA, 1965.

8. British Pharmacopoeia, 1998; Her Majesty’s Stationery
Office: London, 1999; Version 2.1.

9. Williams, W.D. Flame photometry and atomic absorption
spectrophotometry. In Practical Pharmaceutical Chemistry,
3rd Ed.; Beckett, A.H., Stenlake, J.B., Hayworth, A., Eds.;
Athlone Press: University of London, 1976; 2, 297–310.

10. Oberdier, J.O. Atomic absorption spectrophotometry. In
Encyclopedia of Pharmaceutical Technology, 1st Ed.;
Swarbrick, J., Boylan, J.C., Eds.; Marcel Dekker, Inc.:
New York, 2000; 1.

11. Nielsen, I. J. Clin. Chem. Clin. Biochem. 1986, 24 (5), 353–354.
12. Burnett, D.; Ayers, G.J.; Rumjen, S.C.; Woods, T.F. Ann.

Clin. Biochem. 1988, 25 (1), 102–109.
13. Worth, H.G.J. Ann. Clin. Biochem. 1985, 22 (4), 343–350.

1762 Flame Photometry



Ex
tr

ac
ta

bl
es

–F
lu

id

Flavors and Flavor Modifiers

Thomas L. Reiland
John M. Lipari
Abbott Laboratories, North Chicago, Illinois, U.S.A.

INTRODUCTION

The use of flavors and flavor modifiers to improve the
taste and aroma of foods and pharmaceuticals is an art
that dates back several centuries. In large measure, the
practice is still the same today and, except for the advent
of new semisynthetic flavoring agents with improved
stability, the field has remained relatively unchanged. In
the analytical arena, the story is different. Sophisticated
instrumentation methods have been developed to charac-
terize, purify, and manufacture flavoring agents that are
similar, in many respects, to those occurring in nature.
The technology continues to evolve at an accelerated
pace, resulting in several stable, potent, and unique
flavors, which are now available to target both foods
and pharmaceuticals. This article discusses flavors and
flavoring agents typically used in industry and highlights
formulation variables that could affect the performance
of flavors in finished products. Where necessary, perti-
nent literature for further reading is cited.

DEFINITION OF FLAVOR

Flavor is the complex effect of three components: taste,
odor, and feeling factors. It is usually associated with
the pleasure of savoring food or beverages and has, sub-
sequently, suffered from considerable imprecision in
definition. Flavor is a sensation with multidimensional
components involving subjective and objective percep-
tions. The sensory perceptions are both qualitative as well
as quantitative and, therefore, can be measured. Webster’s
New Collegiate Dictionary defines flavor as the ‘‘ . . . qual-
ity of something that affects the sense of taste, . . . the
blend of taste and smell sensations evoked by a substance
in the mouth.’’ This definition is correct, but incomplete,
and should be redefined to include feeling factors.

Taste

Taste consists of four primary sensations: sweet, sour,
bitter, and salty. Correspondingly, there are four

different kinds of taste buds. These sensations are
elicited by the tongue and interpreted by the brain.
Certain areas of the tongue respond more readily to
specific tastes[1] than others. Sweet sensations are most
easily detected at the tip of the tongue, whereas bitter
ones are most readily detected at the back of the ton-
gue. Sour sensations occur at the sides of the tongue,
but salty sensations are usually detected at both the
tip and at the sides of the tongue. During ingestion,
taste buds react to soluble substances. The resulting
sensations are transmitted to the brain by the ninth
cranial (glossopharyngeal) nerve. The tenth and
twelfth cranial nerves participate in this sensory
reaction, but their role is limited.[2]

Odor

The odor component of flavor is due to conscious or
subconscious reactions to volatile substances, without
which most foods would be lacking in taste appeal.
By closing the nostrils while eating a mouthful of some
flavored substance and immediately following this with
another mouthful with the nostrils open, it may be
shown that food could be rendered tasteless, as is often
experienced by people suffering from the effects of a
head cold.

There are many varieties of odorants, but a univer-
sally accepted structure–activity relationship of these
has not been established. Yet, there is evidence that
odor may involve specific receptor interactions,[3] sug-
gesting that structural properties of odorants may be
important in eliciting specific odor sensations.

Feeling Factors

‘‘Mouth feel’’ factors are critical in flavor perception.
Examples include astringency, pepper bite, menthol
cooling, and texture (e.g., softness or hardness as in
candy). Sensations, such as crunch after biting into a
crisp stick of celery or an apple, contribute to the over-
all flavor of foods. These mouth feel factors are also
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important in improving the organoleptic qualities of
pharmaceuticals.

FLAVORING AGENTS

Flavoring agents may be classified as natural, artificial,
or natural and artificial (N&A) by combining the all-
natural and synthetic flavors.[4] Pharmaceutical flavors
are available as liquids (e.g., essential oils, fluid
extracts, tinctures, and distillates), solids (e.g., spray-
dried, crystalline vanillin, freeze-dried cinnamon pow-
ders, and dried lemon fluid extract), and pastes (e.g.,
soft extracts, resins, and so-called concretes, which
are brittle on the outside and soft on the inside). Liquid
flavors are by far the most widely used because they
diffuse readily into the substrate. They are available
both as oily (e.g., essential oils) or non-oily liquids.
Their texture is generally dependent on the solvent
within which they are prepared. Fluid extracts may
contain a single ingredient or a variety of compounded
ingredients. Tinctures are obtained by maceration or
percolation of specific herbs and spices in alcohol.

Essential oils boil at elevated temperatures, but
many cannot be directly distilled without decomposi-
tion. Vacuum, steam, and fractional or molecular
distillation are often used for their manufacture. Frac-
tional distillation removes traces of water, resinous
materials, colors, terpenes, and sesquiterpenes from
the distillate. This process improves solubility and
enhances flavor intensity. Sesquiterpeneless oils are
more soluble than terpeneless oils because of the
removal of head and tail fractions (e.g., waxy residues).
Most common sesquiterpeneless oils used in the phar-
maceutical industry include oil of orange and oil of
lemon.

Oils and juices are obtained from plant sources by
expression. Citrus essential oils are almost exclusively
obtained by this method. Thoroughly washed unripe
citrus fruits are cold pressed manually, or mechani-
cally, to rupture oil cells in the rind. The oil is collected
by draining and centrifuging. Manual operation is
labor intensive and has been replaced by machines.

Natural Flavoring Agents

Natural ingredients have been used since antiquity to
flavor foods and to make early ‘‘medicines’’ palatable.
Honey was and remains a sweetener and flavoring
agent. Wine was used as a crude infusorial in medicinal
herbs. Modern use of natural flavors in pharmaceuti-
cals is limited, because they are often unstable and
their quality is unpredictable from season to season.
The most commonly used natural flavors are terpene-
less citrus oils, which are stable if well protected from

light and air. A variety of other natural flavors are used
in the food and pharmaceutical industries; some of the
more common flavors are described below.

Anise (Pimpinella anisum, Umbelliferae)

Anise is a herbaceous annual cultivated extensively
in Europe. The essential oil is obtained by steam
distillation of dried fruits (seeds). The distillate is a
clear-to-pale yellowish oil. It solidifies at low tempera-
tures and has a characteristic sweet licorice-like odor
and flavor. Its main constituents include anethol
(approximately 90%), methylchavicol, p-methoxyphe-
nylacetone, and acetic aldehyde. Anise oil is used
frequently at concentrations of up to approximately
3000 ppm in liquid preparations.

Cardamon (Elettaria cardamomum,
Zingiberaceae)

Cardamon is cultivated in India and Sri Lanka. The
essential oil is obtained by steam distillation of com-
minuted seeds to yield a greenish-yellow liquid with a
warm, spicy, aromatic odor and flavor. The main con-
stituents of the oil are limonene, cineol, D-a-terpineol,
and terpinyl acetate. Cardamon is generally used at
concentrations of approximately 5–50 ppm.

Wild Cherry (Prunus serotina, Rosaceae)

Wild cherry is a large tree, native to southern Canada.
It is widespread in the United States and Europe. The
bark, small branches, and twigs are used to prepare
the fluid extract and tincture. The main constituent
of wild cherry extract is the glucoside prunasin, which
on enzymatic hydrolysis yields prussic acid, glucose,
and benzaldehyde. Also present are coumarin, phytos-
terols, benzoic acid, and fatty acids (e.g., oleic, linoleic,
and palmitic acids). It has a characteristic sweet, tart,
cherry-like flavor. Wild cherry bark extract is
commonly used at concentrations of approximately
50–800 ppm in foods and pharmaceuticals.

Lemon (Citrus limonum, Rutaceae)

Lemon is an evergreen shrub or tree native to the Far
East; it was introduced to the Mediterranean regions at
the time of the Crusades. The leaves, fruits, and rind
are used either whole or pressed in foods and in liquid
or solid pharmaceutical products. The essential oil of
lemon is obtained by cold expression. Approximately
40 constituents have been identified, with 90% being
limonene. Fluid extracts and tinctures are obtained
from the dried peel.
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Lemon petitgrain is obtained by steam distillation
of the leaves. For flavoring, it must be terpeneless.
The main constituents are D-a-pinene, camphene,
D-limonene, dipentene, L-linalol, nerol, and citral.
Lemon petitgrain oil is used in a wide variety of applica-
tions. Typical concentrations range from 1 to 35 ppm.
The essential oil and extract of lemon are generally
used at higher concentrations that may range up to
1000 and 10,000 ppm, respectively. All lemon oil deri-
vatives have the characteristic lemon odor and a
slightly bitter flavor.

Orange, Bitter (Citrus aurantium, Rutaceae)

Bitter orange is a tall tropical tree that can grow up to
approximately 10 m (33 ft.) high. The tree is native to
the Far East and is cultivated extensively throughout
the Mediterranean, Guinea, the West Indies, West
Africa, and Brazil. The leaves and twigs produce essen-
tial petitgrain oil following steam distillation. Neroli
bigarade essential oil is produced from the blossoms
by steam distillation. The peel is expressed and steam
distilled to produce essential oil of orange. The
main constituent of orange oil is D-limonene, with vari-
ous acids, aldehydes, and diesters. Essential oil of
orange is widely used in foods and pharmaceuticals
at concentrations of up to 500 ppm.

Orange, Sweet (Citrus sinensis,
var. aurantium dulcis, Rutaceae)

Sweet orange is an evergreen tree that grows to
approximately 6 m (20 ft.) high. It is generally of
oriental origin and is cultivated extensively in the
Mediterranean, Florida, and California. A petitgrain
oil is obtained from the leaves and twigs, but its pro-
duction is low because of limited use, primarily in the
perfumery industry.

Essential oil of sweet orange is obtained by
expression. Its physical–chemical properties (e.g.,
specific gravity, optical rotation, and refractive index)
vary according to origin. The oil contains more than
90% limonene, in addition to relatively high quantities
of decylic, octylic, nonylic, and dodecylic aldehydes,
and citral esters. It has a characteristic odor and a
mildly bitter, astringent flavor; it is generally used at
concentrations of up to 500 ppm.

Peppermint (Mentha piperita, Labiatae)

Peppermint is a herbaceous plant that grows to
approximately 81 cm (32 in.) high. The essential oil is
obtained by steam distillation of the flowering plant
tops. It is cultivated in Europe, North and South

America, and Japan. The main constituents of the
essential oil are a- and b-pinene, limonene, cineol, ethyl
amylcarbinol, menthone, menthol, isomenthol, menthyl
acetate, and piperitone. It has a strong mint odor with
a sweet balsam taste masked by a strong cooling effect.
It is widely used in foods, as well as in liquid pharma-
ceuticals, to 8000 ppm.

Artificial Flavoring Agents

Unlike natural flavoring agents, synthetic flavors are
usually stable. The development of synthetic flavors
paralleled the development of instrumental analysis,
in which active ingredients in natural flavors are identi-
fied and reconstructed synthetically with reasonable
accuracy. Exact duplication of a natural flavor is, how-
ever, difficult because often minor components are the
most important contributors to the overall flavor pro-
file. These minor components are not easily identified.
For example, the major components of vanilla are van-
illin and ethyl vanillin. However, the flavor nuances of
the vanilla bean have never been successfully matched
in artificial (synthetic) vanilla.

Natural and Artificial (N&A) Agents

In N&A flavor systems, natural flavors are combined
with synthetic ingredients to enhance flavor balance
and fullness. These flavors are generally classified
according to type and taste sensation. Table 1 contains
a list of N&A flavor components that elicit various
sensory properties, all of which are commonly used
in food and drug compounding. It is not an exhaustive
list because manufacturers regard their flavor formul-
aries as proprietary. Many N&A flavors may be chemi-
cally and structurally similar, but vary significantly in
taste and aroma. Similar flavors from various vendors
might vary significantly in composition. Of interest is
the fact that a relatively small change in chain length
can have a profound impact on flavor type. Minor
changes, such as the conversion of allyl benzoate to
cyclohexyl esters (e.g., a caproate or valerate), trans-
form a basic cherry flavor to peach or pineapple.

In situ conversion of essential N&A flavor compo-
nents from one molecular form to another, as a result
of ion pairing, is common in food and drug products.
Therefore, the inadvertent conversion of flavors
between types during drug formulation studies (e.g.,
effect of pH, salts, and temperature) can present a ser-
ious challenge in flavor-quality assessment. The fact
that one and the same N&A flavor component can
deliver several flavor and odor impressions implies that
a blend of several flavor compounds would be prefer-
able. Such blends show improved stability. In addition,
flavor impressions from N&A flavor blends are usually
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Table 1 Primary taste and flavor characteristics of typical flavor ingredients

Primary taste

Ingredient Sweet Bittersweet Bitter Flavor characteristic

Allyl benzoate X Cherry

Allyl caproate X Pineapple

Allyl cyclohexylbutyrate X Pineapple

Allyl cyclohexylcaproate X Peach/apricot

Allyl cyclohexylvalerate X Apple

Allyl phenoxyacetate X Honey/pineapple

Anethol X Anise

Anisyl alcohol X Peach

Anisyl formate X Strawberry

Benzyl isobutyrate X Strawberry

Benzyl salicylate X Raspberry

Cinnamaldehyde X Cinnamon/melon

Cinnamyl anthranilate X Grape

Citral X Lemon

Citronellyl formate X Plum

Cyclohexyl caproate X Peach/cognac

Decyl formate X Grape

Diacetyl X Butter

Diphenyl ether X Black currant

Ethyl valerate X Banana/apple

Eugenol X Clove buds

Geraneol X Rose-like

a-Ionone X Raspberry

Isoamyl salicylate X Strawberry

Isobutyl anthranilate X Grape/strawberry

Isopropyl valerate X Apple

Linalyl anthranilate X Orange

Methyl ionone X Raspberry/currant

Methyl propionate X Black currant

Methyl undecyl ketone X Coconut

Musk ambrette X Peach

Nerol X Rose-like

Neryl acetate X Raspberry

Neryl butyrate X Cocoa

Propenyl guaethol X Vanilla

Propyl isobutyrate X Pineapple

Rhodinol X Rose

Santalyl acetate X Apricot

Terpenyl butyrate X Plum

Tetrahydrofurfuryl proprionate X Chocolate/apricot

Vanillylidene acetone X Vanilla

Yara yara X Strawberry
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not dominated by a single component. For these rea-
sons, single natural and artificial flavor ingredients
are seldom, if ever, used alone in a finished product.

Tables 2 and 3 list the components thus far qualitat-
ively identified[4] in two common fruits, the raspberry
and the strawberry. These tables illustrate the com-
plexity in compounding synthetic systems to mimic
natural types. For this reason, there has been a steady
rise in the use of N&A flavors, in addition to their
superior performance, when compared to natural
flavors. Also, the quality and uniformity of the N&A
flavor is greater than that of natural flavors, and lower
concentrations of N&A flavors are often used to
achieve the same effect as obtained with natural
flavors. Table 4 shows a typical formulation of a com-
mercial N&A strawberry flavor. It contains a small
proportion of natural flavors; the bulk of the ingredi-
ents are synthetic.

Another advantage of N&A flavors is the broad
spectrum of flavoring agents from which the formu-
lator can develop an entirely new flavor system that
is unique, not available naturally. A flavor extensively
used in foods and pharmaceutical products is tutti-
frutti—bubble gum (Table 5).

In summary, there are a variety of flavor types:
natural, synthetic, and semisynthetic. Appropriate use
concentrations depend on many factors, including
product characteristics, such as composition, physical
state, shelf life, pH, processing temperature, storage
conditions, and reactivity of components. Flavor con-
centrations also depend on the market sector for which
the product is targeted. The age of the user and
the mode of use are two examples of user-dependent

variables that have significant bearing on the type,
concentration, and nature of the flavor selected for
product development.

FLAVOR SELECTION IN PHARMACEUTICAL
PREPARATIONS

A number of criteria are used to select flavors during
formulation. Different flavor concentrations produce
highly subjective sensations. Specific requirements for
balance and fullness are dependent, in part, on the
drug substance and the physical form of the product.
For this reason, when selecting a flavor system, the
compounding pharmacist must take into account sev-
eral variables upon which a desired response would
depend. Some of these are product texture (e.g., vis-
cosity of formulation, solid or liquid), water content,
base vehicle or substrate, and taste of the subject drug.
Notable specific examples to consider are:

� Immediate flavor identity from the formulation as it
is ingested.

� Compatible mouth feel factors and rapid develop-
ment of a fully blended flavor in the mouth during
ingestion of the product.

� Absence of ‘‘off’’ notes in the mouth and a mild
transient aftertaste during ingestion of the product.

The selection of a flavor system, thus, requires an
extensive evaluation of a number of organoleptic
qualities. Vehicle components within which the drug is
presented have a significant bearing on the performance

Table 2 Natural components of raspberry aroma

Acids Carbonyls Esters Alcohols

Acetic Acetaldehyde Butyl acetate 1-Butanol

Butyric Acetone Ethyl acetate trans-2-Buten-l-ol

Caproic Acetyl methyl carbinol Ethyl butyrate Ethanol

Caprylic Acrolein Ethyl crotonate Geraniol

Formic Diacetal Ethyl propionate 1-Hexanol

2-Hexenoic b, b-Dimethylacrolein 2-Hexenyl acetate cis-3-Henen-l-ol

3-Hexenoic Hexanal 2-Hexenyl butyrate Methanol

Isobutyric 2-Hexenal Hexyl acetate 3-Methyl-3-buten-l-ol

Isovaleric cis-3-Hexenal Hexyl butyrate 1-Pentanolol

Propionic 4-(p-Hydroxyphenyl)-2-butanone Isoamyl acetate 1-Penten-3-ol

Valeric a-Ionone Isopropyl butyrate

b-Ionone Methyl butyrate

2-Pentanone Methyl caproate

2-Pentanal Methyl caprylate

Propanal Propyl acetate

(From Ref.[4].)
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of the flavor system. Of these, the sweetener is perhaps
the most relevant.

Sweeteners

The most commonly used sweeteners are sucrose, glu-
cose, fructose, sorbitol, and glycerin. Using sucrose
(sugar) as a standard, with 100 units of sweetness,
Table 6 lists the relative intensities of other sweeteners.
Sweetness intensity changes with concentration. It has
been estimated[5] that the sweetness of glucose relative
to cane sugar is 53 at a concentration of 8% but

increases to 88 at a concentration of 35%. Sweetener
intensity increases with concentration but reaches a
maximum where feeling factors become more promi-
nent. Sugar (sucrose), at a concentration of 30%, is
intensely sweet. Yet, its sweet intensity at concentrations
50% or higher is not perceptibly different, although dis-
tinct mouthfeel characteristics (e.g., syrupy, salivation)
become pronounced. This is due to osmotic effects on
mucous membranes within the oral cavity.

Glycerin, glucose, sorbitol, and sucrose have limited
use in solid dosage forms (e.g., tablets) because the
materials are hygroscopic. Mannitol is used more often
in tablet manufacture. Besides being less hygroscopic, it
has a negative heat of solution. For this reason, chew-
able tablets containing mannitol have a pleasant cooling
sweet taste, which complements flavor quality. The arti-
ficial sweetener saccharin is widely used in foods and

Table 4 A typical formula composition of natural and

artificial strawberry flavor

Ingredient Parts by weight

Amyl acetate 34.0

Amyl butyrate 15.0

Anethole 1.5

Butyric acid 15.0

Cinnamyl valerate 9.5

Diacetyl 10.0

Ethyl amyl ketone 15.0

Ethyl cinnamate 52.0

Ethyl methylphenylglycidate 260.0

Ethyl valerate 60.0

Lemon essential oil 1.0

Maltol 70.0

Methyl heptene carbonate 0.5

Neroli essential oil 0.5

g-Undecalactone 58.5

a-Ionone 6.5

Amyl valerate 15.0

Jasmine absolute 85.0

Cinnamyl isobutyrate 7.0

Cognac essential oil 1.5

Ethyl acetate 50.0

Ethyl butyrate 30.0

Ethyl heptylate 2.5

Ethyl propionate 15.0

Hydroxyphenyl-2-butanone 0.5

Methyl anthranilate 6.5

Methyl cinnamate 35.5

Methyl salicylate 6.5

Orris resinoid 1.5

Vanillin 70.0

Solvent fethylene glycol ethyl esterg 1060.0

Total 2000.0

(From Ref.[4].)

Table 5 Formula and composition of natural and artificial

tutti-frutti flavor

Ingredient Parts by weight

Amyl acetate 300.0

Amyl butyrate 48.0

Ethyl butyrate 36.0

a-Ionone 120.0

Jasmine absolute (10% in alcohol) 0.1

Lemon essential oil 1.0

Orris resinoid 80.0

Imitation rose (10% in alcohol) 28.0

Rum ether 100.0

g-Undecalactone 18.0

Vanillin 11.0

Alcohol (solvent) 257.0

Total 1000.0

(From Ref.[4].)

Table 6 Intensity values for frequently used sweeteners

Sweetener Intensity

Sorbitol 60

Mannitol 50

Hydrogenated starch hydrolysate 30–40

Maltitol solution 70–80

Maltitol 90

Xylitol 100

Erythritol 60–70

Glycerin 55–75

Sucrose 100

Fructose 117

Maltose 30

(From SPI Polyols, Inc., Polyols Comparison Chart, Revised 6/99.)
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pharmaceuticals. It is approximately 350� as sweet as
sugar. It is sweet at very low concentrations (equivalent
to about 5–10% sugar) but bitter at higher concentra-
tions. Approximately 20% of the population are ‘‘sac-
charin sensitive;’’ that is, they perceive saccharin to be
bitter even at low concentrations. Upon repeated tast-
ing, saccharin becomes less sweet and increasingly bit-
ter. By the third or fourth tasting, solutions of
relatively low concentrations are often no longer sweet
to the saccharin-sensitive person. The artificial sweet-
eners, cyclamate and aspartame, are about 30� as sweet
as sugar, but like saccharin, their sweet–bitter profiles
are concentration dependent. Aspartame does not have
a significant bitter aftertaste when compared to sac-
charin and has gained in popularity. Cyclamates were
banned in the 1970s because of carcinogenic concerns,
which have, subsequently, been shown to be overstated.

Monoammonium glycyrrhizinate has a lingering
sweet aftertaste, which can be exploited for taste-mask-
ing products with a mildly bitter aftertaste. It is also
effective in enhancing chocolate flavor. Glycerin is
commonly used for its solvent effect on many com-
pounds, as well as its humectant effect. Sugar syrups
promote significant ‘‘cap-locking’’—the crystallization
of the sugar on the cap and bottle thread, but the
addition of glycerin (10–20%) minimizes this effect.
Glycerin is seldom used as a single sweetener in
pharmaceuticals because it has a characteristic mouth-
warming and burning effect.

Flavor Enhancers and Potentiators

Flavor enhancers are used universally in the food and
pharmaceutical industries. Sugar, carboxylic acids
(e.g., citric, malic, and tartaric), common salt (NaCl),
amino acids, some amino acid derivatives (e.g., mono-
sodium glutamate—MSG), and spices (e.g., peppers)
are most often employed. Although extremely effective
with proteins and vegetables, MSG has limited use in
pharmaceuticals because it is not a sweetener. Citric
acid is most frequently used to enhance taste perform-
ance of both liquid and solid pharmaceutical products,
as well as a variety of foods. Other acidic agents, such
as malic and tartaric acids, are also used for flavor
enhancement. In oral liquids, these acids contribute
unique and complex organoleptic effects, increasing
overall flavor quality. Common salt provides similar
effects at its taste threshold level in liquid pharmaceu-
ticals. Vanilla, for example, has a delicate bland flavor,
which is effectively enhanced by salt.

Taste-Masking Agents

The flavoring industry has many proprietary products
purported to have excellent taste-masking properties,[4]

which have been used with some success. Yet, there are
a number of natural and artificial flavors that can be
generally described to possess similar taste-masking
effects (Table 7).

Of the many tastes that must be masked in pharma-
ceuticals, bitterness is most often encountered; to mask
it completely is difficult. A tropical fruit has been used
for centuries in central Africa to mask the bitter taste
of native beers. This so-called ‘‘miracle berry’’ contains
a glycoprotein that transiently and selectively binds to
bitter taste buds. Due to stability challenges, attempts
to isolate the compound for commercial exploitation
have been unsuccessful. Yet, many fruit syrups are
relatively stable in pharmaceuticals if formulated with
antimicrobial preservative agents. Syrups of cinnamon,
orange, citric acid, cherry, cocoa, wild cherry, rasp-
berry, or glycyrrhiza elixir can be used to effectively
mask salty and bitter tastes in a number of drug pro-
ducts.[6] The extent to which taste-masking may be
achieved is not usually predictable due to complex
interactions of other flavor elements in these products.
The degree to which bitterness may be masked by these
agents ranks in a descending order: cocoa syrup is
most effective, followed by raspberry syrup, cherry,
cinnamon, compound sarsaparilla, citric acid, licorice,
aromatic elixir, orange, and wild cherry.

Sour and metallic tastes in pharmaceuticals also can
be reasonably masked. Sour substances containing
hydrochloric acid are most effectively neutralized with
raspberry and other fruit syrups. Metallic tastes in oral
liquid products (e.g., iron) are usually masked by
extracts of gurana, a tropical fruit. Gurana flavor is
used at concentrations ranging from 0.001 to about
0.5% and may be useful in solid products as well
(e.g., chewable tablets and granules).

FLAVOR MODIFICATION TECHNOLOGIES

Solubility-Limiting Methods

Many drugs are reasonably soluble in water and ionize
extensively at physiologic pH. Drugs with an offensive
taste usually demonstrate negative organoleptic

Table 7 Agents for masking and complementing the

basic tastes

Basic taste Masking agent

Sweet Vanilla, bubble gum, grape, other fruits

Acid Lemon, lime, orange, cherry, grapefruit

Metallic Berries, mints, grape, marshmallow, gurana

Bitter Licorice, coffee, chocolate, mint, grapefruit,
cherry, peach, raspberry, orange, lemon, lime
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properties after dissolving in saliva during ingestion.
Chemical modification, such as derivatization or lipo-
philic counterion selection, where possible, may be an
effective method for reducing aqueous solubility and
taste. This is exemplified by erythromycin, a partially
soluble, bitter-tasting macrolide anti-infective. The solu-
bility of erythromycin monohydrate is approximately
2 mg/mL in water at a pH of approximately 7. When
converted to erythromycin ethylsuccinate, the aqueous
solubility of the drug is less than 50 mg/mL. This form
is practically tasteless as a ready-made liquid or a chew-
able tablet. The rate of dissolution in body fluids (e.g.,
saliva) may be further reduced by controlling formu-
lation pH, solids content, andtemperature. This tech-
nique can be applied to a number of drugs whose taste
profiles are dependent on aqueous solubility.

Vesicles and Liposomes

Host–guest systems[7] (e.g., phospholipids and certain
surfactants) form spherical or ellipsoidal, closed,
bilayer structures called vesicles. These structures often
comprise several compartments within which a drug
could be trapped, either as a solution or a dispersion.
Under various conditions, these vesicles form closed
systems, which are ideal vehicles for taste masking or
for modulated release of drug in vivo. It is a challenge
to formulate drugs with these flavor-masking methods
without altering the regulatory status of the product
(e.g., chemical designation of the active substance, in
vitro dissolution kinetics, physical or chemical sta-
bility, and bioavailability). Various manufacturers
(e.g., American Lecithin Company, Oxford, Connecti-
cut) offer a complete line of phospholipids (purified
and solubilized in various carrier systems) for use in
the food and pharmaceutical industries.

Microencapsulation and Coated Systems

Recently, a great deal of attention has been focused on
the usefulness of coated fine particles in achieving
pharmaceutical objectives. By coating drug particles
with an appropriate polymer system, desirable proper-
ties can be imparted to the dosage form, eliminating
undesirable properties, such as taste. Coating drug
particles significantly modulates drug release while
improving taste, stability, and other handling charac-
teristics (e.g., flow and compression). Commercial par-
ticle coaters make it possible to coat fine drug particles,
achieving slow release and taste masking in oral formu-
lations. Examples for which particle coating has been
used to introduce unique line extensions to the market-
place include Theo-Dur� and Depakote Sprinkle�. In
the case of Theo-Dur�, theophylline is sprayed onto

sugar beads followed by a polymer to control drug
release. By encapsulating a drug substance, this process
prevents interaction of the drug with taste receptors,
thus eliminating bitterness. Other frequently used
microencapsulation methods include spray drying,
spray congealing, coacervation and phase separation,
interfacial polymerization, and extrusion.

Complexation and Chemical Modification

The use of ion exchange resins to form drug adsorbates
forsustained release[8,9] was closely associated with
Strasenburgh Laboratories, an affiliate of Pennwalt
Corporation, which was granted several patents in this
area.[10,11] Their first significant application involved
amphetamine adsorbed onto a sulfonic acid cation
exchange resin (Biphetamine�) for use in appetite
suppression.[12] Over the years, several products have
been introduced commercially since the initial work with
amphetamine;[13–16] examples include Ionamin� (phen-
termine: Medeva Pharmaceuticals, Inc.), Tussionex�

(hydrocodone polistirex and chlorpheniramine polis-
tirex: Medeva Pharmaceuticals, Inc.), and a variety of
cough-cold products, including phenylpropanolamine,
chlorpheniramine, and dextromethorphan.[17] This
technology is applicable to taste masking as well.

The mechanism of drug release from the sustained–
release complex (e.g., an ion exchange resinate consist-
ing of a drug with a bitter taste) is ideal for liquids,
when formulated either as granules for reconstitution
or ready-made suspensions. By retaining a low counter-
ion concentration in the product, almost all of the drug
may be retained in the matrix, so that upon ingestion,
ions of the body trigger the release mechanism through
a dynamic equilibration process. Slow equilibrating
complexes that provide low diffusivity of drug to the
taste buds (e.g., low aqueous solubility of the drug) can
eliminate bitterness and other offensive organoleptic
drug properties. Other complexation phenomena
employed in formulation work for flavor enhancement
are: inclusion complexes (e.g., cyclodextrins and their
derivatives), matrices, and physical complexes with
waxy substances (e.g., polyethylene glycols).

More recently, pharmaceutical manufacturers have
introduced various technologies for coating drug parti-
cles with semipermeable polymeric membranes
designed to provide controlled release in vivo. Coat-
ings of neat drugs and their adsorbates[18–21] combined
controlled–release characteristics with the benefit of
taste masking, caused by the effective reduction of
dissolved drug concentrations in the mouth. Taste
evaluation of a variety of these preparations showed
a significant reduction in bitterness,[19–21] suggesting
that coatings and adsorbates have potential in the fla-
vor enhancement of drugs with offensive tastes.

Flavors and Flavor Modifiers 1771



Extractables–Fluid

CONCLUSIONS

The use of flavors and flavor modifiers in pharmaceu-
tical formulations is of considerable importance in
promoting drug products. Flavors are also key factors
in promoting patient compliance, because products
with offensive taste are likely to be objectionable. Taste
sensations are, however, wholly subjective, and of the
many objective methods thus far used, none can
adequately and completely characterize taste and
aroma sensations without some bias.

It is also certain that a fair proportion of the popu-
lation is indifferent to taste and lacks the acuity neces-
sary for distinguishing small differences in taste and
aroma between samples.[22,23] Furthermore, clear fla-
vor performance differences can be obtained during
pharmaceutical product development, by techniques
designed to promote taste acceptance. The use of
flavors, flavor modifiers, and other methods for flavor
enhancement, such as physical and chemical manipula-
tions of drugs, may be potential methods for the devel-
opment of products with superior market preference
characteristics.
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Fluid Bed Processes for Forming Functional Particles
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INTRODUCTION

Fluid bed processors have been used for drying,
agglomeration, and coating. In addition to a simple
fluid bed, the tumbling, agitating, centrifugal, and
spiral flow fluid bed and the spouted bed with or with-
out the draft tube have been developed for improving
the process performance. Agglomerates produced from
the simple fluid bed process are usually characterized
with their soft, porous properties. This is advantageous
in their application to tableting because the easy defor-
mation of the agglomerates leads to the hardening of
the tablets. The fluid bed processes are also favorably
applied to the coating of the pharmaceutical particles
including the agglomerates and crystals. Among the
many types of surface modification processes, the fluid
bed processes are characterized with their easy, simple
mechanical formation of multilayers on the particles.
This has been producing many types of functional
pharmaceutical particulate system for the purpose of
efficient drug delivery, including the enteric-coated
particles and the sustained, prolonged, and delayed
release systems.

These agglomeration and coating technologies,
which are established and well experienced in the
pharmaceutical area, have been extended to other
areas such as food and agricultural industries. How-
ever, the current fluidization technology has a limit in
the size of the particles that can be processed.[1] The
extension of the size limit to a smaller range will lead
to the wider applications. From practical aspects, the
fluidized bed processes will be described below.

FLUID BED PROCESSORS

Typical fluid bed processors are illustrated in Fig. 1.
Fig. 1A is a simple fluid bed, usually with a conical
shape at the bottom of the chamber, leading to
inducing spouted particle flow more or less depending
on the angle of the conical chamber. The spray is sup-
plied from the top toward the fluidized bed in agglom-
eration and into the bed in a tangential direction in
coating. Elutriated particles from the fluid bed are

trapped mostly by the bag filter and are returned to
the bed by periodical shaking of the bag filter with or
without a pause of fluidization air input and spray in
the agglomeration, but always without a pause in the
coating. Fig. 1B is an example of the tumbling fluid
bed processors. A typical construction of the tumbling
fluid bed processor automatically operated is shown in
Fig. 2. The fluidization air is supplied through the slit
between the turntable and the chamber. The tumbling
forces the particles to be centrifuged toward the cham-
ber wall; then, the particles are blown up by the slit air.
These make a circulating fluidized bed, in which the
spray is supplied by the top or the tangential mode.
The rolling of the particles on the turntable makes
the wet particles roundish and compact. Fig. 1C is a
typical assembly of the Wurster process, a kind of a
spouted bed process assisted with a draft tube. The
particles fluidized in the annular part between the draft
tube and the chamber are introduced into the draft
tube because of the accelerated airflow from the
bottom and are then spouted from the draft tube.
The particle velocity is reduced in the upper expansion
chamber, leading to the return of the particles to the
fluid bed in the annular part. During this circulating
particle flow, the particles are sprayed in the draft tube;
at the same time, they have a chance to be exposed to
the spray air jet, which can exert a strong separation
force to the particles. Usually, the particles are easily
agglomerated or coagulated during spraying, but the
above strong air jet can make the particles disinte-
grated. These characteristics of the Wurster process
make it possible for the coating of the finer particles[2]

or for the production of the finer agglomerates for the
purpose of agglomeration[3] compared with the other
type of the fluid bed processes.

The types of fluidization, as proposed by Geldart,[4]

depend on the particle size and density. Because the
particle density of the pharmaceutical powders is
mostly around 1.5 g/cm3, the particles are categorized
into larger than 900 mm (D type), 900–150 mm (B type),
150–20 mm (A type), and smaller than 20 mm (C type)
particles in the Geldart’s fluidization map. The A
and C types are cohesive and adhesive; therefore they
are agglomerated into the D and B types to achieve
free-flowing properties. This is the main purpose of
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agglomeration. The D type cannot be fluidized because
of too large particle size; therefore the coating is simply
processed using a rotating pan. The B type always
exhibits bubbling fluidization which induces inhomo-
geneous particle flow; this is practically disadvan-
tageous because such a flow especially in the spray
zone leads to poor coating performance in the yield
and homogeneity of the product. In order to achieve
a homogeneous particle flow of the B-typed particles, par-
ticle flow patterns, different from the simple fluidization

such as those in the tumbling, centrifugal, and spiral
fluid bed and the spouted bed, have been required.
This is the reason why many different types of the
fluid bed processor have been developed so far. The
A-typed particles can be fluidized homogeneously
without air bubbles, but the separation force from
fluidization is not sufficient to avoid agglomeration.
This prevents the fluid bed coating process from being
industrially applied to these small particles despite
many researches attempting the fine particle-coating

 
  

Fig. 2 Tumbling fluid bed processor (Agglomaster, Hosokawa Micron Corp.) operated automatically.

Fig. 1 Schematic drawing of the typical fluid bed processors. (A) Simple fluid bed; (B) tumbling fluid bed; and (C) spouted bed

processor assisted with a draft tube.
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technologies. The type C particles cannot be fluidized
because of their small size.

When the particles are fluidized or spouted under
spraying, separation force is exerted to the particles
more or less agglomerated by the spray solution.
Balance of the separation force and the binding
strength of the binder or coating material determines
the degree of agglomeration, i.e., agglomerate size.[5,6]

Each fluid bed processor can generate its inherent
separation force, surely depending on the operating
conditions such as the airflow pattern and the inlet air-
flow rate. The excessive separation force can even dis-
integrate the core particles. Thus, depending on the
requisite of the final agglomerate size or the core par-
ticle size to be discretely coated, the optimal processor
should be selected in practice.

MATERIALS FOR AGGLOMERATION
AND COATING

Table 1 lists the typical binders and the coating materi-
als for agglomeration and coating. The water-soluble
polymers are used as a binder in agglomeration,
and some of them are also used as a coating material.
As each type of the water-soluble polymers becomes
higher in molecular weight, it contributes more to
the increase in the viscosity of its solution and
the interparticle binding strength, leading to more
enhanced particle growth in agglomeration and
coating.[5,6]

The commercially available polymeric dispersions,
which have been most widely used as a coating
material, are classified into three types based on the

Table 1 Binders, coating materials, and cores

Type Brand Supplier Solvent Soluble in Main component

Spray solution Kolidon VA64 BASF Water Water 6 : 4 poly(VP/VA)
Kolidon 20, 30 BASF Water Water Polyvinylpyrrolidone
Opadry Colorcon Water Water Mixture of water-soluble polymer,

plasticizer, and pigment
TC-5 Shin-Etsu Water Water Hydroxypropylmethylcellulose
HPC-H, M,

L, SL, SSL

Nippon Soda Water Water Hydroxypropylcellulose

CMEC Freund Water–ethanol Intestine Carboxymethylethylcellulose
HPMCP Shin-Etsu Water–ethanol Intestine Hydroxypropylmethylcellulose

phthalate

Eudragit E100 Röhm Organic solvent Stomach Poly(BMA/MMA/DAEMA)
Eudragit L/S Röhm Organic solvent Intestine Poly(MMA/MAA)
Eudragit RS100/

RL100

Röhm Insoluble (Insoluble) 1 : 2 : 0.1/1 : 2 : 0.2 Poly(EA/MMA/

TAMCl)

Spray dispersion EC N-10F Shin-Etsu Water Insoluble Ethylcellulose ground powder
Aquacoat FMC Water Insoluble Ethylcellulose pseudolatex
Surelease Colorcon Water Insoluble Ethylcellulose pseudolatex

Eudragit RS30D Röhm Water Insoluble 1 : 2 : 0.1 Poly(EA/MMA/TAMCl)
pseudolatex

Eudragit RL30D Röhm Water Insoluble 1 : 2 : 0.2 Poly(EA/MMA/TAMCl)

pseudolatex
Eudragit NE30D Röhm Water Insoluble 2 : 1 Poly(EA/MMA) latex
Aqoat Shin-Etsu Water Intestine Hydroxypropylmethylcellulose

acetate succinate

Kollicoat
MAE30D/DP

BASF Water Intestine 1 : 1 Poly(EA/MAA)

Eudragit L30D Röhm Water Intestine 1 : 1 Poly(EA/MAA)

Dry powder Lubri wax 101/103 Freund Insoluble Hydrogenated caster/rape oil

Polishing wax Freund Insoluble Carnauba wax
PEP 101 Freund Insoluble Poly(ethylene oxide/

propylene oxide)

Core Non-pareil

101/103/105

Freund Granules of sucrose-starch/

sucrose/lactose-microcrystalline
cellulose

Celphere 102/203/

305/507

Asahi Kasei Granules of microcrystalline

cellulose

BMA: butyl methacrylate, EA: ethyl acrylate, DAEMA: dimethylaminoethyl methacrylate, MAA: methacrylic acid, MMA: methyl methacrylate,

TAMCl: trimethylammonioethyl methacrylate chloride, VA: vinyl acetate, VP: vinylpyrrolidone.
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preparation methods:[7] 1) latexes synthesized by emul-
sion polymerization; 2) pseudolatexes prepared by
emulsion processes such as emulsion solvent evapor-
ation, phase inversion, and solvent change; and 3) dis-
persions of micronized polymeric powders.

Eudragit L30D and NE30D are acrylic copolymer
latexes synthesized by emulsion polymerization.[8]

The particle sizes of these latexes are in submicron
order. L30D is a copolymer of ethyl acrylate (EA) as
an ester component with methacrylic acid (MA)
(MA/EA 1 : 1). It is used for enteric coating because
of the presence of carboxyl groups in the copolymer.
NE30D is a copolymer of ester components only, EA
and MMA (2 : 1). The films formed from NE30D have
a very low softening temperature and hence are flexible
and expandable even under indoor conditions.

Cellulose derivatives cannot be synthesized directly
in the latexes; therefore they are prepared as pseudo-
latexes (Aquacoat, Aquateric,[9] and Surelease[10]) or
micronized powders [Aqoat hydroxypropylmethyl-
cellulose acetate succinate (HPMCAS)[11] and EC
N-l0F]. While the pseudolatexes can be prepared as
submicron particles, the micronized powders have
mean particle sizes of a few micrometers. Poly vinyl
acetate phthalate (VAP) is also supplied as a micro-
nized powder (Coateric).[10] Eudragit RS and RL are
terpolymers of EA and MMA as ester components
with trimethylammonioethyl methacrylate chloride
(TAMCl) as hydrophilic quaternary ammonium
groups; RS and RL are 1 : 2 : 0.1 and 1 : 2 : 0.2 ter-
poly(EA/MMA/TAMCl), respectively. Because Eudra-
git RS and RL contain MMA-rich ester components
(EA/MMA 1 : 2), they have softening temperatures
higher than those of NE30D (EA/MMA 2 : 1) and form
hard films under indoor conditions. Eudragit RS and
RL powders are easily transformed into pseudolatexes
by emulsifying their powders in hot water without addi-
tives.[8] It is costly to ship the aqueous dispersions
around the world; therefore the Aquateric pseudolatex
is supplied as a spray-dried powder. It is redispersed just
before use.[9]

A variety of additives are incorporated into the
dispersions as surfactants (Tween 80, sodium lauryl
sulfate, polyoxyethylene nonyl phenyl ether, cetyl
alcohol, and Pluronic F-68), plasticizers (dibutyl
sebacate, oleic acid, and Myvacet 9-40), pigments, anti-
adherents (fumed silica), anticoagulant (Myvacet 9-40),
preservatives (sorbic acid), and stabilizers (ammonia).[7]

The film formation process from the aqueous
dispersion is shown schematically in Fig. 3. The
mechanisms of film formation from the aqueous poly-
meric dispersions have been discussed for a long time,
and many theories have been proposed. The detail was
reviewed by Muroi[12] from a basic point of view. Film
formation in pharmaceutical applications was dis-
cussed by Lehmann,[8] Steuernagel,[9] and Fukumori.[7]

Fusion and film formation of the polymeric particles
during the coating process can be explained by the
wet sintering theory for particles suspended in water,
the capillary pressure theory for particle layers
containing water in various degrees of saturation,
and the dry sintering theory for dry particle layers.

PARTICULATE DESIGN AND PREPARATION

The typical particle structures produced from the
agglomeration process are shown in Fig. 4. Simple
agglomerates (Fig. 4A) are prepared by fine drug
powder(s) being mixed with fine powders of additives
in the fluid bed, and then binder solution being sprayed

 

 

Fig. 3 Film formation from the aqueous polymeric
dispersions.

A B

Fig. 4 Structure of agglomerates. (A) Agglomerate coagu-
lated at random and (B) drug-layered agglomerate.
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from the top in the simple fluid bed (Fig. 1A) followed by
drying. In this case, because the particles are agglomer-
ated in the fluidization airflow, they are usually very
porous. The tumbling fluid bed or the spouted bed pro-
cess assisted with draft tube (Figs. 1B and C) can be
applied if more compact agglomerates are required.
When fine drug powder is agglomerated with the coarse
carrier particles (cores in Table 1), drug-layered agglom-
erates shown in Fig. 4B can be prepared.[13] In the latter
process, the tumbling fluid bed is often used because
tumbling on the turntable contributes to the efficient lay-
ering of the fine powder. The drug-layered agglomerates
are often used as core particles in the coating process.

Among the many kinds of the surface modification
process, the fluid bed processes can most easily pro-
duce multilayered particle structure with each layer
being monolithic, random multiphase structure,
ordered multiphase structure, and so on (Fig. 5). The
combination of the different components and layers
can produce almost infinite types of functional parti-
cles. As an example, designs and preparations of
several thermosensitive controlled-release particles will
be described below.

Controlled-release technology based on the external
temperature-activated release can find application in
diverse industrial fields.[1,14–16] In the pharmaceutical
area, for example, the deviation of the body tempera-
ture from the normal temperature (37�C) in the physio-
logical presence of the pathogens or pyrogens can be
utilized as a useful stimulus that induces the release
of the therapeutic agents from a thermosensitive con-
trolled-release system. Physically controlled tempera-
ture using a heat source such as the microwaves from
outside the body can also be used for temperature-
activated antitumor drug release combined with the
local hyperthermic treatment of cancer.

The membranes of the thermosensitive controlled-
release microcapsules were constructed by a random
mixing Aquacoat (Table 1) with the latex particles
having poly(EA/MMA/2-hydroxyethyl methacrylate)
core and poly(N-isopropylacrylamide (NIPAAm))
shell. This is an example where the membrane has
the random two-phase structure as shown in Fig. 5.
The microcapsules exhibited a thermosensitive release
of water-soluble drug.[17] The mechanism is explained
in Fig. 6. When the temperature was changed in a step-
wise manner between 30 and 50�C, the microcapsules
showed an ‘‘on–off’’ pulsatile release. This ‘‘on–off’’
response was reversible.

Alternatively, this type of thermosensitive micro-
capsule can be prepared even with already established
pharmaceutical ingredients. As is well known, hydro-
xypropyl cellulose (HPC), the commonly used binder
and coating substrate (Table 1), has a lower critical
solution temperature (LCST) around 44�C, and its
water solubility drastically changes across the LCST.
Negatively thermosensitive drug release microcapsules

Design of core structure and properties:
size, shape, density, porosity, roughness,
hydrophilicity, osmosis, pH, solubility,
drug solubility

Design of membrane/layer structure 
and properties:
thickness, porosity, pore structure, domain,
phase separation, thermal/mechanical
property, dissolution/disintegration/
degradation, functional groups, ionization,
hydrophilicity, swelling/hydration property

Surface treated layer
Monolithic Random

mix
Ordered

mix

Multi-layered structure

Fig. 5 Particulate structures produced by the fluid bed
process.

Fig. 6 Schematic diagram of the structure of the particle for
positively thermosensitive release of drug utilizing gel-col-
lapsing behavior of poly(N-isopropylacrylamide).

Fig. 7 Particle exhibiting negatively thermosensitive drug
release.
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with an HPC layer were thus designed by utilizing the
thermally reversible dissolution/precipitation process
resulting from the LCST phenomena[18] (Fig. 7).
This is the case that the particles are constructed with
multilayers of monolithic structure (Fig. 5). The release
rate from the microcapsules with sandwiched HPC
layer was found to be drastically decreased when the
temperature came near the LCST: the release rate at
50�C was approximately 10 times lower than that at
30�C. In contrast, no negatively thermosensitive release
was obtained in the microcapsules without the outer
coat of ethyl cellulose: the drug release rate was mono-
tonously increased as the temperature increased.

Unlike many types of the millisized devices that
have been developed so far, the microparticles men-
tioned here were around 100 mm in diameter, and the
estimated membrane thickness was only several tens
of microns. Such small dimensions of the thermosen-
sitive materials incorporated into the microcapsule
membranes provided a sharp release rate change in
response to the temperature change. This may be one
of the advantages of the fine particle-coating tech-
nology. The above-demonstrated flexibility in designing
the membrane structures also offers considerable advan-
tages over conventional microencapsulation methods.

CONCLUSIONS

Using the fluid bed processes and processors along
with the appropriate materials and their well-designed
formulation and particulate structure make it possible
to prepare highly functional particles as demonstrated
here. However, this method has an unavoidable limit in
the size of particles that can be efficiently processed
because a steady circulation or fluidization of the par-
ticles smaller than 20 mm is still difficult. In order to
expand the applications of this process, some new or
improved fluidization technologies will be required.
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Food and Drug Administration: Role in Drug Regulation

Roger L. Williams
United States Pharmacopeia, Rockville, Maryland, U.S.A.

INTRODUCTION

With a FY2000 budget of $395 billion and employees
numbering over 61,000, the Department of Health
and Human Services (DHHS) is one of the largest
departments in the administrative branch of the United
States Government. It is responsible for the activities
of 11 operating divisions,a including the Food and
Drug Administration (FDA).[1] Although the FDA’s
budget and staff are comparatively small (FY2000
$1.1 billion and 9000 employees), FDA has broad
authority and impact. The FDA regulates approxi-
mately $1 trillion worth of products that are sold in
the United States, accounting for about 25% of pro-
ducts purchased by consumers annually and affecting
some 95,000 businesses whose manufactured goods fall
under the FDA regulation. The FDA activities work to
assure that: 1) foods are safe and wholesome; human
and veterinary drugs, human biological products, and
medical devices are safe and effective; cosmetics are
safe; and radiation-emitting consumer products are
safe; 2) regulated products are honestly, accurately,
and informatively represented; and 3) regulated pro-
ducts are in compliance with FDA regulations and
guidelines, non-compliance is identified and corrected,
and any unsafe or unlawful products are removed from
the marketplace.

The FDA is directed by the Commissioner of Food
and Drugs whose appointment by the DHHS Secretary
is subject to confirmation by the United States Senate.
The Office of the Commissioner includes eight subsi-
diary offices. These are Chief Counsel; Equal Oppor-
tunity; Administrative Law Judge; Senior Associate
Commissioner; International and Constituent Rela-
tions; Policy, Planning, and Legislation; Management
and Systems; and Science Coordination and
Communication. In addition, the Office of the
Commissioner directs the activities of five Centers that

are responsible for many of the primary regulatory
activities of the Agency. These are the Center for
Biologics Evaluation and Research (CBER); the Cen-
ter for Devices and Radiologic Health; the Center for
Drug Evaluation and Research (CDER); the Center
for Food Safety and Applied Nutrition; and the
National Center for Toxicological Research. The first
three of these Centers direct activities that result in
the availability of many therapeutic products—drugs,
biologics, and devices—to treat and prevent human
disease. The Commissioner of Food and Drugs also
directs the activities of the Office of Regulatory
Affairs, which is responsible for the FDA’s enforce-
ment activities and oversees the activities of more than
1100 field inspectors.

The FDA activities are complex, challenging,
science-based, and continually changing to meet
societal needs and expectations. This article provides
a brief overview of these activities, with the under-
standing that careful study and analysis may be needed
to fully understand and adhere to the science, technical
and legal conditions that underlie the FDA’s actions.
Many articles and books have been published delineat-
ing the FDA’s statutory and regulatory mandates, to
which the reader is referred.[2a–2c] The FDA’s web page
at http://www.fda.gov also provides additional useful
information.

LEGISLATION

The Food, Drug, and Cosmetic Act

The FDA operates in accordance with provisions of
the Federal Food, Drug & Cosmetic Act (FFDCA)[3]

the Public Health Service Act,[4] and other laws.[5]

Although the principle regulatory agency for food
and drugs, the FDA works cooperatively with other
federal agencies, such as the Environmental Protection
Agency and the Department of Agriculture, and with
state governments. Regulation of food and drugs by
the FDA dates back almost 100 years to passage of the
Federal Food and Drugs Act in 1906. This law was
enacted because of widespread concern about patent
medicines and food quality in the US. It created impor-
tant concepts that continue to the present, namely, that
foods and drugs marketed in the United States should

aThe remaining are the National Institutes of Health, the Centers for

Disease Control and Prevention, the Agency for Toxic Substances

and Disease Registry, the Indian Health Service, the Health

Resources and Services Administration, the Substance Abuse and

Mental Health Services Administration, the Agency for Healthcare

Research and Quality, the Health Care Financing Administration,

the Administration for Children and Families, and the Administra-

tion on Aging.
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not be misbranded, i.e., should not make unsubstan-
tiated claims or otherwise present misleading infor-
mation, and should not be adulterated. The next
major drug regulatory legislation after 1906 was the
FFDCA itself, which was enacted in 1938 in response
to the Elixir of Sulfanilamide tragedy. Using the
excipient diethylene glycol to solubilize the sulfa drug,
sulfanilamide, the Elixir was a potent nephrotoxin that
killed over 100 children and adults. It was marketed
without provision of any kind of information to the
FDA. In response, the 1938 law created a safety stan-
dard that requires performance of adequate tests using
reasonable methods to demonstrate that a product is
safe. An important feature of the 1938 legislation was
and remains a requirement for premarket provision
of safety information to the FDA, with authority given
to the Agency to confirm that the information did in
fact support a determination of a safety. The 1938
approach was based on notification instead of premar-
ket approval. If an applicant did not hear from the
FDA within 60 days of filing an application it could
market the product. The 1938 legislation also estab-
lished the general approach, still current, that the
FDA for the most part responds to data developed
by sponsors and applicants. The FDA usually does
not by itself develop data for a regulatory submission,
although it frequently engages in sampling and testing
of unapproved and approved products. The 1938 legis-
lation introduced other approaches that continue to
this date. For example, the concept that certain thera-
peutic products should bear adequate directions for
use and that, in certain instances, some products may
be administered only by prescription (Rx Legend)
was introduced in the 1938 legislation. This distinction
between Rx and over-the-counter (OTC) drugs was
further elaborated in the 1951 Durham–Humphrey
amendments to the FFDCA.

Many major amendments have been made to the
FFDCA since 1938. The most important of these were
the 1962 Harrison–Kefauver amendments that arose as
a result of the thalidomide tragedy. These amendments
created many provisions that form the basis for mod-
ern drug regulation by the Agency. The legislation
established a premarket process that allows the FDA
to judge the safety and efficacy of drugs before they
can be legally marketed. It also created a requirement
for submission of an Investigational New Drug
(IND) application to allow distribution and study of
an unapproved new drug. To document efficacy of a
new drug, the legislation created an ‘‘efficacy standard’’
requiring substantial evidence of effectiveness based on
adequate and well-controlled efficacy studies submitted
by an applicant. The 1962 legislation also stated that
drugs be produced in accordance with current Good
Manufacturing Practices and expanded substantially
the information required in product labeling.

Beyond the 1938 establishing legislation and the
1962 amendments, many other significant legislative
changes to the FFDCA have occurred. These include
the 1972 Drug Listing Act (established a notification
process for commercially marketed products); the
1976 Medical Device Act (created Class I, II, and III
types of devices based on risk, with premarket clear-
ance required for Class III); the Drug Price Compe-
tition and Patent Term Restoration Act of 1984
(finalized approaches that allow marketing of thera-
peutically equivalent generic drugs coupled with patent
term extension and exclusivity provisions to reward
innovation); the Orphan Drug Act of 1983 (creates
incentives to develop drugs for rare diseases); the Drug
Export Act of 1996 (allows export of unapproved pro-
ducts with certain stipulations); the Prescription Drug
Marketing Act of 1987 (protects again diversion of
prescription drug products from well-controlled distri-
bution channels); the Generic Drug Enforcement Act
of 1993 (debars individuals convicted for illegal activi-
ties related to the approval of Abbreviated New Drug
Applications); the Prescription Drug User Fee Act
(requires payment for review of new drug and anal-
ogous applications and certain supplements, plus
annual establishment and product fees); and the Die-
tary Supplement and Health Education Act of 1994
(creates a food category for dietary supplements and
establishes a premarket notification process for dietary
supplements entering the market after 1994). The most
recent legislative amendments to the FFDCA, which
also affects the Public Health Service Act, is the 1997
Food and Drug Administration Modernization Act
(FDAMA).[6,7] Many of the elements of drug regu-
lation, as exemplified in the provisions of the FFDCA,
have arisen as a result a finding of or concern for
societal risk. In contrast, The FDAMA was designed
to address a somewhat different perception of risk,
namely, that the FDA reform was needed to accelerate
the availability of new medicines. This perception arose
from the belief that an excessively restrictive Agency
could create risk by reducing the availability of new
therapeutic products. The FDAMA focused on
improving all aspects of the FDA’s regulatory activi-
ties, including drugs (Title I), devices (Title II), foods
(Title III), coupled with more general changes and
requirements (Title IV). The FDAMA codified many
FDA initiatives previously expressed in regulations
or guidance, including: 1) harmonization of measures
to regulate the manufacture of drugs and biologics; 2)
elimination of the need for insulin batch certification;
3) withdrawal of the distinction between antibiotics
and drugs; 4) strategies to streamline approval of drug
and antibiotic manufacturing changes; 5) reduction in
the need for environmental assessments; and 6) FDA’s
rules on accelerated approval of specified investigational
drugs. The FDAMA also codified the FDA’s practice
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of allowing one clinical investigation as the basis for
product approval in certain circumstances, while
generally preserving the 1962 standard for more than
one adequate and well-controlled studies to prove effi-
cacy. The FDAMA also changed the FDA’s policies
in many important areas, including allowance of a firm
to disseminate peer-reviewed journal articles about
an off-label indication of its product with certain sti-
pulations, and allowance of drug companies to pro-
vide economic information about their products to
formulary committees, managed care organizations,
and similar large-scale buyers of health-care products.
The FDAMA created a special exemption for pharmacy
compounding with certain stipulations to prevent
pharmaceutical manufacturing under the guise of
compounding.

The Public Health Service Act

An additional important set of Federal laws, even
older that the FFDCA, relates to the regulation of
biologic products. Following the deaths of 12 children
from poor quality diphtheria antitoxin, Federal laws
were created in 1902 to require the licensing of biologic
products. The FDA now regulates these under the pro-
visions of the Public Health Service Act, which defines
a biologic product as ‘‘a virus, therapeutic serum,
toxin, antitoxin, vaccine, blood, blood component or
derivative, allergenic product, or analogous product,
or arsphenamine or derivative or arsphenamine, appli-
cable to the prevention, treatment or cure of a disease
or condition of human beings.’’ Biologic products
are generally derived from living organisms. Because
biologic products are also defined as ‘‘drugs’’ and/or
‘‘devices,’’ they are subject to the adulteration, mis-
branding, and registration provisions of the FFDCA.
The importance of the 1902 legislation expanded with
availability of therapeutic products produced through
recombinant biotechnology approaches. These pro-
ducts fall under the Public Health Service Act as
‘‘analogous products’’ and may be subject to the
jurisdiction of CBER. Inter-center agreements at the
FDA allow review and approval of drugs and biologics
produced through recombinant technology in other
centers as well.

REGULATIONS

The FDA implements the statutory provisions of the
FFDCA and PHS Act and associated laws through
regulations. Regulations are rules that generally have
the force of law. They provide more explicit infor-
mation about how a business or manufacturer should
conduct their operations and submit information to

the FDA to be in compliance with the law. For
example, the stipulation for adequate and well con-
trolled investigations stated in the 1962 amendments
to the FFDCA was elaborated in a regulation that pro-
vide more explicit statements on what constitutes an
adequate and well-controlled study. Other important
regulations issued by the FDA over the last several de-
cades include the 1981 regulation Protection of Human
Subjects; Informed Consent; Standards for Insti-
tutional Review Boards (clarifies or creates require-
ments for informed consent and institutional review
boards to protect human subjects participating in
FDA regulated research) and several regulations
designed to accelerate the availability of investigational
and approved drugs to treat life-threatening illnesses
such as HIV and cancer (1987 Treatment Use of Inves-
tigational New Drugs, 1988 Procedures for Subpart E
Drugs, 1992 Accelerated Approval, 1992 Parallel-
Track Mechanism). A public process exists that allows
interested parties to view and comment on preliminary
(Announced Notice of Proposed Rule-Making) and
draft (Proposed Rule-Making) FDA regulations before
they are finalized (Final Rule). Provisions of the
Federal Administrative Procedures Act govern the over-
all process, including the Agency’s response to public
comments. FDA regulations are published and updated
annually in the Code of Federal Regulations (CFR).

GUIDANCES FOR INDUSTRY

The FDA uses guidance documents as a means of com-
municating to regulated industry and the public at
large about ways to meet its governing laws and imple-
menting regulations. While guidance documents have
been used over the years under many names, the
FDA began producing them regularly in the mid-
1980s as one of three phases of a comprehensive effort
to improve the IND/NDA process. Guidances assist
sponsors and applicants in understanding how appli-
cations should be formatted and what they should
contain, how regulated industry should comply with
regulatory directives, how inspections should be con-
ducted, and how to comply with many other regulatory
activities. The use of guidances has increased as a result
of international harmonizing activities, such as the
International Conference on Harmonization of
Technical Requirements for Registration of Pharma-
ceuticals for Human Use (ICH), the Veterinary Inter-
national Conference on Harmonization for veterinary
products, and the Global Harmonization Task Force
for devices. To facilitate development, issuance, and
use of guidance documents, the Agency published a
1997 Good Guidance Practices document (62 FR 8967)
that articulated the purpose, definition, legal effects,
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procedures for development, standard elements,
implementation, dissemination, and appeals for
Agency guidances. As part of this effort, the FDA
committed to publish semiannually possible guidance
topics or documents for development or revision
during the next year, and to seek public comment on
additional ideas for new or revisions of existing guid-
ance documents (63 FR 59317). Many guidances have
been produced by the FDA over the last several years
to assist sponsors and applicants. Although the FDA
guidances do not have the force of law, they indicate
the Agency’s best judgment about the amount and
type of information needed to satisfy the Agency’s
legal and regulatory requirements. Regulated indus-
tries and businesses do not need to follow guidance
recommendations if they wish to employ alternative
methods that are acceptable to the FDA. In accord-
ance with a requirement of the 1997 FDAMA legis-
lation, the FDA is converting its Good Guidance
Practices document into a regulation.[8]

GUIDANCES FOR REVIEWERS

While most FDA guidances are directed to regulated
industries, some are directed to Agency review staff
in the form of Good Review Practices documents.
These guidances instruct FDA review staff on how to
conduct a high quality, consistent, timely review of
an application or supplement. Good Review Practices
documents may be viewed as one element in a series
of quality control elements for regulatory review
processes that also include secondary and tertiary
supervisory oversight of a primary review, review
templates, training, internal standard operating proce-
dures, and many other initiatives as well. Good Review
Practices documents complement Agency guidances
and are also developed in accordance with the
Agency’s Good Guidance Practices document.
Although Good Review Practices documents and
internal standard operating procedures are directed
at agency staff, they are of substantial interest to regu-
lated industry and serve as a means of promoting
transparency about Agency functions to pharmaceuti-
cal sponsors and the public at large.

DRUG REGULATION AT FDA

The FFDCA defines drugs as ‘‘articles intended for use
in the diagnosis, cure, mitigation, treatment, or preven-
tion of disease in man or other animals’’ and ‘‘articles
(other than food) intended to affect the structure or
any function of the body of humans or other animals.’’
The therapeutic use defines whether an article is a drug.

Thus, the FDA may consider a food, cosmetic, and
dietary supplement to be a drug if they are associated
with a therapeutic claim. The FFDCA also defines a
drug as an article recognized in the official United
States Pharmacopeia, official Homeopathic Pharmaco-
peia of the United States or official National Formu-
lary, or any supplement to these documents. The
concept of new drugs arose with the 1938 legislation.
The FDA allows ‘‘grandfathered’’ drugs marketed in
the United States prior to 1938 to remain in the market
providing they are generally recognized as safe
(GRAS) and effective (GRAE). After the 1938 and
1962 legislation, all new drugs require Agency review
and approval before they can be marketed. Recogniz-
ing that ‘‘new drugs’’ may be considered by several
FDA Centers, information about most new drugs,
including both prescription pioneer, generic equiva-
lents, and OTC drugs, is submitted in new drug applica-
tions (NDAs) or abbreviated new drug applications
(ANDAs), and supplements and annual reports for
these applications to CDER. Most of the following dis-
cussion thus relates to the regulation of new drugs as
executed by this Center. Many elements considered in
this discussion are also applicable to biologic products
submitted to CBER. Note: Two licenses are necessary
to manufacture and distribute some biological pro-
ducts—one for the product (Product Licensing Appli-
cation/PLA) itself and one for the establishment
where it is manufactured (Establishment Licensing
Application/ELA). Others only require one appli-
cation, termed a Biologics Licensing Application, which
covers both the product and its manufacture.

DRUG DEVELOPMENT AND APPROVAL

Discovery, development, regulatory assessment with
possible approval, and post-marketing manufacture,
distribution, and marketing of a new drug is a complex
series of activities that is highly resource intensive.
Modern drug discovery and development occurs prim-
arily in laboratories of the pharmaceutical industry
and in academic and government research centers as
well. The loss rate is large, with thousands of drugs
screened in early laboratory and animal studies before
a few are considered suitable for studies in humans.
Information about early discovery and non-clinical
animal studies is submitted to the Agency in an Inves-
tigational New Drug (IND) application. This part of
the regulatory process relies on notification, so that a
sponsor may proceed with clinical studies in humans
if the Agency does not respond with 30 days of
submission. Regulations giving provisions of the IND
process are provided at 21 CFR 312 and in further
agency guidances (e.g., the FDA guidance Content
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and Format of INDs for Phase 1 Studies of Drugs,
Including Well-Characterized Therapeutic Biotechnol-
ogy-Derived Products).[9] CDER receives approxi-
mately 1500 INDs each year, most of which
represent individual investigator INDs. Approximately
400 of these are commercial ones submitted by pioneer
manufacturers. A key provision of the IND process—
and for many clinical studies of approved drugs as
well—is the protection of human research subjects,
which should occur according to the stipulations of
the 1981 informed consent and institutional review
board regulations.

After filing an IND, a sponsor conducts non-clinical
and clinical studies to assess the safety, efficacy, and
quality of an investigational new drug. Information
from these studies is collected into an NDA and sub-
mitted to the FDA for review. These studies involve
characterization of the new drug for its important
safety, efficacy, and quality attributes. The IND pro-
cess may take many years and include scores of non-
clinical and clinical studies. The studies move through
discrete phases. The first phase (Phase 1) group of stu-
dies focus on safety coupled with pharmacokinetic and
pharmacodynamic studies in small numbers of usually
healthy subjects. The studies continue with patient
studies to explore efficacy (Phase 2, sometimes termed
proof of concept studies) and conclude with additional
studies in larger numbers of patients to assess
safety further and confirm efficacy (Phase 3). Many
additional studies may be performed in association
with these primary studies to assess the influence of
concomitant medications (drug–drug interaction stu-
dies), bioavailability and bioequivalence, subpopula-
tion effects, and other findings that may be useful to
practitioners, patients, and consumers in understand-
ing how to use the new drug optimally. While many
drugs follow the sequences defined in Phases 1–3, this
is not always the case. Depending on an investigational
drug’s intended indications, its safety profile, its thera-
peutic need and many other factors, many modications
to the general sequence may occur.

Most NDAs and ANDAs are approved at the FDA
by CDER. In a single year, the Center approves
approximately 100 NDAs, with approximately 30%
of these representing previously unapproved new mol-
ecular entities (NMEs). The remainder represent line
extensions, e.g., new dosage forms, new routes of
administration. In addition, CDER approves many
thousands of supplements to NDAs each year, most
of which represent manufacturing changes but many
of which represent supplements providing information
about new uses (efficacy supplements) or additional
safety information. CDER also has responsibility for
considering annual reports that are required for each
approved NDA and ANDA. With a review staff of
approximately 1700, CDER is organized into several

main units. One of the most important of these is the
Office of Review Management that oversees the activi-
ties of five Offices of Drug Evaluation (I–V). These
Offices in turn are responsible for the activities of 15
review divisions that are organized primary according
to therapeutic groups and drug classes. For example,
the Division of Cardio-Renal Drug Products reviews
applications that are for new drugs used to treat car-
diovascular and renal diseases. The Office of Review
Management also comprises an Office of Biostatistics
and an Office of Post-Marketing Drug Risk Assess-
ment. The former office reviews statistical analyses in
applications and supplements, while the latter office
focuses on post-marketing adverse drug reports. A
further primary unit in CDER is the Office of Pharma-
ceutical Science. This Office has responsibility for the
Offices of New Drug Chemistry, Clinical Pharma-
cology and Biopharmaceutics, Office of Testing and
Research, and Office of Generic Drugs. Addition
administrative and regulatory activities in CDER,
including those involving compliance, are handled at
the level of the Center. CDER works closely with many
Centers at the FDA, including CBER and CDRH, and
perhaps most notably with the Office of Regulatory
Affairs, which is responsible for assuring that firms
manufacture products in accordance with current
Good Manufacturing Practices (cGMPs). Additional
inspections to assure compliance with Good Labora-
tory Practices (GLPs) and Good Clinical Practices
(GCPs) are conducted by CDER.

INDs and NDAs

From a science and technical standpoint, a good con-
ceptual understanding has emerged in the last several
decades about the IND processes that result, finally,
in a safe, effective, and good quality new drug product.
According to this understanding, a drug substance
(active ingredient/active moiety and non-active com-
ponents, e.g., impurities, residual solvents) is combined
with excipients to create a pharmaceutical product
with defined identity, strength, quality, purity, and
potency. An associated aspect of quality relates to pro-
duct performance. Performance is assessed by product
quality bioavailability and relative bioavailability
(bioequivalence) studies. These studies measure the
rate and extent of release of the active ingredient from
a drug product and its subsequent availability to
one or more sites of action. At these sites of action,
the active ingredient and/or its metabolites produce
the safety and efficacy outcomes reflected in product
labeling. Safety, efficacy, and quality topics in drug
development and regulation can be expressed via a
set of questions (primary question, test to address the
question, and confidence needed in analysis of test
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outcome) that allow a basis for mutual understanding.
From a regulatory perspective, the first set of questions
can usually be stated simply (does the new drug have
good quality? is it safe? is it effective?). These are the
questions that drive non-clinical and clinical character-
ization studies conducted during the IND period and
that lead to a set of data that is submitted in an
NDA. Following regulatory assessment and approval
if indicated, these characterization studies result in
product labeling that provide instructions for use by
the practitioner for prescription drug products and
by the patient and/or consumer for OTC products.
With Agency approval, an applicant may manufacture,
distribute, advertise, and sell the approved new drug
product throughout the United States market.

An NDA submission includes the following six tech-
nical sections: 1) clinical; 2) Human pharmacokinetics
and bioavailability; 3) chemistry, manufacturing and
controls; 4) microbiology; 5) non-clinical pharma-
cology and toxicology; and 6) statistics. Further infor-
mation about some of these sections is considered
briefly in the following sections. More detailed infor-
mation is provided in FDA regulatory documents and
in internet and print publications. Examples include
the CDER Handbook[10] and a recently updated docu-
ment entitled From Test Tube to Patient: Improving
Health through Human Drugs.[11]

Clinical Information

The FDA’s focus on efficacy began in 1962, was
further elaborated in regulations, was modified by
FDAMA, and has been considered in detail in an
Agency guidance entitled Providing Clinical Evidence
of Effectiveness for Human Drug and Biological Pro-
ducts.[12] Data from clinical studies containing efficacy
data are a primary component of any NDA. These
data are judged by FDA review staff to establish effec-
tiveness of a new drug for one or more indications. A
core set of guidances, many developed in ICH, also
provide basic recommendations on the conduct of
clinical studies needed to establish efficacy. In addition,
the FDA has published many guidances that provide
recommendations on clinical trial design approaches,
therapeutic endpoints, and other factors to consider
in planning clinical safety and efficacy studies for spe-
cific disease categories or drug classes. Depending on
the drug class, therapeutic indication, and therapeutic
need, the FDA has substantial latitude in defining the
types and amount of information needed to establish
safety and efficacy. While full documentation of clinical
benefit information, such as reduction in morbidity and
mortality, may be needed to support approval of many
new drugs, the FDA may rely on lesser information
for investigational drugs where a critical therapeutic

need exists. For example, the FDA may rely on surro-
gate markets instead of clinical benefit markets to allow
approval, with the understanding that additional clinical
benefit information may be requested after marketing.

Unlike many other regulatory agencies, the FDA
encourages frequent meetings with sponsors during
the IND period so that good communication occurs
about the information that will be needed in an
NDA. In the final analysis, this information must con-
vince Agency review staff that adequate and well-
controlled studies provide substantial evidence of
effectiveness and that study results also show that a
product is safe under the conditions of use in the pro-
posed labeling. Overall, the benefits arising from use of
the new drug product must outweigh its risks. Risk/
benefit judgments are frequently challenging for the
applicant, the FDA, and the public at large. For drugs
used to treat benign, self-limited conditions, little risk
may be tolerated. Larger degrees of risk may be accept-
able for drugs used to treat serious and life-threatening
illnesses. Both during and after approval, information
about safety of a new drug is required through many
Agency laws and regulations. During the IND period,
many of these requirements are designed not only to
provide information about adverse drug reactions but
also to protect human subjects participating in clinical
trials. After approval, the agency requires product
manufacturers and certain health care facilities to
report adverse drug events. The FDA developed a
MedWatch program with a common reporting form
and contact points to facilitate reporting of serious
adverse events by health care professionals and consu-
mers. MedWatch covers not only new drug products
regulated by CDER but also biologics and medical
devices. Information from safety reporting may enter
product labeling and otherwise impact on the avail-
ability of a new drug product to practitioners and con-
sumers. Although rare, withdrawal of an approved
new drug product from the market may occur if a
pharmaceutical manufacturer and the FDA agree that
its benefits no longer outweighs its risks.

Pharmacokinetic and Bioavailability Studies

Pharmacokinetic and bioavailability studies and other
clinical pharmacology studies have taken on increasing
importance in the set of non-clinical and clinical
studies that are performed during the IND period. This
has occurred in part as a result of increasing capability
to measure an active ingredient/moiety and its metabo-
lites in accessible biologic fluids over time (pharmacoki-
netic studies). It has also occurred with increasing
capability to study the time course of drug effects (phar-
macodynamics) relative to exposure, which can expressed
in terms of either dose or systemic concentration.
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In addition, most investigational new drugs enter the
clinic with a better mechanistic understanding of how
positive and negative effects occur in relation to the
pathophysiology of disease. A focus of these studies
relates to an understanding of an optimal dosage regimen
in the population and in an individual. Clinical pharma-
cology information supports adjustment in dosage regi-
mens based on intrinsic (e.g., genetic polymorphisms,
age, gender, height, body mass and composition, and
organ dysfunction) and extrinsic factors (e.g., diet, smok-
ing, alcohol intake, concomitant medications). Adjust-
ments in a dosage regimen according to these factors
have become of increasing importance. For example,
several drugs have been withdrawn from the market in
recent years because of dangerous adverse drug reactions
(mibefradil, terfenadine, hismanal, cisapride). Dose
optimization pharmacokinetic and pharmacodynamic
studies, including subpopulation and drug–drug inter-
action studies, are now performed frequently, in addition
to the more routine absorption, distribution, metabolism,
excretion (ADME) pharmacokinetic studies that have
been performed for many years. A good understanding
of exposure–response relationships may also support
risk/benefit judgments of safety/efficacy data.

Bioavailability and Bioequivalence

Product quality bioavailability and bioequivalence
studies are also an important part of the information
needed to support an FDA approval.[13] For most
orally administered drugs, BA and BE measures are
frequently expressed in terms of systemic exposure
measures such as area under the plasma concentration-
time curve (AUC) and maximum concentration (Cmax).
These measures of systemic exposure link with safety
and efficacy outcomes that may be expressed in terms
of biomarkers, surrogate endpoints, or clinical benefit
endpoints. Studies that can meet the intent of these reg-
ulations for orally administered and certain other drug
products have been elaborated in greater detail in an
FDA guidance entitled Bioavailability and Bioequiva-
lence Studies for Orally Administered Drug Products—
General Considerations.[14] Bioavailability and bioequi-
valence studies document that the performance of a drug
product is reliable and consistent. This is important not
only as part of the new drug approval process but also
in the presence of postapproval changes in the compo-
nents and composition of an approved drug product
and/or its method of manufacture. Depending on the
magnitude of these changes, redocumentation of bio-
equivalence may be needed after approval. Relative BA
studies are useful in comparing the systemic exposure
profiles of different dosage forms. In this context, BA
information, sometimes together with pharmacokinetic
and pharmacodynamic and other data, can be used to

link the performance of two different dosage forms and
assure comparable clinical outcomes.

Chemistry, Manufacturing and Controls,
and Microbiology

During the IND period, sponsors characterize the
drug substance and drug product sufficiently so that
important quality attributes are established and con-
trolled. This effort focuses on: 1) the drug substance,
to assure identity and strength of the active ingre-
dient(s) and to control impurities arising from pro-
duction and/or degradation; 2) the drug product, to
assure the identity and strength of the active ingredi-
ent(s) and to monitor degradants that may arise dur-
ing manufacture and storage; 3) the container–closure
system, to protect the drug product during storage;
4) stability testing to assure maintenance of quality
attributes during shelf-life; and 5) container labeling.
For sterile pharmaceutical products, special app-
roaches are needed. Full understanding of the manu-
facturing processes for a finished drug product also
requires an understanding and application of in-
process controls and of the quality of manufacturing
materials even when they are not present in the final
drug product. Using characterization data, a sponsor
develops a set of specifications to assure the identity,
strength, quality, purity, and potency of the product
and to allow batch release into the marketplace. A
specification is defined as a list of tests, references
to analytical procedures to evaluate those tests, and
the appropriate acceptance criteria. Specifications
allow a determination that a particular drug sub-
stance or drug product can be considered acceptable
for its intended use. Specifications are needed for
the drug substance, the drug product, and the con-
tainer and closure. They may also be needed for
intermediates, raw materials, reagents, and other com-
ponents, including container and closure systems and
in-process materials. Specifications are one part of a
total control strategy for the drug substance and drug
product designed to ensure product quality and con-
sistency. Adherence to current Good Manufacturing
Practices is an important part of this overall strategy.
Based on characterization and specification setting
processes, pioneer manufacturers compile information
about the quality of starting materials and their
manufacture into a finished dosage form. FDA che-
mists review this information to assure that critical
quality attributes are controlled. In addition, the
chemistry review also focuses on in-process controls
and validation of analytical procedures and, for sterile
drug products, process validation to assure sterility.
Compendial drug substance and excipient monogra-
phs as well as general tests and procedures in the

Food and Drug Administration: Role in Drug Regulation 1785



Food–G
astro

United States Pharmacopeia and National Formulary
(USP-NF) are frequently cited in an NDA and
considered during the chemistry review.

Non-Clinical Pharmacology
and Toxicology Studies

The purpose of non-clinical animal safety studies is
to support estimation of initial starting doses in
humans and to characterize toxic effects with regard
to target organs, exposure, dose dependence, and
reversability. This information is provided in a series
of studies that focus on single and repeated dose tox-
icity, reproduction toxicity, genotoxicity studies, local
tolerance studies and, for drugs with especial concern
and/or that are intended for long-term use, on carci-
nogenicity. Other non-clinical studies in animals may
focus on safety effects on vital organ systems and
pharmacokinetic (ADME) studies. The timing of
non-clinical studies is important to assure optimal
and safe performance of clinical studies. A series of
guidelines have become available through ICH that
provide guidance on the types of non-clinical studies
and their timing needed to support clinical studies of
an investigational agent and product labeling for an
approved new drug. These cover studies on the
following general topics: carcinogenicity, genotoxi-
city, pharmacokinetics, toxicity, reproductive toxicity,
study of biotechnology products, safety pharma-
cology, and timing of non-clinical and clinical stu-
dies. Because this information is required to allow
advance of investigational studies in the clinic, it will
be submitted in reports and updates during the IND
process. It may be summarized and analyzed as well
in the NDA.

Biostatistics

Non-clinical and clinical development of an investiga-
tional agent requires a series of exploratory and con-
firmatory studies that rely on adequate statistical
analyses. Careful attention is needed with regard to
the many aspects of trial design to assure unbiased,
robust conclusions regarding safety and efficacy.
Important elements of a statistical analysis are
discussed in an FDA guidance entitled Guidance on
Statistical Principles for Clinical Trials.[15]

NDA Review

Review of the information in an NDA is conducted
according to time frames that are stipulated by law.
These time-frames vary depending on whether the drug

merits a priority or standard review. Priority drugs
represent a substantial advance over available therapy.
The FDA commits to reviewing these types of drugs
within six months. Standard drugs are defined as hav-
ing therapeutic qualities similar to an already marketed
drug. The FDA commits to reviewing these in 10–12
months. The outcome of the FDA’s deliberations are
expressed in action letters. If submitted information
establishes the effectiveness and safety of the new drug,
the FDA will issue an approval action letter that
permits the applicant to market the approved new drug
in the United States. If the information does not estab-
lish effectiveness and safety, the FDA may issue a non-
approvable action letter with a request for further
information. If satisfactory, this information may
subsequently support the FDA’s issuance of an
approval letter. Over the years, approximately 60–
80% of NDAs are approved, with the number rising
in recent years presumably as applicants develop a bet-
ter understanding of the information needed in an
application to establish safety, efficacy, and quality.
As part of an approval, the FDA may request that
an applicant provide additional information as part
of an approval commitment (Phase 4 studies).

To assist the Agency in its deliberations, FDA
established a system of advisory committees in 1964.
These committees review data and provide recommen-
dations to the Agency about whether or not an
approval should proceed, or whether some other
Agency action is or is not appropriate. The Agency’s
advisory committees, which function generally under
the 1972 Federal Advisory Committee Act, have been
modified over the years. Some of these modifications
occurred as result of a 1992 Agency requested review
by the Institute of Medicine, which coincided with an
internal Agency evaluation, and some were put in place
in the 1997 FDAMA legislation. The Agency’s current
advisory committee system involves many committees
that meet to discuss a new drug’s safety and efficacy,
a new indication for an already approved drug, or a
special science topic or adverse event profile. The
FDA’s advisory committees provide only recommen-
dations, which the Agency usually follows but at times
may not. Membership in an advisory committee is cho-
sen to reflect a needed constituency for a given topic,
and includes both consumer and industry representa-
tives. Care is taken to avoid conflicts of interest, with
exclusion of a member if needed or, if an individual’s
view is important, with waiver to allow participation
according to specified criteria. Advisory committee
charters must be renewed biennially by DHHS and
the General Services Administration.

After an NDA is approved, a pharmaceutical manu-
facturer may promote and advertise the approved new
drug in accordance with provisions of the FFDCA and
its implementing regulations. An approved application
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may be supplemented with new safety, efficacy, or
manufacturing information.

ABBREVIATED NEW DRUG APPLICATIONS

The 1984 Drug Price Competition and Patent Term
Restoration amendments to the FFDCA created an
abbreviated mechanism for the approval of generic
copies of drug products approved for safety and effi-
cacy via the NDA process. Provisions of the amend-
ments and its implementing regulations require that a
generic applicant demonstrate that its product is the
same as that of the corresponding innovator drug
(the reference listed drug) in terms of active ingredi-
ent(s), strength, dosage form, and route of administra-
tion. These stipulations are termed pharmaceutical
equivalence. In addition, the applicant must demon-
strate that the labeling of its proposed generic version
is comparable to that of the innovator product and
that the generic product is bioequivalent to the refer-
ence listed drug. With this approach, the requirement
for extensive non-clinical and clinical testing for a
generic product is frequently obviated. Information
developed by a generic applicant is submitted for
Agency review in an ANDA if acceptable, the appli-
cation is approved and the generic copy is deemed
interchangeable with the corresponding reference pro-
duct under specified conditions of use. As part of the
1984 legislation, an extensive series of requirements
regarding patent certification and exclusivity was
developed. These approaches were part of a general
intent of the 1984 legislation to balance incentives for
innovation with the societal need for low-cost dupli-
cates of pioneer products.

OVER-THE-COUNTER DRUG PRODUCTS

Based on distinctions created in the 1938 FFDCA and
the 1951 Durham–Humphrey Act, new drugs are cate-
gorized as either prescription and non-prescription or
OTC. OTC drug products are deemed sufficiently safe
for self-use. While the FDA applies the same standards
of safety and efficacy to prescription and non-prescrip-
tion new drugs, it regulates them in two ways. One is
by a monograph system and the other is through
switching a prescription drug approved under an
NDA to non-prescription status (Rx to OTC Switch).
The OTC monograph system arose out of a need to
document efficacy for the many thousands of new
drugs that had been approved for safety only between
1938 and 1962. This was accomplished through the
Drug Efficacy Safety Implementation (DESI) pro-
gram. As part of the effort, the FDA initiated an OTC

Drug Review in 1972 that resulted in the development
of over 100 monograph categories (e.g., antacids,
laxatives) for over 500 active ingredients that were
marketed between 1938 and 1962 in approximately
700,000 different dosage forms. A manufacturer may
market an OTC product in one of these categories
without submitting information to the FDA providing
the manufacture and marketing of the product conform
to stipulations in the monograph and to USP-NF
substance and product monographs if available. In
addition, experience with a prescription drug after its
approval may result in an understanding that its can
be used safely and effectively without professional
supervision. The FDA has allowed this type of Rx to
OTC switch, either for approved prescription new drugs
or for new indications, on 66 occasions in the last
five years.

THE UNITED STATES PHARMACOPEIA

Practitioners established the United States Pharmaco-
peia in 1820 to promote the availability of unadulter-
ated and appropriately named and prepared
therapeutic products. With the addition of an infor-
mation component beginning in 1980, USP’s role
expanded from establishing standards for healthcare
articles to providing useful information to assist practi-
tioners, consumers, and patients in optimal use of
therapeutic products. Section 201 (j) of the Federal
Food, Drug and Cosmetic Act defines the United
States Pharmacopeia (USP) and the National Formu-
lary (NF) as official compendia. These texts provide
quality standards for therapeutic products and excipi-
ents approved under the provisions of the Food, Drug
& Cosmetic Act, and other therapeutic products as
well. The availability of a USP-NF monograph requires
that any drug marketed under the monograph name
must comply with the specifications, irrespective of
whether the article bears the USP-NF designation.
Through the adulteration and misbranding provisions
of the Food, Drug & Cosmetic Act, the FDA can take
enforcement action against firms whose drug products
do not comply with a USP or NF standard. The letters
‘‘USP’’ or ‘‘NF’’ are not trademarked and can be
utilized by companies for non-drug products if they
wish as a representation of the quality of their products
subject only, for the most part, to regulatory con-
straints. Manufacturers of drug are not required to
comply with USP standards but if they choose not to
do so they are required to label their product as ‘‘not
USP’’ and indicate how their product differs on the
container label. For the most part, manufacturers
choose to adhere to USP standards rather than con-
form to this requirement.
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ADDITIONAL INFORMATION

In regulating drugs, the FDA is continually changing
and growing as a result of societal needs, rapidly chan-
ging science and technology, and health care delivery
challenges. It also must consider international activities
and harmonization and carve-outs where regulatory
focus is diminished or clarified. Key to all of FDA’s
activities is the availability of resources to allow per-
formance of its statutory functions. Some of these
issues are discussed briefly in the following paragraphs.

Resources

Until 1992, resources for the FDA came from appro-
priated tax dollars allocated at the beginning of each
year through budget processes of the Administration
and Congress. In 1992, Congress enacted the Prescrip-
tion Drug User Fee Act (PDUFA) that authorized the
FDA to collect fees from the prescription drug indus-
try to augment the FDA’s appropriated resources.
The additional resources were to be used to expedite
the review of NDAs and Biologics Licensing Applica-
tions (BLAs) so that prescription drug products could
reach the marketplace more quickly. The first PDUFA
program, termed PDUFA I, was enacted for a period
of five years, ending in 1997. In that year, as part of
FDAMA (Title 1/Subtitle A—Fees Relating to
Drugs), PDUFA was reauthorized, as PDUFA II,
for five more years. PDUFA I included performance
goals for the FDA that were coupled with FDA mana-
gerial reforms. Via fees charged for application review,
more than 900 employees have been added to the
Agency’s new drug and biologics review programs.
In 1999, approximately $125 million in user fees were
collected from the pharmaceutical industry. With these
resources, CDER and CBER have generally met or
exceeded the performance objectives of PDUFA I
and II. PDUFA II has increased both the resources
available to the FDA as well the performance objec-
tives, e.g., by 2002, when PDUFA II ends, 90 percent
of standard original NDAs and BLAs filed during
FY 2002 will be reviewed and acted on within 10
months of receipt.

PDUFA provides resources only for the review of
NDAs, leaving many of areas and processes of the
Center still supported by appropriated dollars. Failure
to increase Agency appropriations in the last several
years have left many non-PDUFA components at
FDA with substantially lower funding at the end of
the 1990s than at the beginning. While PDUFA
resources are useful, consumer groups and other have
expressed concern over both undue emphasis on review
timeliness and industry influence, given that a substan-
tial fraction of the budget for new drug reviews is now

provided by industry. Recent market withdrawals have
heightened this concern,[16,17] although the FDA has pro-
vided data to indicate that market withdrawals dimin-
ished in frequency since PDUFA was introduced.[18]

International Harmonization

The FDA engages in many international activities that
result in information exchange, working closely with
the World Health Organization and in different types
of bilateral, trilateral, and multilateral arrangements.
One of the most substantial examples of this effort is
ICH.[19] A primary objective of ICH is to avoid dupli-
cative animal and human testing and to come to a
common understanding of technical requirements to
support the registration processes in the three ICH
nations/regions, which include the European Union,
Japan, and the United States. ICH began in 1989 as
a collaborative effort between representatives from the
FDA working with representatives from the European
Commission (at the time the Commission of the
European Communities) and the Japanese Ministry
of Health and Welfare, and also with representatives
from the three corresponding pharmaceutical manu-
facturers associations, the Japanese Pharmaceutical
Manufacturers Association, the U.S. Pharmaceutical
Research and Manufacturers of America, and the Eur-
opean Federation of Pharmaceutical Industries Associa-
tions. Observers to ICH include representatives from the
World Health Organization (WHO), the European Free
Trade Association, and Canada’s Therapeutic Products
Program. ICH has established a Steering Committee,
which meets twice yearly, moving sequentially through
each ICH area, to provide oversight to the ICH
Expert Working Groups that focus on specific topics
for harmonization. Secretariat support to ICH is pro-
vided by the International Federation of Pharmaceutical
Manufacturers Association provides two representatives
to the Steering Committee. The ICH Expert Working
Groups focus on Efficacy (clinical safety and efficacy
topics), Safety (non-clinical safety), Quality, and Regulat-
ory Communications. ICH has established a process for
guidance development that begins with identification of a
topic area for harmonization, for which a concept paper
is developed, collection of background information,
and formation of an Expert Working Group to draft
the guidance (Step 1). This initial process yields a
draft guidance that moves through a multistep process
that, if successful, yields a final guidance that becomes
part of the regulatory machinery in the European
Union, the United States, and Japan (Steps 2–5).
With this approach, ICH differs from guidances
developed by the World Health Organization, which
do not necessarily become binding on a regulatory
agency. In the 10 years since its inception, ICH has
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resulted in the preparation of over 40 finalized guide-
lines and position papers that are designed to guide
drug development and registration activities in the
European Union, Japan, and the United States. A
more recent focus of ICH has been the development
of a Common Technical Document that will provide
a core set of information to support an NDA or
BLA in the United States, and the corresponding
application documents in Europe and Japan. ICH has
confronted several issues and challenges during the
initial 10 years of its existence. For example, ICH is
highly resource intensive and has at times excluded
interested parties and stakeholders. The issue of
exclusion has been dealt with at least in part via the
efforts of WHO, which has disseminated ICH draft
and finalized guidelines to WHO Member States. In
addition, at biennial meetings of WHO’s International
Conference of Drug Regulatory Authorities, presenta-
tions on the status of ICH topics has become an
increasingly important part of the program.

Regulatory Control

A key question for any society is the scope of respon-
sibility that it gives to its regulatory agencies. This
scope is defined through legislative and administrative
actions, through judicial decisions, and through regu-
latory action or inaction. In the last decade, legislative
decisions have limited and/or clarified the scope of the
FDA’s responsibilities in two important areas. Exam-
ples include the regulation of dietary supplements
and pharmacy compounding. Before 1994, the FDA
regulated dietary supplements according to the pro-
visions of the 1958 Food Additive Amendments to
the FFDCA, which required pre-market safety review
for all new ingredients, including dietary supplements.
In the 1994 Dietary Supplement Health and Education
Act (DSHEA), Congress added provisions to the
FFDCA that eliminated requirements for pre-market
documentation of safety for dietary supplements and
dietary ingredients of dietary supplements.[20] In
accordance with the 1958 legislation, these require-
ments continue to apply to other new food ingredients
or for new uses of old food ingredients. DSHEA and
the 1990 Nutritional Labeling and Education Act
(NLEA) also extended the definition of a dietary sup-
plement from vitamins, minerals and, proteins to herbs
or similar nutritional substances and substances such
as ginseng, garlic, fish oils, psyllium, enzymes, glandu-
lars, and mixtures of these. Many provisions of
DSHEA are now being implemented via FDA regula-
tions. A particularly challenging one relates to regula-
tions that distinguish between dietary supplement
claims and drug claims. The FFDAC defines a drug
as an article intended for use in the diagnosis, cure,

mitigation, treatment, or prevention of disease in
man or animals. A product may be subject to regu-
lation as a drug if it makes a claim that is other than
food, and it is intended to affect the structure or any
function of the body of man or other animals. Manu-
facturers of a dietary supplement may claim an affect
on the structure and function of the body as long as
they do not make drug claims. The FDA has been chal-
lenged to provide a clear distinction between drug and
dietary supplement claims in product labeling. This
challenge reflects the boundary between food and drug
claims and relates to the limitations and/or clarifi-
cation in the scope of the FDA’s responsibilities
expressed in NLEA and DSHEA. This distinction is
currently provided in an FDA regulation entitled Reg-
ulations on Statements Made for Dietary Supplements
Concerning the Effect of the Product on the Structure
or Function of the Body[21].

Section 127 of FDAMA added section 503A of the
FFDCA to clarify the status of pharmacy compound-
ing of a drug by a pharmacist or physician on a custo-
mized basis for an individual patient. Section 503A
defines pharmacy compounding to allow exemptions
from the Good Manufacturing Practices, full disclos-
ure requirements, and new drug provisions of the
FFDAC. To qualify for these exemptions, a com-
pounded drug product must satisfy several require-
ments delineated in Section 127. The general
objective of section 127 is to allow a pharmacist and
or physician to engage in the legitimate practice of
compounding and to clarify the distinction between
compounding and pharmaceutical manufacturing that
comes under the oversight of FDA.

CONCLUSIONS

Drugs to prevent and/or treat disease are a critical
component of the U.S. health care system. The U.S.
total health care bill is well over $1 trillion, with medi-
cal products accounting for approximately 8% of this
total expenditure. Both the total health care cost and
the fraction of the cost represented by medical pro-
ducts is expected to rise substantially in the coming
years. Availability of most medical products is regu-
lated closely by the FDA and is one activity in a com-
plex set of activities by which a new drug reaches a
patient. Generally, these activities may be viewed in
terms of discrete yet overlapping efforts that include
drug discovery, non-clinical and clinical development
programs, regulatory assessment, and utilization.
Revolutionary changes are occurring in each of these
four areas. Drug discovery is driven by an increasingly
detailed understanding of human physiology and
pathophysiology arising from the molecular biology rev-
olution and many associated diagnostic and therapeutic
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advances. Molecular modeling and combinatorial chem-
istry combined with high through-put screens for posi-
tive and negative drug effects and biopharmaceutical
properties have expanded the number of lead candidates
for non-clinical and clinical development. An improved
understanding of the mechanistic basis for drug absorp-
tion and disposition and drug action provides better
information about drug safety and efficacy. The regulat-
ory review process at FDA has become more timely, in
part as a result of availability of resources from users’
fees charged to pharmaceutical sponsors submitting
NDAs for prescription drugs and certain supplements
to these applications.

The utilization of drugs to maintain health and treat
disease has undergone profound change in the medical
community as a result of many factors, including the
need to contain costs yet assure that patients have
access to the latest medical treatments. Overarching
these changes in discovery, development, assessment,
and utilization have been revolutions in information
technology, materials science, management, and many
other areas. All activities associated with getting a
medical product to a patient are further affected, some-
times profoundly, by national and international
societal and political factors. The intensity with which
the FDA functions relates to countervailing forces that
work to promote the availability of the latest medical
products versus forces that work to focus on the safety
of these products. Globalization of the pharmaceutical
industry has resulted in a need to harmonize on regu-
latory requirements and recommendations for the
development of a new drug product. From a public
policy perspective, FDAMA represents societal encou-
ragement, expressed through Congressional legislation,
for the FDA to act more rapidly in making regulatory
decisions. Availability of users’ fees has provided the
FDA with resources to achieve this objective. Changes
arising from FDAMA and users’ fees appear to rep-
resent a major transformation in societal thinking
about drug regulation, which in the past has focused
on an expectation the FDA should function as a
gatekeeper to keep unsafe medical products and foods
from the market. FDAMA and users’ fees work to
shift that focus to facilitation of the availability of
medical and other products regulated by the FDA.
These changes arose in the decade of the 1990’s as a
result of many factors, including a long history of
charges that the FDA created a drug lag, availability
of an increasing number of important new medical
products, a rise in activism from patients with

serious and life-threatening diseases such as AIDS
and cancer, and many other factors as well. As with
all societal directives, opinions and forces may cause
a a reversal in Agency approaches. Concerns are raised
now about drug safety and certain market withdrawals
of unsafe drugs and drug combinations. The charge,
generally refuted by the FDA,[18] is that a more rapid
regulatory process leads to the availability of unsafe
medical products.
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INTRODUCTION

Fractals can be considered as disordered systems with
a non-integral dimension, called the fractal dimension.
An important property of fractal objects is that they
are self-similar, independent of scale. This means that
if part of them is cutout, and then this part is magni-
fied, the resulting object will look exactly the same as
the original one. The other distinct property of a
fractal is the power law or scaling behavior, where
the property and variable of a system are related in
the following manner:

Property / VariablefðDÞ ð1Þ

where f(D) is a function of fractal dimension.
The emerging concept of fractal geometry has

opened a wide area of research. The review will begin
with a brief description on the methods for obtaining
fractal dimension, followed by the use of fractal con-
cept on pharmaceutical and biological applications
with specific examples.

FRACTAL ANALYSIS

Surfaces of most materials, including natural and
synthetic, porous and non-porous, and amorphous
and crystalline, are fractal on a molecular scale.[1]

Mandelbrot[2] defines that a fractal object has a dimen-
sion D which is greater than the geometric or physical
dimension (0 for a set of disconnected points, 1 for a
curve, 2 for a surface, and 3 for a solid volume), but
less than or equal to the embedding dimension in
an enclosed space (embedding Euclidean space dimen-
sion is usually 3). Various methods, each with its own
advantages and disadvantages, are available to obtain

fractal dimension. The most suitable method would be
based on the relevance and ultimate application to the
pharmaceutical and biological systems under examination.

There are a number of different fractal dimensions
commonly used to describe a specific property of a sys-
tem. These fractal dimensions and methods to obtain
them are explained in detail in ‘‘Boundary and Surface
Fractal Dimensions’’ and ‘‘Mass Fractal Dimension.’’
Fractal dimensions used in specific applications will be
shown also in the related section.

Boundary and Surface
Fractal Dimensions

Although techniques to characterize morphology are
well established, further quantification of surface
roughness is required. This is because surface rough-
ness or ruggedness is recognized to affect physico-
chemical properties of drug products and hence is an
important factor in the manufacturing process.[3]

A non-integer dimension called the surface fractal
dimension, DS, has been used to characterize particle
surface roughness.[4,5] The value of DS varies from 2
for a perfectly smooth surface to 3 for a very rough
surface. Various techniques to obtain surface fractal
dimension are explained in detail in the subsections
below.

Image analysis

In a simple technique to determine fractal dimension of
a rugged boundary, a series of polygons of side length
b are constructed on the image of the object. The
perimeter of the polygon, P, then becomes the approxi-
mation of the perimeter at resolution b. The
boundary fractal dimension, DL, which varies from
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1 (straight line) to 2 (very rugged line), can then be
determined as follows:[6]

P / b1�DL ð2Þ

An ideal fractal should produce a linear plot at
all resolution when log P is plotted against log b
(Richardson’s plot, Fig. 1), from which DL can be
determined from the slope. To be able to obtain accu-
rate values of DL, the resolution of b has to be fine
enough so that each detail of irregularity can be resolved.
A smaller b gives better approximation of perimeter.

DL describes the ruggedness of the boundary line of
a fractal object, while DS describes a surface mor-
phology. Once DL was obtained, the surface fractal
dimension, DS, can then be determined as follows:[7]

DS ¼ ð1 þ DLÞ ð3Þ

This method has been extended to creating rec-
tangular boxes instead of polygons. In this box count-
ing method, DL can be determined as follows:[8]

NðLÞ / L�DL ð4Þ

where N(L) is the number of boxes covering the bound-
ary line and L is the size of the rectangular box.

The magnification used to obtain the perimeter for
the construction of Richardson’s plot has to be high
enough to resolve detail of particle surface irregulari-
ties. For example, commercial sodium cholate was
found to be much rougher (DS ¼ 2.98) than the
recrystallized one (DS ¼ 2.06), although under scan-
ning electron microscopy, the primary particles were
smooth.[9] The high DS obtained (2.98) actually
referred to particle agglomerates instead of individual
particle because magnification used was not high
enough. If the magnification was sufficiently high, the

plot should contain two linear regions, corresponding
to the aggregates and individual particles, respectively.

The methods chosen to be described in this paper are
the ones commonly used in pharmaceutical and bio-
logical applications to describe boundary ruggedness.
Although a true fractal object should theoretically be
homogeneous, it is important to examine the length
scale at which the fractality takes place. A few investi-
gations have assigned separate values of surface fractal
dimension to the protein surface because self-similarity
of protein surface is different at different length
scale.[10–12] Although self-similarity sometimes is only
valid for a limited range, it is still reasonable to use
fractal concepts cautiously with the full knowledge that
the model is approximate.[13]

The DL or DS obtained from the cross section of the
object image in Fig. 1 is based on the assumption that
the system is homogeneous and hence different cross
sections should give the same result. This may not be
the case, but can be resolved by analyzing the surface
in three dimensions.[14] In this technique, a visible laser
diode and a camera were used to obtain 3-D surface
coordinates, followed by image reconstruction. The
surface was dilated by a horizontal segment of length
2e. Using Eq. (5), the fractal dimension of the
surface can be obtained from the plot of log(1/e) vs.
log[V(Se)/e3]:

DS ¼ lim
e!0

3 � log V ðSeÞ
log e

� �

ð5Þ

where V(Se) is volume of the dilated object.
This method, however, has some limitations.

First, when the surface is dilated, the information on
the contour detail might be lost, as illustrated in
Fig. 2, and hence V(Se) might not be representative
of the actual volume. Second, the surface of the object
has to be convex for the laser source to access. If the
surface were too rough or concave, it would be inac-
cessible and become lost in the image reconstruction.
Third, the estimated DS depends on the spatial (x,y)
and depth of view that govern resolution. Analyzed
surface not within the depth of view of the optics
would not be taken into calculation, resulting in an
inaccurate DS.
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Fig. 1 Richardson’s plot for the fractal object shown on the
left when a series of polygons of side b were constructed. The
value of DL obtained from the plot is 1.35. Fig. 2 Image dilation of the fractal object.2
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Gas adsorption

If the surface of a particle is fractal, the surface area
(A) can be related to the particle radius (R) as
follows:[1]

A / RDS�3 ð6Þ

There are three different gas adsorption methods
usually employed to obtain surface fractal dimension.
In the first method, the particles are fractionated into
narrow particle size distribution and the Brunauer–
Emmett–Teller (BET) surface area is measured for
each size fraction.[15] DS can then be determined from
Eq. (7):[16]

S / D
DS�3
P ð7Þ

where S is the specific surface area (m2/g) and DP is the
mean particle diameter after fractionation.

In the second method, the particles do not have to
be fractionated. However, several adsorbates, whose
molecules have different cross-sectional area, have to
be used.[4] The surface fractal dimension is then
determined from Eq. (8):[16]

S / s�ðDS�2Þ=2 ð8Þ

where s is the adsorbate molecular cross-sectional
area.

The prediction of the molecular cross-sectional area
is based on the correlations derived by McClellan and
Harnsberger,[17] which were developed based on the
assumption that the same surface area was obtained
by adsorption of different adsorbates. However, this
is not true if the particle surface is rough. Adsorbate
molecules having larger cross-sectional area cannot
access the finer structure of the surface. Therefore the
determination of DS from the second method might
not be accurate.

Unlike the first two methods, the third method
requires only a single adsorption isotherm. The analy-
sis of the single isotherm to obtain DS is performed by
using a modified Frenkel–Halsey–Hill (FHH) theory.
The original FHH theory was developed by Frenkel,[18]

Halsey,[19] and Hill[20] and was later extended to fractal
surfaces by Pfeifer et al.[21]

In this method, DS is obtained from Eq. (9):

ln
V

Vm

� �

¼ C þ DS � 3

3

� �

ln ln
PO

P

� �� �

ð9Þ

where V is the volume of gas adsorbate at an equilib-
rium pressure P, Vm is the volume of gas for a mono-
layer adsorption, P is the adsorption equilibrium

pressure of a gas, PO is the saturation pressure of the
gas at the given temperature, and C is preexponential
factor.

Eq. (9) is valid at the early stages of adsorption (low
P/PO) when the effect of surface tension is negligible
and the interactions between adsorbate molecules
and the particles are mainly because of van der Waals
forces. When surface tension (or capillary conden-
sation) effect becomes more pronounced, then the
following applies:

ln
V

Vm

� �

¼ C þ ðDS � 3Þ ln ln
PO

P

� �� �

ð10Þ

Mercury intrusion porosimetry

This method is commonly used to determine DS of the
inner surface of porous matrices.[22] In this method,
mercury will fill smaller pores as the intrusion pressure
increases. The surface fractal dimension, DS, can then
be determined using Eq. (11):[22]

SðdÞ / dð2�DSÞ ð11Þ

where S(d) is the inner surface area of pores having
diameter d and d is the pore diameter.

When DS is obtained using Eq. (11), it is assumed
that cumulative surface of inner pores is zero at the
lowest intrusion pressure. However, in a real system,
this assumption might not be true because large
pores will be filled even at low intrusion pressure. This
will lead to underestimation of the surface area and
hence DS.

Light scattering

The simplest and quickest way to determine surface
fractal dimension is by light scattering, which utilizes
the Rayleigh–Gans–Debye (RGD) scattering theory.
This theory, however, has some limitations because it
can only be applied when the wavelength of light, l,
is much larger than that of the scatterers (i.e.,
l > 20 � radius of particle) and the scatterers have
similar refractive indices to the surrounding medium
(i.e., jm � 1j � 1, where m is the complex refractive
index of the particle relative to that of the surrounding
medium).[23]

Although this theory neglects the multiple scattering
effect (which would change the scattering intensity), it
has been shown experimentally and theoretically that it
does not change the evaluated fractal dimension of
the aggregates.[24] During a scattering experiment,
laser light hits the particles suspended in liquid and is
scattered. The intensity of the scattered light, which
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is measured by a number of detectors positioned at
different angles, can be used to generate DS.

Scattering momentum, q, is used to relate l, the
scattering angle, y, and the refractive index of suspend-
ing liquid, Z:

q ¼ 4Zp
l

sin
y
2

� �

ð12Þ

If an object is uniform and has a distinct surface,
scattering will occur only from the surface. The scatter-
ing will then reveal the roughness of the surface and
give surface fractal dimension. On the other hand,
without a distinct surface, the scattering will come
from the bulk of the object. In this case, the scattering
will give mass fractal dimension, which will be
explained in more detail in ‘‘Light Scattering’’ under
‘‘Mass Fractal Dimension.’’ In the case of surface
fractal, when q > DP

�1:

IðqÞ / q�6þDS ð13Þ

where I(q) is the intensity of scattered light.
Eq. (13) shows that DS can be obtained from the

slope of log I(q) vs. log(q) plot.

Atomic force microscopy

Li and Park[25] developed a technique to obtain surface
fractal dimension using atomic force microscopy
(AFM). The fractal dimension is obtained from a plot
of log

R

x

R

yvf(x,y,e)dxdy vs. log(e) according to a ‘‘vari-
ation method’’ described below:[26]

DðEÞ ¼ lim
e!0

3 �
log
R

x

R

y
vfðx; y; eÞdxdy

log e

 !

ð14Þ

where E is a bounded set in Euclidean space, e is the
size of box to cover the surface (as used in box count-
ing method), and vf(x,y,e) is the supremum covering
analyzed points on the surface.

The ‘‘variation method’’ is basically a modified ver-
sion of box counting method where DS is approxi-
mated by the number of boxes of a given size
required to cover the surface. This method, however,
was found to have poor precision when the surface is
highly rough (DS > 2.8) or highly smooth
(DS < 2.2). Additionally, the computed fractal dimen-
sion depends heavily on the heuristic parameter, called
R, which is a basic unit to evaluate vf(x,y,e). As differ-
ent degree of roughness requires unique R-values, iter-
ation is required to find the optimum value to give
accurate DS. Because the computation is very sensitive
to the heuristic parameters, the number of data points
on the surface profiles, and the algorithms used, the

‘‘actual value’’ of DS might not be attainable. The
‘‘relative value’’ of DS, however, was claimed to be
accurate and useful to describe ruggedness. A few
pharmaceutical powders were analyzed to gauge the
effect of scan size (square root of scan area) on
the computed DS. Raw mannitol was found to have
DS ¼ 2.11 � 0.04, which was independent of scan
size. On the other hand, freeze-dried mannitol showed
increasing DS with scan size (DS varies from
2.08 � 0.02 to 2.36 � 0.07 when the scan size was
increased from 1 � 1 to 2 � 20 mm2). The optimum
value of scan size depends on how the DS information
is utilized. If changes at molecular level are of interest,
then small scan size is preferred. In contrast, for
mechanically processed materials, larger observation
scale might be more useful.[25]

The advantage of using this method is that AFM
allows assessment of surface profiles at the nanometer
scale. This high resolution can reveal changes at mol-
ecular level leading to accurate surface analysis.

Mass Fractal Dimension

A three-dimensional mass fractal dimension, DM,
describes the packing of particles forming an aggre-
gate. Its value varies from 1 to 3. Unlike the DS, which
ascribes a low value to a smooth surface, the higher the
value of DM, the more densely packed is the aggregate.
Mass fractal dimension of 3 corresponds to a solid
structure. A lower DM shows a loose and commonly
branchier structure of the fractal aggregate (Fig. 3).

The value of DM can be obtained by various meth-
ods such as image analysis, light scattering, Millikan
cell, and mercury intrusion.

Image analysis

Box counting method is commonly used to obtain mass
fractal dimension from an aggregate’s projected area.

Fig. 3 (A) Loose hematite aggregate with DM ¼ 1.75 and
(B) compact hematite aggregate with DM ¼ 2.10.
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In this method, DM is determined from Eq. (4) where
N(L) is now the number of rectangular boxes covering
the aggregate’s image projected area. Loose aggregates
showing significant incomplete fill-up of the projected
area will have fractal dimensions less than 2.0.[23]

When a mass fractal object has DM � 2, the image
is geometrically transparent (i.e., without overlapping
structures) and the fractal dimension will be preserved
in the image. However, because of the two-dimensional
nature of this technique, it is restricted to aggregates
having DM � 2.0 only. When DM > 2, the image is
geometrically opaque and fractal dimension generated
from the image analysis will still equal to 2 (i.e.,
the maximum allowed in the technique). When the
particles are sampled on an electron microscope
grid, it is difficult to preserve the structure of fractal
aggregates. The high vacuum required in electron
microscopy will likely result in the collapse of the frac-
tal structure. If this happened, the fractal dimension
obtained from the image will not be representative
of the original structure. As mentioned before, the
determination of fractal dimension by image analysis
is tedious, requiring good contrast images and
measurement of sufficient number of non-overlapping
particles. Lee and Chou[27] further found that gray-
level differences produced by stereoscopic effects
led to higher than expected fractal dimension. Hence
three-dimensional methods such as light scattering
are usually favored.

Light scattering

For an aggregate with mass MA and radius RA, fractal
aggregates obey the following power law behavior:[28]

MA / R
DM

A ð15Þ

If the aggregate is assumed to be spherical, then the
density of the aggregate, rA, will vary with its radius as
follows:

rA / R
DM � 3
A ð16Þ

In the case of mass fractals, scattering will occur
from the bulk of an object instead of surface. As a
consequence, when q > DA

�1:

IðqÞ / q�DM ð17Þ

where DA is the diameter of aggregate and q is defined
in Eq. (12).

It is important to ensure that the average radius of
an aggregate is much greater than the length probed
by the light source. This length is essentially 1/q, where
q is the scattering momentum as defined in Eq. (12).
This concept is demonstrated in Fig. 4, which shows

a typical scattering pattern of fractal aggregates. From
the scattering pattern, radius of gyration (reported to
be the most appropriate to represent aggregate size[29])
is readily obtained as 1/q from the point of intersection
which indicates the transition between the Guinier and
Fractal regimes.

Because of ease of use and instantaneous measure-
ment, light scattering is currently the most popular
technique used to determine DM.

Millikan cell

Two novel techniques based on the use of a modified
Millikan cell[30] for in situ study have been used to
determine the charge, the settling velocity with and
without electric field, and the mass of fractal aggre-
gates.[31] In the first method, the electric field strength,
E, applied to the aerosol was set at a known value so
that the velocity of a floc settling in the electric field
region, V, could be measured. The gravitational settling
velocity, VTS, was measured by a photomultiplier tube.
Then using Eq. (18), the mass fractal dimension, DM,
can be obtained by plotting log VTS vs. log(E/V):

log VTS ¼ log
r
�DM

O mgeDM�1

ð6pZÞDM

" #

þ ðDM � 1Þ log
E

V

� �

ð18Þ

where m is the mass of primary particle, rO is the radius
of primary particle, Z is the viscosity of air, and e is the
one electron charge.
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Fig. 4 Typical scattering pattern from a fractal aggregate
showing scattering intensity, I, vs. scattering momentum, q.
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The modified Millikan cell is superior to the classic
one because it does not assume that the aggregates are
symmetrical spherically and all carry the same
charge.[32] The modified cell is able to determine absol-
ute mass and charge by photoemission method.

In the second method, the mass fractal dimension
was simply obtained by plotting log(DAEaggregate) vs.
log(dE) based on Eq. (19):[33]

logðDAEaggregateÞ ¼ 1:5 1 � 1

DM

� �

logðdEÞ þ C

ð19Þ

where DAEaggregate is the aerodynamic diameter
obtained from settling velocity, C is a constant related
to particle density, and dE is the equivalent volume
diameter.

Electrical sensing zone technique commonly used to
determine equivalent volume diameter, required in
Eq. (19), might be problematic. The error associated
with this technique is contributed by the breakup of
aggregates and inclusion of pores in volume measure-
ment. With this technique, an aggregate will have to
be suspended in a liquid. The challenge is to preserve
the structure of aggregates. Hence the first method is
preferred to obtain the mass fractal dimension of
aggregates in situ.

Mercury intrusion porosimetry

In addition to surface fractal dimension (‘‘Mercury
Intrusion Porosimetry,’’ under ‘‘Boundary and Sur-
face Fractal Dimensions’’), this method can also be
employed to determine mass fractal dimension of
porous particles. Once the relative density of the par-
ticle at different pore volume, r, is obtained, then
DM can be deduced according to Eq. (20):[34]

rðdÞ ¼ d3�DM ð20Þ

where d is the pore diameter and r(d) is the relative
density of the particle at different fraction of pore vol-
ume filled with mercury at a certain intrusion pressure:

rðdÞ ¼ ðVA � VIÞ
VA

ð21Þ

where VA and VI are the apparent (without mercury)
and intruded mercury volumes, respectively.

Determination of mass fractal dimension using mer-
cury porosimetry is less accurate when the pores are
interconnected by narrow channels because mercury
cannot access these channels.[22]

PHARMACEUTICAL AND BIOLOGICAL
APPLICATIONS OF FRACTAL GEOMETRY

Dissolution

Reactive fractal dimension

Reactive fractal dimension, DR, is commonly used to
describe the reactivity of fractal surfaces. A high DR

value indicates more reactive areas/points on the sur-
face exposed to the dissolution medium and hence
higher dissolution rate. However, contrasting to DS,
possible values of DR extend beyond the range of
2 � DR � 3.[7] Dissolution and determination of
reactive fractal dimensions, DR, have been widely stud-
ied, for example, for sulfasomezole,[1] saccharin,[35]

salts of ursodeoxycholic,[36] diclofenac salt,[37] ultra-
sound-compacted b-cyclodextrin-indomethacin particles,
and indomethacin/polyvinylpyrrolidone systems.[38,39]

Combining Eq. (6) and Wenzel law,[40] which states
that the initial rate of reaction (v) is proportional to the
total surface area of the particle, DR can be determined
by plotting log(v) vs. log(R) where R is the particle
radius. By modifying Eq. (6), the dissolution rate of
crystals can be expressed as below:[41]

g ¼ KLDR�3 ð22Þ

where g ¼ mf � mi

Dtmi
, K is the transport constant of the

dissolution process, L is the characteristic size of
crystals, mf and mi are the final and initial mass of
seed crystals, respectively, and Dt is the time for the
dissolution of the seed crystals.

Eq. (22) was developed assuming that every surface
of the particle is equally reactive. However, this is not
always the case. It has been reported that the reactive
points on diclofenac salt surface without heating are
less than after heating.[37]

For particles ranging in size from 30 nm to 2 mm, the
particle dissolution is influenced mainly by Brownian
motion and experimentally DR values were found to
vary from 1.0 to 2.0.[41] For bigger particles (non-
Brownian) between 10 mm and 5 mm, dissolution is
mainly controlled by the relative slip velocities between
particles and surrounding fluid. The bigger the parti-
cles, the higher is the relative slip velocity resulting in
faster dissolution rate. Therefore values of DR for these
particles (2.0 � DR � 3.0) are higher than those
affected by Brownian motion.[41] For both the
Brownian and non-Brownian particles, the dissolution
is by erosion of the external surface.

For an aggregate composed of many primary parti-
cles, the dissolution mechanism is different because the
solvent can attack not only the external surface, but
also the internal structure. The dissolution was found
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to be slower compared with the Brownian and non-
Brownian particles resulting in lower DR (0.0 �
DR � 1.0).[41] If Brownian or non-Brownian particles
have cracks or fissures on the surface that allows sol-
vent penetration into the particles, then the dissolution
is not only by erosion of the external surface, but also
by the erosion of the internal structure similar to that
of an agglomerate.[35,39]

In the study to characterize the dissolution kinetics
of saccharin as a sweetener excipient, it was found that
as dissolution continues, cracks appeared on the sur-
face resulting in faster dissolution.[35] Therefore DR

of Brownian and non-Brownian particles cannot be
restricted to the range of 1–3. Using DR as a parameter
to distinguish dissolution mechanism is not appropri-
ate because DR depends on variety of parameters and
not only on the type and size of the particles.

Relationship between reactive and surface
fractal dimensions

Assuming that the total surface area, A, of the particle
is reactive, then DR and DS can be related to the rate of
reaction, v, as follows:[1]

v / A

ðDR � 3Þ
ðDS � 3Þ ð23Þ

The general relationship between DR and DS, shown
in Eq. (23), is not entirely correct because of the oppos-
ing effects that can take place during drug dissolution
which include the following.[1]

Chemical selectivity. DR will be smaller than DS

when different areas/points on the surface are not
equally reactive. Chemical selectivity can happen
because of heterogeneous distribution of activation
energy or diffusional inaccessibility of parts of the sur-
face. This phenomenon was observed during drug
release from chemiadsorbates of p-hydroxybenzoic
acid methyl ester on porous and non-porous silica sup-
port in an acidic dissolution fluid.[42] The drug release
from porous silica (DS of 2.56) was significantly slower
than from smooth silica (Fig. 5). The porous structure
of silica was reported to exhibit screening effects for
water molecules, which are needed to cleave the drug
carrier bond and to transport the drug from the pores
to the external surface and into the liquid bulk phase.

Dissolution altering the surface roughness. When
dissolution changes the morphology making the par-
ticle surface rougher or where there is a mechanism
for preferential selection of cracks and narrow pores
by dissolving molecules, the reactive surface will be
more than the initial available surface, i.e., DR > DS.
It can also be due to trapping of the dissolution
medium in pores because of diffusional limitation. This
phenomenon has been reported during dissolution of

diclofenac salts[37] and a matrix system consisting of
sodium chloride and Eudragit� RS 100.[43]

The difficulty in developing a general relationship
between DR and DS is further complicated by several
factors including:

1. Condition of the environment where dissolution
occurs. For example, DR was higher when non-
porous quartz was dissolved in concentrated
hydrofluoric instead of dilute acid.[1]

2. Crystallinity of the particles. For example,
amorphous form of indomethacin is more sol-
uble than the crystalline one.[39]

3. Nature of compounds. No correlation was
found between DR and DS of six salts of urso-
deoxycholic acid (UDCA).[36] Although DS

showed that the salts had smooth surfaces, their
DR values were high. UDCA acted as a surfac-
tant to increase the dissolution rate. Similarly,
surfactant properties of diclofenate anions
were found responsible for DR being higher
than DS.[44]

Therefore when surface morphology alone is not
sufficient to fully explain the dissolution process, the
use of Eq. (23) to predict dissolution rate will not be
appropriate.

Mass fractal dimension to describe
dissolution behavior

Mass fractal dimension (DM) was used to describe the
pore structure and dissolution of pellets.[34] However,
measuring the mass fractal dimension prior to dissol-
ution alone may not be sufficient.[34] As the dissolution
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continues, the structure can change the surface accessi-
bility of the surrounding fluid, leading to different dis-
solution behavior. In fact, the mass fractal dimension
of a compressed matrix tablet was reported to decrease
almost linearly with the percentage of drug released
(correlation coefficient of 0.997).[22] Therefore moni-
toring the change of DM with time will be necessary.

Granules

Effect of process treatment on surface fractal
dimension, DS

Fractured surfaces of insulin zinc crystals, obtained
from recombinant DNA, after thermal and mechanical
stresses are slightly rougher than those obtained from
beef-pork origins.[45] Piroxicam and b-cyclodextrin
granules produced from steam-aided granulation have
DS values 9% higher than those produced from water-
aided granulation.[46] Sorbitol produced by spray drying
was three times rougher than those prepared by congeal-
ing.[47] a-Monohydrate lactose produced by crystalliza-
tion showed the smallest DS (2.018 � 0.003) compared
with those prepared by spray drying (DS ¼ 2.028) and
roller drying (DS ¼ 2.036 � 0.004).[47]

It is important to note that posttreatments, such
as milling and sieving, can smooth out and decrease
DS, as was found for indomethacin.[39] Sieving can
also promote particle agglomeration and increase
roughness.[9]

Flow properties of granular solids

The relationships of surface fractal dimension, DS, with
flowability and bulk density have been reported.[48]

Rougher lactose particles with DS ¼ 2.064 (prepared
by wet granulation) were found to have lower flowability
and tapped density than the smooth ones with
DS ¼ 2.036 (prepared by a fluidized bed dryer), indicat-
ing a higher void between the rougher particles with
insignificant mechanical interlocking.

A fractal dimension was obtained from the slope of
the plot of cumulative mass collected vs. time using a
vibrating spatula method.[49] If the particles are cohes-
ive or interlocked, then the flow will not be uniform,
and this results in a higher fractal dimension. The
fractal dimension was also deduced from dynamic
avalanching of powder heap technique where the
frequency of avalanching down a powder pile (N) is
counted as the pile weight (W) increases.[50] In general,
if powder is free flowing, the avalanching heap is very
regular and the plot of log N vs. log W will generate a
vertical line (slope of infinity). Therefore the fractal
dimension, obtained from the slope of log N vs. log W,
will be high for free-flowing powder, as opposed to
the vibrating spatula method. However, the fractal
dimension obtained from this method does not
depend solely on the flowability, but also on the flow
mechanism.[50]

Suspension properties of granular solids

Ragween pollen grains with similar size and shape but
different roughness were reported to change the vis-
cosity of their suspensions.[3] Pollen grains with
rougher surface introduced higher viscosity rise at the
investigated 15% (w/w) concentration. The viscosity
profile as a function of shear rate was also different
(Fig. 6). The viscosity rise was a result of the increase
of drag force between the grains and the suspending
fluid as the surface became rougher.
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Fig. 6 Viscosity profile as a function of shear stress
for suspensions of different ragweed pollen grains in

mineral oil. (From Ref.[3].)
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Tabletting

Non-contact laser profilometry has been used to obtain
roughness parameters and surface fractal dimension
(DS) of erythromycin acistrate tablets.[51] It was
expected that tablet surface fractal dimension (DS) will
depend on the compression force used for tabletting.
However, tablet surface fractal dimension was found
independent of the compression force ranging from 4
to 22 kN. Instead, a surface roughness parameter RP,
which is the maximum distance between the highest
point and the average height of the surface profile,
indicated the variation of tablet friability as a function
of compression force (Fig. 7).

Although surface fractal dimension was found inad-
equate as a roughness factor to indicate the friability of
tablets, it has been reported to be useful in other situa-
tions such as describing the roughness of pellets made
in a rotary processor by wet granulation.[52]

Atomization

The concept of fractals has been applied to describe
aqueous droplet size distributions generated from an
air blast atomizer.[53] A critical fractal dimension,
DC (value of 3), was used as an indicator to show
whether liquid breakup or aggregation of droplets
dominates during atomization.[53] If the fractal
dimension D ¼ DC, then the number of droplets in
the spray stays constant; D > DC implies that aggre-
gation governs the process, whereas D < DC implies
that the breakup process dominates and the number
of droplets increases. The fractal dimension, D, is
obtained from:

jSðn;dPÞj ¼ AðnÞd�D
P ð24Þ

where jS(n,dP)j is a set of droplets of the nth generation
of droplets splitting, A(n) is a constant depending on
the resolution of dP, and dP is the droplet diameter.

The comparison criteria described above were
derived for the air–water system and may not be
appropriate to non-aqueous systems because breakup
is a result of hydrodynamic instability caused by sur-
face tension.

Aerosol Delivery

Theoretical calculation of aerodynamic diameter

Aerodynamic diameter can be calculated as:[54]

DAEaggregate ¼ dO
rO

rf

� �1=2
DEnv

dO

� �ðDM�1Þ=2

ð25Þ

where DAEaggregate is the aerodynamic diameter of
aggregates in the aerosol, DM is the mass fractal
dimension, dO is the diameter of the primary particles
in the aggregate, rO and rf are the densities of primary
particle and dispersing medium, respectively, and DEnv

is the envelope sphere diameter (diameter of a sphere
that is just sufficient to enclose the particles),
illustrated in Fig. 8.

Laser diffraction technique is able to generate the
envelope diameter distribution of the aggregates in
the aerosol cloud, as well as the surface and mass frac-
tal dimensions as explained in ‘‘Light Scattering’’
under both ‘‘Boundary and Surface Fractal Dimen-
sions’’ and ‘‘Mass Fractal Dimension.’’ However, vali-
dation of Eq. (25) by comparison studies between the
impaction and laser diffraction techniques is required.

Fractal dimensions and aerosol characterization

Particle shape and surface roughness affect powder dis-
persion. Particles with the same physical size but differ-
ent surface roughness will have different cohesiveness.
This has resulted in a difference in the performance
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of smooth and corrugated aerosol particles for
inhalation, with the corrugated particles producing
better dispersion[55] and generating finer particles.
The surface roughness of these aerosol particles has
been successfully characterized using light scattering
and gas adsorption techniques, and they were shown
to be fractal.[56]

In a metered dose inhaler, where fine drug particles
are suspended in a propellent, stability and aggregation
of the suspension are crucial for the performance of the
inhaler. In an investigation into the aerosol formu-
lation stability, Span 80 was added to a suspension
of lactose to study the effect on deaggregation under
shear.[57,58] An increase in shear stress was found to
decrease aggregate size and boundary fractal dimen-
sion (Fig. 9), which was interpreted as a more compact
aggregate.

However, the decrease of boundary fractal dimen-
sion simply means that the morphology of the aggre-
gate is more round and less rugged. The way an
aggregate is broken up is determined by its structure.
If the structure is loose, it is more likely to break up
via rupture of the outer chains.[59] On the other hand,
compact aggregate is more likely to break up by ero-
sion of the structure. The shear could cause erosion
of particles on the edge of the aggregate while the
structure is maintained as shown in Fig. 10A. In this
case, boundary fractal dimension is unsuitable to
indicate the change of structure. It is more appropriate
to use mass fractal dimension, DM, because it reveals
the scattering from the bulk instead of the surface to
describe the packing of particles forming an aggregate.

Mass fractal dimension is able to determine the
extent of gravitational coagulation and sedimentation
that take place as the particles traverse the airway.[60]

Aerosol particles used for inhalation deposit within
the lower respiratory tract mainly by inertial impac-
tion, sedimentation, and diffusion.[61] Loose fractal
aerosols were found to settle slower and therefore
had more time to increase gravitational coagulation
with other flocs leading to much more rapid particle
growth. This will increase the chance of the aerosol
flocs settling on the airway walls before reaching the
end of the airways.

Chaotic mixing deep in the lung

The fractal concept has been used to characterize the
chaotic mixing that is responsible for the deposition
of fine particles deep in the lung.[62] In this technique,
two Newtonian fluids of different colors, representing
the tidal air and alveolar gas, were injected in the
excised rat lung to mimic the breathing condition of
the human lung. The color pattern of the interaction
between the two fluids was characterized by the fractal
concept using a method similar to the box counting
technique. The output parameter of interest here was,
however, the color intensity instead of the area. The
linear plot between coefficient of variance of color
intensity vs. square of box size over 5 orders of magni-
tude shows that the mixing pattern between tidal air
and alveolar gas is fractal. Moreover, the self-similarity
of fractal mixing pattern was preserved throughout the
tracheobronchial tree.

Protein

In applying fractal concept to the protein chain, it
is important to check the length scale where the
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Fig. 10 Schematic diagram showing that (A) for a compact

aggregate, the particles on the edge will be shed first because
of the lower interparticle forces because of less nearest neigh-
boring particles. The final aggregate will have a lower bound-
ary fractal dimension, although the structure compactness is

preserved. (B) For a loose aggregate, after the rupture of the
chain structure, some aggregates (shown in gray color) are more
compact and also have lower boundary fractal dimension.
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self-similarity takes place because of the finite size of
protein.[63] The nature of the probe, governing the res-
olution and length scale of observation, thus plays a
crucial role. X-ray photons scattering and thermal neu-
trons are able to probe proteins on atomic scale unlike
laser light scattering.

Vibration modes of protein molecules

Relaxation rate, which looks into the low-frequency
vibrational modes of protein molecules, is considered
to play a significant role in biological process.[64] A
fractal-related parameter, called the fracton dimension,
dF, has been used to describe the relaxation rate at low
temperature.[65]

The variation of the relaxation rate, 1/T1, with the
absolute temperature, T, obeys the relationship shown
below:

1

T1
/ T5þ2ðdF�1Þ ð26Þ

The overall value of fracton dimension depends on
the strength of interaction between molecules in the
main chain and in the cross-links.[66] Fracton dimen-
sion would be 2 if the interaction is strong as found
in the main chain. However, as the interactions in the
cross-links are usually very weak, their fracton dimen-
sion would be between 1 (no connectivity) and 2
(strong connectivity).[63]

Photolysis kinetics

Fracton dimension was used to fit a photolysis kinetic
of denatured HbNO shown below:[67]

NðtÞ ¼ 1 � exp
At1�D

1 � D
ð27Þ

where N(t) is the normalized function of dissociation
NO molecules, D ¼ dM � dF, A is preexponential
factor which depends on temperature, and t is time
of analysis.

dM or dF alone failed to describe the photolysis kin-
etic. The difference between these two dimensions,
however, accurately correlated N(t) and t and found
to be 0.19 � 0.02. From the plot of N(t) vs. t
(Fig. 11), values of A and D were deduced. Using
dF ¼ 1 from literature (that is, during denaturation,
hydrogen bonds between helices were broken leading
to no connectivity), dM was obtained as 1.19 � 0.02
showing that the structure was more open because of
denaturation.

Surface rugosity of protein

Many works have reported the analysis of surface
rugosity of protein.[10–12] The surface fractal dimension
of protein is usually determined by constructing a
series of polygon of length b as explained in ‘‘Image
Analysis’’[68] under ‘‘Boundary and Surface Fractal
Dimensions.’’ The series of polygon can sometimes
be replaced by a small sphere for a three-dimensional
representation of the protein macromolecule. Surface
fractal dimension can then be determined according
to Eq. (4) where N(L) is the number of spherical
probes covering the surface and L is the radius of
the probe.

Various Definitions of Protein Surfaces. It is crucial
that the size of the probe is small enough so that the
small detail of surface irregularities (hills and valleys)
can be resolved. Because of different probe sizes, differ-
ent definitions of protein surface arose. ‘‘Contact sur-
face’’ would be used if the probe were not small
enough to resolve every hills and valleys of the protein
surface. It refers to the contact area of the probe with
the protein surface.[63] ‘‘Accessible surface’’ is not pre-
ferred for DS determination because it includes both
protein and solvent atoms’ surfaces. It is more suitable
to describe properties of protein packing.[69] ‘‘Molecu-
lar surface’’ is favored to represent protein–solvent
interaction because it describes area inaccessible to
the solvent.[69] It is this surface that claimed to best
describe self-similarity.[70] Eq. (11) can be employed
to obtain DS after replacing d with the probe diameter.
When the molecular surface (AM) is used, DS can be
determined as follows:

AM / V
DS
3 ð28Þ

where V is the confined volume in analysis.
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Fig. 11 Kinetic curve of photolysis of denatured HbNO.

(From Ref.[67].)
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The appropriate use of different surfaces (molecular,
accessible, and contact) would depend on how this infor-
mation is used for. If DS is used for creating a protein
required to have specific interaction with another pro-
tein, then molecular surface would be more appropriate.
However, if the information of DS is used for engineering
a protein surface to optimize the enzymatic reaction,
then the contact surface would be preferred.

Comparison of DS Results. Depending on the choice
of the probe size, surface area measured, nature of
the probes, and the equations used to derive the DS,
the DS results may vary. For example, the local surface
fractal dimension of lysozyme was reported to be
2.43,[12] 2.17 (using Eq. (2)),[68] and 2.19 (using
Eq. (11)).[11] Farin and Avnir[10] determined lysozyme’s
DS (found to be 2.53) by measuring contact surface
when the protein was covered with a monolayer of
spherical probe of varying diameter. Isvoran et al.[71]

have observed that the Richardson’s plots of lysozyme
backbone consist of bilinear regions. The DS in the
long range (representing global folding) was
2.27 � 0.06 and DS in short range (local folding)
was 2.62 � 0.07. DS obtained from Eq. (4) was 2.10
while calculated from Eq. (28) was 2.28.

Utilization of Protein Surface Fractal Dimension. Along
with the physical–chemical properties and geometry of
proteins, fractal dimension can be used to predict the
functional site for active binding.[72] Surfaces of
function sites have been found to be rougher than
the global protein surface.[10,68] Local roughness is
particularly important to provide high-affinity binding
as they will provide the needed van der Waals
contacts.[73] This information can help the design of
small molecules targeting to bind and alter the activity
of specific protein.[72]

Drug Permeation through Film Coating

Fractal dimension was applied to characterize the
internal structure of porous films made from ethylcel-
lulose (EC) and diethylphthalate (DEP).[74] Drug per-
meation was found to correlate with boundary fractal
dimension on a semilog plot (Fig. 12).[74] However,
DL simply describes the ruggedness of a line and does
not represent the porosity. More work is required for
fractal dimensions in this case.

Kinetics of Carrier-Mediated Transport
of Drugs

Fractal kinetics was successfully shown to be a useful
indicator for carrier-mediated transport (CMT) of
substrates than classical Michaelis–Menten kinetics

analysis when passive diffusion dominates.[75] The
classical kinetic analysis was modified to include a frac-
tal dimension shown below:[76]

J ¼ Jeff
maxS

2�D=ðKeff
t þ SÞ ð29Þ

where J is transcellular transport rates, Jmax
eff is effective

maximum transport rate for the carrier-mediated pro-
cess, S is concentration of the substrate, Kt

eff is effective
half-saturation concentration, and D is fractal dimen-
sion describing a heterogeneous reaction when the
reactants are spatially controlled on the microscopic
level (e.g., restricted carrier movement on the biologi-
cal membrane).

For carrier-mediated transport of L-lactic acid
across human carcinoma cell line, it was found that
increasing agitation rate resulted in a larger fractal
dimension accompanied by a decrease in the substrate
permeability rate.[75] The classical Michaelis–Menten
model is known to be only valid for a limited range
of glucose concentrations.[77] An alternative model
was proposed including convective and non-linear dif-
fusive mechanisms[78] corresponding to the first and
second (fractal power function) terms in Eq. (30).

Jgluc ¼ aJV½C� þ PO½C�1�D ð30Þ

where Jgluc and JV are the steady-state transepithelial
glucose and volume fluxes, respectively, a is the coef-
ficient to represent convection ultrafiltration, [C] is
geometric average axial concentration, PO is the back-
ground permeability coefficient, and D is the fractal
dimension with value varying from 0 to 1.

This fractal model was found to be applicable and
accurate over a 105-fold glucose concentration range.

The problem in using fractal concept to describe the
carrier-mediated drug transport is that there is no

Boundary Fractal Dimension
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Fig. 12 The variation of apparent permeability coefficient
with boundary fractal dimension. (From Ref.[74].)
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independent proof showing that the kinetic is actually
a fractal process. The inclusion of the dimension D in
Eqs. (29) and (30) simply shows that a scaling or power
law behavior exists between flux and concentration.
Although such behavior Eq. (1) is one of the charac-
teristics of a fractal object/process, it does not auto-
matically imply that the process is fractal-like. Scale
invariance self-similarity is another requirement for a
process to be fractal.

Morphological Change

Skin

Boundary fractal dimension was found useful to indi-
cate structural damage on rat skin caused by percu-
taneous absorption enhancers.[79] Boundary fractal
dimension was obtained by using the box-counting
method as expressed in Eq. (4) from image analysis
of the boundary lines between the outermost lipid
layer and the underlying protein parts in the skin cross
section. The fractal dimension was 30% higher in the
presence of 1% sodium lauryl sulfate (SLS). SLS is
known to cause cell damage to nucleated cells of the
epidermis and therefore causes roughening of skin
cross section.[80]

Three percent of D-limonene was found to cause
skin damage. However, instead of roughening, the
damage caused smoothing as shown by a decrease of
fractal dimension and was suggested to be a result of
hydration and/or edema formation in the shallow part
of the skin.[81] Hence fractal analysis can be used to
elucidate the damage mechanism and provides quanti-
tative measurement of skin damage.[82]

Brain cells

Soltys et al.[83] pioneered the use of boundary
fractal dimension to quantitatively detect small
changes in the space-filling capacity of microglial
cell from the neocortex of injured rat brain. Ramified
cells in injured brains showed 5% increase in fractal
dimension over non-injured brains. Boundary
fractal dimension has been proved to be a sensitive
parameter to indicate reactive changes of microglia
that were undetectable using subjective visual
analysis. However, it is not sufficient to use it as a
sole indicator of observed changes. For example,
proliferating and non-proliferating brain cells did not
show difference in fractal dimension, although the
proliferating cells were more massive and less ramified.
Furthermore, the use of the fractal concept to charac-
terize cells has been questioned by several investiga-
tors owing to self-similarity properties of fractal
objects.[84,85]

Lung alveoli

A number of investigators have reported that bron-
chial tree of the lung[86] and pulmonary microvascula-
ture are fractals.[87] Boundary fractal dimension, DL, of
lung alveolar perimeter has been shown to be valuable
to indicate changes in alveolar structure because of
permanent lung injury.[88] The perimeters of rando-
mized sections of sliced lungs were analyzed by light
microscopy at four different magnifications. It was
found that DL of young human lungs (less than 16
years) was 4.9% lower than that of adult (greater than
16 years).[88] Adult lungs with chronic obstructive pul-
monary disease and cystic fibrosis showed at least 3%
decrease in DL compared with healthy adults. These
differences were shown to be statistically different.

Cell growth

Fractal dimension has been used to characterize mor-
phological change of tumor growth in anticipation to
understand the growth mechanism and optimization
of chemotherapy treatment. Quantification using frac-
tals was quickly embraced because most diagnoses still
rely on the qualitative interpretation by clinicians.[13]

Morphological changes in the tumor patterns because
of chemotherapy were first observed by Ferreira,
Martins, and Vilela.[89] The dynamics of tumor pat-
terns showing fractal properties was evaluated from
the following relationships:

Rg / ng ð31Þ

S / ns ð32Þ

where Rg is radius of gyration of tumor patterns and S
is number of sites on tumor periphery. The sites are
those that contain at least a tumor cell and in their
neighborhood at least one site is occupied by normal
or dead cells. n is the number of sites occupied by
the cancer or necrotic cells and g and s are scaling
exponents; fractal dimension ¼ 1/g.

When the tumor patterns are fractal, then g will
increase from 0.5 to 1 and s will vary from 0.5 to
0.6. Interestingly, fractal tumors are more resistant to
treatments and required more time for elimination.[89]

This is because a large fraction of fractal cancer cells
is maintained in quiescent state, and therefore the
drugs that only work in the dividing cells become inef-
fective.

Apart from characterizing the morphological
change of tumor growth, fractal analysis has also
found its place in describing behavior change of bac-
teria under different conditions. The mass fractal
dimension, DM, of colonial development of Paeniba-
cillus dendritiformis was found to decrease from

Fractal Geometry in Pharmaceutical and Biological Applications 1803



Food–G
astro

2 to 1.7 with the introduction of co-trimaxazole anti-
biotic.[90] The decrease in DM indicates that the col-
onial growth pattern is branchier with pronounced
appearance of weak chirality and radial orientation.
The decrease of fractal dimension is a result of adjust-
ment of bacteria’s chemotactic signaling and an
increase in the metabolic load. This change in bacterial
metabolism mimics starvation condition leading to
elongation of bacterial cells. As a consequence, the
colonial is branchy. Fractal dimension can be used to
differentiate responses of various bacteria to different
antibiotics in optimizing treatment.

Others

Fractal dimension was used extensively to elucidate the
effect of surface roughness on the binding and dis-
sociation kinetics of analyte–receptor reactions.[91,92]

Fractal analysis was also applied to quantify com-
plexity of electroencephalographic (EEG) signal[93,94]

and to detect abnormal heart rate behavior from elec-
trocardiographic (ECG) signal.[95] Unique structural
complexity of DNA sequencing that reveals local and
global heterogeneity composition was also character-
ized by a fractal dimension.[96,97]

CONCLUSIONS

Fractal analysis has been widely applied to pharmaceu-
tical and biological systems, ranging from drug
dissolution, powder flowability, liquid atomization,
aerosol drug delivery, and agglomerate sedimentation
to cell growth and tissue morphology. This field keeps
growing rapidly with further applications extended to
new areas.
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Freeze Drying

Michael J. Pikal
School of Pharmacy, University of Connecticut, Storrs, Connecticut, U.S.A.

INTRODUCTION

Freeze drying, also termed ‘‘lyophilization,’’ is a drying
process employed to convert solutions of labile materials
into solids of sufficient stability for distribution
and storage. A typical production scale freeze dryer con-
sists of a drying ‘‘chamber’’ containing temperature-
controlled shelves, which is connected to a ‘‘condenser’’
chamber via a large valve. The condenser chamber
houses a series of plates or coils capable of being main-
tained at very low temperature (i.e., less than �50�C).
One or more vacuum pumps in series are connected to
the condenser chamber to achieve pressures in the range
of 0.03–0.3 Torr in the entire system during operation. A
commercial freeze dryer may have 10–20 shelves with a
total load of the order of 50,000 vials. The objective in
a freeze-drying process is to convert most of the water
into ice in the freezing stage, remove the ice by direct
sublimation in the primary drying stage, and finally
remove most of the unfrozen water in the secondary
drying stage by desorption. The water removed from
the product is reconverted into ice by the condenser.

In a typical freeze-drying process, an aqueous solu-
tion containing the drug and various formulation aids,
or ‘‘excipients,’’ is filled into glass vials, and the vials
are loaded onto the temperature-controlled shelves.
The shelf temperature is reduced, typically in several
stages, to a temperature in the vicinity of �40�C,
thereby converting nearly all the water into ice. Some
excipients, such as buffer salts and mannitol, may
partially crystallize during freezing, but most ‘‘drugs,’’
particularly proteins, remain amorphous. The drug
and excipients are typically converted into an amorph-
ous glass also containing large amounts of unfrozen
water (15–30%) dissolved in the solid (i.e., glassy)
amorphous phase. Thus, most of the desiccation
actually occurs during the freezing stage of the freeze-
drying process. After all water and solutes have been
converted into solids, the entire system is evacuated
by the vacuum pumps to the desired control pressure,
the shelf temperature is increased to supply energy for
sublimation, and primary drying begins. Due to the
large heat flow required during primary drying, the
product temperature runs much lower than the shelf
temperature. The removal of ice crystals by subli-
mation creates an open network of ‘‘pores,’’ which

allows pathways for escape of water vapor from the
product. The ice–vapor boundary (i.e., the boundary
between frozen and ‘‘dried’’ regions) generally moves
from the top of the product toward the bottom of
the vial as primary drying proceeds. Primary drying
is normally the longest part of the freeze-drying pro-
cess. Primary drying times of the order of days are
not uncommon, and in rare cases, weeks may be
required for a combination of poor formulation and
suboptimal process design. Although some secondary
drying does occur during primary drying (i.e., desorp-
tion of water from the amorphous phase occurs to a
limited extent once the ice is removed from that
region), the start of secondary drying is normally
defined, in an operational sense, as the end of primary
drying (i.e., when all ice is removed). Of course,
because not all vials behave identically, some vials
enter secondary drying whereas other vials are in the
last stages of primary drying. When the judgment is
made that all vials are devoid of ice, the shelf tempera-
ture is typically increased to provide the higher product
temperature required for efficient removal of the
unfrozen water. The final stages of secondary drying
are normally carried out at shelf temperatures in the
range of 25–50�C for several hours. Here, because
the demand for heat is low, the shelf temperature
and the product temperature are nearly identical.

As freeze-drying plants are very expensive and pro-
cess times are often long, a freeze-dried dosage form is
relatively expensive to produce. Indeed, because of
both cost and ease of use, a ready-to-use solution is
the preferred option for a parenteral dosage form,
particularly if the solution can withstand terminal heat
sterilization. When an aqueous solution does not have
sufficient stability, the product must be produced
in solid form. At least for small molecules, stability
normally increases in the following order: solution <
glassy solid < crystalline solid;[1–3] this is likely a
result of restricted motion in solids with the high
degree of order in the crystalline solid limiting reac-
tivity even further. As many pharmaceuticals cannot
be produced on a commercial scale by crystallization,
a glassy solid may be the only solid-state option.

Freeze drying[4–7] and spray drying[8–10] are drying
methodologies in common use in the pharmaceutical
industry, and are suitable for the production of
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glassy solids. Freeze drying is a low-temperature
process. In general, a formulation can be dried to 1%
water or less, without any of the product exceeding
30�C. Thus, conventional wisdom states that freeze-
drying is less likely to cause thermal degradation than
a high-temperature process such as spray drying.
Historically, freeze-drying is the method of choice for
products intended for parenteral administration.
Sterility and relative freedom from particulates are
critical quality attributes for parenterals. Largely
because the solution is sterile filtered immediately
before filling into the final container, and further pro-
cessing is relatively free of exposure to humans, a
freeze-drying process maintains sterility and particle-
free characteristics of the product much more easily
than do processes that must deal with dry powder
handling issues, such as dry powder filling of a spray-
dried or bulk-crystallized powder. Indeed, with modern
robotics automatic loading systems,[11] humans can be
removed from the sterile processing area entirely, at
least in principle. Furthermore, as the vials are sealed
in the freeze dryer, moisture control and control of
headspace gas can easily be controlled, an important
advantage for products whose storage stability is
adversely affected by residual moisture and/or oxygen.
As the critical heat and mass transfer characteristics
for freeze-drying are nearly the same at the laboratory
scale as in full production, resolution of scale-up
problems tends to be easier for a freeze-drying process
than for spray drying, at least in our experience. Also,
development of a freeze-dried product requires less
material for formulation and process development, a
particularly important factor early in a project.

While freeze-drying has a long history in the phar-
maceutical industry as a technique for stabilization of
labile drugs, including proteins, many proteins suffer
irreversible change, or degradation, during the freeze-
drying process.[12–16] Even when the labile drug survives
the freeze-drying process without degradation, the result-
ing product is rarely found perfectly stable during long-
term storage, particularly when analytical techniques
with a sensitivity to detect low levels of degradation
(�0.1%) are employed. Both small molecules[1–3,17] and
proteins[18–21] show degradation during storage of the
freeze-dried glass. In some cases, instability is serious
enough to require refrigerated storage.[18,19,22]

Stability problems are most often addressed by a
combination of formulation optimization and atten-
tion to process control. Lyoprotectants are added for
stability during the freeze-drying process as well as to
provide storage stability, and the level and type of buf-
fer is optimized. Optimization of the freezing process
may be critical; control of product temperature during
drying is critical for products that tend to suffer cake
collapse during primary drying, and control of residual
moisture is nearly always critical for storage stability.

Formulation and process are interrelated: A bad for-
mulation can be nearly impossible to freeze dry, and
even with a well designed formulation, a poorly
designed process may require more than a week to pro-
duce material of suboptimal quality. Although blind
empiricism may, in time, yield an acceptable formu-
lation and process, an appreciation for the materials
science of amorphous systems and some understanding
of heat and mass transfer relevant to freeze-drying are
needed for efficient development of freeze-dried pro-
ducts. Obviously, one also requires at least a phenom-
enological understanding of the major degradation
pathways specific to the drug under consideration.

The objective of this article is to present the scien-
tific and engineering fundamentals most useful in the
development of formulations and processes for the
manufacture of freeze-dried pharmaceuticals. General-
izations are illustrated with specific examples from the
literature, but no attempt is made to survey all pub-
lished works. Most of the section on the freeze-drying
process applies equally well to small molecules and
proteins, whereas most of the section on formulation
and stability is specific to proteins.

THE FREEZE-DRYING PROCESS

Freezing

Freeze concentration

The objective of freezing is to remove most of the
water from the system by formation of ice and to con-
vert all solutes into solids, either crystalline solids or a
glass. Once the sample is a solid, primary drying may
begin. As a sample is cooled, the system remains liquid
well below the equilibrium freezing point, but with suf-
ficient supercooling, nucleation of ice proceeds rapidly
and growth of ice crystals begins. As liquid water con-
verts to ice, all solutes are concentrated in the regions
between ice crystals, ultimately concentrating until
they crystallize or until the system increases in viscosity
sufficiently to transform into a solid amorphous
system, or glass. The example shown in Fig. 1 is rep-
resentative of a solute that does not crystallize during
freeze-drying. The system supercools about 10�C to a
temperature of �15�C before ice nucleation becomes
rapid enough to generate crystals of ice. The evolution
of heat caused by the sudden crystallization of ice
increases the sample temperature to roughly the equi-
librium freezing point (�5�C). The sudden ice crystal-
lization also results in a small but sharp decrease in
the percentage of water in the solute phase (given on
the right vertical axis). After the initial ice nucleation
and crystallization at 10 min, the product cools
with continuous conversion of water to ice, thereby
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decreasing the amount of water in the solute phase and
increasing the concentration of solute in the remaining
solution. When the product temperature reaches about
�24�C, denoted as Tg

0, the concentration of water in
the solute phase has been reduced to about 24%, and
further reduction in water concentration is curtailed
on the time scale of freezing, even though the sample
temperature decreases further to about �30�C at the
end of the freezing process at 60 min. Here, the solute
phase has been concentrated from about 30% solute
to about 76% solute, and most of the water has been
separated from the solute phase as ice. Had the initial
concentration been much lower, say 1%, the final con-
centration would still be 76%, although the freezing
profile would differ quantitatively from that shown
in Fig. 1. Clearly, most of the desiccation in a freeze-
drying process occurs during the freezing process.
While desiccation is indeed the objective, it must be
recognized that concentration of all solutes during
freezing will dramatically increase the probability of
bimolecular collisions, which could produce unexpec-
ted instability in the partly frozen system. If a system,
initially at 1% solute, is susceptible to a second-order
degradation reaction with an activation energy of
25 kcal/mol, a reduction in temperature from 5�C
to �24�C would reduce the rate constant by a factor
of 200, but an increase in concentration from 1% to
76% would increase the concentration factor in the
rate equation by a factor of 5800, yielding a factor
of 29 net increase in reaction rate. Although this
example is an oversimplification, it is significant to

note that increases in second-order degradation rates
have been observed in model systems during freeze
concentration.[23]

Tg
0 is the temperature at which a sharp increase in

baseline occurs during a differential scanning calo-
rimeter (DSC) scan of a frozen solution, suggesting a
sharp increase in heat capacity, and has been referred
to as the glass transition temperature of the maximally
concentrated freeze concentrate.[24] A sharp decrease in
electrical resistance of the frozen system is noted at the
same temperature.[25] Structural collapse of a cake
structure in the dried region, indicating viscous flow,
occurs during primary drying at the collapse tempera-
ture, denoted by Tc0, which is only slightly higher than
Tg
0.[25] It is clear that Tg

0 corresponds to the temperature
at which mobility in the system is manifested on an
experimental timescale. Effectively, the system behaves
as a solid below Tg

0.
Various electrolytes, such as buffer salts and NaCl,

if present in the formulation, will also concentrate dur-
ing the freezing process. Such exposure to high concen-
trations of electrolytes (i.e., about 6 molal NaCl during
freezing a 0.15 M NaCl solution) might contribute to
the destabilization of the native conformation, thereby
leading to degradation during freezing.

Crystallization of excipients and consequences

In the case of protein drugs, the drug does not crystal-
lize, but other solute components may (or may not)
crystallize, depending on their nature and concen-
tration, other formulation components, and the details
of the freezing process. High initial concentrations and
slow freezing tend to favor crystallization. Depending
on the intended role of the excipient, crystallization
may be desirable or undesirable, and it may be impor-
tant just when in the process crystallization does occur.
For example, if mannitol is intended only as a bulking
agent, and is not expected to play a role in stabilization
of the drug, crystallization is desirable as crystalline
mannitol can easily be freeze dried at high tempera-
tures to give an elegant product, meaning a short
freeze-drying cycle and freedom from product defects
such as collapse. Here, the drug form is that of an
amorphous coating on the crystalline mannitol, with
stability properties normally close to that of a system
freeze dried without the mannitol. If mannitol remains
amorphous during freezing and crystallizes as the pro-
duct temperature is increased in early primary drying,
extensive vial breakage can occur.[26] Conversely, if
mannitol is intended to serve as a stabilizer during
drying and/or storage, crystallization is undesirable.
Complete crystallization yields a system equivalent to
a physical mixture of glassy drug particles and crystal-
line mannitol, with no opportunity for a stabilizing
interaction except at the phase boundary between the
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particles, no dilution of drug molecules, and no sepa-
ration of ‘‘reactants’’ in the protein phase from the
protein molecules. In short, any plausible stabilization
mechanism requires that at least some of the mannitol
remain molecularly dispersed in the amorphous drug
phase. Of course, just as crystalline mannitol has some
solubility in any liquid, mannitol will have a nonzero
thermodynamic solubility in the drug phase. Thus,
even if mannitol crystallization proceeds to thermo-
dynamic equilibrium, a small amount of mannitol
will remain in the drug phase. However, most of the
stabilization potential of the mannitol will be lost upon
crystallization. As mannitol does tend to crystallize
nearly completely when present as the major formu-
lation component, mannitol is generally a poor choice
as a stabilizer for freeze drying.

Although buffers are included in a formulation to
maintain constant pH, selective crystallization of the
less soluble buffer component during freezing can
result in massive pH shifts in the freeze concentrate.
Fig. 2 shows the pH changes observed during equilib-
rium freezing of several pure buffer systems.[27] Freezing
was carried out while seeding with ice and crystalline
buffer salts, so the data represent near-equilibrium
behavior. Over the temperature range studied, the citrate
buffer system showed no significant pH shift. The sodium
phosphate buffer system shows a dramatic decrease in
pH of about 4 pH units due to crystallization of the basic
buffer component, Na2HPO4 � 2H2O. Conversely, the
potassium phosphate system shows only a modest
increase in pH of about 0.8 pH unit. Under non-
equilibrium conditions (i.e., no seeding) and with lower
buffer concentrations, the degree of crystallization is less,
and the resulting pH shifts are moderated.[28] Table 1

shows data accumulated[29,30] during freezing of phos-
phate buffer solutions in large volumes at cooling rates
intended to mimic freezing in vials. For the concentrated
buffer solutions (100 mM), the frozen pH values are
close to the equilibrium values given in Fig. 2. However,
lowering the buffer concentration by an order of magni-
tude considerably reduces the pH shift observed during
freezing. It should also be noted that the small pH shift
for potassium phosphate buffer noted in Fig. 2 is a result
of the starting pH being 7.5. As shown in Table 1, if the
initial pH is 5.5, the 100 mM potassium phosphate buffer
increases by 3.1 pH units during freezing. In short, the
frozen system pH is near 8.7, regardless of whether
the initial pH is 7.0 or 5.5. Clearly, if drug stability is
sensitive to pH shifts, buffer crystallization must be
avoided. In our experience, the best solution is to formu-
late such that the weight ratio of buffer to other solutes is
very low.[18,22] However, the precise meaning of ‘‘very
low’’ varies with the nature and amount of the other
solutes as well as with the nature of the buffer.

Instability during freezing and Tg
0

Most small molecules are stable during the freezing
process, even though storage stability may be mar-
ginal. Proteins show a wide range of formulation-
sensitive instability. Some proteins survive freezing
with little or no measurable loss in activity, whereas
others are irreversibly deactivated by the freezing pro-
cess.[12–21,31–33] An environment quite different from
a dilute aqueous solution is created during freezing.
All solute species are dramatically concentrated, ionic
strength increases, the pH may shift, and above all,
hydrophobic interactions that stabilize the native con-
formation in water are reduced or eliminated as bulk
water is removed from the protein phase. In addition,
just as proteins undergo thermal denaturation at
elevated temperature, proteins also undergo spon-
taneous unfolding at very low temperature, called
‘‘cold denaturation’’.[34,35] Estimated cold denatura-
tion temperatures are often below the Tg

0 of a protein
formulation and therefore of questionable relevance
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Fig. 2 Shifts in pH during freezing arising from buffer salt

crystallization. Near-equilibrium conditions were achieved
by seeding with ice and salt. circles: sodium phosphate;
squares: potassium phosphate; triangles: citrate. (Data from
Ref.[27].)

Table 1 Shifts in pH during non-equilibrium freezing with

phosphate buffer systems

Concentration (mM) Initial pH Frozen pH D pH

Sodium phosphate buffer
100 7.5 4.1 �3.4

8 7.5 5.1 �2.4

Potassium phosphate buffer

100 7.0 8.7 þ1.7
100 5.5 8.6 þ3.1
10 5.5 6.6 þ1.1

(From Refs.[29,30].)
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to freeze-drying. However, these estimates are based
upon thermodynamic parameters measured in dilute
aqueous solutions. The impact of perturbations caused
by freeze concentration is largely unknown.

Because of these many freezing stresses that may
decrease the free energy of denaturation, thermody-
namic destabilization of the native conformation during
freezing is not surprising. Indeed, it appears surprising
that all proteins do not spontaneously unfold and
degrade during freezing. However, for a destabilized
protein to unfold and engage in subsequent irreversible
reactions, the rate of unfolding must be fast relative to
the timescale of freezing. Even in dilute aqueous solu-
tion at room temperature, protein unfolding may
involve time constants of the order of hours.[36,37] In
the freeze concentrate approaching Tg

0, at temperatures
�30�C lower than room temperature and viscosities
about 10 orders of magnitude greater than in a dilute
aqueous solution, one would expect greatly reduced
unfolding rates, perhaps sufficiently reduced to prevent
degradation during freezing. Kinetic studies of unfold-
ing near Tg

0 would resolve this question. Unfortunately,
such data are not available. However, it has been
argued on theoretical grounds that rate processes, in
general, should be slowed greatly as the system tem-
perature approaches a glass transition temperature.[33]

Experimental studies of three different reactions in
frozen maltodextrin systems lend support to this view,
although not all reactions show the same strong tem-
perature dependence near a glass transition.[38] As a
general rule, it would seem prudent to minimize the
time a protein spends in a freeze concentrate above
Tg
0 (i.e., minimize freezing time), and primary drying

should be carried out near or below Tg
0. However, these

precautions do not always guarantee stability.

Optimum freezing rate

Frequently, the freezing process is characterized by
specification of freezing rate, where in most cases it
isreally the temperature change of the heat sink that
is specified, or at best, the cooling rate of the solution
is given. However, there are at least two freezing
parameters that are needed to define the freezing
process—the degree of supercooling and the rate of ice
crystallization. The degree of supercooling is the differ-
ence between the equilibrium freezing point and the
temperature at which ice crystals first form in the sam-
ple. The degree of supercooling determines the number
of nuclei and, therefore, determines the number of ice
crystals formed in the sample. A high degree of super-
cooling produces a large number of ice crystals, and as
the total amount of water that freezes is fixed, the ice
crystals produced after completion of freezing are
small in size. Size of ice crystals impacts on process
design and may also affect product quality, as will be

discussed later. The rate of ice crystal growth deter-
mines the residence time of the product in a freeze-
concentrated fluid state. A rapid growth rate minimizes
the residence time, normally allowing less degradation
during the freezing process. In practical freeze-drying
applications, heat transfer limits the rate of ice growth.
Therefore, in vials and pans where heat removal is
through the container bottom, rapid ice growth is
facilitated by a small fill volume to container area ratio
(i.e., small fill depth) and good contact between the
container bottom and the freeze dryer shelf. In general,
rapid ice growth is also promoted by a low shelf tem-
perature. However, if a warm vial with a large fill depth
is placed directly on a very cold shelf, a very high
degree of supercooling may be produced near the vial
bottom before convective mixing cools the upper
portion of the solution. Ice then forms near the vial
bottom whereas the remainder of the solution remains
completely liquid. Freezing then continues slowly from
bottom to top as a freezing front. Such a freezing
pattern normally produces a dried cake with two dis-
tinct structures: a region of very fine pores near the
bottom, with most of the cake having very large pores
due to the very large ice crystals that formed during
advance of the freezing front. The product may be per-
ceived as ‘‘lacking in elegance.’’ At the least, a process
designed to produce a fast freeze gives instead a slow
freeze.

A high degree of supercooling produces small ice
crystals and small pore size in the dried layer, which
results in a high resistance to water vapor transport
during primary drying.[39] Consequently, long primary
drying times result. Small ice crystals also mean a high
specific surface area in the dried product, which
decreases secondary drying time.[40] These trends sug-
gest that a moderate degree of supercooling is optimal.
While the size of ice crystals would not normally be
expected to impact on product quality, it is clear that
if a protein were to denature at the aqueous ice inter-
face, small ice crystals would mean a large interfacial
area and more denaturation, perhaps leading to
increased aggregation during freezing. There is now
clear evidence that, at least in some cases, proteins
may indeed denature at the aqueous–ice interface.[41,42]

In general, the optimum freezing process produces
moderate and uniform supercooling and fast ice
growth. Uniformity within a given vial avoids hetero-
geneous cake structure, and uniformity between vials
minimizes variation in drying rates and sample tem-
peratures. The combination of moderate supercooling
and fast ice growth is difficult to achieve as, in usual
practice, the cooling rate of the heat sink (i.e., the shelf)
is the only controllable factor in freezing. A general
procedure that normally gives satisfactory results
may be summarized as follows. First, the product
load is cooled to a temperature below the equilibrium
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freezing point but above the temperature where experi-
ence has demonstrated that ice nucleation does not occur
(i.e., typically ��5�C), and the load is equilibrated at
this temperature for a short time (i.e., 15–30 min). Next,
the shelf temperature is decreased quickly toward the
final temperature (i.e., to �40�C at �1�C/min). At least
with a small fill depth (�1 cm), ice nucleation usually
occurs uniformly with moderate supercooling, yet
ice growth proceeds relatively rapidly. When product
temperature is monitored with temperature sensors in
selected vials, the time at which all measured product
temperatures are below a given temperature (i.e., time
when the product is several degrees above the final
shelf temperature) is recorded. Since vials containing
temperature sensors often freeze sooner than the batch
as a whole,[43] the product load is allowed to soak for a
fixed time (about an hour) to allow all vials to ‘‘catch
up’’ and reach the desired temperature at which all
product is in the solid state.

Primary Drying

Mass transfer resistance, product temperature, and
drying rate

The effect of product temperature and mass transfer
resistance on sublimation rate may be mathematically
illustrated[39,44] by expressing the sublimation rate per
vial, dm/dt, in terms of the driving force for transport
of water vapor from the ice–vapor interface to the
chamber, P0 � Pc,

dm

dt
¼ P0 � Pc

Rp þ Rs
ð1Þ

where P0 is the equilibrium vapor pressure of ice at the
temperature of the frozen product, Pc is the pressure in
the drying chamber, Rp is the resistance of the dried
product layer, and Rs is the stopper resistance. As P0

increases exponentially with temperature, it is obvious
that the driving force for sublimation, and, therefore,
also the sublimation rate, increases dramatically as
the product temperature increases (about a factor of
two per 5�C increase in temperature). The decrease in
primary drying time with increasing product tempera-
ture is illustrated by Fig. 3. These data represent calcu-
lations based upon integration of Eq. (1) for a
hypothetical (but typical) product at both a small
(0.5 cm) and large (2.0 cm) fill depths. The value of
chamber pressure used varies due to an attempt to
maintain the condition P0 Pc, but yet employ chamber
pressures near the optimum range for uniform heat
transfer (�0.1–0.2 Torr) when possible.[44] At the
lowest product temperatures, the chamber pressures
selected are well below the optimum for uniform heat

transfer, but much higher pressures would give very
long drying times. At each temperature, drying time
is roughly proportional to the square of the fill depth,
and target temperatures below �40�C become imprac-
tical for 2-cm fill depths.

It should be noted that Eq. (1) assumes that the gas
in the vial is essentially 100% water vapor. Both theo-
retical and experimental evidence indicate that, during
most primary drying conditions of practical interest,
the gas in the vial and the gas in the drying chamber
is nearly all water vapor, even when the chamber press-
ure is being controlled by an inert gas leak.[44] The
molar flow rate of inert gas (i.e., N2) leaked into
the drying chamber is generally much smaller than
the molar flow rate of water vapor during primary dry-
ing, so the composition of gas in the drying chamber
remains mostly water vapor. The inert gas ‘‘over-
whelms’’ the vacuum pumps and, therefore, increases
the total pressure in pumping system, which then
causes a ‘‘back-up’’ of water vapor into the drying
chamber.

Clearly, fast freeze-drying demands both high target
product temperature and a small fill depth, which
unfortunately is not always possible. To maintain pro-
duct elegance, and in some cases to minimize degra-
dation, primary drying must be carried out at
product temperatures below the collapse temperature.
As noted earlier, the collapse temperature and Tg

0 are
closely related, with the collapse temperature normally
being several degrees higher than Tg

0. In practice,
recognizing that not all vials freeze dry at exactly the
same temperature, the target product temperature is
chosen several degrees below the collapse temperature
to provide a safety margin. A collapse temperature is a
property of all components in the amorphous phase,
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and consequently the collapse temperature is highly
formulation dependent.[45,46]

Although the product temperature is generally the
most important factor in determining the rate of pri-
mary drying, product resistance is also an important
parameter. The dried product resistance, Rp depends
on the cross-sectional area of the product, Ap, by the
relation Rp ¼ R̂Rp/Ap, where R̂Rp is the area normalized
product resistance, which is independent of the sample
area but depends on both the nature of the product
and the thickness of the dried product. Thus, Rp

depends on the container used in that Ap is fixed by
the internal diameter of the vial. The units used for
R̂Rp

[39,44] are cm2 Torr hr g�1. With this choice of units,
the numerical value of R̂Rp represents the approximate
time (in hours) to freeze dry a 1–2 cm thick sample at
a temperature of �20�C, if the resistance would remain
constant over the duration of primary drying. As one
might expect, the resistance increases as the dry layer
increases in thickness, and therefore, resistance
increases as primary drying proceeds. However, the
relationship between resistance and thickness is not
usually a direct proportion, although the resistance is
often roughly linear in dry layer thickness.[39,44]

Variation of product resistance with concentration
is illustrated by the data in Fig. 4, where values of
the mean product resistance, hRpi, are given for various
product types at different total solute concentrations.
The mean product resistance is the mean resistance
over a dry layer thickness interval of 0–1 cm. The scat-
ter reflects formulation-specific effects whereas the

general trend with increasing concentration illustrates
the tendency of higher concentrations to produce
higher resistance and therefore, longer drying times.
A typical value for the resistance of a small 13-mm fin-
ish stopper is shown as a straight line. Note that except
for very dilute solutions, Rp � Rs.

Process control: product temperature
measurement

In most commercial freeze drying processes, chamber
pressure, shelf temperature, and time are the only con-
trollable process parameters. Product temperature is
not directly controlled. It is the balance between heat
and mass transfer that determines the product tem-
perature.[47] Obviously, shelf temperature is important
in determining the heat transfer and product tempera-
ture. However, because much of the heat is transferred
through the gas phase (i.e., collisions of gas molecules
with the hot shelf surface and the cold vial bottom),
heat transfer as well as mass transfer Eq. (1) is determ-
ined, in part, by the chamber pressure. Therefore, pro-
duct temperature is determined by shelf temperature,
chamber pressure, the heat transfer characteristics of
the vials, and the mass transfer characteristics of the
product and semistoppered vials.

Conventionally, product temperature is monitored
in a small number of vials by placing temperature sen-
sors at the bottom center of the vials. It is assumed that
at least the average of the measured temperatures is
representative of the rest of the vials. The trend in pro-
duct temperature with time is often used to determine
the end of primary drying. That is, when the measured
product temperature shows a sharp increase near the
anticipated end of primary drying, and begins to
approach the shelf temperature, it is assumed that all
ice in that vial has been removed. Generally, for that
vial, this assumption is correct. When all vials contain-
ing temperature sensors are judged dry by this cri-
terion, one might be tempted to assume that all vials
in the batch are dry. This assumption is not generally
correct. Vials containing temperature sensors are not
representative of the batch as a whole. There exists a
temperature and drying rate bias between the moni-
tored vials and the rest of the batch. Monitored vials
usually freeze sooner with less supercooling than does
the batch as a whole.[43] This effect is particularly sig-
nificant in production where due to the particle-free
environment, the introduction of a temperature sensor
introduces a significantly higher level of heterogeneous
nucleation sites, thereby causing nucleation of ice at a
lower temperature than in vials without temperature
sensors. Observations made during a production run
on moxalactam are illustrated in Fig. 5.[43] Monitored
vials supercool to around �15�C and then begin freez-
ing. The vials not monitored do not begin freezing until
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much later, at which time the product temperature
must be close to the shelf temperature of �25�C. Thus,
non-monitored vials undergo a much greater degree of
supercooling, have smaller ice crystals, smaller pores,
more resistance to mass transfer, freeze dry at higher
temperature, and require more time to dry than the rest
of the vials. The temperature bias during primary dry-
ing is usually small, �1�C, but the drying time bias is
10% of the primary drying time, which can be quite sig-
nificant for long primary drying times.[43] To compen-
sate for this bias in drying time, a soak period of
10–15% of the primary drying time is imposed follow-
ing the time when all monitored vials are judged dry.
Only after this soak period is the shelf temperature
increased for secondary drying. Premature increase of
the shelf temperature carries a high risk of collapse.
Thus, although monitoring the temperature of the pro-
duct in vials does provide some information on the
progress of primary drying, the information provided
is far from perfect!

Location of the monitored vials in the vial array
on the shelf is also an important factor in recording
representative data. Vials on the edge of an array
(i.e., facing the dryer door or walls) normally are not
representative of the vials in the interior of an array,
which are surrounded by other vials.[44] Due to differ-
ences in radiative heat transfer, such vials normally dry
faster at a higher temperature. With a shelf tempera-
ture around 5�C, temperature bias is about 1�C, with
drying time bias about 10%,[44] and the effect increases
in magnitude as the difference between shelf tempera-
ture and ambient temperature increases and chamber
pressure decreases. However, to minimize the risk of
loss of sterility in surrounding vials, the temperature
sensors are frequently placed in vials on the edge of
the vial array facing the door. Again, the monitored
vials are not representative of the batch as a whole.

Clearly, minimizing the risk of product contamination
with microorganisms is extremely important. From a
sterility assurance viewpoint, the ultimate low-risk pro-
cess is achieved with fully automatic loading systems,
which, in principle, can eliminate the need for human
presence in the sterile block except in emergency situa-
tions. However, it is difficult—perhaps impossible—to
place temperature sensors in product vials when using
an automatic loading system. Given the problems
noted above with the routine use of product tempera-
ture sensors, it would seem reasonable to employ pro-
duct temperature sensors only in development and
validation, where vials near the center of an array
could be monitored. With a robust process and suit-
able validation data, it may be assumed that pro-
duction batches would run with the same product
temperature history as the development and validation
batches. Thus, product temperature would not be
monitored during routine manufacturing. The simplest
process design involves using a fixed shelf tempera-
ture : chamber pressure : time program.

Designing an efficient and robust process based
upon a fixed shelf temperature : chamber pressure : time
program is not a difficult assignment when the primary
drying time is short. For example, if the primary drying
time of an average batch is 6 h, designing for worst case
of perhaps twice the primary drying time of an average
batch would extend the average process time by only
6 h; however, if the primary drying time of an average
batch is 4 days, designing for worst case will result in a
significant reduction of production capacity. By using
methodology for remote sensing of the end point of
primary drying,[43] which will be discussed later, this
process inefficiency can be virtually eliminated. More-
over, it is both possible and practical to monitor
product temperature without placing temperature
sensors in the product vials.[48] This methodology,
called manometric temperature measurement, is based
on an analysis of the rate of pressure increase in the
chamber when the valve separating the drying chamber
from the condenser chamber is periodically quickly
closed (and the pressure control system is deactivated)
for a brief period of time (�15 s). When the drying
chamber is thus isolated from the condenser chamber,
the chamber pressure increases due to four effects
(Fig. 6): (1) sublimation at the ice–vapor interface at
constant product temperature and transfer of water
vapor through the dried cake; (2) dissipation of
the temperature gradient in the frozen layer, thereby
increasing the temperature at the ice-vapor interface;
(3) heat flow from the shelf to the product, thereby
increasing the temperature at the ice–vapor interface;
and (4) natural air leaks from the surroundings into
the chamber. The pressure rise data is fitted to a theo-
retical function to obtain the average product tempera-
ture at the ice–vapor interface. Effects (3) and (4)
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Fig. 5 Experimental observation of freezing bias: a pro-
duction run of moxalactam di-sodium (from Ref.[42].)
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both produce a linear increase in pressure with time
whereas the other two effects are non-linear. Effect (1)
is dominant (Fig. 6), but a consideration of the other
effects is necessary to obtain accurate product tempera-
tures.[48] Manometric temperature measurement gives
the temperature at the ice–vapor interface, which is the
temperature relevant to collapse, and most important,
gives a representative temperature of the product vials
without risk of sterility compromise. The freeze dryer,
however, must be computer-controlled so that product
temperature data can be obtained in real time via math-
ematical analysis of the pressure rise data. Manometric
temperature measurement can also be used to sense
the end point of primary drying as well as providing
accurate dried layer resistance data.[48]

Process control and chamber pressure

Pressure control may be accomplished by one of
three methods: controlled nitrogen leak, conductance
control, or condenser temperature control. Pressure
control by ‘‘controlled nitrogen leak’’ is accomplished
by opening/closing a needle valve connected to a nitro-
gen source at atmospheric pressure in response to the
deviation of the measured chamber pressure from the
set point. Very fine pressure control, within �5 m Torr,
ily be achieved. Typically, sterile nitrogen is leaked into
the drying chamber, but equally fine pressure control is
achieved by leaking nitrogen into the vacuum line near
the vacuum pumps. Although, to my knowledge, no
relevant data exists, current dogma suggests that leaking
into the drying chamber is preferred because the risk of

sterility compromise is less. Conductance control is
based upon modulating the resistance of the chamber
to condenser pathway by partially closing/opening
the valve separating the drying chamber from the
condenser chamber.[49] One disadvantage of this tech-
nique is the inability to control pressure during
secondary drying. Once evolution of water vapor
slows to very low rates (during secondary drying),
the chamber pressure will reduce to whatever ultimate
vacuum the system will produce that day. Although
control of chamber pressure to regulate heat input
is only necessary in primary drying, one could argue
that a process that does not control pressure through-
out the process is not fully reproducible. In general,
this argument is without scientific foundation, but there
are special circumstances where product contamination
by adsorption of volatile stopper impurities (or other
foreign vapors in the freeze dryer) may occur, and such
contamination is more serious at very low chamber
pressures.[50] Here, one would want to control chamber
pressure in secondary drying at a somewhat elevated
level (�200 m Torr). Chamber pressure can also be con-
trolled by control of condenser temperature, provided
the freeze dryer design provides for fine control of
condenser temperature.[49] Control of condenser tem-
perature controls the vapor pressure of ice on the
condenser, thereby controlling the partial pressure of
water in the drying chamber. Due to natural air leaks
and the finite pressure difference between condenser
and chamber required for mass transfer, the controlled
chamber pressure will be somewhat higher than the
vapor pressure of ice on the condenser, perhaps
20–50 m Torr higher. Thus, to control chamber pressure
at 200 m Torr, the condenser temperature would be con-
trolled at a temperature around �35�C. With this mode
of pressure control, the vapor in the drying chamber
remains essentially 100% water vapor throughout the
process, including secondary drying. Conversely, with
pressure control by a nitrogen leak, the vapor changes
from essentially 100% water vapor in primary drying
to mostly nitrogen during secondary drying (Fig. 7).
Thus, a process run with a nitrogen leak to provide
pressure control is not necessarily the same as the corre-
sponding process run with pressure control via control
of condenser temperature. In general, the difference is
not expected to be of practical significance. With a final
product temperature of 25�C or greater in secondary
drying, a chamber pressure of 200 m Torr pure water
vapor produces a relative humidity of less than 0.8%,
which is not high enough to impede secondary drying
of most materials. However, chamber pressure control
via condenser temperature control will not produce the
change in gas composition noted in Fig. 7, as the system
passes from primary drying to secondary drying, which
does limit the process control options for determining
the end point of primary drying.
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Fig. 6 Calculated contributions to the pressure rise in a
manometric temperature measurement experiment. Calcula-

tions were made for a typical product with an initial ice
temperature of �20�C, corresponding to an initial vapor
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Process control: effect of condenser performance

Depending upon dryer design and operating con-
ditions, the condenser temperature may vary over a
wide range. As long as the condenser temperature
remains sufficiently low to allow control of the cham-
ber pressure at the desired set point, the temperature
of the condenser has no impact on the freeze drying
process [i.e., no change in any of the variables in
Eq. (1)]. For example, if the chamber pressure is being
controlled (via a nitrogen leak) at the target pressure of
0.10 Torr with a condenser temperature of �50�C,
reduction of the condenser temperature to �70�C will
have no effect on the process. Here, the reduced partial
pressure of water at the condenser will be compensated
by an increased partial pressure of nitrogen arising
from an (automatic) increase in nitrogen leak rate.
Although a detailed analysis of condenser performance
is complex[49] and beyond the scope of this chapter, it
should be noted that under conditions of very high
sublimation rate, the condenser system may be over-
loaded, resulting in loss of pressure control (i.e., the
chamber pressure increases beyond control). Unless
the shelf temperature is sharply decreased, a ‘‘run-
away’’ condition may develop with loss of product
temperature control and ultimately, loss of the batch
due to product collapse or ice melt. An overloaded

condenser may reflect uneven ice build-up at the con-
denser plates caused by suboptimal design or oper-
ation, but may also arise from operation beyond the
design capability of the refrigeration system.[49] That
is, the refrigeration system may not be able to remove
heat from rapidly condensing water vapor (i.e., from
very high sublimation rate) and yet maintain the
condenser plate temperature low.

Process control: determination of the end
point of primary drying

Typically the shelf temperature setting used in primary
drying is much lower than the shelf temperature
required for efficient removal of residual water during
secondary drying. Because an increase in shelf tem-
perature before all vials have completed primary dry-
ing carries a high risk of product collapse, some
indicator of the end of primary drying is needed for
optimum process control. Of course, one can increase
the temperature for secondary drying at a fixed time,
but as discussed earlier, such a process is not an opti-
mum one (i.e., the process is normally longer than
necessary). Product temperature response is the most
common indicator of the end of primary drying. Here,
the time is noted when all product temperature sensors
approach the shelf temperature being used in primary
drying. Next, a delay time or soak period is introduced
to compensate for the fact that the vials containing
temperature sensors are not typical of the batch as a
whole. After this delay time, the shelf temperature is
increased from the primary drying setting to the setting
used for secondary drying. As determination of the
appropriate delay time is difficult, the delay times used
are often quite arbitrary. The principle problem is that
freezing bias normally differs considerably between
development and manufacturing. Thus, the optimum
delay time for manufacturing cannot be determined
in most development laboratories. It is obvious that
use of product temperature sensors to determine the
end point of primary drying is not entirely satisfactory.
As suggested earlier, manometric temperature
measurement may be used to determine the end point
of primary drying. A far simpler method is to base
the determination of the end point upon a real time
measurement of the vapor composition in the freeze
dryer chamber. As primary drying ends, and the pro-
cess passes into secondary drying, the composition of
the vapor in the drying chamber shifts from nearly
pure water vapor to nearly pure nitrogen (Fig. 7),
assuming chamber pressure is being controlled via a
nitrogen gas leak. A sensitive and inexpensive measure-
ment of vapor composition is provided by an electronic
moisture sensor with output in dew point or partial
pressure of water.[43,51] An electronic moisture sensor
has the sensitivity to determine presence of residual
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ice in less than 1% of the vials,[43] and under some con-
ditions can also be employed to determine the end
point of secondary drying (i.e., when the residual
moisture has been reduced to below the target level).[51]

Secondary Drying: Desorption of Water
from the Freeze Concentrate

Product temperature control
and glass transitions

The concept that one must maintain the product
temperature below the collapse temperature during
primary drying is now well accepted. Exceeding the
collapse temperature will cause loss of product ele-
gance, which will vary from moderate deformation
and shrinkage to a complete melt and deposition along
the walls and bottom of the vial. Structural collapse
also may occur during secondary drying or during
storage of the dried product, particularly if the dried
product contains high levels of residual moisture, and
the storage temperature is high. If the product tem-
perature exceeds its glass transition temperature, cake
shrinkage and deformation will occur. Such an event
is a less common problem during secondary drying
than is collapse during primary drying, largely because
most secondary drying processes are extremely con-
servative during the early stage where a glass transition
is most likely. As the water content of the amorphous
phase decreases during drying, the glass transition
temperature increases very sharply. Some representa-
tive data are shown in Fig. 8. If the shelf temperature
remains at the setting used in primary drying for the
first few hours of secondary drying, as is common

practice, the glass transition temperature will nearly
always rise much faster than will the product tempera-
ture. However, if one were to optimize secondary
drying, and therefore, eliminate most of the dead time
in early secondary drying, the potential for a glass
transition would increase dramatically. Here, a knowl-
edge of the glass transition temperature as a func-
tion of water content would be required for process
optimization.

Optimum residual moisture

The optimum residual moisture for a given product
must be established by empirical studies. Certainly,
to eliminate the possibility of a structural collapse dur-
ing storage, the water content needs to be low enough
so that the glass transition temperature is well above
the highest temperature relevant to product distri-
bution and storage. Moreover, in our experience with
both small molecules and proteins, in-process degra-
dation is generally relatively insensitive to the final
moisture content, and storage stability normally
improves as residual moisture decreases, although the
relationship between stability and residual water is
not necessarily linear. Data for human growth hor-
mone (hGH) formulated with glycine and mannitol,[19]

human serum albumin,[52] and hemoglobin formulated
with sucrose[53] illustrate the range of behavior nor-
mally encountered (Fig. 9). The rate of chemical degra-
dation of hGH at 25�C (methionine oxidation and
asparagine deamidation) increases in highly non-linear
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fashion by nearly an order of magnitude as the mois-
ture content varies from 1% to 2.5%;[19] the rate of
aggregation of human serum albumin increases line-
arly with increasing moisture content;[52] and the rate
of hemoglobin oxidation at room temperature doubles
as the residual water content increases from 1% to
4%.[53] Although the optimum moisture content for
storage stability may be zero, the gain in stability
between about 1% water and zero water content is
often not sufficient to justify the additional processing
complications in achieving and maintaining extremely
low water contents. An exception is storage stability
of a monoclonal antibody–vinca alkaloid conjugate
formulation where stability is sensitive to very low
levels of residual moisture.[22]

The decrease in storage stability accompanied by an
increase in residual moisture is often interpreted in
terms of molecular mobility in the solid. That is, higher
water content facilitates the mobility needed to support
reactivity of the protein. One interpretation states that
above monolayer levels of water, the protein has
increased conformational flexibility, and the additional
water has the ability to mobilize water and other
potential reactants in the amorphous protein phase.[54]

Both effects are expected to increase the rate of protein
degradation. Alternatively, water plasticizes the
amorphous phase, thereby lowering the glass transition
temperature, Tg. Indeed, if sufficient water is present to
lower Tg below the storage temperature, the amorph-
ous phase would be in a fluid state, with greater
mobility and greater reactivity than when stored below
Tg in a glassy solid state. A system stored above its Tg

would also suffer cake collapse and loss of pharmaceu-
tical elegance. Although the monolayer and the glass
transition interpretations are similar in that they both
attribute the increased reactivity to water induced
mobility in the amorphous phase, they differ in that
a system above the monolayer level of water is not
necessarily above the glass transition temperature.
Furthermore, as the level of water equivalent to mono-
layer coverage is essentially independent of tempera-
ture, the monolayer concept predicts that the trend in
stability with water content is independent of tempera-
ture. For example, if monolayer coverage is equivalent
to 10% water, protein reactivity would increase sharply
above 10% water at all temperatures. Conversely, the
glass transition interpretation states that the key
stability variable is the difference between the glass
transition temperature and the storage temperature,
T � Tg. Here, reactivity increases sharply when
T > Tg, so the sudden onset of reactivity depends on
both T and the water content through the effect of
water content on Tg.

Although most empirical and theoretical evidence
suggest that storage stability improves monotonically as
the water content decreases, we must also acknowledge

the common assumption that there is a critical nonzero
level of water that a protein requires for conforma-
tional stability in the freeze dried solid, and therefore,
some intermediate level of residual water would be
optimum for stability. Although direct experimental
evidence for this assumption is meager, some systems
do have inferior stability when highly desiccated.
Influenza virus is clearly less stable when the residual
moisture deviates from the optimum 1.7%,[55] but the
direct relevance of this observation to protein formula-
tions is uncertain. Aggregation of excipient-free tissue
plasminogen activator at high temperature is faster
at low water content,[56] and aggregation of excipient-
free hGH during storage at 25�C is faster in samples
that, at some time in their history, have been highly
desiccated.[19]

Factors impacting drying rate

Water removal during secondary drying involves dif-
fusion of water in the glassy solid, evaporation at the
solid–vapor boundary, and flow through the pore
structure of the dried cake. During the early portion
of secondary drying, water: content is high, and the
drying rate is high in spite of the relatively low
temperature of the solid.[40] An illustration of second-
ary drying kinetics under isothermal conditions is
given in Fig. 10[40] for samples initially about 7%
water. Mannitol is crystalline whereas povidone and
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Fig. 10 Examples of the kinetics of secondary drying.
Triangles ¼ mannitol (crystalline); squares ¼ poly
(vinylpyrrolidone); circles ¼ moxalactam di-sodium (amorph-

ous). All solids were prepared by freeze-drying a 5% aqueous
solution from a 1-cm fill depth, followed by hydration to a
uniform moisture level of �7%. The quantity, F, is the frac-

tional attainment of equilibrium, which corresponds to near
zero water content. The secondary drying conditions were: pro-
duct temperature ¼ 18�C; chamber pressure ¼ 200 m Torr.
(From Ref.[40].)
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moxalactam are 100% amorphous. Even at the start of
the experiment, the glass transition temperatures of
povidone and moxalactam are well above the sample
temperature of 18�C. Thus, water is being removed
from either an essentially crystalline solid (mannitol)
or glassy amorphous solids (povidone and moxalac-
tam). The symbol F represents the fractional attain-
ment of equilibrium, which in these experiments is
near zero water content. Thus, 1-F represents a nor-
malized water content with a value of unity represent-
ing no progress in drying. Although the quantitative
aspects of drying behavior are obviously specific to
the product, in each case, the water content is reduced
sharply during the first 1–2 h, followed by a period of
much lower drying rate. If the drying rate were directly
proportional to the residual water content, drying
kinetics would be first order, and the curves in Fig. 10
would be straight lines. A simple diffusion model based
upon constant diffusion constant and constant area for
diffusion would also predict linear semilog drying
curves.[40] Obviously, the curves are not straight lines.
The residual water content appears to approach a pla-
teau level, which is specific to the product. For the
mannitol data, the plateau level of residual water
is very low (�0.1–0.2%) and probably represents
occluded water in the crystalline mannitol. For the
amorphous samples, povidone and moxalactam, the
plateau levels are quite high, �1% for povidone and
�3% for moxalactam (i.e., a significant fraction of
the water appears to be bound). However, calculations
based upon equilibrium water desorption isotherms
and the measured partial pressures of water in the dry-
ing chamber demonstrate that the residual water
present at the end of 6 h is far above the equilibrium
water content.[40] Thus, the residual water is not bound
in a thermodynamic sense, but rather is kinetically
trapped, a result, at least in part, of decreasing effective
surface area for desorption of water as the smaller
more rapidly drying solid particles are dried.[40] For a
given product, the plateau level of water decreases as
the drying temperature is increased, decreases as
the specific surface area of the solid increases, but is
relatively insensitive to the thickness of the dried
cake.[40]

Traditional freeze drying practice has often used
very low chamber pressures during secondary drying,
presumably in the belief that the rate of secondary dry-
ing would be accelerated by the use of the low
pressures. However, it is found[40] that the rate of sec-
ondary drying is insensitive to chamber pressure, at
least with pressures in the range of 0–0.2 Torr.[40] This
empirical observation is consistent with the conclusion
that the rate-limiting mass transfer process for drying
an amorphous solid is either diffusion in the solid or
evaporation at the solid–vapor boundary, probably
the latter.[40] As the use of very low pressures in

secondary drying may facilitate contamination of the
product by adsorption of impurity gases from the stop-
per or other sources,[50] it is clear that relatively high
chamber pressures (�0.1–0.2 Torr) should generally
be used for secondary drying. Of course, extremely
high chamber pressures (�1 Torr) should perhaps be
avoided. With very high chamber pressures, flow of
water vapor through the pore structure would become
rate limiting, and the very high pressure would then
decrease the rate of drying.

Changes in moisture content during storage

Often one employs a heroic secondary drying process
to reduce the residual water content to very low levels
only to find that the moisture content increases during
storage. Although moisture transfer from ambient
through the stopper is possible, the increase in moist-
ure content is most often related to moisture release
by the stopper.[57] This phenomenon is illustrated in
Fig. 11, where the time dependence of moisture content
in 25 mg of freeze-dried lactose is given. Here, the stop-
pers were gray butyl stoppers that had been previously
steam sterilized, followed by 1 h of vacuum drying to
remove excess water. The symbols represent experi-
mental data for 40�C, 25�C, and 5�C storage, and the
smooth curves represent the best fit to a theoretical
model.[57] It should be noted that at least at 40�C
and 25�C storage, the moisture content increases shar-
ply from 1%, but then reaches a plateau value of about
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Fig. 11 Kinetics of water transfer from stoppers to 25 mg

freeze dried lactose. The stoppers were 13 mm finish West
1816 gray butyl stoppers that were steam sterilized and vac-
uum dried for 1 hour. Circles ¼ 40�C; triangles ¼ 25�C;
squares ¼ 5�C. (From Ref.[57].)
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4.3%, suggesting that equilibrium has been reached.
That is, at the plateau value of 4.3% water, the activity
of the water in the stopper is equal to the activity of
water in the lactose and mass transfer ceases. In other
studies, we have noted samples deliberately prepared
to be initially of high water content have lost water
during storage. In short, there is moisture equilibration
between moisture in the stopper and moisture in the
product that may either increase the moisture content
of a dry product or decrease the moisture content of
a wet product. The plateau or equilibrium level of
water appears to be independent of temperature. The
equilibrium values for 40�C storage and 25�C storage
are identical, and the moisture content values for 5�C
storage appear to be approaching the same equilibrium
value of 4.3%. The rates of approach to equilibrium,
however, is strongly temperature dependent. The
equilibrium level of water is strongly dependent upon
the stopper treatment history. Stoppers vacuum dried
for 8 h after steam sterilization allowed only a small
increase in moisture content during storage. The
equilibrium water content is lower for a higher mass
of solid, and is slightly higher for a more hygroscopic
product.[57]

The moisture exchange between stopper and pro-
duct may have important stability consequences.
Absorption of moisture from the stopper may result
in a product which has, after time, a moisture content
high enough so that the glass transition temperature is
below the storage temperature. Structural collapse will
result, and stability of the product may well be com-
promised. Moreover, because the glass transition tem-
perature often changes dramatically in a narrow range
of water content, the onset of instability could be quite
sudden. Moisture exchange may be moderated by
extensive high temperature vacuum drying of the stop-
pers after steam sterilization. A better solution is to
employ alternate rubber formulations that are less
prone to release water to the product. Such stopper
formulations are now available from several vendors.

FORMULATION AND STABILITY

Function of Excipients

Most freeze-dried products contain several compo-
nents in addition to the drug or active component.
These additional components, called excipients, are
intended to serve a specific function, normally related
to stability or process, and may constitute the major
fraction of the freeze-dried solid.

With some products, the quantity of drug per vial is
extremely small. Here, bulking agents such as mannitol
or glycine are used to provide product elegance (i.e.,
satisfactory appearance) as well as to provide sufficient

cake mechanical strength to avoid product blow-out.
When a very dilute solution is freeze dried, the flow
of water vapor during primary drying may generate
sufficient force on the fragile cake to break the cake
structure and carry some of the product out of the vial
with the water vapor stream. Product blow-out nor-
mally occurs only when the solution to be freeze dried
is very low in total solids (1% or less). Thus, with low
dose drugs, a bulking agent may be a critical formu-
lation component.

Collapse temperature modifiers are excipients that
will increase the collapse temperature to allow more
efficient freeze drying without collapse. Such materials
may also function as bulking agents and/or stabilizers.
Dextran (Tc ¼ �10�C), hydroxyethyl starch (Tc ¼
�10�C), ficoll (Tc ¼ �20�C), gelatin (Tc ¼ �8�C)
are examples. Although none of these materials are
commonly used in parenteral formulations, dextran
and hydroxyethyl starch are used in large quantities
as IV therapeutic agents, and therefore, would presum-
ably be acceptable as excipients. Usually, the collapse
temperature of a mixture is intermediate between the
collapse temperatures of the individual components,[58]

but collapse temperatures of candidate formulations
cannot be predicted with high accuracy.

Macroscopic collapse may often be avoided by use
of a crystalline matrix component. Here a readily crys-
tallizable component is added at a relatively high level
(i.e., more than 50% of total solids and ideally much
more) such that a crystalline matrix is formed. Freeze
drying such a formulation amounts to freeze drying
with microscopic or partial collapse (i.e., complete col-
lapse of the amorphous phase), but cake structure is
maintained by the crystalline component. Thus, both
elegance and good reconstitution time will be main-
tained, and the samples will normally dry to low
residual water with ease. However, if collapse of the
amorphous phase containing the protein leads to
degradation, this method for circumventing collapse
is not viable. Glycine and mannitol are commonly used
as crystalline matrix components. This excipient func-
tion is, in reality, a special case of the use of a bulking
agent.

Particularly with proteins, excipients are often
added to prevent degradation, as for example, lyopro-
tectants, antioxidants, non-ionic surfactants, metal ion
chelators, and other proteins such as BSA in diagnostic
products. In many cases, the stabilizer may also serve
as a bulking agent. Glycine, mannitol, sucrose, and lac-
tose are perhaps the most commonly used stabilizers.
However, as lactose is a reducing sugar and commonly
reacts with proteins, its use must be questioned. Man-
nitol tends to crystallize, and is, therefore, generally a
poor choice as a stabilizer. Sugars, in particular
sucrose, are often effective lyoprotectants, as well as
enhancers of storage stability.
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Buffers are often added to control pH, but caution
must be exercised when buffers are used in a
formulation to be freeze dried. As discussed earlier,
crystallization of either buffer component (acid or
base) during freezing may cause a significant pH shift
during freezing, thereby causing greater pH variation
than would have been obtained in an unbuffered system.

Products intended for human use are occasionally
formulated with NaCl or glycerol to make the reconsti-
tuted product isotonic. This practice is normally not a
requirement for IV drugs, but can be quite important
in minimizing pain on injection of subcutaneous and
IM doses. In general, and in particular with proteins,
isotonic adjustment is best accomplished by including
the tonicity modifier in the diluent rather than in the
freeze-dried product. Sodium chloride and glycerol
can lower the collapse temperature significantly, and
sodium chloride may cause aggregation of the protein
during freeze drying.

With multidose products, there is a need for use of a
preservative to prevent microbial growth during the
period of product use. Mixtures of ethyl- and methyl-
parabens are a common choice as are phenol and
m-cresol. As preservatives are used at extremely low
levels (i.e., �0.1% w/w in solution), they normally
would not alter the collapse characteristics of the for-
mulation. However, since the preservative is not
needed during the freeze drying process, to keep the
formulation for freeze drying as simple as possible,
preservatives are best introduced via the diluent
intended for reconstitution.

Surfactants may be added at low levels (i.e., �0.05%
w/w in solution) for several purposes. Surfactants may
aid reconstitution if the drug does wet well, and surfac-
tants are often added to low dose products to minimize
losses due to surface adsorption. Surfactants may also
be effective as stabilizers in low dose protein systems.

Relationships between Formulation
and Process

Particularly for freeze-dried products, formulation
and process are interrelated. Properties of the formu-
lation, in particular the collapse temperature, will have
a significant impact on the ease of processing. An
efficient process is one that runs a high product
temperature. However, the temperature cannot be
too high or product quality will be compromised. As
the glass transition temperature depends on chemical
composition of the amorphous phase, Tg

0 and collapse
temperature are strongly formulation dependent.
Collapse temperatures for common excipient systems
vary from less than �50�C to around �10�C (Table 2).

The collapse temperature depends upon the compo-
sition of the amorphous phase, and crystallization of

one or more components may significantly alter the
collapse temperature. In this way, process variations
that induce crystallization may alter the physical state
of the formulation. For example, human growth hor-
mone (hGH) formulated with glycine and mannitol
in a hGH : glycine : mannitol weight ratio of 1 : 1 : 5
may form a completely amorphous system if frozen
very quickly. Here, the collapse temperature is
�24�C. However, a slower freeze allows crystallization
of most of the mannitol, resulting in a collapse tem-
perature greater than �5�C.[18] Another example is
provided by the glycine : sucrose system[64–68] where
glycine is present in excess of the sucrose. If frozen
quickly, glycine remains amorphous, and the glycine:
sucrose freeze concentrate has a very low collapse
temperature (i.e., roughly �45�C, depending upon the
exact composition). However, if glycine is allowed to
crystallize, the glass transition temperature is essen-
tially that of a sucrose freeze concentrate (i.e., about
�34�C). Further, as the structure is maintained by
the crystalline glycine, exceeding Tg

0 does not result
in macroscopic collapse, and the system may be freeze
dried without apparent collapse even at temperatures
exceeding �15�C. Thus, crystallization can transform
a formulation from one that is nearly impossible to
freeze dry in a commercial operation to one where
freeze drying is relatively easy. Clearly, if both glycine
and sucrose are included in the formulation, the level
of glycine must be either very low or very high relative
to sucrose. If the level of glycine in the sucrose phase
is very low, glycine will not crystallize but the impact
on Tg

0 will be minimal. If the level of glycine is
high, glycine can be induced to crystallize nearly com-
pletely,[66,68] thereby minimizing the level of glycine
in the amorphous phase and maximizing the Tg

0 of
the formulation.

The glass-transition temperature of a multicompo-
nent amorphous system may be estimated from glass
transition temperatures of the individual amorphous
components.[69] The simplest expression, commonly
referred to as the Fox equation, is

1

Tg
¼ wi

Tgi

þ w2

Tg2
ð2Þ

where wi, is the weight fraction of component i and Tgi

is the glass transition temperature of pure component i.
Generalization of Eq. (2) to systems of more than two
components is obvious. The effect of a second solute
component on a formulation may be roughly calcu-
lated from Eq. (1) if Tgi in Eq. (2) is identified with
Tg
0 of aqueous component i, and wi are weight fractions

of solute relative to the total mass of solute. Although
Eq. (2) does not strictly apply to a freeze concentrate
containing two (or more) solute components and
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water, such calculations from Tg
0 data are sufficiently

accurate to be of practical use. For example, the effect
of glycine on Tg

0 of aqueous sucrose systems[65] is fully
consistent with Eq. (2).

Bulking Agents

General considerations

Bulking agents are intended to be inert and simply
function as fillers to increase the density of the product
cake. Product elegance is improved and product
blow-out is prevented, but the bulking agent is not

intended to provide enhanced chemical or physical
stability of the drug substance. Amorphous excipients
can function as bulking agents, but most amorphous
excipients have relatively low collapse temperatures
and therefore require low drying temperatures and
long processing times. For example, although lactose
has been used as a bulking agent, the relatively low col-
lapse temperature (�31�C) requires long processing
times. In addition, lactose is a reducing sugar and will
chemically react with amine functionality, and
therefore, cannot be used with many drugs. Although
not in common use as a freeze-drying excipient, hydro-
xyethylstarch is an example of an inert amorphous
additive with a high collapse temperature and

Table 2 Collapse temperature Tc (�C), and glass transition, Tg
0 (�C) data for selected excipientsa

Material Tg
0 (�C) References Tc (�C) References

Polymers
BSA �11 [46]
Dextran �10 [46,59] �10 [60,61]
Ficoll �19 [59] �20 [45]

Gelatin �9 [59] �8 [45]
PVP (40k) �20 [59] �23 [45]

Saccharides and polyols
Dextrose �44 [59]

Hydroxypropyl b-cyclodextrin �18 [60]
Lactose �28 [46,59] �31 [60,61]
Mannitol �35, �28 [46,59]

Raffinose �27 [62] �26 [45]
Sorbitol �46 [59] �45 [45]
Sucrose �32, �35 [46,63] �34, �32 [60,61]

Trehalose �27, �29 [46,59] �34 [60]

Amino acids
b-Alanine �65 [46]
Glycine (�62) [64]
Histidine �33 [46]

Salts and buffer components

Acetate, potassium �76 [46]
Acetate, sodium �64 [46]
CaCl2 �95 [46]

Citric acid �54 [46]
Citrate, potassium �62 [46]
Citrate, sodium �41 [46]

HEPES �63 [46]
NaHCO3 �52 [46]
Phosphate, KH2PO4 �55 [46]

Phosphate, K2HPO4 �65 [46]
Phosphate, NaH2PO4 �45 [46]
Tris base �51 [46]
Tris HCl �65 [46]

Tris acetate �54 [46]
ZnCl2 �88 [46]

aCollapse temperature data were obtained with freeze drying microscopy and Tg
0 data were obtained by DSC at roughly 10�C/min heating rates

and represent mid-points of the glass transition region. Molecular weight is given for polymers when the data are sensitive to molecular weight.

When significant differences exist between laboratories, both values are given. Values in parentheses were estimated by extrapolation from non-

crystallizing mixtures to the pure compound.
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therefore, could function as a bulking agent without
requiring long processing times. However, hydroxy-
ethylstarch tends to undergo some cake shrinkage
and cracking during drying and therefore, provides a
less elegant product than do the common crystalline
bulking agents, glycine and mannitol. Since sorbitol
is simply an isomer of mannitol, one might expect sor-
bitol could serve as a bulking agent. However, sorbitol
does not easily crystallize during freeze-drying,
and amorphous sorbitol has a collapse temperature
around �45�C (Table 2), thereby preventing its use
at high levels in formulations for freeze-drying. Human
serum albumin (HSA) or in diagnostic products, bov-
ine serum albumin (BSA), have seen use as bulking
agents and/or stabilizers. However, given current
concerns regarding excipients isolated from human
sources, use of HSA in new pharmaceutical products
should be questioned. Mannitol is by far the most
commonly used bulking agent. A mannitol-based for-
mulation is elegant, reconstitutes quickly, and except
for the potential of vial breakage[26,70,71] is generally
easy to freeze dry without risk of product defects.
Vial breakage is minimized by small fill depths, lower
mannitol concentration, slow freezing, and avoiding
freezing temperatures less than about �25�C until
crystallization is complete. Glycine functions well as
a bulking agent. Glycine crystallizes easily to form
an elegant product that reconstitutes quickly and
does not induce vial breakage. However, a glycine cake
is more fragile than a mannitol cake, and is generally
perceived as being somewhat less elegant than a man-
nitol cake.

Polymorphism in crystalline bulking agents

In general, the polymorphism issue of greatest signifi-
cance in freeze-drying is whether or not a given compo-
nent is crystalline or amorphous. Which crystalline
polymorph forms is usually of secondary importance.
However, it should be noted that both mannitol and
glycine do exhibit crystalline polymorphism in freeze-
dried systems.[72–75] The only crystal polymorphism
issue of known significance is the formation of a
hydrate of mannitol.[73,75] Under some conditions,
not fully understood, mannitol forms a hydrate that
does not easily desolvate to an anhydrate during sec-
ondary drying. Secondary drying at temperatures in
excess of 50�C appear to be necessary todesolvate the
hydrate. Thus, samples of freeze-dried mannitol may
have high residual water content if secondary drying
temperatures were moderate. If this residual water
were to remain bound in the hydrate crystal lattice,
the high residual water content would simply be a curi-
osity. However, during storage, particularly at elevated
temperature, the hydrate slowly desolvates, thereby
releasing water to the amorphous drug phase. Such a

scenario may compromise storage stability, parti-
cularly during accelerated stability tests.

Conditions for crystallization of bulking agents

A number of factors are critical for crystallization of
the bulking agent. First, the nature of the bulking
agent is of obvious importance. Unless the bulking
agent will readily crystallize from an aqueous system
at ambient temperatures, crystallization during freez-
ing is unlikely. Although both mannitol and glycine
do readily crystallize during freezing, there are many
other solutes that readily crystallize and are at least
potentially acceptable as excipients for parenteral
drugs. Mannitol and glycine are simply the most com-
monly used bulking agents. Crystallization is favored
by higher concentrations of crystallizable solute, and
perhaps most important, the bulking agent must be
the major solute component to obtain reliable crystal-
lization. The presence of high levels of other solutes,
particularly those that remain amorphous, will gener-
ally impede or prevent crystallization of the bulking
agent. As a general formulation rule, one should
employ the crystallizable bulking agent at a concen-
tration (weight percent) that is at least a factor of three
greater than the sum of the concentrations of all other
solute components. In addition, because resistance of
the dry layer to flux of water vapor increases as the
concentration of total solids increases, thereby
prolonging primary drying, one should avoid total
solids concentrations much above 100 mg/ml when
possible. A rigid adherence to both of these rules
would suggest that one would not employ a bulking
agent if the drug concentration were much in excess
of 25 mg/ml. Indeed, because a bulking agent is nor-
mally not needed to avoid product blow-out at drug
concentrations above 25 mg/ml, one should question
the use of bulking agents in such applications.

Surfactants

Generally, surfactants are employed to reduce surface
adsorption losses of low-dose drugs, to improve wet-
ting and reconstitution behavior, and to stabilize pro-
teins during freezing. In nearly all applications, it is a
nonionic surfactant that is used, and by far the most
commonly used surfactant is polysorbate 80. However,
it should be noted that the popularity of polysorbate
80 is due more to its extensive history of use and pre-
sumed greater acceptance by regulatory agencies than
to its demonstrated superior performance in a given
application. In practice, the surfactant level is very
low, typically 0.01–0.1% w/v.

Proteins and surface active drugs often adsorb on
filters, solution-processing equipment, and container
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surfaces, thereby producing loss of drug. Such losses
are normally only of practical significance if the drug
concentration is very low (i.e., when the total amount
of drug loss is a significant percentage of the drug in
solution). Addition of a low concentration of surfac-
tant will frequently reduce the level of drug adsorption
simply because the surfactant is preferentially adsorbed
at the surfaces. With proteins, surface-adsorption
effects may be considerably more complex and damag-
ing. Many proteins adsorb at interfaces, particularly the
air–water interface, suffer a conformational change,
desorb from the interface, and either refold or combine
with other conformationally altered molecules, thereby
leading to irreversible aggregation.

Human growth hormone aggregates extensively
during shaking an aqueous solution, but this aggre-
gation can be nearly eliminated by adding Polysorbate
20 to the formulation.[76] It should be noted that
although other surfactants (including polysorbate 80)
were studied, Polysorbate 20 was the most effective sta-
bilizer. In this study, all surfactant levels studied were
above the surfactant critical micelle concentration
(CMC), but the rate of aggregation decreases linearly
as a function of increasing polysorbate 20 : hGH mole
ratio until it exceeds 2.0. This linearity provides a clue
to the stabilization mechanism. As surfactant adsorp-
tion to the air–water interface would be expected to
depend on the surfactant monomer concentration,
and the monomer concentration is constant above
the CMC, a stabilization mechanism involving adsorp-
tion of surfactant to the air–water interface would be
expected to produce a roughly constant stabilization
effect at all surfactant concentrations above the
CMC. The data are not consistent with this prediction.
However, it is known that polysorbate 20 binds to
hGH with a stoichiometry of about 2.5 to 4.[77] Thus,
it seems plausible that stabilization during shaking
involves binding of surfactant to the surface of the
protein.[77]

Aggregation of hemoglobin during freeze–thaw is
essentially eliminated by addition of polysorbate 80
at concentrations from 0.0125% to 0.1%.[78] Without
polysorbate 80, particle formation after five freeze–
thaw cycles increased by more than an order of magni-
tude when freezing to �20�C and by about a factor of
five when freezing to �80�C. However, use of polysor-
bate 80 reduced particulate generation at both freezing
temperatures to a level where particulate levels after
freeze–thaw were not significantly different than before
freezing. Attempts to demonstrate binding of the sur-
factant to hemoglobin were unsuccessful, suggesting
that the stabilization mechanism does not involve
binding to the protein. Rather, it was proposed that
stabilization involves surfactant adsorption at the
interface, thereby preventing the protein from adsorb-
ing at interfaces.

Although one cannot always expect protein aggre-
gation to be eliminated as effectively by addition of
surfactant as demonstrated in the above examples, it
is certainly prudent to test the effect of surfactants in
situations where protein aggregation is a problem dur-
ing freeze–thaw or during solution handling.

Stabilizers

Types of stabilizers

A stabilizer is simply a formulation component with-
out physiological effect that is added to the formu-
lation to maintain the physical or chemical stability
of the drug substance. As discussed in the previous sec-
tion, the function of a surfactant may be to stabilize,
and as control of pH is often critical to stability, one
might consider buffers to be stabilizers. However, in
this section we will address stabilizers other than sur-
factants or buffers. Further, as most of the stabiliza-
tion literature deals with proteins, our discussion will
focus on proteins, although in principle many stabiliza-
tion principles apply to small molecules as well.

Minimizing oxidation

Although oxidation is a very common degradation
pathway in pharmaceutical systems, one might expect
that oxidation problems in freeze-dried products
would be easily solved by elimination of oxygen from
the system during processing; that is, because the pro-
duct is dried in a vacuum environment and the vials
either sealed in vacuum or in an atmosphere of an inert
gas (i.e., nitrogen), no oxygen will be present to sup-
port an oxidation reaction. Indeed, storage stability
of human growth hormone is greatly improved in vials
back-filled with nitrogen compared to vials back-filled
with oxygen.[19] However, significant oxidation was
also observed in samples back-filled with nitrogen. In
practice, complete elimination of oxygen from the sol-
ution being processed is unlikely, and some oxygen
may well be trapped in the amorphous solute phase
after freezing and not be completely removed during
drying. Further, due to a variety of causes including
diffusion from the atmosphere over time, oxygen con-
tent in the vial headspace may easily reach levels of
about 1%. Even 1% oxygen in the vial headspace is suf-
ficient, from a stoichiometric viewpoint, to produce
substantial decomposition, particularly with high-
molecular-weight drugs. For example, with a 5-mg
dose of human growth hormone (M ¼ 22.5 kD) in a
5-cc vial, 1% oxygen in the headspace represents a fac-
tor of ten excess of the oxygen required for complete
oxidation of the protein.
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As ground-state molecular oxygen is not parti-
cularly reactive, presence of oxygen is not the only
requirement for a rapid oxidation reaction. Activation
of molecular oxygen to more reactive species requires
light (i.e., photoactivation to singlet oxygen, 1O2), or
presence of a reducing agent and trace levels of tran-
sition metal ions (i.e., iron and/or copper), which can
then convert molecular oxygen into more reactive oxi-
dizing agents such as superoxide radical (O2��),
hydroxyl radical (�OH), or hydrogen peroxide
(H2O2).[79] Transition metal ions are often present in
excipients, and processing in stainless steel equipment
can lead to significant iron contamination. As the
role of the transition metal ion is catalytic, only trace
levels are required. The reducing agent is consumed
in the conversion of molecular oxygen into reactive
oxygen species, so higher levels of reducing agent are
required for significant degradation of a drug. How-
ever, higher levels could still represent contamination
from impurities in the drug and/or excipients. In the
example of 5 mg hGH, a low-molecular-weight reduc-
ing agent (M � 100) present at a level of 0.1% w/w
of the amount of hGH could lead to oxidation of more
than 10% of the protein. The reducing agent could also
originate from a misguided attempt to suppress oxi-
dation by addition of an antioxidant such as ascorbate.
Ascorbate may function as an antioxidant in some
circumstances but will also function as an effective
prooxidant and reduce molecular oxygen to reactive
oxygen species in the presence of transition metal
ions such as iron or copper.[79,80] Finally, peroxides
are common contaminants in polyethylene glycols
and nonionic surfactants and can serve as the oxidant.
Thus, at attempt to stabilize protein conformation
by addition of these materials may well chemically
destabilize if oxidation is a possible degradation
pathway.

A number of amino acid residues are subject to oxi-
dation. Metal-catalyzed oxidation of methionine to
methionine sulfoxide and other products is perhaps
the most common pathway. Oxidation of cysteine to
form either nonnative intra- or intermolecular disulfide
bonds is also common, and histidine residues are also
easily oxidized in metal-catalyzed pathways, with tryp-
tophan and tyrosine being degraded by light-catalyzed
oxidations.[79] Mechanisms are complex, and even
with a given reaction such as methionine oxidation,
the active oxygen species and reaction product(s) varies
with the experimental conditions;[79,80] thus, stabili-
zation is difficult. Certainly, oxygen content in the
solution being processed should be minimized, and
the product should be sealed in the freeze dryer with
either vacuum or nitrogen in the headspace. Due to
the negative impact of even small amounts of
transition metal ions, prooxidants, and peroxides, the
bulk drug substance and excipients need to have rigid

specifications. Formulation pH and the type of buffer
salt may also be important.[80] The optimum con-
ditions vary with the application, and some empirical
screening experiments are necessary to optimize a
given formulation.

Specific chemical components may also be added in
an attempt to retard oxidation. The classical solution,
addition of an antioxidant, must be approached with
caution as the antioxidant may function as a prooxi-
dant in a metal-catalyzed conversion of molecular oxy-
gen into reactive oxygen species. Likewise, addition of
a metal-complexing agent such as EDTA does not
always retard oxidation. In fact, oxidation may be
accelerated by complexing the transition metal.[80]

With most metal-catalyzed oxidations, the oxidation
mechanism is a site-specific one, where the reduced
form of the metal binds to a residue such as histidine
on the protein and converts oxygen to reactive oxygen
species at that site, which in turn oxidizes another resi-
due nearby.[81] In cases where complexation with
EDTA facilitates oxidation, it is assumed that the
EDTA–metal complex binds more strongly to the pro-
tein and is therefore more effective in generation of
reactive oxygen species near a reactive residue.[81]

However, addition of EDTA does retard oxidation
in some cases,[82] and it would seem prudent to screen
several complexing agents for impact on oxidation.
Scavengers for reactive oxygen species, hydroxyl
radical, �OH, and singlet oxygen, 1O2, may also retard
oxidation,[79,83] but the results are highly specific to the
system. For example, for iron-catalyzed oxidation of a
methionine-containing peptide, thiourea was found
effective for both ascorbate and dithiothreitol prooxi-
dant systems but mannitol was effective only for the
dithiothreitol prooxidant system.[83]

Stabilization during freezing

In the context of proteins, stability has two distinct
meanings. The term pharmaceutical stability refers to
the ability of a protein to be processed, distributed, and
used without irreversible change in primary structure,
conformation, or state of aggregation. We refer to
pharmaceutical instability as degradation. However,
the phrase protein stability is also commonly used to
describe the position of the equilibrium between native
and unfolded conformations. If a protein formulation
requires a high level of chemical denaturant, or a high
temperature, to shift the equilibrium between native
and unfolded in favor of the unfolded state, the protein
is said to be stable. This meaning of stability I call
‘‘thermodynamic stability.’’ Thermodynamic insta-
bility involves physical changes, somewhat analogous
to a thermodynamic change of state. Pharmaceutical
instability may be purely a result of a physical change
(i.e., non-covalent aggregation), but may also involve
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changes in primary structure or, in other words, chemi-
cal degradation. Certainly, chemical transformations
such as oxidation and deamidation are degradations
as is aggregation to form insoluble precipitates.

Pharmaceutical stability and thermodynamic stab-
ility are not necessarily directly related. For example,
a protein may exhibit thermodynamic instability dur-
ing freeze-drying and unfold, but if no irreversible
reactions occur during storage or during reconstitu-
tion, the reconstituted protein may refold completely
within seconds and, therefore, display perfect pharma-
ceutical stability. A protein that remains in the native
state and is thermodynamically stable may still degrade
via chemical reactions such as deamidation and oxi-
dation over storage times of years, particularly if the
reactive moiety is located on the protein surface.
Conversely, thermodynamic instability may well be a
prelude to degradation. Certainly, an unfolded protein
could expose normally buried and protected methion-
ine and asparagine residues to the solution environ-
ment and render these residues more reactive. Also,
degradation via irreversible aggregation is believed to
often proceed through unfolded or partially unfolded
conformations as intermediates.[84]

Many proteins survive the freeze-drying process
with little or no degradation, whereas other proteins
exhibit significant degradation and loss of activity dur-
ing processing. Degradation during the freeze-drying
process may arise during freezing and/or during dry-
ing, and it is useful to establish when in the process
degradation occurs. As a measure of the degradation
during freezing, freeze–thaw stability studies are car-
ried out, and to estimate (roughly) the degradation
during drying, stability during freeze-drying is com-
pared to stability during freeze–thaw. The basic
assumption is that degradation during thawing is
comparable to degradation during reconstitution;
therefore, the difference in activity between a freeze-
dried–reconstituted sample and a freeze-thawed sample
is a measure of the loss in activity during drying. This
assumption is likely a reasonable approximation for a fast
thawing process. One observation of particular signifi-
cance is that some excipients stabilize during both freezing
and drying (called lyoprotectants), whereas others stabi-
lize only during freezing (called cryoprotectants).[41,85,86]

If degradation occurs only during freezing and prac-
tical variations in the freezing process do not eliminate
the problem, it is obvious that a cryoprotectant system
is required. However, as a number of distinct stresses
may develop during freezing, the proper choice of
cryoprotectant is not always obvious. Provided some
information regarding the degradation pathway is
available, the stabilization strategy could be quite spe-
cific. For example, if oxidation is suspected to be
a major pathway, the recommendations regarding

minimization of oxidation should be followed. If
aggregation is a major problem, the use of nonionic
surfactants should be considered, or if it is known that
a change in pH caused by buffer crystallization is a
problem, steps to minimize pH change during freezing
need to be taken. Use of an alternative buffer system or
simply use of very low levels of the buffer might well
eliminate the pH change and solve the stability prob-
lem. Alternatively, addition of an excipient (i.e.,
sucrose or trehalose) that will interfere with buffer
crystallization will also prevent excessive pH shift dur-
ing freezing.[41,85,86]

In addition to the specific stabilization strategies
noted, one may also employ a general stabilization
strategy that is based upon addition of components
that normally increase the thermodynamic stability of
the protein. That is, addition of a component that will
increase the free energy of denaturation will moderate
the effect of various freezing stresses that cause a
decrease in the free energy of denaturation, with the
net result that even during freezing, the native confor-
mation will remain the dominant conformation and
degradation will be reduced. The assumption is that
increasing thermodynamic stability will also increase
pharmaceutical stability. A number of solute types
(i.e., amino acids, saccharides, polyols, polyethylene
glycols, and some other classes) have been found effec-
tive both in increasing thermodynamic stability and in
increasing pharmaceutical stability during freez-
ing.[85,86] These solutes are referred to as excluded
solutes because such solutes are present in lower con-
centration near the surface of a protein. The thermo-
dynamic consequence of such exclusion is that the
protein is preferentially hydrated, and the chemical
potential of the protein is increased. It may be argued
that the increase in the chemical potential will be much
greater for the unfolded state than for the native state,
thereby increasing the free energy of denaturation and
stabilizing the native conformation.[85,86] Although the
increase in protein chemical potential due to solute
exclusion does not always correlate quantitatively with
the effectiveness of that solute as a cryoprotectant, it
would be prudent to test several pharmaceutically
acceptable excluded solutes (i.e., glycine, mannitol,
disaccharides, polyethylene glycols) as potential cryo-
protectants in cases where freezing instability might
involve conformational destabilization. Obviously,
polyethylene glycols would not be a good choice if
oxidation were an issue. For cryoprotection, it is the
concentration of the cryoprotectant in solution that
is the key concentration variable, regardless of the
concentration of protein in the formulation. With
non-polymer excluded solutes, relatively high concen-
trations (i.e., 0.2–0.5 M) are normally required for
effective cryoprotection.[85]
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Stabilization during drying

In addition to the stresses that develop during freezing,
drying imposes an additional stress associated with
essentially complete removal of water. Indeed, the
water substitute hypothesis[41,85–87] is based upon the
proposition that a significant thermodynamic destabili-
zation occurs when the hydrogen bonding between
protein and water is lost during the last stages of
drying. The use of a water substitute as a lyoprotectant
allows a hydrogen-bonding interaction between pro-
tein and the water substitute, which thermodynami-
cally stabilizes the native conformation and preserves
activity. A water substitute is a moiety that is capable
of hydrogen bonding to the protein surface much as
water and stabilizes via a thermodynamic mechanism;
that is, stabilization is achieved by maintaining the free
energy of unfolding very high such that essentially all
of the protein is maintained in the native confor-
mation. However, it must be recognized that most
observations can also be rationalized in terms of a
purely kinetic stabilization mechanism. In general,
drying is conducted at temperatures sufficiently low
that the protein exists in a glassy solid state where
molecular mobility is greatly restricted. It may be
argued[41] that a good stabilizer is a component that
effectively couples protein dynamics to the dynamics
of the glass such that even if the protein is destabilized
thermodynamically, motion in the protein is too slow
to allow significant unfolding during the drying oper-
ation. Thus, the protein conformation is stabilized
regardless of the free energy of unfolding.

Non-reducing di- and tri-saccharides such as
sucrose, trehalose, or raffinose are normally good dry-
ing stabilizers.[41,85,86] They qualify as good water sub-
stitutes and also form glasses which, via hydrogen
bonding, can couple protein dynamics to matrix
dynamics. Under conditions of acid pH, particularly
below pH 5, trehalose is a much more effective stabili-
zer than are sucrose or raffinose. Sucrose and raffinose
hydrolyze to their reducing sugar components much
more rapidly in the solid state than does trehalose,
thereby leading to degradations initiated by reducing
sugars.[88] The key concentration variable in drying
stabilization is the weight ratio (or mole ratio) of sac-
charide to protein, with the weight ratio of stabilizer
to protein normally being between 1 : 1 and 10 : 1.
The principle here is to insure that the protein is in a
matrix of the stabilizer. Thus, with dilute protein sys-
tems, good stabilization can often be obtained at rather
low concentrations of stabilizer. Here, it may be desir-
able to employ both a bulking agent such as glycine
or mannitol, as well as a stabilizer. This strategy can
yield both an elegant cake structure as well as optimal
stability without the high solute concentrations than
can slow primary drying.

Stabilization during storage

Although the destabilization stresses during storage
remain much the same as the drying stresses, the time
scale of storage is obviously much longer than the
timescale of freeze-drying. In addition, the freeze-dried
product is normally being stored well below its glass
transition temperature, meaning molecular mobility is
greatly restricted.[41,85,86] Because of these differences,
the dominant degradation pathway during storage
may differ from the degradation pathway during
freeze-drying. For example, deamidation of asparagine
residues is a very common degradation pathway dur-
ing storage but rarely is a problem during processing.
This observation does not imply that deamidation is
faster in the dry glassy solid than in solution, but
rather is simply the result of the much longer time scale
of storage. Indeed, because of the need to insure stab-
ility over the shelf life of about 2 years, storage stability
normally presents a more serious problem than does
stability during processing. Degradation during
storage may arise from chemical degradation, such as
oxidation and asparagine deamidation, and/or aggre-
gation to non-covalent or covalent aggregates.[41,85,86]

Aggregation often means formation of a population
of very large insoluble aggregates that precipitate
from solution. It must be admitted, however, that
the observation that the level of aggregation increases
during storage does not necessarily mean that the
bimolecular process of aggregation occurs in the solid
state. It is also possible that only conformational
changes occur during storage. Aggregation of a frac-
tion of the conformationally modified protein could
then occur instantaneously during reconstitution. The
remaining fraction would then refold tothe native
conformation. As aggregation is normally measured
in solution, it is not possible to determine just when
the aggregation step actually does occur. When the
amount of aggregation measured depends on the
reconstitution procedure and/or the composition of
the diluent (i.e., presence of surfactant) used to recon-
stitute,[32] one would conclude that, at least in part,
aggregation of (partially) unfolded protein occurs
during reconstitution.

Stabilization strategies focus on three general
factors: (1) specific chemical requirements; (2) physical
state of the solid; and (3) structure of the protein.
Depending on the degradation pathway(s) and
mechanisms, any one or all of these factors could be
critical. Certainly, if oxidation is a major degradation
pathway, stabilization requires attention to the chemi-
cal composition of the system, including both the
effects of impurities and addition of stabilizers as dis-
cussed earlier. Although pH has no real meaning in
the solid state, the degree of ionization in the solid does
reflect the pH of the solution from which the solid was
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prepared, and pH of the solution can be a major vari-
able. Because differences in polarity of the environ-
ment between a dry solid and an aqueous solution
may mean that the optimum pH for solid stability is
somewhat different than the optimal pH for a solution,
some solid-state screening experiments are necessary to
define the precise optimum pH for stability of the
freeze-dried solid.

The physical state of the system is of obvious impor-
tance. We freeze dry to increase storage stability rela-
tive to the solution state, assuming that the restricted
molecular mobility of the solid state will lead to stabi-
lization. In general, an amorphous solid (i.e., glass) is
several orders of magnitude more stable than the cor-
responding aqueous solution, and at least with small
molecules, crystalline drugs are much more stable than
glasses.[89] However, proteins cannot be crystallized
during freeze-drying, so the only solid-state option is
a glass. Forming a glass does not insure adequate stab-
ility. Pure dried proteins are glasses and often do not
have sufficient stability for long-term storage at the
temperatures of interest, and excipients are added to
the formulation to stabilize. Because a physical mixture
of protein and excipient will not provide additional sta-
bilization, it is necessary that the proposed stabilizer sys-
tem remain at least partially amorphous and in the same
phase as the protein.[41,85,86] Further, to avoid chemical
reactions between the excipient and protein, the excipi-
ent system must be inert. The most common violation
of inertness is the use of reducing sugars such as lactose
in an attempt to stabilize the protein. For example,
while lactose will stabilize hGH against aggregation, an
adduct of lactose and hGH quickly forms during storage
of the freeze-dried solid.[18]

Drying also removes water, a reactant in a hydroly-
sis reaction, and stability is normally best at very low
water content.[41,85,86] However, the effect of residual
moisture on stability is far more complex than its poss-
ible role as a reactant. Residual water has a major
effect on the physical state of the system in that
increasing levels of residual moisture decreases the
glass transition temperature of the amorphous system,
thereby making the system less solid-like at a given
temperature, and eventually causing the glass to trans-
form into a fluid at the storage temperature. Fig. 12
illustrates the effect of residual moisture on the glass
transition temperature of two common stabilizers,
sucrose and trehalose.[90] For both examples, small
amounts of residual water greatly depress the glass
transition temperature, but since dry sucrose has a
much lower glass transition temperature than does
dry trehalose, the water content that gives a glass tran-
sition temperature at room temperature, Wg (25�C), is
much lower for sucrose. Thus, in applications where
maintaining very low water content is difficult, treha-
lose is a better choice for a stabilizer than is sucrose.

Generally, chemical and physical stability decrease
sharply as the system enters the fluid state.[41,86,91,92]

Chemical degradation of hGH in a trehalose for-
mulation illustrates this behavior.[92] The trehalose
formulation shows a well-defined glass transition tem-
perature with DSC, with the expected decrease in Tg as
the water contentis increased. The rate constant for
chemical degradation is essentially independent of
water content while the system remains glassy, but at
least for the 50�C data, degradation increases sharply
as increasing water content depresses the system glass
transition temperature significantly below the storage
temperature (Fig. 13). Rates of aggregation show
essentially the same behavior.[92] However, as stability
is not sensitive to water content in the glassy state,
stability is not correlated with T�Tg below the glass
transition temperature. The study of formulation
effects on hGH stability suggests the same conclusion.
Chemical and aggregation stability of hGH in several
formulations is compared in Fig. 14.[92] The glycine:
mannitol formulation is a 1 : 1 : 5 weight ratio of
hGH : glycine:mannitol, where only the mannitol is
crystalline. The other formulations are 100% amor-
phous. Hydroxyethyl starch (HES), stachyose, and
trehalose are formulated in a 1 : 1 weight ratio of exci-
pient : hGH, whereas the dextran formulation is 6 : 1
dextran : hGH. While the concept that an excipient sys-
tem must remain at least partially amorphous to
improve protein stability is not in question, it is clear
that remaining amorphous is not a sufficient condition
for stability. Apparent aggregation in the dextran
formulation is greater than in the pure protein.
Hydroxyethyl starch shows a slight improvement in
stability over the pure protein, but is not nearly as
effective as the glycine:mannitol formulation, and
increasing the level of HES to 3 : 1 HES : hGH does
not improve stability.[92] Conversely, both stachyose
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Fig. 12 The effect of residual water on the glass transition
temperatures of sucrose and trehalose. (From Ref.[90].)
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and trehalose provide better stability than the glycine :
mannitol system does, with trehalose superior to
stachyose. All systems are glasses at the storage tem-
perature of 40�C, and for those formulations where
glass transition temperatures are available, it is clear
that storage is well below the Tg, and there is no simple
relationship between Tg and stability. Although one
might speculate that a glass is more solid, and therefore
more stable, the larger the difference between Tg and
the storage temperature, the data are not consistent
with this speculation. Comparing the stachyose and
trehalose formulations, which are both 1 : 1 formula-
tions with hGH, the Tg of the stachyose formulation
is nearly 20�C higher than that of the trehalose for-
mulation, but trehalose offers slightly better stability
than does stachyose. These observations and other
similar results[92] suggest that while it is necessary for
the formulation to have a Tg well above the highest
anticipated storage temperature for both elegance
and stability reasons, stability well below Tg is not

directly related to the precise difference between sto-
rage temperature and Tg.

The lack of a clear correlation between stability and
Tg for systems well below Tg is not entirely unexpected.
Molecular mobility slows greatly below Tg, but does
not approach zero until some temperature much lower
than Tg.[41,86] Thus, dynamics in the glass depend not
only on the value of Tg but are also extremely sensitive
to other characteristics of the glass as well as the ther-
mal history of the glass.[41,93] Even if the major compo-
nent of the glassy matrix (i.e., the sucrose) were to have
essentially zero mobility (i.e., negligible translational
and rotational motion), mobility of small molecules
(i.e., diffusion of water) could still be significant, and
mobility of potentially reactive groups on the protein
(i.e., asparagine side chain) could be sufficient to
reorient into the transition state and react.[41] Thus, it
is not only necessary that the matrix itself be solid-like,
but effective coupling between matrix mobility and the
mobility critical for degradation is needed for solid-
like stability behavior.[41] Although the molecular
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characteristics required for effective coupling are not
fully understood, it does seem that hydrogen bonding
between protein and stabilizer provides one coupling
mechanism.[41,86] Thus, disaccharides and trisacchar-
ides are effective stabilizers.

With proteins, structure is also a critical stability
variable. It is now common knowledge that proteins
often suffer significant conformational changes on
freeze-drying that may be moderated by addition of
stabilizers to the formulation.[41,85,86] In principle,
different conformations may have different stability
characteristics with the native conformation normally
believed to represent the most stable confor-
mation.[41,85,86] Indeed data for rIL-2 show a strong
correlation between storage stability and structure as
measured by Fourier transform infrared spectroscopy
(FTIR),[21] with a more native conformation associated
with greater storage stability. Likewise, formulations
of freeze-dried hGH having more native-like confor-
mations are more stable to both aggregation and
chemical degradation during storage.[92] Thus, degra-
dation of a protein in any given formulation is a func-
tion of the distribution and reactivites of the protein
substates created during the freeze-drying process,
with greater stability being associated with the more
native-like substates. From this viewpoint, a good
stabilizer is one that maximizes the population of
native-like substates. Empirical evidence suggests that
disaccharides perform this function quite well, regard-
less of what mechanism might be postulated to explain
the observation.[41,85,86]

In summary, guidelines for stabilization during
storage involve the following principles: 1) optimize
pH and address specific chemical effects such as oxi-
dation; 2) disperse the protein in an inert glassy matrix
with strong coupling between protein dynamics and
matrix dynamics to form an amorphous phase such that
at all residual water contents and storage temperatures of
interest the protein phase will be well below its glass-
transition temperature (note that this requires both
protein and stabilizer exist in the same glassy phase); 3)
employ a formulation (and process) such that the dried
protein will retain the native conformation.

Retention of native conformation, coupling of pro-
tein mobility with matrix mobility, and formation of a
single phase with the stabilizer all require an excipient
that interacts, probably via hydrogen bonding, with
the surface of the protein. Little or no interaction
would likely lead to phase separation, poor coupling
of protein mobility with matrix mobility, and no
opportunity for the excipient to stabilize the native
conformation by either water substitution or immobi-
lization of the protein. Disaccharides (i.e., sucrose
and trehalose) and trisaccharides (i.e., raffinose) seem
to satisfy these criteria and are generally good sta-
bilizers. Polymers are generally much less effective.

A product glass-transition temperature well above all
anticipated storage conditions is an important product
quality attribute. Glass transition temperatures of
selected amorphous excipients are given in Table 3.
Both trehalose and raffinose have much higher glass
transition temperatures than does sucrose, and in this
sense, would be better choices for stabilizers. However,
as long as the residual water content is maintained low
and the product is not plasticized by other low-
molecular-weight formulation components, a sucrose
formulation will be well below its glass-transition tem-
perature at all practical storage temperatures. Due to a
very low Tg, sorbitol should not be used as a major
formulation component. Incomplete crystallization of
glycine or mannitol may also lead to low product
glass-transition temperatures. Lactose and maltose
have high glass transition temperatures but are reduc-
ing sugars and, therefore, are poor stabilizer candi-
dates. As noted earlier, applications at low pH pose
problems for both sucrose and raffinose due to rapid
hydrolysis to the reducing sugar components. Treha-
lose is a better choice for low pH applications.

As with drying stabilization, stabilization of a pro-
tein for storage with saccharides generally requires a
weight ratio of stabilizer to protein between 1 : 1 and
10 : 1, with better stabilization at the higher excipient
levels. At least for hGH, the rate constants for degra-
dation (chemical degradation and aggregation)
decrease linearly on a plot of the logarithm of rate con-
stant as a function of stabilizer : hGH weight ratio.[92]

With high dose products where the protein concen-
tration in the fill solution is high, use of high ratios
of stabilizer to protein may not feasible due to the
extremely high concentration of stabilizer that would
be required.

Table 3 Glass transition temperatures, (Tg), of selected
excipients measured by differential scanning calorimetrya

Compound Tg (�C) References

Citric acid 11 [94]

Glycine (�30)b [66]

Lactose 114 [95]

Maltose 100 [95]

Mannitol 13 [74,96]

Raffinose 114 [95]

Sorbitol �1.6 [96]

Sucrose 75 [95]

Trehalose 118 [95]

Maltodextrin 860 169 [95]

PVP K90 176 [95]
aConsult the references for details of the techniques.
bValue in parentheses is extrapolated from mixtures using the Fox

equation and is highly approximate.
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Freeze Drying, Scale-Up Considerations

Edward H. Trappler
Lyophilization Technology, Inc., Ivyland, Pennsylvania, U.S.A.

INTRODUCTION

Product presentation, formulation, and processing are
integral in their influences on the outcome of manufac-
turing a lyophilized product. Activities in development
involve knowledge of the clinical and stability require-
ments, formulation and product design, and investi-
gation into suitable processing conditions. These
activities incorporate the awareness that the product
is expected to be integrated into large-scale routine
manufacturing of commercial product. Multiple steps
and increasing batch sizes are often necessary as the
product progresses through clinical studies and market
introductory batches. Aspects of equipment, proces-
sing capabilities, processing influences, and finished
product attributes all need to be considered in the
scale-up to increasingly larger batch sizes on the path-
way of taking a product to market.

DEVELOPMENT AND SCALE-UP PATHWAY

In the progression of bringing a new product to the
market, scale-up from the initial development batches
to commercial manufacturing is an important activity.
This progression includes transferring the technology
for producing a product after sufficient initial develop-
ment, eventually integrating the procedures into a
commercial manufacturing environment. As part of
later development activities, materials for stability
and early clinical studies are commonly prepared on
a small scale. This comprises the first transfer of the
processing methods into a manufacturing environ-
ment. Following successful clinical results, the product
presentation and any refinements to the manufacturing
procedures are implemented, and the process is dupli-
cated on a larger scale in a manufacturing environment
for full commercial production.

With an approved investigational new drug (IND),
a new drug entity is developed into a new product with
administration to human patients for establishing
safety, efficacy, and dosing regime in phase I through
phase III clinical studies. Initial development activities
focus on preparing materials for conducting these
studies. Meeting the needs of supplying the clinical
material often results in initial product presentations
that may be different than the final product that is

introduced to the market. As clinical trials progress,
active pharmaceutical ingredient (API) manufacturing,
analytical methods, product design, and manufactur-
ing procedures are developed and refined. With the
success of early clinical trials and entering into phase
III clinical studies, product preparation and specifica-
tions are finalized. The API is well characterized, ana-
lytical methods are validated, product presentation
and specifications finalized, as well as finished product
processing procedures established.

Initial development activities are focused on prepar-
ing to supply early clinical requirements and product
needs in designing the product formulation and presen-
tation. The product presentation is based upon optimal
administration to the patient in a clinical setting
and stability requirements for the active ingredient.
Lyophilization is used as a method of preservation
for products that are sensitive to the presence of water
and have limited stability as a liquid ready-to-use prep-
aration. This low temperature vacuum drying process
removes the water, leaving a dried solid, resulting in
sufficient stability to allow long-term storage. At the
time of use, the product is reconstituted with a diluent
that returns all the attributes of a liquid ready-to-use
product, yielding the preparation suitable for adminis-
tration. One advantage to a lyophilized preparation is
the different concentrations of API that may be
obtained by varying the diluent volume for reconstitu-
tion, along with the volume used for administration, to
allow for different dosages from a single preparation.
Once the initial product presentation suitable for the
early clinical studies is identified, processing proce-
dures can then be developed. The focus for the initial
lyophilization process is robustness and ease of scale-
up rather than optimal parameters for routine manu-
facturing. In practice, the presentation initially
developed may not necessarily be the final product
marketed; the product presentation may change as a
result of clinical studies. Continued development
activities often then encompass a series of refinements
to the product and procedures. In the pathway of
bringing a new product to the market, scale-up and
technology transfer may therefore occur multiple
times.

As the product progresses through stages of devel-
opment and clinical studies, product and process
design are refined. Processing experience is gained on
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increasingly larger scale batches as the demands for
clinical material increases. Finally, phase III clinical
studies require product quantities that may approach
batch sizes closer to those that are typical of full-scale
commercial manufacturing. Fig. 1 describes objectives
and environment in the progression of steps in taking
a product from initial development to manufacturing-
scale operations. Initial success along with expanded
indications throughout the life cycle of a product may
continue to require larger batch sizes to meet increasing
market demand. With the evolution of the product
from development to clinical studies, followed by initial
introduction and potential growth with market expan-
sion, scale-up begins with smaller and progresses to
increasingly larger batch sizes.

Design of a preparation and development of a
suitable lyophilization process is first conducted in the
laboratory. Product design focuses on the formulation
and presentation. Stabilizing the API, imparting neces-
sary features for patient administration, and construct-
ing desirable dried product attributes are the objective
in developing an appropriate formulation. Coupled to
those objectives are the concentration, dictating pro-
duct presentation parameters of fill volume, as well
as selection of the container and closure. The formu-
lation and presentation both influence the conditions
required for the lyophilization process.

In development, variations in critical process para-
meters are explored. Preparation for integrating a
new product and the associated new procedures into
manufacturing warrants a thorough understanding of
the product and methods necessary to produce
material. These manufacturing methods need to be
effective and adequately controllable for both a small
scale for early clinical studies, later to be refined for
batches to be processed in routine manufacturing
of commercial product. Manufacturing capabilities
may be an existing in-house operation or at another
facility providing contracted manufacturing services.

Where the finished product is produced often influ-
ences the accessibility of information in learning
the capabilities of manufacturing and the ease of
technology transfer during the scale-up.

The focus in initial development of a potential new
product is designing a product and suitable processing
methods for the early clinical studies. With clinical
success yet established, lyophilization process develop-
ment is focused on short-term objectives and the
efforts limited: time is of the essence. Results of early
clinical studies direct refining the product design and
processing procedures as clinical trials progress.
Priority is given to designing a product presentation
that is suitable for the intended route of administra-
tion, convenient to use with sufficient flexibility in dose
administration in the clinic, and provides sufficient
stability for the duration of the clinical studies. Often
with limited knowledge, experience, and amounts of
API at the time of early clinical studies, there is little
opportunity for extensive product design and process
development. The objective is to focus on an adequate
product design for completing the studies and suffi-
ciently conservative process for ease of technology
transfer and scale-up.

At these early development stages, an ‘‘optimized’’
process is one that is safe, robust, efficient, and effec-
tive with minimal risk of difficulties in producing clini-
cal materials, and not necessarily what would be
considered the shortest. Challenges of transferring the
product from early development to producing early
clinical supplies involve availability of raw material,
appropriate product design, and manufacturing capa-
bility. Often at the time clinical studies are beginning,
processing methods for raw material are still evolving,
the API material is not yet well characterized, and is in
limited supply. With pressures to begin clinical studies,
the timeline of a project is often accelerated and the
transfer to a manufacturing facility is considered the
last link in a series of efforts. With decisions made
on the basis of only a few development studies and lim-
ited data, the objective of the scale-up of early clinical
manufacturing is to manage the level of risk with a
process that is suitable but not necessarily conducive
for large-scale commercial manufacturing.

As clinical studies progress, development efforts can
begin to focus on the final product design and process
parameters established through expanded studies in
the laboratory. Objectives for these studies become
improvements in the procedures that are well suited
for routine processing in a manufacturing environment.
These activities would also include process validation
studies. The scope and extent of the validation studies
expand as batch sizes increase with the progression
from development to commercial manufacturing.
Fig. 2 provides a graphic representation of the develop-
ment efforts and activities along with the extent of

Fig. 1 Objectives and operations in progression to manufac-
turing scale.
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validation appropriate as API production, finished pro-
duct manufacturing, and analytical methods are refined
in preparation for increasing batch sizes progressing
toward large-scale commercial manufacturing.

The success of development efforts is measured by
the ease of technology transfer and scale-up to large-
scale manufacturing. Small-scale studies in the labora-
tory need to incorporate influencing factors of large-
scale manufacturing. The intent is to develop a process
that is safe, effective, efficient, and sufficiently robust
where the manufacturing technology can be trans-
ferred to routine large-scale commercial production.
Product-design objects are efficacy, stability, safety,
and ease of use. Process design entails establishing
desirable finished product attributes and ease of repro-
ducible manufacturing that consistently results in high
quality and yield, at a low unit cost. The formulation,
product design, and process all have an influence on
each other, with consideration of the impact of one
on another being of significant importance during
development.

PRODUCT DESIGN

Characteristics of the product and functions in early
clinical studies are the driving force for initial product
development. Often, there is a nominal knowledge of
the API characteristics at such an early juncture.
Preformulation studies provide attributes such as
solubility, effects of pH, and predict sensitivities to
environmental conditions. Solubility, along with phar-
macologic characteristics, dictates the volume in the
product container. Sensitivities to environmental con-
ditions include temperature, light, oxygen, and contact
surfaces. Specific to lyophilized preparations, there is
also the potential for degradation via hydrolysis reac-
tions when in the presence of water. Each of these

aspects, in particular the sensitivities to environmental
conditions, needs to be considered during prefor-
mulation and development studies in preparation for
scale-up.

Aspects of selecting a product container include
both initial fill volume for dispensing in manufacturing
and volume used for reconstitution, along with ease of
use in a clinical setting. Later considerations include
batch size capacity in a lyophilizer during commercial
manufacturing. Smaller-diameter containers yield
increased number of units per shelf surface area in a
lyophilizer, and therefore larger batch size. This has
an impact on manufacturing unit costs as well as the
ability to later meet growing market demands. There
may be occasion that the container size changes as
the product moves from early clinical studies to pro-
duct approval for commercial manufacturing. Such
changes should be expected and are often unavoidable.
Source of the container may also change as the product
is scaled up. It is therefore prudent to evaluate different
sources of containers during development, qualifying
at least a primary and a secondary supplier in prep-
aration for routine manufacturing. This would also
apply to elastomeric closures used to complete the pri-
mary barrier of the container-closure system for the
finished product. Product compatibility, manufactur-
ability, and container-closure integrity all need to be
evaluated for both primary and alternate components,
avoiding single-source materials.

FORMULATION DESIGN AND PRODUCT
CHARACTERIZATION

The nature of the product, requirements for stabiliza-
tion, route of administration, and processing are all
factors that influence the design of the product formu-
lation. Specific details of these aspects are beyond the
scope of this presentation and have been addressed
by Pikal elsewhere in this encyclopedia. As product
development and scale-up occur through the pro-
gression of preparing material for clinical studies and
subsequent commercial manufacturing, it is expected
that a growing body of data is generated. Such data
are important in characterizing the product and under-
standing the critical needs, sensitivities, and behavior
of the product. Analysis of a lyophilized product pro-
vides insights that are helpful in scaling up to larger
batch sizes with the potential of being processed in
varying environments. Along with evaluating attri-
butes of a lyophilized preparation, finished product
specifications are developed.

As upstream manufacturing progresses from small-
to larger-scale processing, quality attributes of the API
material may change. These changes may influence the
behavior in the finished product. Analysis of the API

Fig. 2 Batch size, development efforts, and extent of
validation.
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for monitoring any changes encompasses potency and
purity. Low-temperature thermal analysis is also war-
ranted for assessing any impact of changes in the
API. Changes in quality and purity can have an influ-
ence on the phase transition of the solution, influencing
the behavior during freezing and the threshold tem-
perature during drying. Quality and purity attributes
of the raw material need to be evaluated for the impact
on downstream processing and finished product attri-
butes as the upstream processing for the API is
scaled-up or significant changes are made.

The formulation and product presentation may
require adjustments as the product progresses through
clinical studies. Concentration of the active and dose
content may be adjusted for materials in later clinical
studies. If the changes are nominal, then there may
be little need for adjustment to the process. Significant
changes warrant further development as the lyophiliza-
tion processing conditions require refinement and may
require subsequent scale-up studies.

PRODUCT PREPARATION

Conditions having no apparent impact during develop-
ment activities can become more significant during
larger-scale manufacturing. These include length of
time the product exists as an aqueous solution and
exposure to widely different environmental conditions.
As batch sizes increase through clinical materials prep-
aration to large-scale manufacturing, the time interval
from when the API is first compounded to form a
solution to when the product is frozen and lyophilized
becomes extended. A small batch may be formulated
on the bench requiring only a few hours to compound,
filter, fill, and begin lyophilization. In routine manu-
facturing, the bulk solution may be formulated and
held for hours prior to sterile filtration and filling.
The difference in time required for preparation of a
batch may warrant reducing the temperature of the solu-
tion to minimize degradation reactions. If Arrhenius
behavior applies for temperature dependence of rate con-
stants for reactions, degradation would be significantly
reduced by maintaining the bulk solution at 5�C during
storage rather than 25�C. Such practices are appropriate
when the stability of the product as a bulk solution is
limited.

The vessel used for the compounding may be differ-
ent during development simply because of batch
size. Compatibility with these different materials is
important to consider in preparation for scale-up.
Bench-scale studies and small clinical batches may be
compounded in glass Erlenmeyer flasks or glass car-
boys. Commercial-scale manufacturing would typically
use larger stainless steel tanks. Compatibility with the
different materials that the product comes into contact

with is important to evaluate. Volume-to-surface-area
ratios may change based on the configuration of the
bulk solution container. This affects exposure to the
air and absorption of oxygen and carbon dioxide. To
limit the effect of such sensitivities as with oxygen, an
antioxidant may be included in the formulation. Extent
of exposure to light may also be different when prepar-
ing larger-quantity bulk solutions. Such sensitivities
are important to explore in preformulation and early
development studies and considered during scale-up.

LYOPHILIZATION PROCESS DEVELOPMENT

Part of the development studies focused on defining the
critical process parameters to be controlled and that
achieve reproducibility of the process and consistency
of the finished product. An integral part of the develop-
ment activities for a lyophilized product is establishing
appropriate process parameters that encompass loading
the liquid-filled containers through stoppering and
unloading dried product from the lyophilizer. The lyo-
philization process encompasses loading, freezing, and
any type of thermal treatment, primary and secondary
drying, stoppering, and unloading. Critical processing
parameters for these steps are shelf temperature, cham-
ber pressure, and time. These parameters are considered
to be independent as they are variables under direct con-
trol and affected only by the control implemented during
the process. Table 1 outlines a process description that
details the independent parameters used for processing
a model presentation consisting of a lysozyme formu-
lation representing a protein preparation. A correspond-
ing recipe used in programming an automated control
system is illustrated in Table 2. Fig. 3 represents a
graphical recording from lyophilizing a batch when
executing processing parameters outlined in Table 2.
The graph illustrates the implementation of the inde-
pendent parameters of shelf temperature, chamber
pressure, and time, along with the resultant product tem-
perature profile. Note that the product is maintained
below a threshold temperature to assure drying with
retention is accomplished. The sudden rise in product
temperature, termed a ‘‘break,’’ reflects the sublimation
front passing the temperature sensor. If the sensor is
located in the bottom of the container, then this break
indicates that all of the ice in the container has sublimed.
The product temperature then increases, approaches the
shelf temperature, at which time it is appropriate to
implement the parameters suitable for desorption in sec-
ondary drying. Understanding the impact of the critical
process parameters on product behavior is important in
developing a sufficiently robust process and controlling
the variables during scale-up.

Numerous studies have demonstrated the impact of
shelf temperature on product temperature and rates of
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sublimation. As DeLuca demonstrated in his studies
presented in 1984, the effect is principally on the rate
of sublimation, with some proportionate contribution
to an increase in product temperature.[1] Summarized
in Table 3, the data demonstrate the effect of increas-
ing the shelf temperature by 10�C, yielding a substan-
tial increase in sublimation, sometimes nearly
doubling the rate. An increase in product temperature
also resulted, although the product increased no more
than 2 to 3�C. As sublimation consumes heat, the heat
energy removed is replaced with that provided by the
shelf. The higher the shelf temperature, the greater
the amount of heat provided to the product, and there-
fore a greater potential rate of sublimation can be
achieved. With heat from the shelf driving the rate of
sublimation, the evolution of water vapor from the
sublimation front and the product temperature resulting
from attempting to reach steady-state conditions can
sometimes be a fragile balance. A limit to the amount
of heat supplied for promoting rates of sublimation is
imparted by the dried layer above the sublimation
front. Pikal et al. studied this relationship, modeling
the effect of solutes in a formulation on the mass transfer
of water vapor through the dried layer above the
sublimation front.[2] In their studies Pikal et al.

characterized models of crystalline and amorphous
solutes predicting resistance to mass transfer of water
vapor. They also noted influences of concentration to
mass transfer. There has long been and continues to be
interest in modeling the effects of these independent
parameters of shelf temperature, chamber pressure,
and time during loading and freezing through primary
and secondary drying.[3–7] This interest is in both pro-
cessing rates and impact on finished product attributes
such as residual moisture.

Nail investigated the effect of chamber pressure on
heat transfer and the relative rate of sublimation.[8]

Chamber pressure has a prominent effect on product
temperature. Shelf temperature is the principal influ-
ence on sublimation rate; chamber pressure has a
strong influence on heat transfer from the shelf to the
vial and the relative difference between the vapor
pressure of ice and the environment. The combined
effects yield a direct impact on product temperature.
The driving force of sublimation is the difference
between the vapor pressure of ice in the product and
the pressure of the environment. An increase in the
differential increases the propensity of ice to sublime.
For example, if the product temperature is �32�C with
a corresponding vapor pressure of ice being 321 mHg

Table 1 Lyophilization process description: model presentation

Step Processing parameters

Loading Soak at 5�C (�5�) and 1 atm for 2 hr

Freezing Ramp shelf to �40�C at an average controlled rate of 30�C/hr
Control shelf at target set point of �40�C (�5�) for 3 hr

Primary drying Evacuate chamber, control at a target set point of 80 mHg (�20mHg).
Ramp shelf to �10�C at an average controlled rate of 30�C/hr

Control shelf at target set point of �10�C (�5�) for 15 hr

Secondary drying Control chamber pressure at a target set point of 80mHg (�20 mHg).
Ramp shelf to 30�C at an average controlled rate of 30�C/hr
Control shelf at target set point of 30�C (�5�) for 5 hr

Stoppering Control chamber pressure at a target set point of 1 atm
Control shelf at target set point of 30�C (�5�C).

Table 2 Lyophilization process control recipe: lysozyme model presentation

Process conditions
Segment

Step Shelf temperature Pressure time

Loading Soak: 5�C atm 2 hr

Freezing Ramp: 30�/hr atm 1.5 hr
Soak: �40�C atm 3 hr

Primary drying Ramp: 30�C/hr 80mHg 1 hr

Soak: �10�CC 80mHg 15 hr

Secondary drying Ramp: 30�C/hr 80mHg 0.6 hr
Soak: 30�C 80mHg 5 hr

Stoppering Soak: 30�C atm Total: 27.2 hr
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when the pressure in the product chamber is 300 mHg,
the small pressure differential presents a weak driving
force for the ice to vaporize. The increase in heat trans-
fer along with the nominal rate of sublimation results
in increased product temperature. With a chamber
pressure of 50 mHg, a greater pressure differential
would result in a stronger propensity for ice to vapor-
ize. Greater sublimation coupled with reduced heat
transfer due to lower pressure would therefore reduce
the product temperature. Pikal et al. correlated the rate
of sublimation to chamber pressure at a constant shelf
temperature, as summarized in Table 4.[9] The magni-
tude of the difference between the chamber pressure
and the vapor pressure of ice at the sublimation front
and the pressure differential through the layer of dried
solutes above the sublimation front have a significant
impact on the mass flow of water vapor evolved from
sublimation at the ice–vapor interface as it travels
through the dried layer. As the ice–vapor interface
forming the sublimation front progresses through the
initial volume dispensed into the product container,
the distance the water vapor travels increases. An
increased pressure differential across this distance

created with a lower chamber pressure improves the
flow of water vapor through the dried layer. This, in
turn, decreases the water vapor concentration at the
ice–vapor interface, therefore increasing the propensity
of ice to sublime.

All the factors that influence desorption to achieve
sufficiently low residual moisture for complete drying
are not yet well understood and are an area of
increasing interest to investigators. Historically, con-
ventional wisdom purports that a lower pressure read-
ily removes any water bound to the product after the
ice has sublimed. This water may be associated with
solutes where the water may be part of the amorphous
composition or simply adsorbed onto the surface of the
solutes. Conditions of shelf temperature and chamber
pressure and their effect on achieving low residual
moisture are not yet well understood and of increasing
interest. Studies by Pikal et al. suggest that reduced
pressure in secondary drying does not have a signifi-
cant effect on rates of desorption, at least for the model
preparations and processing conditions studied.[10]

The time associated with the different conditions is
also a critical independent processing parameter. Achiev-
ing complete solidification is assured with a sufficiently

Fig. 3 Lyophilization process:
lysozyme model preparation.

Table 3 Predicting drying rate and product temperature at
various shelf temperatures

Shelf temperature

setpoint

Average product

temperature

Average

sublimation rate

50�C �10�C 2.43 L/hr

40�C �12�C 2.15 L/hr

30�C �14�C 1.51 L/hr

20�C �17�C 1.15 L/hr

10�C �20�C 0.68 L/hr

(From Ref.[1].)

Table 4 Predicting drying rate and product temperature at
various chamber pressures

Chamber pressure (lHg) Average sublimation rate

400 0.55–0.61 g/hr

200 0.53–0.55 g/hr

100 0.42–0.45 g/hr

68 0.37–0.39 g/hr

Ranges for 20-mL tubing vials from different manufacturers.

(From Ref.[9].)
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low temperature for a minimum time. Factors that
influence sublimation of ice during primary drying and
achieving appropriate residual moisture content in
secondary drying for adequate stability include sufficient
time to complete the respective process step. The sim-
plicity of time as a controlled variable is not to minimize
the importance of the process parameter. Each of these
three parameters, defined during development, is indeed
critical and needs to be sufficient for processing, irres-
pective of what equipment and scale the product is
processed. This includes processing at a smaller scale
in early clinical materials processing or at a larger scale
in routine manufacturing for marketed product.

Dependent process variables are those that result
from implementing the various independent para-
meters under direct control during processing. As inde-
pendent parameters are altered there will be some
effect on the process conditions as reflected by the
dependent variables. Proper control of independent
variables will result in achieving the acceptable depen-
dent variables, assuring a high level of confidence that
the finished product exhibits the expected attributes.
Adequately defined and executed process parameters
would be expected to yield a finished product of pre-
dictable quality, purity, efficacy, and stability.

Product temperature is a principal dependent
variable that reflects the progression throughout the
lyophilization process. During freezing, the product is
chilled to a final temperature for sufficient time to
achieve the necessary solidification. The appropriate
temperature required is determined by the character
of the formulation and measured during thermal
analysis studies completed as part of development. It
is also prudent to verify the physicochemical properties
if the product formulation is altered when the product
progresses through clinical trials.

Even subtle differences in transferring and scaling
up the process can have substantial effects in achieving
this critical balance. Success during scale-up results

from sufficient robustness instilled in the process dur-
ing development. Initial process development activities
for early clinical studies are indeed minimal. As clinical
studies progress, further development work is appro-
priate where a process more suitable for routine manu-
facturing may be defined. This includes process
robustness studies to establish viable ranges for critical
parameters. Upon identifying target processing con-
ditions for the independent variables of shelf tempera-
ture, chamber pressure, and time, further studies may
focus on identifying suitable boundary conditions for
establishing a proven acceptable range.[11] Variable
processing conditions for such studies outlined in
Table 5 and graphically represented in Fig. 4 reflect
desirable ranges that yield a sufficiently robust process
more easily integrated into a commercial manufactur-
ing setting. These studies may be conducted as part
of the development studies or treated separately as
process validation activities. Considering these studies
as either part of development or validation is not as
important as the need to have completed such studies
prior to scale-up to manufacturing. The greatest bene-
fit is in having a process that is sufficiently robust
where slight variations and influences due to scale-up
and transfer become inconsequential.

FINISHED PRODUCT ATTRIBUTES

The attributes of the dried product are dictated by the
nature of the formulation and conditions used during
processing. It is therefore desirable, if not critical, that
identical processing conditions be executed on a large
scale such that the quality attributes achieved during
development are replicated. Any differences in the
processing conditions can result in differences in
subsequent processing steps as well as finished product
characteristics. A comprehensive product evaluation
scheme would include analytical assessment of the

Table 5 Critical process parameter boundary conditions for a proven acceptable range

Process condition

Product

loading

Cooling

rate Freezing

Primary

ramp

Primary

drying

Secondary

ramp

Secondary

drying

Shelf temperature:

High 10�C 0.5�C/hr �35�C 0.5�C/hr �5�C 0.5�C/hr 35�C
Target 5�C 0.5�C/hr �40�C 0.5�C/hr �10�C 0.5�C/hr 30�C
Low 0�C 0.5�C/hr �45�C 0.5�C/hr �15�C 0.5�C/hr 25�C

Chamber pressure:

High atm atm atm 100mHg 100 mHg 100mHg 100 mHg
Target 80mHg 80 mHg 80mHg 80mHg
Low 60mHg 60 mHg 60mHg 60mHg

Time: 2 hr 3 hr 15 hr 5, 7, and 9 hr
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physicochemical product aspects along with those
unique to lyophilized product. These include physical
appearance, reconstitution time, and quality of the
constituted solution, along with residual moisture.

Lyophilized preparations have a unique set of dried
finished product attributes in addition to those of
liquid, ready-to-use products.[12] Physical appearance
of the dried cake, residual moisture, reconstitution
time, and clarity of the constituted solution are pro-
duct attributes important to quantify. The end result
of lyophilization is to preserve attributes the product
exhibited when first prepared after reconstitution of
the dried product. Validation studies demonstrate
and document the capability when starting materials
are of a known acceptable quality and an appropriate
and well-controlled process is reproduced, the finished
product will be of predictable quality, purity, efficacy,
and stability. As a minimum, chemical analysis may
be used to show that the desired product attributes
were preserved during processing and therefore the
processing conditions were adequate. Measuring the
potency of the product is important in verifying that
both the filling and freeze drying operations were
appropriate and controlled, producing a product with
the required efficacy. It is also important to show that
any degradation during processing has been avoided.
Specific analytical techniques are used to assure this
objective has been achieved and the product meets
the predefined quality attributes.

The appearance of the dried product, in itself, is not
considered a critical product attribute. It does, how-
ever, reflect success in processing and finished quality
attributes. An objective and a measure of success of
appropriate processing conditions is establishing and
retaining the quality attributes imparted during

freezing. Freeze drying with retention and avoidance
of collapse through primary and secondary drying, as
described by MacKenzie, reflects the level of success
in proper processing.[13] If appropriate processing con-
ditions are implemented that assure adequate solidifi-
cation during freezing and the product is maintained
below a threshold temperature during primary and
secondary drying, the structure established during
freezing will be preserved. Product warming above a
threshold temperature where the material reverts to
a liquid by either exceeding a glass transition causes
a collapse of the structure or a eutectic temperature
resulting in a melt. Either event alters the structure of
the material and affects product behavior during
further processing and finished product attributes. A
change in the structure may impede sublimation and
desorption, resulting in higher residual moisture, as
well as influence reconstitution. Any change in the
structure of the dried product is detected with physical
inspection, assessing the dried cake appearance.

Physical appearance of the dried material can some-
times vary substantially. This is in part dependent
upon the nature of the formulation along with techni-
ques used in processing. The appearance of the dried
cake is a mirror image of the ice crystal formed during
the initial freezing. Fig. 5 illustrates the variation in
dried product appearance due to differences in struc-
ture resulting from varying ice crystal size. If the ice
crystals are large the cake may have a more coarse
structure. Conversely, if the ice crystals are small, then
the cake structure may be very fine. The structure of
the ice is influenced by the shelf cooling rate during
freezing. This, in turn, is dependent on the temperature
at which the nucleation of ice occurs and on the rate
of ice crystal growth. Searles et al. investigated such

Fig. 4 Lyophilization proven
acceptable range: lysozyme
model preparation.
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influences of cooling rate and effect of thermal treat-
ment on expected differences in ice crystal size.[14] If
the cooling rate is different for the product processed
in the manufacturing unit, then the physical appear-
ance may be different.

The physical appearance is not considered a critical
product attribute in itself. Rather, the physical appear-
ance, reflecting attributes such as either a coarse or fine
structure of the dried cake, may also be associated with
other attributes such as reconstitution time (Fig. 5). For
example, if large ice crystals form during the solidifi-
cation as the product is chilled during freezing, large
voids will remain in the dried product when the ice
crystals have sublimed. These large voids then provide
an avenue through which the diluent permeates the
dried cake upon reconstitution. Changes in cooling
rates with a potential effect on ice crystal size and
the resultant change in dried product structure may
therefore impart differences in ease of reconstitution.
A time specification for the dried product to com-
pletely go into solution needs to be identified during
development.

Ease of reconstitution is a desirable product attri-
bute, although it is secondary to the quality, purity,
efficacy, and stability. Reconstitution will sometimes
indicate the presence of material that has collapsed
and failed to dry with retention of the structure
established during freezing. Collapse and melt back is
associated with causing portions of the cake to dissolve
more slowly and extend the time required to go into solu-
tion completely. The material polymerizing, peptides
or proteins forming aggregates, or liposomes coupled
or clustered may also be causes of a haze, cloudy
solution or insoluble materials during reconstitution.

Poorly soluble material or incomplete dissolution similar
to that observed in Fig. 6 often indicates that there
has been a significant physicochemical change in the
product. The end point of the reconstitution is the for-
mation of a clear solution, no less clear than the diluent
used for reconstitution.

A target range of allowable residual moisture needs
to be correlated to long-term storage stability and is
necessary to define during development. Prevention
of degradation by hydrolysis is circumvented by the
removal of any appreciable water that may become
involved in chemical reactions during storage. Stability
in the dried state is assessed during development. The
residual moisture of the dried product is dictated by
the extent of desorption during secondary drying.
The rate of desorption is strongly influenced by the
product temperature and time in secondary drying.
Achieving a residual moisture within the range estab-
lished in development and correlated to processing
conditions verifies that the time necessary for sufficient
desorption was adequate when processing the larger
batch size.

PROCESS DEVELOPMENT CONSIDERATIONS

There may often be many unknowns about suitable
manufacturing operation while in the midst of product
and process development activities. For preparation
of clinical materials, the product may be produced
in-house or at a contract facility. There are multiple
possibilities for manufacturing product on a commercial
scale: The product may be integrated into an existing
in-house operation, manufactured at a yet unidentified

Fig. 5 Dried cake appearance.

Fig. 6 Reconstituted solution.
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contract manufacturing site, or the new product may
warrant expansion of an existing operation or construc-
tion of a new facility. A direction may well be yet
unknown at the time product and process development
is ongoing. Such a circumstance requires some assump-
tions and foresight in selecting parameters when design-
ing a process that would be best suited for routine
large-scale manufacturing. Whether a manufacturing site
is known or has yet to be identified, and unless there are
extraordinary needs dictated by the product, designing a
robust process increases the potential that technology
transfer will be successful.

Intending that the process will be suitable for rou-
tine manufacturing, an understanding of an existing
manufacturing operations capability provides valuable
insight, direction, and focus to the development
studies. With such understanding, the boundaries and
parameters that envelope processing procedures suit-
able for the current manufacturing operation can be
studied in development. If not existing, then an
approximation of ‘‘typical’’ capabilities for a manufac-
turing operation is helpful. With planned expansion of
operations required for commercial manufacturing,
questions of ‘‘What do you need?’’ and ‘‘What can
you provide?’’ for processing capabilities echo between
development, engineering, and operations staff. To be
complete and comprehensive, the perspective of this
presentation on the topic will be development and
scale-up into an existing operation. This will at least
allow a comprehensive treatment for subjects of inter-
est in scale-up. It is also important to realize that
current operations should not necessarily be limited
to critical product or processing needs. An example is
with the use of organic solvents in a formulation to
improve product structure or processing rates.[15,16]

In such circumstances the need of stabilizing the pro-
duct and impact on the process needs to be weighed
in deciding on the direction during development. It is
important to also appreciate that the current capabili-
ties of any operation should not stifle creative and
beneficial advancements in manufacturing technology.

For the first round of development it is prudent to
attempt to fit a product and process within an existing
operational capability. The first source of information
to seek is the operational qualification (OQ) data
quantifying the functional capabilities and perform-
ance of the lyophilizer. Table 6 outlines a list of
performance capabilities of interest that allows a
sufficient assessment of equipment functions and
performance.

Shelf temperature has the greatest influence on the
processing rates and ultimate product temperatures
at the completion of each process step. The achievable
shelf temperature capability ranges from the coldest
temperature for freezing to the warmest temperature
for primary and secondary drying. High rates of

cooling and warming reflect the most aggressive
changes in shelf temperature throughout the process.
Control capabilities include the variation in controlling
at a specific temperature and any relative deviation
from the desired set point. This capability can also be
influenced by the type and location of the temperature
sensor. Shelf-temperature variation influences the
batch uniformity and is important at the low tempera-
tures used for freezing, intermediate temperatures
often used for primary drying and relatively high tem-
peratures for secondary drying.

Left uncontrolled, chamber pressure reflects the
water vapor in transit from the product from which
ice is subliming to the condenser where the water vapor
is converted back to ice. Chamber pressure has the
greatest influence on product temperature. A pressure
suitable for a formulation containing sucrose and hav-
ing a phase transition or collapse temperature of
�32�C may be as low as 60 mHg. Preparations with
high phase transition temperatures such as those that
contain mannitol that tends to crystallize and having
a eutectic melt as warm as �2.6�C may be processed
using chamber pressures such as 400 mHg. Controlling
the camber pressure during primary drying has been
widely used throughout the industry for more than
20 years, as noted previously. The effect and benefit
of chamber pressure control during secondary drying
is still a controversy.

There are three general methods used to control the
chamber pressure. They include injecting nitrogen into
the product chamber, injecting air or nitrogen into the
inlet of the vacuum pump, and closing the valve
between the chamber and condenser or condenser
and vacuum pump to decrease the flow of water vapor.
It is a common and preferred practice to control the
chamber pressure by introducing filtered nitrogen into

Table 6 Performance capabilities from operational

qualification studies

Shelf temperature:

Range Low High

Rates Cooling Heating

Control Low Intermediate High

Uniformity Low Intermediate High

Chamber pressure:

Range Low High

Control Low Intermediate High

Sublimation/condensation rates:

Shelf temperature setpoint

Chamber pressure setpoint

Rate achieved

Total ice sublimed/condensed
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the chamber using a proportional valve. The behavior
of the nitrogen when injected into the chamber, relative
effect on rates of sublimation during primary drying as
compared to the other methods, influence on desorp-
tion during secondary drying, and effect on conversion
of water vapor to ice at the condenser surface all need
to be considered when utilizing pressure control by the
various methods.

Sublimation and condensation rate studies are part
of a comprehensive OQ and reflect the capability of the
equipment to complete the primary drying. The
amount of ice sublimed from the shelf and collected
on the condenser with a constant shelf temperature
and chamber pressure indicates the level of perform-
ance that can be achieved under load conditions. The
rate reflects the capability of the shelves along with
the heat transfer system to supply sufficient energy
for sublimation. Evolution of corresponding quantities
of water vapor challenges the effectiveness and
capacity of the condensing system. The quantity of
ice sublimed and condensed reflects both the obtain-
able rates and capacities. Sublimation of ice from the
shelves reflects the capability to supply heat to the pro-
duct. The amount of ice sublimed can also indicate the
uniformity when rates from each shelf are compared.
For an external condenser the pressure differential
between the chamber and condenser reflects any inhi-
bition to water vapor flux because of the equipment
configuration when the vapor is in transit from the
product to the condenser. The quantity of ice collected
on the condenser is a measure of the effectiveness in
trapping and removing water vapor and the ability to
hold the expected quantity of ice. The sublimation
and condensation rate studies are therefore useful in
evaluating the equipment capabilities and gaining con-
fidence that the lyophilizer can achieve the required
process parameters.

Capabilities of the lyophilizer to be used for larger-
scale manufacturing become the extent of processing
parameters and therefore provide guidelines for process
development studies. For transparent scale-up the
parameters investigated during laboratory studies need
to be within the known operating capabilities of the
manufacturing equipment. Controlling the parameters
investigated during process development to within the
capabilities of the larger production unit eliminates the
need for adjustments to the process when scaling up to
larger batches in a manufacturing environment.

Validation data for large-scale processing in manu-
facturing is also a wealth of information on the proces-
sing capability and performance. Historical
manufacturing experience with other products pro-
vides an indication of the extent of batch-to-batch vari-
ation during routine manufacturing. This would
include an assessment of both processing capabilities
as well as finished product characteristics. The level

of control and reproducibility, along with consistency
of finished product, can be evaluated to assess capabili-
ties and predict results during scale-up. Batch uniform-
ity with respect to variation that may be attributed to
different positions in the lyophilizer included in vali-
dation studies can also be useful. Environmental influ-
ences and their effect on rates of sublimation relative
to position on the shelf have been illustrated by
Greiff.[17] In order to encompass the variation, a suffi-
ciently large batch is necessary to evaluate the impact.
As API is often in limited supply for development stud-
ies, a sufficiently large batch may consist of vials filled
with only the excipients or use of a surrogate formu-
lation. Realizing that the number of vials in the devel-
opment study may be small, evaluating the uniformity
in behavior during processing and finished product
attributes provides insight on the expected variation
throughout a larger-scale batch.

Uniformity in the product behavior during proces-
sing and consistency in finished product is strongly
influenced by nucleation and ice crystal growth during
freezing. The randomness of nucleation, an event based
on probability, and subsequent ice crystal growth can
be a significant influence when solidification is com-
plete during freezing and product temperature during
drying. Fig. 7 reflects the distribution of times and tem-
peratures at which nucleation occurs for a limited
number of vials within a small-scale batch being
monitored using fine-gauge thermocouples carefully
positioned in the center at the bottom. Note also the
increase in the temperature of the monitored vials
reflecting in a second and later increase in temperature
due to nucleation and ice crystal growth in neighboring
vials. This delay in the solidification of water in vials
without a thermocouple suggests a greater extent in
supercooling, imparting the associated attributes
expected with smaller ice crystal size. This event occurs
with a variation within any group of vials within any
single batch. Such variation in nucleation within a
group of containers is evidenced with a single batch
and therefore within any group of batches. The range
is apparent when comparing such events that occur
among multiple batches using the same processing
parameters. This variation is illustrated in Fig. 8 for
four batches of a model formulation chilled using the
same parameters.

This variation in product temperatures also occurs
during primary drying as drying progresses and reflects
what may be considered typical vial-to-vial variation
during lyophilization. As ice crystal size dictates the
surface area of the remaining solutes there may also
be an effect on ease of removing residual moisture in
secondary drying. For the same batch illustrated in
Fig. 7 above and exhibiting a variation in nucleation,
product temperatures will also vary during drying,
as apparent in the temperature profile in Fig. 9.
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This vial-to-vial variation occurs, even in the most
carefully controlled laboratory conditions. Such beha-
vior will also occur in routine manufacturing and is
important to consider while establishing parameters
when developing a process. It is therefore imperative
that the process be sufficiently robust to accommodate
the inherent variation within a single batch and that
occurs from batch to batch.

Compiling the data on equipment capabilities and
experience of validation along with routine manu-
facturing provides a framework in which to select

parameters for study during process development.
Parameters controlled to within the operational capa-
bilities of the manufacturing equipment minimized
any adjustments to the process and continued develop-
ment efforts during scale-up. Suitable parameters to
accommodate variation that may occur within a larger
lyophilizer and in routine manufacturing can be
considered in the process design during development.
Realizing that the product and process will exist in a
manufacturing environment for the majority of the
product life, the objective of the development studies

Fig. 8 Variation in time and

temperature for nucleation
and ice crystal growth within
multiple vials of multiple

batches.

Fig. 7 Variation in time and
temperature for nucleation
and ice crystal growth within

multiple vials of a single batch.
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is to establish a process that will easily integrate into a
manufacturing operation during scale-up.

EQUIPMENT INFLUENCES

In circumstances where a new product is being inte-
grated into existing manufacturing operations, the
parameters of the process need to be within the
manufacturing equipment performance capabilities.
Therefore the capability of the equipment used during
development and that to be used in manufacturing
should be evaluated. This includes equipment design
and configuration, control of critical processing param-
eters, and operating capacities. Understanding how
the equipment for development and manufacturing
functions and capabilities in implementing the required
processing conditions is the first step in transferring a
process from one operation to another.

It is not unusual that process development is com-
plete before a manufacturing site is identified. There-
fore the guidance for identifying appropriate process
parameters for use in manufacturing may not be avail-
able. From a manufacturing perspective it is prudent to
understand the processing capabilities for the research
lyophilizer along with the actual parameters used, as
well as any difference on the processing conditions
the product experiences. For example, if left uncon-
trolled during development studies, cooling and heating
rates can vary, dependent upon unit manufacturer,
equipment component configuration, and lyophilizer
capacity. When transferring a process, the processing
conditions specified during development need to be

replicated in routine manufacturing. Typical capabili-
ties of the development unit that are important to
assess are the same as those when evaluating large-scale
manufacturing equipment, as presented in Table 5.
Other considerations are instruments and methods used
for process control and monitoring. A suitable pro-
duction lyophilizer utilizes a resistance temperature
device (RTD) located in a thermowell positioned in
the heat transfer fluid just prior to where the fluid
enters into the chamber and is the control point for
the shelf temperature. This location is the most effective
to use for control, as it provides the most consistent
measurement, accommodating dynamics of the equip-
ment, variations in processing, and differences in ther-
mal load. Research units may have the sensor in a
different location or a different method for monitoring
and controlling the shelf and implementing temperature
control. The impact of such a difference is the level of
control as well as an offset to the actual shelf tempera-
ture. For example, an RTD located in a heat transfer
fluid storage tank that is located upstream of the
refrigeration heat exchanger and heater would reflect
different dynamics and therefore a different ‘‘shelf’’
temperature.

A second major variable is method of pressure
measurement. Research units often use thermoconduc-
tivity type pressure instruments to monitor the cham-
ber pressure. These instruments were designed for
measuring processes conducted at reduced pressures,
such as those in the electronics industry. These instru-
ments measure the differences in thermoconductivity
of an atmosphere within the lyophilizer. Given the
ideal gas law where PV ¼ nRT, the pressure decreases

Fig. 9 Variation in behavior
during processing multiple vials
of a single batch.
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with a decrease in n, the number of molecules, where
the molecular density, the number of molecules per
unit volume is reduced, with all other variables con-
stant. The thermoconductivity of an atmosphere
decreases with a decrease in the molecular density
and can be correlated to pressure. As these instruments
are calibrated against nitrogen, the main constituent of
a normal atmosphere, when sensing the pressure of a
different atmosphere, such as that composed of water
vapor, these types of instruments will indicate a differ-
ent pressure. These instruments are prone to errors
when the composition of the atmosphere varies. Subli-
mation during primary drying yields a composition of
the atmosphere in the chamber high in water vapor,
resulting in errors in measure pressure as high as 60%.

Position of the sensor can also have an influence on
the indicated pressure. Monitoring and control of the
pressure that comprises the environment to which the
product is exposed is necessary. Therefore the sensor
needs to be positioned on the product chamber. If
the sensor is positioned on the condenser vessel or in
the piping going to the vacuum pump, then the
measured pressure will not reflect the amount contrib-
uted by the water vapor present during the sublimation
of ice. Research lyophilizers sometimes have the pres-
sure sensors located on the vacuum line and actually
read the pressure of the pump rather than the chamber.

EXECUTING SCALE-UP ACTIVITIES

Knowledge of manufacturing capacities and capabili-
ties, appropriate and adequate processing conditions
for a robust process, coupled with careful control of
starting material and processing conditions are neces-
sary for successful technology transfer in achieving
the predefined processing conditions and predicted fin-
ished product qualities. Sufficient knowledge of the
product and process gained in development prevents
scale-up from becoming a period of discovery. Proces-
sing at larger batch sizes provides an opportunity to
verify the suitability of the processing parameters
identified during development and focus on assessing
the distribution of behavior and uniformity of finished
product qualities at a larger scale.

A complete and comprehensive development report
is an invaluable resource for technology transfer. This
document preserves the body of knowledge and experi-
ence gained during product design and process develop-
ment activities. Information including characteristics of
the API, formulation, and finished product outlined in
the preceding sections are part of a comprehensive devel-
opment report. As well, the knowledge and experience in
initial scale-up for processing clinical material is also
valuable. The expected behavior, finished product attri-
butes, and any difficulties that arise in scaling-up provide

useful insight as larger batch sizes are integrated into
routine manufacturing.

Realistically, subtle differences between conditions
and outcomes during development and those in
large-scale manufacturing will exist. Influences of pre-
paring a product and processing in a manufacturing
environment, in conjunction with the expanded quan-
tity of finished product, combine to become significant
factors. Batch sizes and quantities of finished units are
often nominal as compared to that of large-scale
manufacturing. Development studies and early clinical
manufacturing requirements may only require rela-
tively small batch sizes. As such, if the incidence of
an event or result is one in a thousand and the batch
size is a few hundred vials, it may only be an occasional
observation or result. If the frequency is one in a few
thousand, it may not become evident until large-scale
batches are prepared in manufacturing. With manufac-
turing batch sizes approaching as large as tens of
thousands of units being common, a statistically small
incidence becomes a meaningful quantity of finished
product.

The statistical distribution of variables simply due
to larger quantities of finished product units will all
be factors. These factors can be compounded such that
any one alone has little or no impact. In combination
and with potential of synergistic effects, the outcome
of scale-up may yield results that are beyond any
previous experiences. The level of success, even with
factors or influences that may not be foreseen, is
strongly dependent on the extent of knowledge and
preparation during development as well as refinements
implemented during the steps in preparation of clinical
materials, leading up to integrating a new product into
routine manufacturing for supplying the marketplace.

For scale-up of the lyophilization process, critical
process parameters of shelf temperature, chamber
pressure, and time are compared to those established
during development and intended to be implemented
using a larger lyophilizer. Some reasonable variation
due to the dynamics of larger size and capacity equip-
ment would be expected. For example, there may be an
initial overshoot for a short duration when changing
processing parameters. This is typical of proportional
type control, where the amplitude and frequency of
oscillations around the set point decreases until con-
stant control at the set point is achieved. Proportional
control is used for both shelf temperature and chamber
pressure. These oscillations may be observed at the
completion of a ramp leading to a controlled shelf tem-
perature at a specific set point or when changing cham-
ber pressure control, as in the transition from primary
to secondary drying. These oscillations, if they are of
nominal extent and duration, have little, if any, effect
on product temperature during the process. Product
during freezing and drying may also exhibit different
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behavior. Placement of product temperature sensors is
a major influence. Precise placement is relatively easily
accomplished in a development laboratory setting.
Using good aseptic technique in processing sterile pro-
duct limits the manipulation necessary for specific
placement of a sensor in a vial. Even with such dif-
ference in placement, accurate temperature values are
assured at the most critical times in the process; the
end of loading, freezing, primary, and secondary dry-
ing. It is important to verify the product has reached
critical temperatures at the end of each of these steps
to assure the conditions are adequate before progres-
sing to the next step. Verifying that the product is
chilled below the phase transition temperature and
maintained below the threshold temperature identified
during development are important assessments in eval-
uating the product temperature profile during scale-up
batches.

Product behavior for a sterile product in manufac-
turing is also influenced by the conditions imparted
due to requirements for aseptic processing. Materials
prepared under laboratory conditions in a develop-
ment environment are typically processed differently
than in a manufacturing environment. For example,
the level of cleanliness and bioburden are different.
Product attributes, such as the nucleation and crystal
growth of ice, would occur at different temperatures
and rates. This has an influence on product behavior
during processing and finished product attributes, as
discussed earlier.

Verifying processing conditions are suitable and
within reasonable range, finished product attributes
are assessed and compared with expected results. Attri-
butes associated with lyophilized preparations such
as physical appearance, reconstitution, and residual
moisture are important to evaluate and compare differ-
ences between results from development studies and
those in a manufacturing environment. In addition,
potency and purity, along with those attributes specific
to a lyophilized dosage form, are compared to the
specifications identified during development and
refined as clinical studies progress.

Processing a larger number of units as batch sizes
increase provides an opportunity to evaluate process
capability. Beyond evaluating processing conditions
and finished product attributes processed in a manu-
facturing environment, larger-scale batches provide
an opportunity to evaluate the process dynamics and
resulting product on a larger scale. It is prudent to
evaluate a larger number of product samples during
the initial large-scale manufacturing as compared to
the relative limited number samples during routine
manufacturing. With a larger number of samples,
statistical methods provide a greater capability of
quantifying the variation in product characteristics
and quality attributes. Kieffer and Torbeck present

methods and illustrations of establishing sample size
and statistical approaches in conducting process capa-
bility studies using a step-by-step procedure useful for
statistical evaluation when scaling up to larger batch
sizes.[18] When processing larger batch sizes, reproduci-
bility of processing conditions can be coupled with
evaluating batch uniformity. This may include rando-
mized sampling of a larger number of finished product
units and using statistical methods to compare results
within some desired distribution. Use of statistical
methods provide a more quantitative measure at a
larger scale for each scale-up batch and evaluate the
results achieved between batches. This leads to accom-
plishing a higher degree of assurance as the product
moves toward integrating the production into com-
mercial manufacturing.

CONCLUSIONS

Ease and success of scale-up depends on the knowl-
edge and experience gained beginning with develop-
ment. Scaling up as the product progresses from
development, through clinical studies, ultimately to
large-scale commercial manufacturing occurs in mul-
tiple steps. During this progression there are often
refinements to the product and process along the
way. The starting materials should be well character-
ized. This includes the quality and purity of the API,
adjustments in API, and formulation excipient con-
centrations, as well as the container-closure compo-
nents. Requirements for preparing a batch and
accommodating any product sensitivity need to be
well defined for assuring the quality of the starting
solution. A sufficiently robust process, with target
parameters identifying ‘‘ideal’’ conditions, along with
definition of a proven acceptable range within bound-
ary conditions needs to be readily executed within a
manufacturing environment.

The statistical distribution of variables due to lar-
ger quantities of finished product units can become
a significant influence factor. This factor may be com-
pounded such that any one alone has little or no
impact. In combination and with potential of syner-
gistic effects, the outcome of scale-up may yield
results that are beyond any previous experiences.
The level of success, even with factors or influences
that may not be foreseen when preparing for scale-
up in manufacturing as batch sizes increase, is
strongly dependent on the extent of knowledge and
preparation during development. This is also influ-
enced by the extent of refinements implemented dur-
ing the steps in preparation of clinical materials,
leading up to integrating a new product into routine
large-scale manufacturing.
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INTRODUCTION

Oral controlled release (CR) dosage forms (DF) have
been extensively used to improve therapy of many
important medications. However, in the case of narrow
absorption window drugs, this pharmaceutical
approach cannot be utilized, as it requires sufficient
colonic absorption of the drug (which contradicts the
definition of narrow absorption window agents). On
the other hand, incorporation of the drug into a CR-
delivery system, which releases its payload in the
stomach over a prolonged time period, can lead to
significant therapeutic advantages owing to various
pharmacokinetic (PK) and pharmacodynamic aspects.
Gastroretentive dosage forms (GRDFs) are a drug
delivery formulation that are designed to be retained
in the stomach for a prolonged time and release there
their active materials and thereby enable sustained
and prolonged input of the drug to the upper part of
the gastrointestinal (GI) tract. This technology has gen-
erated enormous attention over the last few decades
owing to its potential application to improve the oral
delivery of some important drugs for which prolonged
retention in the upper GI tract can greatly improve their
oral bioavailability and/or their therapeutic outcome.

This article reviews some of the latest developments
in GRDF technology from a pharmaceutical point of
view. It also highlights the PK and/or pharmacody-
namic rationale for the development of GRDFs for
certain drugs that are either absorbed in the upper
GI tract or have local activity there.

The main approaches examined thus far to extend
gastric residence time (GRT) of a delivery system have
been low-density GRDFs to induce buoyancy above
the gastric fluid, high-density GRDFs to retain the
DF in the body of the stomach, concomitant adminis-
tration of drugs that slow the motility of the GI tract,
and bioadhesion to the gastric mucosa. Another
approach, which in our view is the most promising, is
expandable GRDFs. These GRDFs are easily swal-
lowed and reach a significantly larger size in the sto-
mach owing to swelling or unfolding processes that
prolong their GRT. After drug release, their dimen-
sions are minimized with subsequent evacuation from
the stomach. Our experience has shown that

gastroretentivity is significantly enhanced by the com-
bination of substantial dimensions together with
considerable rigidity of the DF. This combination
enables the GRDF to withstand peristalsis and mech-
anical contractility of the stomach. Positive results
were obtained in preclinical and clinical studies evalu-
ating GRT of expandable GRDFs. Narrow absorption
window drugs compounded in such systems have
improved PK and pharmacodynamic properties absorp-
tion properties.

THE GI PHYSIOLOGY

It is worth briefly reviewing the role of the stomach in
terms of anatomical structure and physiological func-
tion to understand its implication in the development
of GRDFs.

The stomach is composed of the following parts:
the fundus, lying above the opening of the esophagus
into the stomach; the body; the central part; and the
antrum. The pylorus is an anatomical sphincter
situated between the most terminal antrum and the
duodenum (Scheme 1).[1] The motility of the stomach
differs remarkably between the fasted and the fed state.
The motoric activity in the fasting state, termed ‘‘inter-
digestive myoelectric motor complex (IMMC),’’ is a
2 hr cycle of peristaltic activity that is generated in the
stomach and progresses toward the ileocecal junction.
It aims to clear the stomach and the small intestine of
indigested residues, swallowed saliva, and sloughed epi-
thelial cells.[3] The IMMC is composed of four phases:
the first phase lasts for 45–60 min with a few or no
contractions. The second phase consists of intermittent
irregular sweeping contractions and involves bile
secretion and lasts until the intense peristaltic contrac-
tions of the third phase start. The peristaltic waves of
the third phase, also called the ‘‘housekeeper phase,’’ last
for 5–15 min and decrease gradually in the 4th phase to
prepare the stomach for the next cycle.[4]

Following meals, food is stored in the upper part of
the stomach, and approximately 5–10 min after food
ingestion, the stomach motor activity starts and persists
as long as the food exists in the stomach (2–4 hr). The
peristaltic contractions of the proximal stomach slowly
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compress the food toward the pyloric sphincter, and the
stomach contents are evacuated.

The pyloric sphincter causes an appreciable con-
striction of the lumen at the gastroduodenal junction.
The width and height of the pyloric ring and the diam-
eters of the pyloric aperture, sphincteric cylinder, and
duodenal bulb were measured by radiography during
the motor quiescent phase of the IMMC. The mean
width of the ring was 4.7 mm, and the mean height
11.1 mm; the depth was approximately the same on the
greater and lesser curvature sides. The mean inner
margin of the opening by which the lumen of the
stomach communicates with that of the duodenum in
the motor quiescent phase is 8.7 mm. The mean diameter
of the sphincteric cylinder is 57.1 mm, and the mean diam-
eter of the duodenal bulb is 35.8 mm (Scheme 2).[1,2] The
circular musculature of the pyloric sphincteric cylinder is
complex structure consisting of various loops arranged
into a system of rings. The right canalis loop is the
muscular part of the pyloric ring. The left canalis
loop is located at the oral end of the cylinder. The two
loops meet and interlace on the lesser curvature in a
muscle torus or knot, from which they diverge to encircle

the greater curvature. The loops are connected by
intervening circular as well as by overlying longitudinal
fibers; many of the latter dip into the right canalis loop
(Scheme 3).[2] Generally, the residence time of food in the
stomach depends upon its nutritive and physical pro-
perties, but many other factors are involved in gastric
transit performance of DFs including age, gender, pos-
ture, osmolarity, and pH of food, mental stress, and dis-
ease state.[5–7] Liquids are emptied rapidly from the
stomach, while non-fatty solids and semisolids are emp-
tied slower. Solid or semisolid fats empty much more
slowly than aqueous liquids owing to a nervous mecha-
nism inhibiting gastric peristalsis and floating over gastric
liquids.[2] Indigestible solids and DFs are not retained in
the stomach for over 2 hr when administered in the fast-
ing state owing to the IMMC, while their gastric reten-
tion time (GRT) in the fed state depends mostly on the
DF size as well as the composition and the caloric value
of food.[7]

In general, large DFs have longer GRT in the fed
state in comparison to the fasting state and are retained
for further digestion and evacuation toward the end
of the fed state, or by the subsequent ‘‘housekeeper
wave.’’ As the GRT of DFs is a function of the length
of the digestive process, theoretically, continuous
feeding can prolong their GRT for more than 24 hr.

The transit time in the duodenum is very short and
ranges from 5 to 10 min. Unlike the gastric transit,
the transit in the small intestine is remarkably constant
irrespective of the fed or the fasted state or the
type of the DF and lies between 2–4 hr in most popula-
tions.[8]

Esophagus

Duodenum

Antrum
Pylorus

Body

Fundus

Scheme 1 Schematic illustration of the stomach anatomical
structure. (From Ref.[2].)
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Scheme 2 Diagram of pyloric ring in motor quiescent phase.
W, width; H, height; DB, duodenal bulb; PA, pyloric aper-
ture; PSC, pyloric sphincteric cylinder. (From Ref.[2].)

R.P.L.

L.P.L.

P.M.K.D.B.

S.

Scheme 3 Diagram for the circular musculature of sphinc-
teric cylinder (canalis egestorius). R.P.L., right pyloric (cana-

lis) loop; L.P.L., left pyloric (canalis) loop; P.M.K., pyloric
muscle knot (torus); S, stomach; D.B., duodenal bulb. (Ring
of circular musculature surrounding commencement of duo-
denum not shown.) (From Ref.[2].)
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APPROACHES FOR GRDF DEVELOPMENT

Increasing the GRT of DFs can be achieved in several
ways. Naturally, food high in calorie value or containing
fats and some amino acids can slow gastric emptying and
intestinal transit. Certain drugs such as metoclopramide
are known to decrease the gastric motility and thus
increase the GRT of drugs that are administered conco-
mitantly. However, it is not acceptable to add a second
drug to improve bioavailability.

Recently, some sophisticated technologies have been
developed to increase the GRT of drug formulations
utilizing different features of the stomach anatomy
and physiology.

Some of these technologies have been adapted by
pharmaceutical companies to improve the bioavailabil-
ity and therapeutic utilization of existing drugs, although
it is more likely that the success of these technologies is
more valuable in the development of new drugs.

Expandable DFs

Expandable DFs are oral delivery devices that increase
their size considerably after ingestion; the extended
dimensions are aimed to be retained in the stomach
and consequently increase their GRT. These DFs are
planned to release their drug content in the stomach
and be subsequently evacuated owing to the decrease
of their dimension and rigidity.

Different expandable DFs have been developed over
the last three decades. Originally, these DFs were
developed by Laby[9] for veterinary use.

The design of expandable DFs usually takes into
consideration some basic configurations: a small con-
figuration having a suitable size for convenient oral
intake, expanded form that is achieved in the stomach
and which should have an appropriate size that inhi-
bits its gastric emptying through the pyloric sphincter,
and finally a small form achieved after active drug
release that allows their evacuation.[10]

The expanded device should be rigid enough to
remain intact and survive the gastric mechanical forces.
Besides, the rate of drug release should be appropriate
to achieve optimal absorption of the drug from its
absorption window.[11]

The first designed GRDF for human use was
suggested by Johnson and Rowe[12] on the basis of
expansion in the stomach and it was composed of
thiolated gelatin, a cross-linking agent, and a drug.
Once the device reaches the stomach and is exposed
to gastric fluids, the thiolated gelatin hydrates, swells,
and cross-links to form a matrix too large to pass
through the pylorus. Additives like a nondigestible
hydrophilic colloidal material can be added to increase
the swelling ratio.

Swelling DFs

The techniques applied for achieving expanding
properties for GRDFs are usually swelling or unfold-
ing. Swelling devices are, in most cases, based on a
hydrophilic polymer prepared from a combination of
polyethylene oxide and hydroxypropyl methyl cellulose
that form a hydrogel, which can achieve both CR and
swelling properties. Mamajek and Moyer[13] have
designed a GRDF consisting of a nonhydratable mem-
brane envelope that is drug and fluid permeable; a
drug reservoir, an expanding agent, and a swellable
resin are enveloped and the whole device expands
owing to osmotic pressure. Another swelling device
developed by Urquhart and Theeuwes[14] exhibits high
swelling properties exhibiting 2–50 fold volume
increase, which retains device evacuation from the sto-
mach not only because of its large dimension but also
because of maintaining the stomach in the fed mode
by means of mechanical sensation. By incorporating
the active drug into wax-walled tiny pills, a CR of the
drug is achieved.

Some of the swelling devices reported in the litera-
ture have shown extended gastric retentive properties
when studied in dogs. However, the transit characteris-
tics of these formulations in man were very similar to
those reported previously for other single unit matrix
systems.[15] Recently developed GRDFs by Chen
et al.[16] involve the use of a superporous composite that
combines a high swelling rate with a 100-fold increase of
the initial volume and a substantial mechanical strength.
These DFs have shown good gastroretentive properties
in fed dogs, but they yet have to be tested in humans.

Unfolding DFs

Unfolding GRDFs are usually planned to extend from
their initial small configuration to their unfolded large
size in the stomach after oral intake. Owing to the
mechanical properties of the device, the gastric liquids
induce its opening or expanding. Unlike the swelling
devices, the unfolding GRDFs are manufactured in
their maximal size and are folded into their minimal
geometry to enable convenient intake, thus also have
to include ‘‘obstructing means’’ that increase their
rigidity and thus inhibit their evacuation from the
stomach.[17] The effect of size, shape, erodibility,
and mechanical shape of the unfolded devices was
conducted by Caldwell et al.[18–20] The geometric con-
figurations of the developed devices were continuous
stick, ring, tetrahedron, planar disc, planar multilobe,
and string. All the devices had the following properties:
sufficient resistance to forces applied by the stomach
to prevent their rapid passage through the pylorus,
their presence in the stomach still allows the free
passage of food in the stomach and desired in vivo
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circumference larger than 5 cm, to ensure gastroreten-
tivity. Studies in beagle dogs have shown that gastro-
retentivity, assessed as the number of devices retained
in the fasting stomach at 24 hr, can remarkably be
influenced by the geometry of the unfolded DFs and
by the type of test species[21] and increases remarkably
as a result of enhanced mechanical properties[22] and
decreased polymer erosion.[23]

Recently developed unfolding GRDFs in our
lab[24–26] have a rectangular shape and are composed
of rigid components with large dimensions to enhance
gastroretentivity. The device is composed of a thin
drug–polymer matrix that is surrounded by rigid poly-
meric strips, all covered from both sides in a sandwich
form, by identical membranes, which connect and
maintain them intact. Each separate component is
designed to evacuate from the stomach rapidly, while
the combination of them all in this platform yields
prolonged GRT.[24] The GRDFs were retained in the
stomach of dogs and humans for prolonged and com-
parable time spans of at least 6 to 10 hr. In both species
nondisintegrating tablets and equivalent DFs, which
are identical to the GRDF but lack the rigid frame,
had short GRT (up to 2 hr), thus showing the unique
gastroretentive properties of these GRDFs.

Floating Formulations

Floating microcapsules were first described by Sheth
and Tossounian[27] as forms that can float on the
gastric contents owing to their lower bulk density.
Usually, floating formulations are prepared from
hydrophilic matrices that either have a density lower
than one or their density drops below one after immer-
sion in the gastric fluids owing to swelling. Cellulose
ether polymers are often used as the floating matrices,
and low-density fatty acids can be incorporated as well
to decrease hydrating rate and increase buoyancy.
More sophisticated devices were developed later and
involved the use of various film-coating techniques,[28]

incorporation of a floating chamber that is filled with
harmless gas,[29] or a liquid that gasifies at body tem-
perature.[30] These forms are often called ‘‘hydrodyna-
mically balanced systems’’ (HBS) as they can maintain
low density and keep floating even after hydrating. When
a floating form is administered with food, the device
remains buoyant on the surface of the gastric contents
in the upper part of the stomach and moves down toward
the pyloric sphincter while the meal empties. The
reported GRT of such floating devices varies from 4 to
10 hr. The active drug is progressively released from the
formulation matrix and thus introduced to the proximal
intestine where it can be absorbed.[31]

Various techniques have been proposed as floating
devices, and their performances have been mostly

assessed by in vitro methods to evaluate their floating
and drug release properties. Sato et al.[32] have prepared
riboflavin-containing microballoons that showed an
improved gastroretentivity and bioavailability in vivo
in human. Yet, the authors have observed that there
was poor correlation between the floating properties
and the drug release kinetics. They suggested that to
optimize the in vivo performance of this DF, the float-
ing properties should be improved in such a way that
will not negatively affect the drug releasing properties.

However, this mean of GRDF suffers from very
high variability in its in vivo performance in human
studies and is very much affected by changes in posture
and gastric fluid volume.

Bioadhesive Formulations

Bioadhesive or mucoadhesive formulations were orig-
inally developed for increasing GRT and controlling
drug delivery of all kinds of drugs.[33] The technique
involves coating of microcapsules with bioadhesive
polymer, which enables them to adhere to intestinal
mucosa and remain for longer time period in the GI
while the active drug is released from the device matrix.
The cationic chitosan polymers are pharmaceutically
acceptable to be used in the preparation of bioadhesive
formulations owing to their known ability to bind well
to gastric mucosa.[34]

Taking into consideration the quick turnover of
intestinal mucus and the reasonably constant transit
time of food and drug in the intestine being indepen-
dent of size, shape, density or fed state, it is hard to find
published data that demonstrate that bioadhesion can
actually increase the transit time in the intestine. Thus,
the extended transit of such formulations has yet to be
confirmed by direct measurement using labeling meth-
ods or scintigraphy rather than using circumstantial
methods, such as gastroretentivity, as demonstrated
in area under the plasma level vs. time curve.[11]

High-Density Systems

In this approach, a device having higher density than
the gastric fluids sinks in the bottom of the stomach
and its GRT might increase owing to the fact that it
may remain for longer times in the lower part of the
stomach. Rechgaard et al.[35] demonstrated that for
sinking in the gastric fluids, such a device should have
at least a density of 1.4 g/ml.

Either by using a single unit heavy tablet or multi-
unit dose in the form of pellets, almost identical GI
transit times were observed.[36] However, limited success
has been reported so far for high-density devices as
GRDFs.
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DRUG CANDIDATES FOR GRDFs

Many researchers have been fascinated lately by the
development of GRDFs, although it is obvious that
this technique can provide a good solution for only a
limited number of drugs that are already used in the
clinic. This is because most drug candidates that would
benefit from GRDF could not reach the market in the
absence of such a reliable GRDF.

In the searching process for GRDF candidates,
several questions may be taken into consideration.

The stability and solubility of a given compound in
gastric juice is of great importance. According to the
biopharmaceutical classification of drugs in terms of
their solubility and intestinal permeability introduced
by the Food and Drug Administration (FDA) in
1995, drugs are categorized in four classes. Only class
I compounds are defined as those with high solubility
and high permeability, and are predicted to be well
absorbed when given orally, while all other compounds
(classes II–IV) suffer from low solubility, low per-
meability, or both and display variable absorption in
different regions of the human GI tract and as a conse-
quence, their oral bioavailabilities can be affected by
the limited ‘‘absorption window.’’[37]

This region-specific absorption can be related to
differential drug solubility and stability at different
regions of the intestine owing to changes in environ-
mental pH and degradation by enzymes present in the
lumen of the intestine or interaction with endogenous
components such as bile or active transport mecha-
nisms for drugs involving carriers and pump systems.[38]

It seems very important to understand why a
drug may display a site-specific or narrow absorption
window to be able to improve its bioavailability. Pre-
formulation studies may provide crucial characteristics
of drug’s physical and chemical properties. Other in
vitro studies for detecting drug permeability using
caco-2-cultured cells or in vitro rat intestine segments
(USSING chambers) for determining drug absorption
rate can provide helpful information, although extra-
polation to humans may be uncertain.[11]

The dosing regimen is another important issue
that should be evaluated before incorporating a drug
into GRDF. Some drugs may exhibit a long half-life,
and their dose regimen is once daily. In contrast, other
drugs may have a short PK half-life, but still are given
once daily owing to a prolonged pharmacodynamic
half-life. In both cases, the development of a GRDF
may be considered unnecessary unless a new appli-
cation like local treatment of the GI wall or targeting
the intestine mucosa is aimed.

GRDF is the formulation of choice when the drug is
mainly absorbed in the upper GI tract, and a reduction
of plasma level fluctuations is required to minimize
concentration-dependant adverse drug reactions.

When a drug is mainly absorbed in the upper part of
the GI tract and the unabsorbed fraction, which arrives
to the colon, may cause serious local side effects, the
GRDF is an excellent solution to reduce the appear-
ance of such drugs in the colon. A good example for
such compounds is antibiotics.

Certain drugs that have been suggested before to
benefit from a GRDF are listed in Table 1, some of
them have been successfully incorporated in experi-
mental GRDF and have been reported to be examined
in humans, and a few of them have also reached
clinical phase II.

METHODS TO ASSESS GASTRORETENTIVITY
OF GRDFs

Unlike other formulations, the kinetics of transit of the
GRDF along the GI tract, and especially in determin-
ing its GRT are very important. It requires, in most
cases, an imaging technique that can locate the GRDF
in vivo. The following methods have been utilized so
far to assess gastroretentivity.

Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a noninvasive
technique that is not associated with radioactivity and

Table 1 Drugs that have been proposed as candidates for GRDF

Acyclovir Alendronate Amoxycillin Atenolol

Baclofen Calcitonin Captopril Cinnarizine

Ciprofloxacin Cisaprid Furosemide Gancyclovir

G-CSF Gabapentin Glipizide Ketoprofen

Levodopa Melatonin Metformin Minocycline

Misoprostol Niacin Nicadripine Pyridostigmin

Riboflavin Sotalol Tetracycline Verapamil

Vigabatrin Vitamin C Vitamin E

(From Refs.[11,17].)
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allows observation of the total anatomical structure in
relatively high resolution. The visualization of the
GI tract by MRI has to be further improved by the
administration of contrast media. For solid DFs,
the incorporation of a superparamagnetic compound
such as ferrous oxide enables their visualization by
MRI. The technique is safe and allows obtaining many
pictures from the same subject.

Radiology (X-Ray)

In this technique, a radio-opaque material has to be
incorporated in the DF, and its location is tracked
by X-ray pictures. The technique is used to evaluate
gastroretentivity of GRDFs and the disintegration rate
of DFs in vivo, and also to determine the esophageal
transit. Although it is considered cheap and a simple
method to use, its major disadvantage is the safety
issue owing to repeated exposure to X-ray that increase
the risk for the volunteers.[39]

c-Scintigraphy

Gamma scintigraphy relies on the administration of a
DF containing a small amount of radioisotope, e.g.,
152Sm, which is a gamma ray emitter with a relatively
short half-life. The isotope has to be incorporated into
the GRDF in advance. Then, a short time prior to the
study, the formulation has to be irradiated in a neutron
source that causes it to emit g rays. The emitted ray can
be imaged using a ‘‘gamma camera’’—a form of a scin-
tillation counter, combined with a computer to process
the image, and thereby the DF can be tracked in the GI
tract. This technique is elegant and provides proper
assessment of gastroretentivity in humans.[40]

Gastroscopy

Gastroscopy is commonly used for the diagnosis and
monitoring of the GI tract. This technique utilizes a
fiberoptic or video system and can be easily applied
for monitoring and locating GRDFs in the stomach.
However, it is too inconvenient to conduct the
procedure frequently in the same experiment for one
subject. In human, the procedure can be applied with
or without slight anesthesia while it requires complete
anesthesia in dogs.

ASSESSMENT OF GRDF PERFORMANCE
IN VIVO

The most common laboratory animals used for absorp-
tion analysis are rats, while dogs are the more commonly
used animals for evaluation of oral CR-DFs.

Prior to clinical evaluation, canine studies are usually
carried out, for direct evaluation of gastroretentivity, for
PK/pharmacodynamic proof-of-concept, or both.
Despite some basic differences between the digestive
tracts of humans and dogs, overall there are enough simi-
larities to make the dog a useful screening tool.

The two major differences between human and dog
stomach activity are the gastric emptying time after
eating and the pH in the fasting state: the gastric emp-
tying time of food in the fed state is significantly longer
in dogs than in humans. In the dog, an 8-mm tablet
can be retained in the stomach for more than 8 hr
following a small meal, and IMMC is abolished for
about 8 hr. To prevent overestimation of the GRDF
performance, the outcome of canine studies is con-
sidered as a preliminary screening prior to human stu-
dies.

Unlike the human stomach, which can reach a pH 2
at fasting state, the fasting dog’s stomach pH is
5.5–6.9. Changing gastric pH of a dog may be
unnecessary in evaluating nongastroretentive CR-DFs
owing to their inherently short GRT. However, assess-
ment of GRDFs may demand intervention: using gastric
acidification by pentagastrin intramuscular injection,
gastric-acidifying tablets, e.g., glutamic acid hydrochlor-
ide, acidulin, or direct administration of acidic buffer.

Hence, dogs can be considered a good model for
initial gastroretentive evaluation of a new device. On
the other hand, pigs cannot be considered a proper
model as they normally have a longer gastric retention
of pellets and ordinary tablets than human. The most
important conclusion from all previous studies is that
the best model for human is human.[11,41]

PK AND PHARMACODYNAMIC ASPECTS
OF GRDF

It has been established that the selection of a proper
drug delivery system should comply with the PK and
pharmacodynamic properties of the drug to ensure
which input strategy would be most beneficial for achiev-
ing significant therapeutic advantages.

It seems very important to clarify a variety of PK
and pharmacodynamic aspects to establish the rational
selection of GRDF as the best mode of administration
for certain drugs.

PK Aspects of GRDF[42]

Absorption window

An important PK aspect to be investigated when con-
sidering a GRDF candidate is the absorption of the drug
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along the GI tract and verifying that there is an absorp-
tion window at the upper GI tract. Various experimental
techniques are available to determine intestinal absorp-
tion properties and permeability at different regions of
the GI tract. In general, appropriate candidates
for CR-GRDF are molecules that are characterized by
better absorption properties at the upper parts of the
GI tract.

Active transport mechanism

When the absorption is mediated by active transporters
that are capacity limited, sustained presentation of the
drug to the transporting enzymes may increase the effi-
cacy of the transport and thus improves bioavailability.

Enhanced bioavailability

Once a narrow absorption window is defined for a
compound, the possibility of improving bioavailability
by continuous administration of the compound to the
specific site at the upper GI tract should be tested. For
example, although alendronate, levodopa, and ribo-
flavin are three drugs that are absorbed directly from
the stomach, it was found that gastric retention of
the alendronate in rats, produced by experimental/
surgical means, did not improve its bioavailability,[43]

while the bioavailability of levodopa and riboflavin
was significantly enhanced when incorporated in
a GRDF compared to non-GRDF CR polymeric
formulations.[24]

In vivo studies remain necessary to determine the
proper release profile of the drug from the DF that
will provide enhanced bioavailability as different pro-
cesses, related to absorption and transit of the drug
in the GI tract, act concomitantly and influence drug
absorption.

Enhanced first-pass metabolism

By increasing the GRT, a CR GRDF provides a slow
and sustained input of drug to the absorption site and
enhances absorption by active transporters on one
hand. On the other hand, the same process may also
enhance the efficiency of the presystemic metabolism
by the metabolic enzymes cytochrome P450 (in parti-
cular CYP3A4 that is dominant in the gastric wall). This
is an important aspect that should be taken into con-
sideration as it means that increasing the absorption effi-
cacy will not necessarily lead to enhanced bioavailability.

While CYP450 is found in the upper part of the
intestine and its amount is reduced toward the colon,
the P-glycoprotein (P-gp) levels increase longitudinally
along the intestine and it exists in highest levels in the
colon. If a drug is a P-gp substrate and does not

undergo oxidative metabolism (e.g., digoxin), a
CR-GRDF may improve significantly its absorption.

Elimination half-life

When drugs, with relatively short biological half-life,
are introduced into a CR-GRDF, sustained and slow
input is obtained, and a flip-flop PK is observed. This
can enable reduced dosing frequency and consequently
an improved patient compliance and therapy.

Local therapy

The continuous input of active drugs obtained from
a CR-GRDF can be utilized for attaining local thera-
peutic concentrations for the local treatment of the
stomach and the small intestine.

Examples for GRDF selection owing
to PK considerations

L-Dopa is a prodrug of dopamine and is known as the
drug of choice for the treatment of Parkinson’s disease.
L-Dopa has a narrow absorption window and is
actively absorbed from the upper part of the small
intestine. The large fluctuations in L-Dopa plasma
concentration cause severe side effects. Hence, there
is a PK rationale to elevate the extent of absorption
while minimizing the maximum plasma concentration
(Cmax) obtained, following oral administration of a
sustained release (SR) formulation of L-Dopa.

A recently developed unfolding GRDF formulation
of L-Dopa showed, in a Beagle dogs model, a remarkable
extension in the length of the absorption phase in
comparison to non-GRDF, which led to flatter plasma
concentration profile as shown in Fig. 1.[25]

These results are important in the development of
a GRDF to achieve a delicate interplay in PK factors,
prolonged absorption, and sustained blood levels for a
compound that has a narrow absorption window
owing to active transport and a steep pharmacody-
namic profile and is suspected to first-pass metabolism.
Based on these results, a new expandable GRDF of L-
dopa, with different rigid polymeric matrices, was evalu-
ated in healthy volunteers compared to SR formulation
(Sinemit CR) (Fig. 2).[44]

Although the tested GRDF formulations showed
extended GRT (up to 8 hr), the areas under the plasma
concentration vs. time plot were very similar owing to
some lag time in drug release observed, following the
administration of the GRDF, which may be corrected,
according to the author’s suggestions, by incorporat-
ing an immediate release fraction of the drug into the
device.[44] The data clarifies that the GRDF enhances
the absorption phase of L-Dopa.
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Riboflavin is another narrow absorption window
compound that lacks adverse effects and does not
affect the gastric motility. It is often used as a model
drug to assess the PK aspects of newly developed
CR-GRDF in animal and human subjects.

When comparing the plasma concentrations of ribo-
flavin following its administration as a CR-GRDF, oral
solution or a CR formulation it can be clearly observed
the significant increase of the duration of plasma levels
obtained by the GRDF as shown in Fig. 3.[24]

Pharmacodynamic Aspects of GRDF

For most of the drugs, a better delivery system would
significantly minimize the fluctuations in blood levels
and consequently improve the therapeutic benefit of
the drug as well as reduce its concentration-dependent
adverse effect. This feature is of special importance for
drugs with relatively narrow therapeutic index and
narrow absorption window (e.g. L-Dopa). While the

continuous and sustained mode of administration
attained by CR-DFs is mostly attributed to the PK
advantages, there are certain pharmacodynamic aspects
that have to be considered.[42]

Selectivity of receptor activation

The effect of drugs that activate different types of recep-
tors at different concentrations can be best controlled
with minimization of fluctuations and attaining flatter
drug plasma levels.

Minimized rebound activity

When a given drug intervenes with natural physiologi-
cal processes, it is more likely to provoke a rebound
effect. This can be successfully avoided by its slow
input into the blood circulation, which will minimize
the counter activity and increase the drug efficacy. This
has been demonstrated for furosemide.

Fig. 1 (A and B) Mean plasma L-Dopa concentrations following administration of levodopa CR-GRDFs, CR-DF, or as drug
solution to the Beagle dogs (n ¼ 6). (From Ref.[25].)

Fig. 2 Effect of levodopa administration (200/50 mg
levodopa/carbidopa) as GRDF or Sinemet CR� on

plasma concentrations in healthy volunteers (n ¼ 12).
(From Ref.[44].)
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Furosemide is a widely used loop diuretic indicated
for the treatment of different pathological conditions
such as congestive heart failure, hepatic cirrhosis,
and chronic renal failure. It has a narrow absorption
window and mainly absorbed from the stomach and
the upper part of the small intestine. Following admin-
istration of furosemide, the natriuretic effect rapidly
disperses and is concealed before the next administra-
tion. This problematic aspect in furosemide therapy
is mostly attributed to the natural homeostatic com-
pensatory mechanisms. Lately, it has been demon-
strated that the diuretic and natriuretic effects of
furosemide can be significantly improved, following a
continuous input (intravenous infusion) compared to
immediate release DFs. Beside the narrow absorption
window, this pharmacodynamic feature of the drug
provides another rationale for the development of a
GRDF for furosemide.

When furosemide was incorporated in a GRDF
by Klausner et al.,[45]the device was delayed in the
stomach up to 5 hr as detected by X-ray, and its drug
delivery and absorption profile were shown to be slow
and extended as described in the urinary excretion rate

vs. time plot (Fig. 4). This slow and extended input of
furosemide resulted in improved and extended diuretic
effect as described in the diuresis vs. time plot (Fig. 5).

Enhancing beta-lactam activity

Some drugs, such as beta-lactam antibiotics, have a
nonconcentration-dependent pharmacodynamics, and
their clinical response is not associated with peak con-
centration, but, rather, with the duration of time over a
critical therapeutic concentration. SR formulations of
these drugs could provide prolonged time of plasma
levels over the critical concentration and enhance their
efficacy.

Minimized adverse activity in the colon

As beta-lactam antibiotics have a narrow absorption
window lying in the upper part of the small intestine
(actively absorbed by Pept 1), a GRDF can be more
beneficial as it can minimize the appearance of these
compounds in the colon and thus prevent any undesir-
able activities in the colon including the development
of microorganism’s resistance, which is an important
pharmacodynamic aspect.[10,46]

The pharmacodynamic rationale for the
development of metformin GRDF

Metformin is mainly absorbed in the upper part of the
GI tract with high tendency to adsorb to the intestinal
epithelium owing to its ionized nature at physiological
pH, and thus its absorption patterns are affected
(mainly paracellular), and it causes remarkable GI side
effect. This fact, together with the finding that met-
formin active sites are mainly found in the GI tract
and the liver, makes metformin a good candidate for
GRDF.[47] The blood concentrations of metformin
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Fig. 3 Mean plasma riboflavin concentrations following the

administration of 100 mg riboflavin-5-phosphate as the CR-
GRDF, CR-DF, or as drug solution to the Beagle dogs
(n ¼ 6). (From Ref.[24].)

Fig. 4 Kinetics of furosemide urinary excretion rate on dur-

ation of furosemide absorption following the administration
of a GRDF and immediate release tablets containing 60 mg
of furosemide to healthy volunteers (n ¼ 14). (From
Ref.[45].)

Fig. 5 Diuresis (ml/hr) following the administration of a
GRDF and immediate release tablets containing 60 mg of
furosemide to healthy volunteers (n ¼ 14). (From Ref.[45].)
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following administration of metformin in different
DFs are illustrated in Fig. 6, and the glucose-
lowering effect of each formulation is described in
Fig. 7. The figure describes two modes of rapid admin-
istration, oral solution (PO bolus) or fast-releasing
formulation (CR-tablets I) in comparison to a CR
GRDF (CR-tablets II) and equivalent input by duo-
denal infusion.

Although initially there seemed to be both a PK and
a PD rationale to develop metformin GRDF, when
such formulations were evaluated in a rat model, there
were no significant differences in the pharmaco-
dynamic effect regardless of the input rate of the drug
as shown in Fig. 5. This interesting finding is contri-
buted, most probably, to the affinity of the positively

charged drug to the GI wall, thus yielding a slow rate
of drug absorption, even following the administration
of drug to the upper GI region, and also to ‘‘first-pass
PD effect’’ of metformin.[47,48]

CONCLUSIONS

The development of GRDFs can be advantageous
for the administration of some important drugs and
significantly improves their therapeutic outcome.

Gastroretentivity of a DF can be achieved by the
development of devices that can significantly expand
their volume by unfolding or swelling, adhere to intes-
tinal mucosa, or have the suitable density to sink or float
over the gastric fluids.

Before the incorporation of a certain drug into
GRDF, some important criteria should be taken into
consideration to assess the possible benefits that this
mode of administration will contribute to the therapeutic
outcome.

The in vivo gastroretentivity reported for different
types of GRDF has to be closely evaluated to dis-
tinguish between the cases where the retentivity is con-
tributed by the GRDF itself or by extended GRT
owing to other factors, mainly high-calorie meal.
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Gelatin-Containing Formulations: Changes
in Dissolution Characteristics
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INTRODUCTION

Dissolution parameter or the dissolution profile is one
of the important specifications for oral solid dosage
forms. Even during aging, dissolution characteristics
are required to remain either unchanged or within spe-
cifications laid down with reference to the results
observed during bioequivalence, comparative bioavail-
ability, or clinical studies. The product can be rejected
and recalled if dissolution instability is shown during
storage under conditions defined on the label. In that
respect, the manufacturer of a pharmaceutical product
has a responsibility not only from ethical, moral, and
legal stand-points, but also for economical reasons to
ensure that the drug is released reproducibly from
the dosage form during the shelf life.

The problem of alteration in dissolution characteris-
tics on aging is typical to gelatin-based dosage forms. It
is routinely faced by the manufacturers and, therefore,
is a matter of concern. Fortunately, a lot of under-
standing has been developed over the period, since the
time the problem was first recognized. The purpose of
this article is to put the problem in the right perspective
based on recent developments and the review of the
reports in literature.

THE PROBLEM OF PELLICULIZATION

Gelatin is hydrolyzed by most of the proteolytic systems
to yield amino components. Further, it reacts with acids
and bases, aldehydes and aldehydic sugars, anionic and
cationic polymers, electrolytes, metal ions, plasticizers,
preservatives, and surfactants. Even, exposure to stress
conditions of humidity, temperature, and/or light leads
to perceptible changes.

The exposure of gelatin formulations to environ-
mental factors and/or chemical catalysts results in
formation of a swollen, very thin, tough, rubbery,
water-insoluble membrane, also known as ‘‘pellicle.’’
This membrane acts as a barrier and restricts the
release of the drug. It is not disrupted easily by gentle

agitation and as a result dissolution characteristics of
formulations containing gelatin in the outer layer
change and Q-values often drop to the point of rejec-
tion.[1,2] An example is shown in Fig. 1.[3] The plot
depicts a comparison of dissolution behavior of fresh
gelatin capsules against 1-yr old capsules and tablets
devoid of gelatin. Evidently, 1-yr old capsules show
reduced dissolution rate, in particular.

Fortunately, several studies have shown that the
problem of fall in dissolution rate of gelatin formula-
tions has a little consequence on in vivo drug bioavail-
ability.[4–6] Fig. 2 depicts both dissolution and
bioavailability profiles for fresh drug capsules and
those stored at room temperature for 11 mo.[7] It shows
a drop in in vitro dissolution by �50% (Fig. 2A), but
no significant change in Cmax or tmax values (Fig. 2B).

The absence of in vivo effect is attributed to diges-
tion of the denatured gelatin by enzymes present in
GIT. This is the reason that the problem was not even
exposed before 1960s when simulated gastric and intes-
tinal fluids were used as dissolution media. There are
large numbers of studies in literature, which have
shown that adverse effects on dissolution are virtually
eliminated when the products are tested in the dissol-
ution media containing enzymes.[8–12] An example
highlighting the corrective influence of enzymes on
reduced dissolution of stressed ibuprofen hard gelatin
capsules is shown in Fig. 3.

The studies of the type shown in the figure indicated
that if enzymes were able to alleviate the impeding bar-
rier exerted upon the drug molecule by highly cross-
linked gelatin capsule wall, so a dissolution test in
the presence of enzyme could avoid the time and cost
of bioequivalence studies. Accordingly, attention was
called on having a two-tier dissolution test for specific
evaluation of gelatin products.[2] The test was eventu-
ally developed by a FDA’s Industry Gelatin Capsule
Working Group in which USP was also a participant.
It was included in the 25th edition of USP.[13] The
test encompasses initial dissolution study in the
plain medium as specified in the individual mono-
graph, followed by a second dissolution in the medium
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containing enzymes. Two types of enzymes, pepsin and
pancreatin, are recommended, depending upon the pH
of the dissolution medium. Purified pepsin resulting in
an activity of 750,000 units or less per 1000 mL is sug-
gested for the conditions where a monograph recom-
mends water or a medium with a pH less than 6.8.
For the medium with pH of 6.8 or greater, pancreatin
is added at not more than 0.05 g per 1000 mL. Efforts
currently are directed towards extension of the USP two-
tier test to formulations containing insoluble drugs
for which the use of non-ionic surfactants combined with
pepsin has been explored.[8]

Nevertheless, the problem of pellicle formation and
eventual fall in dissolution rate is still of concern, as the
drug bioavailability may be influenced if there is a
severe challenge. There is a report where exposure of
phenytoin capsules to high humidities resulted in poor
dissolution as well as destruction of clinical efficacy.[14]

Moreover, the enzyme test is not official in pharmaco-
poeias other than USP and the products stand a
chance of being recalled, if the normal pharmacopoeial
dissolution limits are not met.

THE CHEMISTRY OF PELLICLE FORMATION

Gelatin is a mixture of water-soluble proteins derived
from collagen. It is a linear polymer with molecular
weight ranging between 15,000 and 250,000. The pro-
tein fractions consist of variety of amino acids joined
together by an amide linkage. The amino acids include
glycine 25.5%; proline 18.0%; hydroxyproline 14.1%;
glutamic acid 11.4%; alanine 8.5%; arginine 8.5%;
aspartic acid 6.6%; lysine 4.1%; leucine 3.2%; valine
2.5%; phenyl-alanine 2.2%; threonine 1.9%; isoleucine
1.4%; methionine 1.0%; histidine 0.8%; tyrosine 0.5%;
serine 0.4%; cystine 0.1%; and cysteine 0.1%.[1] The
pellicle formation is attributed mainly to trifunctional

amino acids, especially lysine. Some reports have also
suggested involvement of histidine and arginine.

The changes take place through three main mecha-
nisms.[1] First is the oxidative deamination of lysine
residues, which are proximal to each other, resulting in
terminal aldehyde groups. The aldehyde groups combine
with free e-amino group of a neighboring lysine to yield
an imine, which subsequently undergoes a series of aldol
type condensation reactions to produce a cross-linked
product containing pyridinium ring(s). This mechanism
is described in Fig. 4. The second mechanism involves
reaction of the lysyl e-amino groups with an external
aldehyde, present in the formulation as an impurity or
generated in situ on exposure of formulations to adverse
environmental conditions. This reaction yields a hydroxy-
methylamino derivative, which loses water to form a
cationic imine. The latter reacts with another hydroxy-
methylamino lysine residue to form dimethylene ether,

Fig. 1 Dissolution profiles for fresh and 1-yr old capsules
andtablets. The 1-yr old capsules are evidently associated

with lower dissolution rate. (From Ref.[3], by courtesy of
Russell Publishing.)

Fig. 2 Comparison of dissolution (A) and bioavailability
(B) of capsules containing a high dose hydrophobic drug.
Key: �, fresh capsule; `, capsules stored for 11 mo at room

temperature. The plot shows that while dissolution is affected
on prolonged storage, there is no corresponding change in
bioavailability profiles. (From Ref.[7], p. 16, by courtesy of
Wiley-Liss Inc., a subsidary of John Wiley & Sons Inc.)
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which eventually rearranges to form a methylene link
between two lysyl e-amino groups, resulting in devel-
opment of a cross-link. The third mechanism is the
formation of an aminal, the amine form of an acetal,
which is generated on reaction of cationic imine inter-
mediate (see upper point) with a free amino group.
The pH of surroundings plays an important role in this
reaction. The last two mechanisms are depicted in Fig. 5.

The cross-linking of the gelatin polypeptides may
occur either through bridging within the same polypep-
tide strand (intrastrand, intramolecular cross-linking)
or between amino acid residues from two neighboring
peptide strands (interstrand, intermolecular cross-
linking).[1] The formation of strands is shown in Fig. 6.
As a result, the interparticulate bonds formed in the
original compact are removed and replaced by new
bonds resulting in the dosage form that has different
porosity and pore structure. Hence different in vitro
release pattern is obtained as compared to the original.[7]

TYPE OF GELATIN PRODUCTS THAT SHOW
CHANGES IN DISSOLUTION BEHAVIOR

The altered dissolution behavior due to pelliculization
occurs mainly in those products that contain gelatin in
the outer layer. Typical dosage forms are hard and soft
gelatin capsules and sugar-coated tablets.

Table 1 lists some of the examples where dissolution
problems have been reported with hard gelatin cap-
sules. Fig. 7 depicts the behavior in one such case.
Hard capsules normally contain �13%–16% water,
which acts as a plasticizer and imparts flexibility. The
moisture variations in the range of 12%–18% do not
seriously impair the shell structure, however, below
12%, the shells become brittle and get easily ruptured.
The capsules become moist, soft, and distorted when

Fig. 3 Release profiles of fresh hard gelatin capsules (&)
and those stored for 8 day at accelerated conditions of
40�C/75% RH in the presence of light (&, }). It is evident

that dissolution rate improves in the presence of enzyme.

Fig. 4 Cross-linking reaction involving free amino groups
of lysine. (From Ref.[1], p. 916. Reprinted by courtesy of
Wiley-Liss Inc., a subsidiary of John Wiley & Sons, Inc.)
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the moisture rises above 18%. Even otherwise, moisture
can be transferred from shells to deliquescent and
hygroscopic contents or the reverse flow of moisture
can result from contents to shell in case of efflorescent
ingredients, causing potential softening and sticking of
the capsules. The transfer of moisture between capsule
contents and the shell is proposed to be one of the
reasons for changed properties and eventual retar-
dation of drug release.[22] For example, Geogarakis,
Hatzipantou, and Kountourelis[23] observed a significant
retardation in dissolution rate of ampicillin trihydrate
hard gel capsules on storage under varying humidities
(50%–90% RH). The observed behavior was attributed
to the agglomeration and subsequent caking of the cap-
sule contents due to moisture transfer from the shell.

The reports from literature on dissolution problems
with soft gel capsules are summarized in Table 2.
Soft-shell capsules, like hard capsules, are also influ-
enced by environmental and chemical factors, but the
extent of pelliculization is higher due to a larger mass
of gelatin in soft capsules.[30] This is well projected in
Fig. 8. The plot gives a comparison of release profiles
of amoxycilin trihydrate from hard and soft gelatin
capsules exposed to similar type of storage con-
ditions.[29] Evidently, soft gel capsules show more
severe change. Under high humidity, soft capsules
become soft, tacky, and bloated, offering a possibility
not only of migration of moisture from shell to capsule

contents, but also of reverse flow of chemical catalysts,
when present in solvents used in preparation of drug
solutions or dispersions. The shells of soft capsules also
contain plasticizers, typically glycerine or sorbitol,
PEG, and ethers of polyethylenated glycosides, along
with gelatin and water and any catalytic impurities
present in these materials can also contribute to
chemical and dissolution instability.[31,32]

Table 3 gives a summary of the known dissolution
problems with sugar-coated tablets. The progressive
decrease in disintegration and dissolution has been
ascribed to adherence of gelatin subcoat to the tablet
core.[33] This was also a conclusion made in a study
where most of the core tablets were found to be dry
even at the end of the dissolution test.[34] Fig. 9 shows
an example of sugar-coated chloroquine phosphate
tablets exposed to 40�C and 75% RH. Clearly, the
dissolution rate decreases with time.[12]

There also exists a report in literature on increase in
both disintegration and dissolution time even in tablets
containing gelatin as a binder. This happened when
tablets were stored at 50�C/83% RH and 70�C/96%
RH for 7 weeks.[37] However, not much decrease in dis-
solution was observed in another study, when similar
dosage form was stored under milder condition of
40�C/75% RH and light for 3 weeks.[38] It shows that
pellicle formation may occur even in other gelatin-con-
taining dosage forms, when exposed to severe storage
conditions. Further, it confirms the contention that
the problem of pellicle formation is an easy occurrence
in dosage forms containing gelatin in the outer layer.

In one of the studies, sensitive gelatin dosage forms
were also evaluated for the extent of cross-linking in
the packaged form.[29] Figs. 10A–C depicts the beha-
vior of dissolution of hard and soft gelatin capsules
in blisters, after exposure to accelerated conditions of
temperature and humidity in a photostability chamber.
The data for fresh and unpacked formulations are also
included for comparison. Fig. 10A shows no significant
change in the dissolution of packed amoxycillin
trihydrate hard gelatin capsules as compared to the
unexposed product, while the dissolution evidently is
delayed in case of directly exposed capsules. The behav-
ior of two soft gelatin capsules in blisters (Figs. 10B
and C) shows that changes in dissolution, from minor
to complete, occur in packed formulations as com-
pared to unexposed samples. The unpacked capsules
of course undergo drastic changes. The comparison
of the three figures confirms the previous contention
that soft gels are more severely cross-linked than hard
gels, and it additionally shows that blister packs may
provide complete to nil protection, depending upon
the drug and the nature of capsules, whether hard or
soft. The release profiles of trifluperazine sugar-coated
tablets packed in strip packaging (Fig. 10D) show that
the release of the drug from both the strip-packed and

Fig. 5 Cross-linking reactions of gelatin mediated through

cationic imine formation. (From Ref.[1], p. 917. Reprinted
by courtesy of Wiley-Liss Inc., a subsidiary of John Wiley
& Sons, Inc.)
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unpacked tablets is delayed by around 20 min, after
which the profiles merge with those of the unexposed
samples. The lag period perhaps appears out of the
influence of temperature, as strips are expected to be
impervious to both humidity and light.

FACTORS INDUCING THE CHANGE

Tables 1–3 and Figs. 1, 2A, 3, 7B, and 8–10 show that a
significant fall in dissolution can take place in gelatin

formulations, when exposed to normal or accelerated
environmental conditions of temperature, humidity,
and/or light for varied durations. It clearly means that
the pellicle formation is catalyzed by environmental
factors, either alone or in combination.

The cross-linking reaction is normally slow at room
temperatures, and it may take several weeks or even
months before a perceptible change is observed. High
temperature accelerates pellicle formation through
the process of denaturation by increasing the rate of
cross-linking reactions and a typical example is
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accelerated when high humidity is combined with high
temperature. Humidity plays an independent role,
influencing pellicle formation in several ways, like
indirect catalysis of imine formation, catalysis of
excipient decomposition yielding products, which
cause cross-linking of gelatin, and as a vehicle for
denaturation of gelatin. The rate of cross-linking is
further influenced by UV and visible irradiation,
when combined with humidity[18] or humidity and
temperature.[38]

Apart from the environmental factors, chemical
compounds also induce cross-linking of gelatin. Sup-
porting this is the mechanism in Fig. 5, which high-
lights the role of external aldehydes. Among the low
molecular weight aldehydes, formaldehyde is most
important as it is released in dosage forms from plasti-
cizers and preservatives, fats, and polyethylenated

compounds such as PEG, ethers of PEG, and aliphatic
alcohols or phenols, polyethylenated glycerides, non-
ionic surfactants (polysorbates, esters of unsaturated
fatty acids), and corn starch.[4–6,39,40] The corn starch
at times contains traces of stabilizer hexamethyl tetra-
mine, which decomposes under humid conditions to
form ammonia and formaldehyde.[4] Accordingly, a
lot of work has been done to establish correlation
between the concentration of formaldehyde and the
extent of reduction in dissolution of gelatin-containing
preparations.[21,41–44] Other aldehydes reported to
influence integrity of gelatin include furfural, acrolein,
glutaraldehyde, and glyceryl aldehyde.[1,5,6,19,27,45,46]

An interesting case is the negative effect on the dissolu-
tion rate of gelatin capsules in the presence of rayon
coiler, which is filled in the headspace of HDPE bottles
containing capsules.[45,47] The rayon produces furfural,
which when present in saturated vapor phase, rapidly

Table 1 Literature reports on changes in dissolution characteristics of hard gelatin capsules

Storage conditions

Drug

Temperature

(�C) % RH Illumination Time period Effect on Dissolution References

Gemfibrozil 37 — — 1 mo, 2 mo,
and 3 mo

— [5]

37 80 — Significant # at 1 mo

45 — — —

Poorly water soluble drug 40 75 — On-going
stability study

Significant # [8]

Etodolac 40 75 — 8–20 weeks Significant # in all [15]

Chloramphenicol 25 49 — 32 weeks No change [16]

66 No change

80 No release up to 1 hr

Nitrofurantoin 40 79 2 and 10 weeks Significant # in

10 week samples

[17]

Hydrophobic drug in
various colored capsules

— 80 Ambient light 2 weeks Significant # [18]

80 UV 2 day Significant #
Fluorescent 2 weeks Significant #

80 UV 2 day Significant #
Hydrophobic drug in
clear capsules

— 80 Ambient light 4 weeks No change

Fluorescent 4 weeks No change

Triamterene/

hydrochloro-thiazide

40 85 — 4 weeks Significant #
for both drugs

[19]

Acetaminophen 40 75 — 55 day Significant # [20]

25 60 52 weeks Significant #
Hard gelatin
capsules shells

81 37 — 12–14 weeks
and 21 weeks

Significant # in all [21]

# ¼ Decrease in dissolution.

RT ¼ Room temperature.
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insolubilizes gelatin capsules. The reported effect is
depicted in Fig. 12.

There are several other chemicals, which induce pel-
liculization of gelatin. These are saccharides, e.g., glu-
cose and aldose sugars;[1] imines and ketones;[2] dyes
like FD&C red No. 3 and 40;[10,48] hydrogen peroxide,
benzene, sulfonic acids, p-toluene sulfonic acid;[19,49]

carbodiimides, e.g., 1-ethylene 3-(3-dimethylamino
propyl) carbodiimide hydrochloride, guanidine hydro-
chloride;[19,46] terephthaloyl chloride;[50] and calcium
carbonate.[51,52]

INDUCTION OF PELLICLE FORMATION

It is always desirable to have some sort of preassess-
ment whether dosage forms containing gelatin would
show a decrease in dissolution rate due to pellicle for-
mation with time on storage. Sometimes, the formula-
tions are also intentionally subjected to stress
conditions to judge the efficacy of enzymes in the dis-
solution medium for their capacity to overcome pellicle
formation. For this purpose, a few approaches have
been used successfully.

Fig. 7 Dissolution profiles of hard gelatin capsule formulations, three each containing triamterene (TRIAM) and hydrochlo-
rothiazide (HCTZ). Key: Fresh capsules (A); and capsules stored at 40�C/85% RH for 4 weeks (B). Formula A is control, Formula

B contains glycine, and Formula C contains citric acid. Comparison of the two figures clearly shows fall in dissolution on exposure
of all formulations to high temperature and humidity conditions. (From Ref.[19], p. 497 by courtesy of Marcel Dekker, Inc.)

Table 2 Literature reports on changes in dissolution characteristics of soft gelatin capsules

Storage conditions

Drug Temperature (�C) % RH Illumination Time period Effect on dissolution References

Acetaminophen 40 75 55 day Significant # [20]

25 60 52 weeks Significant #
Digoxin 5, 25, and 37 — — 1, 3, 6, and

10 weeks
Significant # in

10 weeks sample
[24]

Medium chain

triglycerides

40 or more — — 6 mo Significant # [25,26]

Acetaminophen
and nifedipine

25 60 — 2–26 weeks Significant # [27]

40 75 Significant #
Vitamins 40 75 — 6 mo and 24 mo Significant # in all [28]

Nimesulide 40 75 Fluorescent
and UV

8 day Significant # [29]

# ¼ Decrease in dissolution.

RT ¼ Room temperature.
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One example is the addition of formaldehyde at con-
centrations of 0 ppm, 20 ppm, 80 ppm (or 120 ppm) in
lactose and filling of this material in soft and hard gel
capsules.[20,21,27,53] Formulations, so prepared, are stored
at room temperature and/or accelerated conditions of
40�C and 75% RH. The samples are drawn at various
times and subjected to dissolution in plain and enzyme
containing media. Comparison of results gives an idea
on the susceptibility of the formulation towards pelli-
culization. However, one disadvantage of this method
is that at times notable retardation of drug dissolution
occurs only after storage of the product at room
temperature/accelerated conditions for several days or
months.[20,27,30] The long period of storage prevents
carrying out of repeated trials, particularly during
formulation and packaging development.

A better, versatile, and rapid method is the prep-
aration of films of raw gelatin material (according to
the formula for hard or soft gelatin capsules) and

exposing small pieces to formaldehyde vapors in a
closed chamber for 12 hr. The set up and conditions
were described in a recent report.[43] Some workers also
use a dipping method to expose gelatin film to alde-
hyde.[26,50,54] The major advantage of the direct formal-
dehyde exposure methods is that it takes shorter time,
of only a few hours. The method was used recently for
classifying raw gelatins in order of their sensitivity to
cross-linking.[43]

Another method, which also gives similar results,
involves simultaneous exposure of gelatin films to all
the three environmental factors, viz., temperature,
humidity, and light. The films or pieces are exposed
for 8 day in a photostability chamber at 40�C/75%
RH, with a total illumination of 2 million lux hr visible
light and UV light of >200 W hr m�2.[43] The samples
are withdrawn and subjected to dissolution studies.
Although the test takes 8 day, the major advantage of
this test method is that it simulates the environmental

Fig. 8 Release profiles of hard (A) and soft gelatin (B) capsules of amoxycillin trihydrate in unexposed condition and after

exposure to 40�C/75% RH/light for 8 day. The soft gelatin capsules show more drastic fall in dissolution upon exposure than
the hard gels.

Table 3 Literature reports on changes in dissolution characteristics of sugar-coated tablets

Storage conditions
Effect on

Drug Temperature (�C) % RH Illumination Time period dissolution Reference

Acetaminophen RT — — 7 mo No change [9]

RT High — 3 mo, 5 mo, and 7 mo Significant #
Phenylbutazone 20, 37, 50 — — Varying between 2

and 14 weeks
# in those stored at
50�C for 14 weeks

[33]

Valproic acid 45 — — 1 mo, 2 mo, and 3 mo Significant # in 2 mo
and 3 mo samples

[34]

40 75

Ibuprofen 37 75 — 4 weeks Significant # [35]

Riboflavin 45 — — — Significant # [36]

# ¼ Decrease in dissolution.

RT ¼ Room temperature.
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conditions, to which the product is expected to be
exposed during its manufacturing, transportation, dis-
tribution, and storage. Another benefit is that
formulations can be directly studied in unpacked and
packed state.

EVALUATION OF THE EXTENT AND
NATURE OF CROSS-LINKING

There are several ways to investigate the extent and
nature of cross-linking undergone by gelatin and its
products as a consequence of exposure to environmen-
tal factors and chemical catalysts. Table 4 provides the
list of methods and their applications.

A simple method to determine the extent of gelatin
cross-linking is the determination of the solubility of
the films or dissolution of formulations.[43,55] The fall
in solubility/dissolution has been shown to be linearly
correlated to the extent of cross-linking.[43] Thus a
good idea on the extent of change undergone by films
or formulations at any time under the specific chal-
lenge can be obtained from these simple tests. There
also exist some indirect methods like gravimetric
analysis, a protein assay method (involving color reac-
tion with bicinchoninic acid), and UV absorbance
measurements at 214 nm to determine gelatin in the
dissolved or an undissolved state.[21,56] A furthermore
in-depth study can be done by the use of a chemical
assay employing 2,4,6-trinitrobenzenesulfonic acid
(TNBS).[21,46,54,56] The reagent reacts with primary
amino groups of gelatin and helps to know the loss
of e-amino groups, which participate in the cross-
linking process.

Determination of intrinsic fluorescence can be used
to investigate conformational changes undergone by
gelatin gels.[57] On the other hand, the mechanism
and site of development of cross-links can be studied
by the use of 13C-NMR spectroscopy. This technique
has been successfully used for the determination of
the involvement of amino groups in lysine–lysine,
lysine–arginine, and arginine–arginine cross-links, sub-
sequent to reaction with formaldehyde.[58–61] Using the
same method, Gold, Smith, and Digenis[59] established
that pancreatin, a proteolytic enzyme present in the
gastrointestinal tract, depolarizes cross-linked gelatin.
Some workers have also explored the use of FT-IR and
FT-NIR spectroscopy. Salsa, Pina, and Teixeira-Dias[62]

employed FT-IR for the determination of the types
of cross-links developed during reaction with
formaldehyde. The FT-NIR spectroscopy was used
for the determination of water uptake,[63] extent of
cross-linking, and for monitoring migration of formal-
dehyde from capsules contents into the gelatin
shell.[41] The combination of NIR spectroscopy with
principal component analysis, a multivariate analysis,
was found to give good predictable results.[41,63]

Recently, Magnetic Resonance Imaging (MRI) has
been found suitable for the study of diffusion of ions
into the gelatin–water matrix and the setting of gelatin
on cross-linking.[64]

APPROACHES FOR THE DEVELOPMENT
OF STABLE GELATIN FORMULATIONS

Looking into the wide-spread use of gelatin-containing
dosage forms and the commonality with which the
problem of cross-linking or pellicle formation is
observed, there exists a good deal of interest in
developing stable formulations that would not show
problem of reduced dissolution with time. The solu-
tions, of course, lie in countering the influence of
environmental and/or chemical catalytic factors,
discussed above.

The simplest approach is the use in formulations of
gelatin grades that are resistant to the influence of
environmental factors as well as chemical catalysts.
Such gelatins are sold commercially. The enquiry
about the resistance of the gelatin raw material to
cross-linking should be made from the manufacturer/
supplier before purchase of the material. Generally,
gelatins with bloom strength lower than 250 are less
prone to pellicle formation and there exists no differ-
ence with respect to cross-linking among the types A
and B of gelatins.[65]

Otherwise, the appearance of problem due to
exposure to accelerated and stress environmental con-
ditions (Tables 1–3) can largely be overcome by storing
dosage forms containing gelatin in the outer layer

Fig. 9 Release of chloroquine phosphate from marketed

sugar-coated tablets on storage at 40�C and 75% RH up to
20 day. Evidently, the dissolution rate falls with increase of
the duration of storage under accelerated conditions of tem-

perature and humidity.

Gelatin-Containing Formulations: Changes in Dissolution Characteristics 1869



G
elatin–G

ood

under cool, dry, and dark conditions. Instructions
in this regard can be added on the labels of the
gelatin-based products. The manufacturers at their
level can help control the problem by paying partic-
ular attention to moisture, as it induces pellicle forma-
tion in a variety of ways. The humidity is required to
be controlled even during the manufacture of gelatin-
based formulations. The products should also be
packed in moisture and light resistant packaging. For
example, the stability of products packed in blisters
can be improved by the use of water-impermeable films
and laminates, like polyvinyl chloride (PVC)–poly-
vinyldichloride (PVDC), PVC–PVDC–PE, Aclar, etc.
instead of the permeable PVC films used convention-
ally. To prevent from light, colored blister films can
be used and additionally, individual blister packs
should be supplied in duplex cartons. Unfortunately,
this is not the practice in many parts of the world.
Other better alternate is the use of strip or Alu/Alu
packing.

The other solution is the careful selection of ingredi-
ents and excipients that are devoid of catalytic impuri-
ties or which do not decompose to catalytic products.
One simple example here is that of polyethylene gly-
cols, which are routinely used as solvents for drugs in
soft gels. The glycols normally contains small amounts
of aldehydic impurities and the best way to prevent
their interaction with gelatin shell is the use of alde-
hyde free grade of glycol or heating of commercial
grade solvent to expel volatile aldehydic impurities.
Similarly, the use of excipients like corn starch can
be avoided, till absolutely necessary.

Alternately, specific stabilizers can also be added
into the formulations. The protection against alde-
hydes, whether present initially in the formulation or
released in situ, can be provided by the addition of
aldehyde scavengers like, lysine, phenylamine, gluta-
mine, hydroxylamine hydrochloride, p-amino benzoic
acid, glycine, etc.[49] The in situ release of aldehydes
as a consequence to degradation of the contents can

Fig. 10 Release profiles of hard gelatin capsule containing amoxicillin trihydrate (A); soft gelatin capsules containing cephalexin
(B); soft gelatin capsules containing nimesulide (C); and sugar-coated tablets containing trifluoperazine (D) upon storage at

40�C/75% RH in the presence of light.
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be controlled by the manipulation of pH using buffer-
ing agents. Carboxylic acids, such as benzoic acid,
fumaric acid, maleic acid, citric acid, etc. are helpful
in this direction. The synergistic combination of an
amino acid and buffers in preventing pellicle formation
has also been explored.[19] Fig. 13 shows that addition
of glycine and citric acid together in the formulation fill
proves more effective in preventing dissolution insta-
bility than when glycine or citric acid are added alone
(Fig. 7).

Some studies have also reported successful preven-
tion of cross-linking using direct inhibitors like
semicarbazide hydrochloride, hydroxylamine hydro-
chloride, piperazide hydrate, pyridine, piperidine,
glycerine, p-aminobenzoic acid, etc.[19,49] Another
approach, specific to filled hard gelatin capsules, is
the addition of disintegrants to the fill powder blend.
Capsule formulations containing 10 or more percent
of disintegrant is reported to withstand the stress of
high humidity storage conditions, presumably due to
the porous nature of the capsule fill.[66] The use of
titanium oxide, iron oxide, and color pigments in the
capsular dosage forms containing gelatin offers a good
protection against cross-linking introduced by light. A
good example is that of curcumin, which at a content
of 0.4% in the capsule shell, was able to result in a
threefold or higher increase in the half-life of the test
compounds.[67] Dyes, like FD&C Yellow No. 5 and
Blue No. 1, have also been shown to protect the dosage
forms from light.[18] The synthetic iron oxides, being
potent absorbers of wavelengths below 400 nm, can
be employed successfully, except that they have an
attached caution that excess iron content (>15 ppm)
can result in discoloration of soft gelatin capsules.[32]

PATENT STATUS OF STABILIZATION
APPROACHES

The use of glycine–citric acid synergistic combination
in fills of gelatin capsular products for the purpose of
protection against cross-linking is covered by US
patent No. 5,674,106[68] and World patent No.
9733568.[69] There also exist a few patents where stabi-
lization has been attempted by addition of the stabili-
zers in the films or gelatin raw material. The
incorporation of glutamic acid, tryptophan, or nitrilo-
trismethylene phosphoric acid or a mixture thereof
into gelatin before forming the final product has been
claimed to impart improved stability against storage
under hot and humid conditions and/or aldehydes.[70]

Addition of a polypeptide content from 15%–70%
based on total weight of peptide and gelatin was
found to prevent gelatin from becoming insoluble
with time without deteriorating the shape retentivity
of capsules.[71]
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FUTURE CONSIDERATIONS

Till date, the problem of pelliculization of gelatin pro-
ducts has found major solutions in: 1) understanding
of the chemistry; 2) identification of stabilizers that
can be added in formulation fills or films; 3) develop-
ment of rapid test methods for evaluation of possibility
of pellicle formation; and 4) introduction of two-tier

dissolution test in USP. Still, a lot has to be done, of
which foremost is the adoption of two-tier test by
International pharmacopoeias, other than USP. More
rigorous efforts need to be done towards stabilization
approaches targeted to raw gelatin so that all manufac-
turers of gelatins around the world are able to offer
stable raw material for pharmaceutical use. Concur-
rently, there is a need for identification of newer types
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Fig. 13 The dissolution behavior of triamterene (TRIAM) (A) and hydrochlorothiazide (HCTZ) (B) formulations containing

glycine and citric acid (Formula D) on storage at 40�C/85% RH up to 12 weeks. This figure is correlated to Fig. 7 and is from
the same reference. The overlapping curves in both cases show that the amino acid/buffer combination is able to neutralize the
adverse effect of storage under high humidity and temperature. The figure further depicts that neutralization remains effective
even on storing the capsules as long as 12 weeks. (From Ref.[19], p. 498 by courtesy of Marcel Dekker, Inc.)

Table 4 Methods for the determination of the extent and nature of cross-linking in gelatin films and formulations

Technique Application

Monitoring of solubility and dissolution Determination of the extent of cross-linking

Gravimetric analysis, a protein assay
method (involving color reaction with
bicinchoninic acid) and UV absorbance
measurements at 214 nm

Determination of the extent
of non-cross-linked gelatin

Chemical analysis using TNBS reagent Loss of e-amino groups upon cross-linking

Fluorescence spectrophotometry Conformational changes of
gelatin in gel state

13C-NMR spectroscopy Determination of the types of cross-links
developed during reaction with formaldehyde

FT-Infrared (FT-IR) spectroscopy Determination of the types of cross-linking

FT-Near Infrared (FT-NIR) spectroscopy Determination of water uptake

by the dosage form, extent of
cross-linking and monitoring of migration
of formaldehyde from contents to the shell

Magnetic Resonance Imaging (MRI) Study of diffusion of ions into the gelatin–water matrix
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of efficient stabilizers that can be added to the gelatin
film during formation of hard and soft gel capsules
or in gelatin solutions meant for application as a sub-
coat in sugar-coated tablets. The hard gel capsule man-
ufacturers produce billions of capsules every year and
if solution is offered to them in way of stable gelatin
raw material and stabilizers that can be added in the
fill/film formula, this can have a very wide impact.
The same concept can also be applied at the time of
manufacture of soft gels. In case, successes are
achieved on this front, the problem is likely to be elimi-
nated to a large extent.
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INTRODUCTION

The word ‘‘gel’’ is derived from ‘‘gelatin,’’ and both
‘‘gel’’ and ‘‘jelly’’ can be traced back to the Latin gelu
for ‘‘frost’’ and gelare, meaning ‘‘freeze’’ or ‘‘con-
geal.’’[1] This origin indicates the essential idea of a
liquid setting to a solid-like material that does not flow,
but is elastic and retains some liquid characteristics.
The distinction between gel and jelly remains some-
what arbitrary, with some differences based on the field
of application. The food industry uses the term ‘‘gela-
tin jelly’’ whereas the pharmaceutical industry uses the
term ‘‘gelatin gel.’’

Use of the term ‘‘gel’’ as a classification originated
during the late 1800s as chemists attempted to classify
semisolid substances according to their phenomeno-
logical characteristics rather than their molecular
compositions.[2] At that time, analytical methods
needed to determine chemical structures were lacking.
The USP[3] defines gels (sometimes called jellies) as
semisolid systems consisting of either suspensions
made up of small inorganic particles, or large organic
molecules interpenetrated by a liquid. Where the gel
mass consists of a network of small discrete particles,
the gel is classified as a two-phase system. Single-phase
gels consist of organic macromolecules uniformly dis-
tributed throughout a liquid in such a manner that
no apparent boundaries exist between the dispersed
macromolecules and the liquid.

Single-phase gels and jellies can be described as
three-dimensional networks formed by adding macro-
molecules such as proteins, polysaccharides, and
synthetic macromolecules to appropriate liquids. In
pharmaceutical applications, water and hydroalcoholic
solutions are most common. Many polymer gels
exhibit reversibility between the gel state and sol,
which is the fluid phase containing the dispersed or dis-
solved macromolecule. However, formation of some
polymer gels is irreversible because their chains are
covalently bonded. The three-dimensional networks
formed in two-phase gels and jellies are formed by

several inorganic colloidal clays. Formation of these
inorganic gels is reversible.

Gels are generally considered to be more rigid than
jellies because gels contain more covalent crosslinks, a
higher density of physical bonds, or simply less liquid.
Gel-forming polymers produce materials that span a
range of rigidities, beginning with a sol and increasing
in rigidity to a mucilage, jelly, gel, and hydrogel. Table 1
lists monographs for the 23 gel drug products, three jelly
drug products, and three non-drug gels listed in the USP.

This review focuses mainly on water-based gels and
jellies. Gel structure, the basis for understanding the
physical properties associated with gels, is examined
first, followed by the rheology of gels. Specific natural,
semisynthetic, and synthetic gel-forming polymers and
inorganic clays are then discussed along with their
pharmaceutical applications.

GEL MICROSTRUCTURE

Substances that form aqueous gels are usually hydro-
philic polymers capable of extensive solvation. At
certain temperatures and polymer concentrations,
and, in some cases, with the addition of ions, a three-
dimensional network is formed. Although polymer gels
vary considerably in chemical structure, they all
behave as elastic solids at low applied stresses, even
though they primarily consist of liquid. The differences
in chemical composition, however, result in several
types of gel microstructure. Pharmaceutical gels may
be loosely categorized on the basis of the their network
microstructure according to the following scheme
suggested by Flory:[2]

1. Covalently bonded polymer networks with com-
pletely disordered structures.

2. Physically bonded polymer networks, predomi-
nantly disordered but containing ordered loci.

3. Well-ordered lamellar structures, including gel
mesophases formed by inorganic clays.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100200006
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Covalently Bonded Structures

Covalently crosslinked gel networks are irreversible
systems. They are typically prepared from synthetic
hydrophilic polymers in one of two ways, details of
which may be found in a comprehensive treatise.[4–6]

Because the resulting gel matrices are often highly
rigid, these gels have been classified as hydrogels.

In the first method of preparation, infinite gel net-
works arise from the non-linear copolymerization of
two or more monomer species, with one being at least
trifunctional. Both the direction and position by which
each polymer chain grows during the reaction are ran-
dom, resulting in the final microstructure of these gels
being completely disordered. The gel point for copoly-
merization between equimolar concentrations of two

monomer species can be predicted using the modified
Carothers equation (7):

Xn ¼
2

ð2 � rfavÞ

where Xn is the number-average degree of polymeriza-
tion, r is the fractional conversion, and fav is the
average functionality of the monomers involved. The
gel point is reached when Xn ! 1, indicating that
the critical conversion for gelation (rc) is equal to
2/fav.[7] In practice, however, gel points tend to be
overestimated by the equation.

The other method for preparing chemically cross-
linked gel structures involves covalent crosslinking

Table 1 Gel and jelly monographs in the USP 24

Monograph title Drug product or non-drug product

Aluminum hydroxide gel Drug product

Aluminum phosphate gel Drug product

Aminobenzoic acid gel Drug product

Benzocaine, butamben and tetracaine hydrochloride gel Drug product

Benzocaine gel Drug product

Benzoyl peroxide gel Drug product

Betamethasone benzoate gel Drug product

Silica gel Non-drug product

Clindamycin phosphate gel Drug product

Desoximetasone gel Drug product

Desamethasone gel Drug product

Dimethyl sulfoxide gel Non-drug product

Diclonine hydrochloride gel Drug product

Erythromycin and benzoyl peroxide topical gel Drug product

Erythromycin topical gel Drug product

Flucinonide gel Drug product

Hydrocortisone gel Drug product

Hydroxypropyl cellulose ocular system Drug product

Lidocaine hydrochloride jelly Drug product

Metronidazole gel Drug product

Naftifine hydrochloride gel Drug product

Phenylephrine hydrochloride nasal jelly Drug product

Porous silica gel Non-drug product

Pramoxine hydrochloride Jelly Drug product

Salacylic acid gel Drug product

Fluoride and phosphoric acid gel Drug product

Stannous fluoride gel Drug product

Tolnaftate gel Drug product

Tretinoin gel Drug product
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of individual linear or branched polymer chains,
using a low concentration of crosslinking agent.[5]

The crosslinking ratio X, which is simply the mole ratio
of crosslinking agent to polymer repeat units, can be
used to characterize the resulting three-dimensional
network.

Other parameters to characterize crosslinking are
the equilibrium swelling ratio, the molecular weight
between crosslinks, the so-called mesh size between
crosslinks, and the crosslinking density.[8] The equilib-
rium swelling ratio Qm is the ratio of the volume of the
swollen polymer to the volume of the dry polymer. It
decreases as the extent of crosslinking increases. The
molecular weight between crosslinks Mc, developed
from the Flory equations for equilibrium swelling,[9]

is also indirectly proportional to crosslinking extent.
The mesh size z is an estimate of the distance between
crosslinks based on the root-mean-square end-to-end
distance of the random coil polymer between cross-
links. Estimates of the crosslinking density usually
involve more rigorous treatments that require theoreti-
cal expressions.[6] These models recognize the discrep-
ancy between the amount of crosslinking agent added
to the reaction and the number of effective chemical
crosslinks actually produced, in addition to the
presence of physical crosslinks formed by chain entan-
glements. If the crosslinking site is known, the covalent
crosslinking density may be determined without theo-
retical models by chemical analysis of these sites.[10]

Examples of chemical and physical crosslinks, which
may exist in a gel network of covalently linked linear
chains, are illustrated in Fig. 1.

Physically Bonded Structures

Physically bonded gel networks are reversible systems;
factors such as temperature and ion additives can
induce a transition between the sol and gel phases. These

gels are formed primarily by natural organic polymers
(proteins and polysaccharides) and semisynthetic
cellulose derivatives. Gels of some synthetic, hydrophilic
polymers are also included in this class.

Polymer chains exist most often in the sol as
random coils, which undergo conformational transi-
tions to yield a gel.[11] Such transitions may involve
large ordered sections of one or more chains, which
fold into a single, double, or triple helix. The three-
dimensional network is then formed by cooperative
association of several sections into higher ordered
regions called junction zones.[12] Many junction zones
are dispersed throughout the amorphous domains of
the network, thus giving mechanical strength to the gel.

The microstructures of physically bonded gels are
much more complex than those of the disordered,
chemically crosslinked gets. The spatial arrangements
assumed by polymer chains in forming junction zones
may differ, as well as the secondary intermolecular
forces that hold these zones together. The physical
properties of gels, including rigidity, melting tempera-
ture, and yield point, are related to the type of junction
zone formed. Several types have been identified or
hypothesized; they are briefly reviewed here.

The particular organization of polymer chains in a
junction zone depends on the chemical structure of
the repeating unit. For example, sulfated polysac-
charides (e.g., agar and K-carrageenan) that contain
an assortment of sulfated galactose residues form dou-
ble helices, two or more of which aggregate into multi-
helical junction zones.[12] However, the presence of a
few contaminant residue units greatly reduces gelling
ability. The residues produce kinks that effectively
block helix formation in large sections of chains, indi-
cating that steric fit is critical to gel formation.[12]

The microstructure of these gels is schematically repre-
sented in Fig. 2.

Gels composed of semisynthetic cellulose deriva-
tives, including sodium carboxymethylcellulose,
contain microcrystalline junction zones. Residual
crystallinity in the form of chain bundles can survive
the derivatization processing of cellulose.[13] The bun-
dles are connected through common chains to yield a
gel, and the ultimate gel strength depends on the
efficiency by which the bundles were previously
dispersed throughout the sol.[13] Furthermore, micro-
crystalline domains, forming between segments of
stereoregular synthetic polymers such as polyvinyl
alcohol,[14] enhance the gel’s rigidity.

Micelle-like junction zones are formed by methylcel-
lulose and polyethyloxylene polypropyloxylene block
copolymers (poloxamers). Although the polymers dif-
fer in chemical structure, both have hydrophobic
regions in their chains: the di- and trimethyl-D-glucose
residues of methylcellulose and the polypropyloxylene
block of poloxamer. Another feature common to the

Fig. 1 Chemical and physical crosslinks associated with

covalently bonded polymer gels. (A) Bi- and trifunctional
chemical crosslinks; (B) simple and trapped physical
entanglements; and (C) ineffective chemically bonded loop
and dangling ends.
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two polymers is that their gels exhibit inverted thermal
reversibility, that is, they gel with heating and melt
with cooling. Both the inverted temperature behavior
and the presence of hydrophobic regions in the poly-
mers provide evidence for the formation of micelle-like
junction zones.[12,15] Water molecules structured
around the hydrophobic regions of polymer chains in
a sol become disordered with increases in temperature.
Newly exposed hydrophobic regions attract one
another to form bonds, whereas hydrophilic areas
rearrange to maximize their contact with the aqueous
medium. The resulting micelle-like structures continue
to grow in size and number at higher temperatures,
leading eventually to gel formation.

Other junction zones require the presence of multi-
valent ions to form ion bridges between polymer
chains. An egg box model was proposed by Grant
et al.[16] for the formation of calcium alginate gels,
in which calcium cations are cooperatively bound
between ionized carboxyl groups located on the poly-
glucuronate sequences of alginic acid. The cations are
coordinated in the interstices of ordered segments of
the polysaccharide chains (Fig. 2B). Other mechanisms
for the involvement of ions in gelation may be similar
but less precisely understood. For instance, guar gum
forms cohesive gels only in the presence of borate ions.[17]

Finally, some physically bonded gel networks are
held together by simple entanglement couplings
between individual polymer chains rather than by large
aggregate junction zones. Above a critical concen-
tration, long chains of hydrophilic polymers, such as
hyaluronic acid and carbomer, are apparently forced
through the domains of other chains because of their
large molecular volumes.[18] An increasingly inter-
twined network occurs with higher polymer concentra-
tions to produce a gel. Although these gels are highly
disordered compared with other physically bonded gels
that have ordered junction zones, they are considered
here because they form reversible gel microstructures.
Yet, some researchers believe[12] that ordered regions

must be present to impart rigidity in entangled gels,
but such regions may be relatively dispersed and
unstable, making them difficult to identify. Others
propose[19] that higher order exists from interchain
bridging by complexation with solvent molecules.

Molecular associations between polymer segments
occur through the cooperation of several intermolecular
forces such as hydrogen bonding, van der Waals forces,
and electrostatic attractive and repulsive forces. The
disruption of junction zones is associated with a high
activation energy, further indicating that many inter-
molecular forces cooperate to retain the structure of
each junction.[12]

Well-Ordered Gel Structures

Under suitable conditions, certain silica, alumina, and
clay aqueus dispersions form rigid gels or lyogels.
When clays belonging to the smectite class, such as
bentonite, aluminum magnesium silicate, hectorite,
and laponite, come into contact with water, they
undergo interlayer swelling spontaneously, followed
by osmotic swelling to produce a gel.[20] The plate-like
clay particles associate into an ordered, extended net-
work for which two models have been described.[21]

The ‘‘house of cards’’ model is based on attraction
between weak positively charged particle edges and
negatively charged particle faces; edge-to-edge associa-
tions of particles into flat ribbons have also been
proposed.

Highly ordered lamellar gel microstructures are
formed by certain surfactants and mixtures of a surfac-
tant and long-chain fatty alcohols in water. Using
small angle X-ray scattering (SAXS), an ordered lamel-
lar stack lattice model was proposed for the gel formed
by 10% w/w cetostearyl alcohol containing 0.5% cetri-
mide surfactant.[22] In contrast, the microstructure of a
Brij 96 gel depends on the surfactants concentration.
A hexagonal liquid-crystalline gel structure was

Fig. 2 Microstructures associated with physi-
cally bonded polymer gels. (A) Multihelical

junction zones of agar gels and (B) egg-box
model junction zones of calcium alginate gels.
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detected by SAXS at concentrations of 40 to 60 wt% in
water, whereas an extended lamellar structure was
detected at higher concentrations (70 to 85 wt%).[23]

PHYSICAL PROPERTIES OF GELS
AND JELLIES

The physical properties of gels and jellies can be classi-
fied into two groups: transitional properties (including
gel point, retrogradation, and syneresis) and rheologi-
cal properties (including rigidity, yield point, and rup-
ture strength). The experimental techniques used to
characterize these physical properties can be similarly
classified.[24] Spectrophotometric and thermal techni-
ques are used to identify gel microstructures (physical
junction zones) and their related transitional proper-
ties. For example, nuclear magnetic resonance (NMR)
spectroscopy measures the structural and dynamic
characteristics of the polymer just prior to aggregation
and gel formation, and circular dichroism (CD) spec-
troscopy measures the conformational changes of the
polymer during network formation (e.g., helix–coil
transitions). Mechanical techniques are used to deter-
mine rheological properties of gels. These techniques
employ either small-deformation measurements that
yield viscoelastic parameters or large-deformation
measurements that generate complete stress-strain
profiles, which include failure parameters.

Transitional Properties

Sol–gel transition (gel point)

Sol–gel transition may be dependent on polymer
concentration or temperature. Spectrophotometric
methods, as mentioned previously, are used to probe
sol–gel transitions that depend on the critical gelling
concentration. Thermal methods, including differential
scanning calorimetry, are used to measure sol–gel tran-
sitions, or melting temperatures, of thermoreversible
gels. A relationship for estimating the heat of gelation
was derived by Eldrige and Ferry[25] in which the
dependence of the sol–gel transition temperature on
polymer concentration was considered.

The critical gelling concentration is the concen-
tration below which no macroscopic gel is formed
under the prevailing experimental conditions;[24]

rather, a sol is formed by the polymer and solvent. This
concentration depends on polymer–polymer and poly-
mer–solvent interactions, the hydrophilic–lipophilic
character of the polymer, and the molecular weight
and flexibility of the chain.[26] Furthermore, polymers
that require ions to form gels have critical gelling
concentrations that depend on the concentration of

these additives and many other variables. Table 2 lists
ranges of minimal concentrations for substances to gel
in water.

There are two thermal gel points associated with
thermoreversible gels. Shifts in temperature may cause
gel formation at the setting point or gel liquification at
the melting point. In addition, temperature hysteresis
may occur in some gels in which the gel-setting point
is lower than the melting point. The hysteresis behavior
indicates that junction zones constitute a family of
associations rather than a set of identical crosslin-
kages.[12] Agarose gels show temperature hysteresis;
the gel sets at about 40�C and melts at about 90�C.

Physical aging

Most gels have structures that have not attained equi-
librium; different preparative methods and conditions
influence the gel state. The gel physically ages as it
moves toward equilibrium, making the history of a gel
sample an important consideration when measuring
physical properties. Aging reflects changes in gel micro-
structure, where non-covalent crosslinks are breaking
and reforming. Furthermore, instabilities caused by the
non-equilibrium state arise in some polymer gels; two
examples are retrogradation and syneresis.

Retrogradation is the spontaneous reversion of a
polymer solution to a gel on standing. Polyvinyl alco-
hol dissolved in water undergoes retrogradation,
whereby the stereoregular chains form microcrystalline
aggregates as the solution ages.[14] Polyvinyl alcohol
gels also retrograde, forming crystalline domains.
Amylase, which is the linear polysaccharide fraction
of starch, undergoes retrogradation, reducing the
physical stability of starch solutions and gels over time.

Syneresis is the process whereby liquid is liberated
spontaneously from the gel matrix. This instability
arises from the non-equilibrium state of the gel estab-
lished as it sets or because of a change in external con-
ditions. At equilibrium, elastic contraction forces of
polymer chains are usually balanced by solvent swel-
ling forces, resulting from an osmotic pressure differen-
tial.[27] With changes in temperature, for example, the
osmotic pressure shifts, causing an elastic contraction
of polymer chains. The contractive response squeezes
excess liquid out of the matrix. Agar and carrageenan
are examples of gels that exhibit syneresis.

Rheological Properties

Like the transitional physical properties, the rheologi-
cal properties of gels are not easily characterized
because they depend strongly on the attributes of the
polymer, history of the gel sample, and experimental
conditions. Most often, the apparent viscosity or gel
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strength increases with an increase in the effective
crosslink density of the gel or in the concentration
and average molecular weight of the polymer. How-
ever, a rise in temperature may increase or decrease
the apparent viscosity, depending on the molecular
interactions between the polymer and solvent. In
addition, the direction of change in apparent viscosity
may not be readily predictable when additives such as
ions, non-electrolytes, solvents or non-solvents, and
other compatible polymers are mixed with a gel.

Viscoelasticity

Under an applied stress, which is the force per unit
area, ideal liquids flow and perfectly elastic solids

deform. The rate of shear, dg/dt, is the measure of
liquid deformation (flow): viscosity Z is a liquid’s
resistance to flow, strain g is the measure of solid defor-
mation, and the shear modulus G is the resistance to
strain for stresses applied tangentially to the solid’s
surface. Clearly, gels are semisolids that have
both solid and liquid character under stress—they are
viscoelastic substances.

Depending on their rheological properties, physi-
cally bonded gels can be divided into three groups:
entanglement networks, strong gels, and weak gels.[24]

Entanglement networks behave as dilute solutions
when diluted below their critical gelling concentra-
tions, whereas strong gels have stress–strain profiles
that include rupture points. Examples of polymers that

Table 2 Gelling concentrations for substances used in pharmaceutical products

Substance

Gel-forming

concentrations (wt %) Required additives

Proteins
Collagen 0.2–0.4a

Gelatin 2–15

Polysaccharides

Agar 0.1–1
Alginates 0.5–1 Ca2þ

5–10 Naþ

K-Carrageenan 1–2 Kþ

Gellum gum (low acetyl) 0.5–1 Ca2þ

Glycyrrhiza 2
Guar gum 2.5–10

0.25 Borate ion

Hyaluronic acid 2
Pectins (low methyoxy) 0.8–2 Ca2þ

Starch 6

Tragacanth gum 2–5

Semisynthetic polymers (cellulose derivatives)
Carboxymethylcellulose 4–6 Naþ

10–25 Naþ

Hydroxypropylcellulose 8–10

Hydroxypropylmethylcellulose 2–10
Methylcellulose 2–4

Synthetic polymers
Carbomer 0.5–2
Poloxamer 15–50

Poyacrylamide 4
Polyvinyl alcohol 10–20

Inorganic substances
Aluminum hydroxide 3–5

Bentonite 5
Laponite 2 Electrolytes

Surfactants
Cetostearyl alcohol 10 Cetrimide

Brij 96b 40–60
aAdjusted to pH > 4 and warmed to 37�C.
bBrij 30–99 surfactants are polyoxyethylene-alkyl ethers.
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form entanglement networks are guar gum and hya-
luronic acid; strong gels are formed by agar, calcium
alginate, gelatin, and pectin.

Weak gels are also entanglement networks, but they
undergo specific molecular interactions that increase
their strength.[24] Therefore, the rheological properties
of weak gels are intermediate between those of entan-
glement networks and strong gels. Xanthan gum and
carbomer are examples of polymers that form weak
gels. Hyaluronic acid generally forms an entanglement
network, but under specific conditions (pH 2.5 and
0.15 M salt), it forms a weak gel.[28]

Types of flow

The flow associated with entanglement networks and
weak gels can be readily measured with continuous-
shear instruments, such as the Ferranti–Shirley cone
and-plate viscometer. These instruments characterize
the gel behavior over a range of shear rates; a complete
rheogram is usually generated for a particular gel in
order to identify its flow behavior. If the shear stress
versus shear rate curve is concave toward the shear-
rate axis, the gel exhibits pseudoplastic flow. The inter-
nal gel microstructure breaks down with increases in
shear rate, which lowers the apparent viscosity (it
‘‘shear-thins’’ the gel). However, if a gel does not flow
at low stresses, but only above a finite stress, it exhibits
plastic flow. The yield point, which is a measure of gel
strength, is the stress at which flow begins. In general,
entanglement networks and weak gels exhibit pseudo-
plastic and plastic flow, respectively.

Entanglement networks and weak gels may exhibit
thixotropy, or time-dependent flow, in addition to
exhibiting either pseudoplastic or plastic flow. Thix-
otropy, which is noted in a rheogram as a hysteresis
loop, occurs because the gel requires a finite time to
rebuild its original structure that breaks down during
continuous shear measurements. The degree of thix-
otropy depends on gel type, sample history, and experi-
mental conditions.

Dynamic oscillatory techniques use small-deformation
measurements to determine the viscoelastic properties
of gels within the linear region. Unlike continuous
shear instruments, oscillatory instruments (e.g., the
Weissenberg rheogoniometer) have the advantage of
not altering the gel microstructure because small
deformations are made with a sinusoidally oscillating
stress or strain. For an ideal elastic solid, the stress
and strain are in phase, whereas for an ideal liquid,
the stress and strain have a phase difference of 90�.
Viscoelastic materials, including gels, have phase
angles between 0 and 90�. The parameters obtained
through oscillatory testing are the storage modulus
G0 which reflects solid-like properties, and the loss

modulus G00, which reflects liquid-like properties.
These moduli depend on the frequency of oscillation.

Details of both continuous shear and dynamic
oscillatory testing of pharmaceutical semisolids,
including gels, have been addressed in reviews,[29,30]

where the fundamental viscoelastic principles are
further developed along with a discussion of data
analyses and interpretations.

Rigidity

The modulus of rigidity, or shear modulus (G), is
defined as the ratio of shear stress to strain. It is a mea-
sure of a gel’s ability to resist deformation. The mini-
mum rigidity for a strong gel to resist deformation
under its own weight is equal to about grl which is
the product of the acceleration due to gravity (g), den-
sity (r), and a linear dimension (l) of the sample.
Therefore, the minimum rigidity is about 100 Pa
(103 dyn/cm) for a gel sample 1 cm long.

An empirical measure of gel rigidity is the measure-
ment of gelatin gel strength, also known as Bloom
strength. The procedure is described in the USP.[31] It
is the determination in a Bloom gelometer of the gram
weight needed to depress a standardized plunger 4 mm
into the surface of a 6.67% (w/w) gel after maturing
the gel at 10�C for 17 h. The Bloom gelometer, how-
ever, has largely been replaced by the Stevens
LFRA/Voland Texture Analyzer and the TA.XT2
Texture Analyzer (Micro Systems).

Rupture strength

Rupture strength is equal to the stress at which a
strong gel ruptures or fails rather than undergoing
further strain. The rupture strength is determined by
large-deformation measurements on instruments such
as the Instron tester, where a tensile stress is applied
to the sample. However, strong gel samples can only
be tested in tension if they can support their own
weight,[24] and most physically crosslinked gels are
relatively weak, making this type of test difficult.

GEL-FORMING SUBSTANCES AND
THEIR PHARMACEUTICAL USES

Gel-forming hydrophilic polymers are typically used to
prepare lipid-free semisolid dosage forms, including
dental, dermatological, nasal, ophthalmic, rectal, and
vaginal gels and jellies. Gel vehicles containing thera-
peutic agents are especially useful for application to
mucous membranes and ulcerated or burned tissues
because their high water content reduces irritancy.
Furthermore, these hydrophilic gels are easily removed
by gentle rinsing or natural flushing with body fluids,
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reducing the propensity for mechanical abrasion. The
superior optical clarity of synthetic polymer gels, such
as those composed of poloxamer and carbomer, has
led to the current interest in developing therapeutic
ophthalmic gels.

Unconventional routes of drug administration by
using gels and jellies are also being explored. Thus,
two nasal jellies were developed and marketed. The
intranasal vitamin B-12 gel, Nascobal (Schwarz
Pharma), is used as a dietary supplement. The gel base
is composed of a hydrophilic cellulose derivative, the
exact nature of which is not disclosed. However, the
gel is apparently odorless and non-irritating, and
adheres well to the mucous membrane. Neo-Synephrine
Viscous (Sanofi Winthrop) is a water-soluble nasal
jelly formulated with methylcellulose; it contains the
decongestant phenylephrine hydrochloride.

In addition to serving as drug-containing vehicles,
some gels have other important functions. For
example, a soft, flexible gel applied to burned skin
can prevent excessive water loss by forming a physical
barrier. Ocular gel inserts are designed to lubricate the
eye continuously and promote healing. Still other gels
are intended for lubricating surgical and medical
instruments in order to minimize local irritation.

Many gel-forming substances are available for pre-
paring pharmaceutical gels and jellies. Although these
substances share some common physical characteris-
tics, the intended use may require gelling attributes of
a certain substance or blend of substances. Table 3 lists
the favorable properties of pharmaceutical gels for
particular applications.

Proteins

Collagen

Collagen is the major connective tissue protein in ani-
mals. The collagen molecule is considered to be a block
copolymer, formed with blocks of glycine (33%) and
proline and hydroxyproline (23%), between blocks of
the remaining amino acids (44%). Tropocollagen is
the asymmetrical subunit of collagen, which is made
up of three peptide chains wound in a triple helix.
The non-helical portions of collagen, so-called telopep-
tides, are susceptible to enzyme digestion. Native col-
lagen is insoluble in water, but 2% to 3% may be
solubilized in dilute acidic solutions. Collagen may also
be solubilized by treatment with proteolytic enzymes,
which digest the telopeptide portions (e.g., Vitrogen,
Collagen Corp.).

The asymmetrical molecular structure of collagen
permits the formation of rigid gels; highly rigid struc-
tures are obtained at 0.1% concentration by UV
irradiation or chemical crosslinking with aldehydes.[32]

These gels are used as biomaterials for vitreous repla-
cements. Pepsin-solubilized collagen forms clear, rigid
gels; they are prepared with a 0.2% to 0.4% collagen
solution, which consists of unassociated molecules
and small fibrils when cooled to �5�C. As the tem-
perature is raised to 37�C, the collagen molecules
aggregate, forming subfibrils that further aggregate to

Table 3 Pharmaceutical gels

Applications Favorable properties

Dental Highly thixotropic
Optimal viscosity for
filling fissures
Adherent to enamel

surfaces
Optically clear
Water soluble

Orally digestible

Dermatological Thixotropic
Good spreadability
Greaseless (especially for

acne preparations)
Easily removed
Emollient

Demulcent (especially for
abraded tissue)
Non-staining
Compatible with a number

of excipients
Water soluble or miscible

Nasal Adherent
Odorless

Non-irritating
Water soluble

Ophthalmic Optically clear
Sterile

Mucomimetic
Lubricating
Demulcent

Non-irritating or
non-sensitizing
Water soluble or miscible

Surgical and
medical procedures

Lubricating
Adherent to instrument

surfaces
Maximal contact with
mucous membranes

Non-irritating

Vaginal Acid stable
Adherent
Does not liquify at bodytemperature

Slow dissolving
Lubricating
Greaseless and non-tacky

Non-irritating
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form the gel network.[33] The rigidity is then increased
by lightly crosslinking with aldehydes.

Optically clear collagen gels have been considered
for use in ophthalmic drug delivery. Ocular inserts of
succinylated or methylated collagen are patented as
soluble devices for drug delivery.[34] Constant, con-
trolled release of pilocarpine hydrochloride was main-
tained for 5 to 15 days with crosslinked collagen and
other collagen-derivative inserts.[35] A corneal shield
made of non-crosslinked collagen is marketed as Bio-
Cor by Bausch & Lomb. This shield is placed over
an eye injury and, as collagen slowly dissolves, the
cornea is continuously lubricated to promote healing.
Collagen implants (Lacrimedics) are also used for relief
of dry eye by partially blocking tear removing canals;
the implants dissolve within 7 to 10 days. Collagen gels
are also used in hemostasis. A lightly crosslinked sterile
pad, Instat hemostat (Johnson & Johnson), assists in
forming blood clots to arrest bleeding during surgery.

Gelatin

Gelatin is denatured collagen, which is hydrolytically
degraded under acid or alkaline conditions to produce
Type A or B gelatins, respectively. The amino acid con-
tent of acid-processed gelatin is virtually identical to
that of collagen, yielding an isoelectric point, pl,
between 8 and 9. In contrast, alkaline processing
reduces the ratio of amide groups to carboxyl groups,
thereby shifting the pl to about 4 or 5.

Gelatin forms elastic gels reversibly by cooling solu-
tions that contain a sufficient concentration. The gel
microstructure consists of a three-dimensional network
held together by junction zones in which gelatin chains
have partly refolded into the triple helix of the parent
collagen molecule.[36] The physical properties associated
with gelatin gels depend on protein concentration, aver-
age molecular weight, temperature, pH, and additives.[37]

The swelling kinetics of uncrosslinked type B gelatin
films in the absence[38] and presence of additives[39] was
studied. The water-swelling kinetics of chemically
crosslinked matrices[40] were considered for controlling
the release of therapeutic agents. Heat-crosslinked
gelatin matrices were also examined for drug release.[41]

Both, the molecular weight between crosslinks, Mc, and
the mesh size between crosslinks, z, were used to char-
acterize gelatin gel matrices[42] during release of
the macromolecular solute dextran. The crosslinking
extent and density in gelatin matrices was directly
determined by chemical analysis of the uncrosslinked
primary amino groups and compared with swelling
parameters of crosslinking.[10]

Although gelatin has been used by the pharmaceuti-
cal industry for mainly producing soft and hard gelatin
capsules, some commercial products use a hydrated gel
form. The sterile product, H.P. Acthar Gel (Rorer),

contains 16% gelatin for sustaining the release of adre-
nocorticotropic hormone from an intramuscular or
subcutaneous injection. A sterile, absorbable gelatin
sponge, Gelfoam (UpJohn), which has a lightly cross-
linked matrix, is used during surgery to absorb blood
and promote clotting. An absorbable gelatin film,
Gelfilm Ophthalmic (Upjohn), is available for use in
ocular surgery. The ocular implant requires 2 to 5
months for complete absorption.

Polysaccharides

Alginates

Alginic acid is processed from brown seaweed, using a
dilute acid, followed by alkalinization with soda ash to
yield the water-soluble salt form, sodium alginate.
Alginic acid is a linear glycuronoalycan composed of
polymannuronic acid blocks (M), polygluuronic acid
blocks (G), and mixed blocks of these two uronic acids
(MG).[43] The gelling properties and gel microstructure
of the various salt forms of alginic acid depend on the
M, G, and MG block content. High-M alginates
form turbid, weak gels, and high-G alginates form
transparent, brittle gels. Gelation depends on the cation
type; sodium alginate gels are water-soluble, whereas
calcium alginate gels are insoluble, yet swell in water.
Many ‘‘egg box’’ junction zones are formed by calcium
cations and G blocks to create such rigid gel networks.

Sodium and calcium alginate are used in commer-
cial pharmaceutical formulations. Sodium alginate gels
have superior spreading and lubricating properties;
they are also non-tacky and tasteless, and have emolli-
ent qualities. Moreover, sodium alginate is compatible
with many compounds such as starch, sodium carbox-
ymethylcellulose, pectin, carrageenan, 25% ethanol, 4%
sodium chloride, and most alkali salts.[44] Taking
advantage of this compatibility and the favorable gel
properties, sodium alginate is formulated with sodium
carboxymethyl cellulose in the non-irritating, water-
soluble lubricating jelly, Ortho Personal Lubricant
(Ortho). Calcium alginate is used as a wound dressing
for varicose and decubitus ulcers,[45] where it forms a
hydrophilic gel over the wound by absorbing exudate,
which promotes healing. The high rigidities of calcium
alginate gels make them suitable for preparing dental
impressions and as matrix barriers for controlling drug
delivery.[46] Theophyline release was studied from
granules coated with sodium alginate and calcium lac-
tate through insoluble gel formation.[47]

Carrageenan

Carrageenan, a sulfated polysaccharide extracted from
red seaweed, may be separated into a number of
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fractions depending on the species, season, and
environment. The three major fractions, lambda-,
iota-, and kappa (k)-carrageenan, contain an alternat-
ing sequence of (1 ! 4)-linked (b-D-galactopyranosyl
and (1 ! 3)-linked a-o-galactopyranosyl residues, but
they differ in the degree and sites of sulfation.[48]

Of these three fractions, only lambda-carrageenan
cannot form gels.

Under optimal ionic strength and polymer concen-
tration, k-carrageenan forms rigid, thermoreversible
gels in the presence of cations. The elastic moduli of
these gels depend on the type of cation and follow
the Hofmeister series: Csþ > Rbþ > Kþ �
Naþ > Liþ. The k-carrageenan gel also undergoes
syneresis, the spontaneous liberation of liquid from
the matrix. Early models for gelation envisioned multi-
helical junction zones composed of polysaccharide
chains folded into double helices. This model was
extended to accommodate cations in that the forma-
tion of the helical domains would require mediation
by the cations themselves.[49] However, other research-
ers propose[50] an indirect role for cations in which they
alter solvent structure around the k-carrageenan heli-
ces, thereby inducing gel formation. Differential scan-
ning calorimetry and isothermal titration calorimetry
were used to study mono- and divalent cation binding
and induced conformation changes in k-carrageenan.[51]

Gels made with k-carrageenan and potassium ions
have excellent lubricity and emollient properties. Because
of such favorable gelling characteristics, these gels are
used as vehicles for the topical administration of drugs
and as gelling agents in other pharmaceutical prepara-
tions. They can also be used in combination with sodium
carboxymethylcellulose, which interferes with gel forma-
tion resulting in a variety of consistencies and textures.
Theophylline and diclofenac sodium release were studied
from tablet matrices containing k-carrageenan and iota-
carrageenan with KCl or CaCl2.[52]

Hyaluronic acid

Hyaluronic acid is a linear glycosaminoglycan (an ami-
nopolysaccharide), which is an important component
of synovial fluid and the cellular matrix of connective
tissue. It comprises a biological gel that supports cells,
maintains tissue hydration, and functions as a lubri-
cant and shock absorbent in joints.[53] Hyaluronic acid
forms transparent, rigid gels at 2% concentration,
although they are not as rigid as agar and carrageenan
gels. The gel microstructure is constructed by entangle-
ment couplings among the long polysaccharide chains,
which have molecular weights ranging from about
1 � 106 to 4 � 106 Da, depending on the source of
animal tissue.

A 1% viscoelastic jelly of the sodium salt is commer-
cially available as Healon (Kabi Pharmacia), which is

widely employed in ophthalmic surgery. Sodium hya-
luronate jelly provides a non-irritating viscoelastic
medium for separating tissues during surgery and pre-
vents postoperative adhesion formation.[53] Investiga-
tors in a clinical trial of intraarticular injections of
500–730 kDa sodium hyaluronate (Hyalgan, Sanofi)
for osteoarthritis concluded that this treatment might
deay the structural progression of the disease.[54]

When hyaluronic acid was tested as an ophthalmic
gel,[55] its mucoadhesive properties improved the
ocular bioavailability of tropicamide.

Pectins

Pectins are a complex group of polysaccharides, the
structures of which vary with plant source. They are
heteropolysaccharides that are extracted from apple
pomace and citrus fruit rinds and consist mainly of
polygalacturonic acids. The degree of esterification
determines the gelation process and, hence, the event-
ual commercial use. High-methoxy (HM) pectin gels
in the presence of high concentrations of sucrose at
acidic pH. The sucrose dehydrates pectin to a gel.
High-methoxy pectins are used in sweet food products
such as fruit jams and preserves.

In contrast, low-methoxy (LM) pectins gel in the
presence of divalent cations, especially calcium, by
the ‘‘egg box’’ mechanism proposed for alginates.
Moreover, calcium pectinate gels prepared at neutral
pH are heat stable, whereas acidic pH gels are thermo-
reversible.[56] Gel strength depends on the extent of
esterification (levels from 30% to 50% are optimal),
the distribution of ester groups on the chain, and the
average molecular weight. LM pectins have been used
traditionally in antidiarrheal formulations with kaolin.
HM pectins were evaluated in controlled release matrix
formulations.[57] Pectin microspheres were reported to
improve ophthalmic bioavailability of piroxicam in rab-
bits compared with commercial piroxicam eye drops.[58]

Starch

Starch is the principal polysaccharide of higher plants
and can be extracted from a number of sources, including
corn, wheat, and potato. Starch granules can be fractio-
nated into two structurally distinct polysaccharides:
30% amylose (linear polymer) and 80% amylopectin
(branched polymer). Starch is insoluble in cold water
because of extensive hydrogen bonding between poly-
saccharide chains. However, the hydrogen bonds
break at temperatures above the gelatinization range
of 60�C to 70�C, allowing the granules to swell. The
starch sol can then form a gel on cooling. The type
of gel depends on the starch species; corn starch
forms opaque, rigid gels, whereas potato starch forms
clear, non-rigid gels.[59]
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The microstructure of starch gels is an example of a
matrix strengthened by filler. Heating causes the amy-
lopectin granules to become swollen and porous,
whereas the linear amylose chains dissolve. As the solu-
tion cools, amylose sets into a gel matrix that threads
through the porous amylopectin granules, thereby pro-
ducing a reinforced gel.[60]

Aqueous starch solutions exhibit retrogradation in
which crystalline aggregates form spontaneously over
time with Brownian movement. As the solution ages,
it becomes opalescent, followed by the gradual precipi-
tation of starch. Starch gels are also unstable because
of the formation of crystalline aggregates; however,
they undergo syneresis. The amylose fraction is respon-
sible for these instabilities; amylose chains are linear,
enabling them to become parallel in order to form
aggregates. Starch has been used extensively as a phar-
maceutical excipient in tablets, serving as a filler, bin-
der, and disintegrant. Starch gels have found limited
use as skin emollients. Starch has been examined as a
mucoadhesive in microparticles to improve protein
uptake across the nasal mucosa.[61]

Miscellaneous carbohydrates

Table 4 lists less frequently used agents and a few notes
about their properties. Also listed are products or
experimental uses and references.

Semisynthetic Polymers
(Cellulose Derivatives)

Carboxymethylcellulose, sodium

Sodium carboxymethylcellulose (NaCMC) is a carboxy-
methyl ether of cellulose, the ubiquitous polysaccharide

composing the fibrous tissue of plants. The hydroxyl
groups on the 2-glucopyranose residues of cellulose
are replaced by carboxymethyl groups; the number of
replacements is known as the degree of substitution
DS. Both the DS and polymer chain length determine
the solubility, viscosity, and gel strength of NaCMC.
It dissolves in water and mixtures of water with the
lower alcohols and glycerin. Aqueous gels are stable
from pH 2 to 10 but susceptible to microbial growth.

The microstructure of NaCMC gels was examined
on freeze-fractured samples with a transmission elec-
tron microscope.[73] A fine, quasi-crystalline structure
consisting of filaments with thicknesses of 2 to 3 nm
was identified. These filaments are microaggregates of
individual polymer chains. The rigidity of NaCMC
gels can be increased by adding multivalent cations
such as Al3þ or Fe2þ, resulting in ionic bridges between
the cations and ionized carboxyl groups.[74] These gels
are stable indefinitely.

Because of its acid stability, NaCMC is suitable for
therapeutic vaginal gels. The base of Ortho-Gynol con-
traceptive jelly (Ortho) is formulated with NaCMC,
water, and propylene glycol and adjusted to pH 4.5
with acetic acid. NaCMC also composes the gel base
of Glutose (Paddock), which contains 40% dextrose
and is used to treat hypoglycemia. In a study of
NaCMC gels as the vehicle for a recombinant human
platelet-derived growth factor for treatment of non
healing diabetic ulcers, the gel vehicle alone was
reported to have a higher healing rate compared to
good wound care alone.[75]

Hydroxypropyl cellulose

Hydroxypropyl cellulose is produced by substituting
propylene oxide for hydroxyl groups on alkalized
cellulose. This cellulosic derivative is soluble in cold

Table 4 Miscellaneous polysaccharide gelling agents and their uses

Agent Notes Product or experimental use Refs.

Agar Soluble at >90�C Molecular structure [62]
Rigid gel from �0.1% Bulk laxative [63]

Multihelical juntion zones Rectal administration of insulin [64]
Suppository base with NaCMC [65]

Gellan gum Good optical clarity Timoptic-XE (Gelrite; Merck)
Forms gels with cations In situ gelling polymer for ophthalmic delivery [66]

Glycyrrhiza Gels are pseudoplastic and thixotropic Enhanced colon calcitonin absorption [67]

Efficient bitter taste masker Vehicle for antiviral idoxuridine [68]

Guar gum Liquifaction at <pH 7 [69]
Non-ionic Sustained release of quinidine sulfate [70]
Binds free water to eliminate syneresis Colon specific drug carrier [71]

Tragacanth gum Acid stable (pH � 2) [72]

Restore vaginal acidity Aci-Jel (Ortho)
Gel vehicle Ephedrine sulfate jelly, USP
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water and many polar organic solvents such as meth-
anol, ethanol, isopropanol, and propylene glycol.[76]

The alcohol solubility increases with increasing degrees
of hydroxypropyl substitution. Aqueous preparations
of hydroxypropyl cellulose are susceptible to hydroly-
sis (acid unstable); therefore, a pH of 6 to 8 provides
optimum stability. Photodegradation and limited bio-
logical degradation may also occur.

Hydroxypropyl cellulose gels on heating and forms
thermoreversible gels. The pharmaceutical gel products
containing hydroxypropyl cellulose take advantage of
its compatibility with alcohol. The microviscosity of
hydroxypropyl cellulose gels was evaluated for predic-
tion of drug diffusion rates.[77] Examples of commer-
cial products with alcoholic and hydroalcoholic gel
bases are given in Table 5.

Hydroxypropyl methylcellulose

Hydroxypropyl methylcellulose (HPMC) is produced
similarly to hydroxypropyl cellulose except that methyl
chloride is included in the reaction. The composition of
the substituted hydroxyl groups ranges from 3% to
12% hydroxypropyl and from 19% to 30% methyl.
HPMC is soluble in cold water and the polyethylene
glycols up to 600 Da, but, in contrast to hydroxypropyl
cellulose, HPMC is not soluble in alcohol. It is also less
susceptible to hydrolysis, and is stable from pH 3 to 11.

Aqueous gels are formed on heating; the gel point
ranges from 50�C to 90�C, depending on the grade.[78]

Addition of small amounts of water-miscible solvent,
such as ethanol and the glycols, raises the gel point.
Examples of HPMC-based pharmaceutical gels that
contain only water are included in Table 3. The good
lubricating and adherent qualities of HPMC gels
are exploited in Xylocaine 2% Jelly (Astra), which is
used to minimize discomfort associated with medical
procedures. A 2% solution (80 kDa) is commercially

available as an ophthalmic surgical aid (OcuCoat;
Storz). The influence of indomethacin, propranolol
HCl, and tetracycline HCl was studied on the pro-
perties and swelling characteristics of matrix gels
containing hydroxypropyl methylcellulose and methyl-
cellulose.[79]

Methylcellulose

Methylcellulose is a cellulose ether in which methyl
groups have been substituted for hydroxyl groups on
the 2-glucopyranose residues. It is soluble in cold water
at low methoxy contents; increased substitution
increases the solubility in hydroalcoholic and alcoholic
solutions.[80]

Aqueous solutions of methylcellulose gel on heat-
ing, whereby micelle-like junction zones form through-
out the network. Gel strength and gelling temperature
depend on the concentration, degrees of substitution,
and average molecular weight. The gelling temperature
can be lowered by adding sugar or most electrolytes,
which reduce polymer hydration.

High viscosity grades of methylcellulose are used in
pharmaceutical gels. The gels are demulcent and have
good surfactant properties, which permit easy spread-
ing on body tissues. Therefore, methylcellulose gels
are used as dressings for burned tissue because they
minimize water loss and are easily removed. The high
viscosity grades are used in ophthalmic preparations
such as Murocel artificial tears (Bausch & Lomb)
and Neo-Synephrine viscous solution (Sanofi
Winthrop). Other pharmaceutical applications include
the bulk-forming laxative, Citrucel (SK-Beecham), and
lubricating jellies for surgical and medical procedures.
A methylcellulose gel was investigated for topical
administration of tetracycline HCl.[81] The bioadhesive
properties of 3% methylcellulose gels on slowing muco-
ciliary clearance were examined using a rate model.[82]

Table 5 Pharmaceutical gel products containing hydroxypropyl cellulose or hydroxypropyl methylcellulose

Brand name Manufacturer Therapeutic agent; activity Alcohol content (%)

Hydroxypropyl cellulose
Compound W gel Whitehall Salicylic acid; keratolytic 67.5
DuoPlant gel Schering-Plough Salicylic acid; keratolytic 57.6

Erygel Herbert Erythromycin; antibiotic for acne 92
Hydrisalic gel Pedinol Salicylic acid; keratolytic 100
Keralyt gel Summers Salicylic acid; keratolytic 19.4

Lacrisert insert Merck & Co. Hydroxypropyl cellulose; lubricant 0
Retin-A gel Ortho Retinoic acid; antiacne 90

Hydroxypropyl methylcellulose
ArthriCare triple-medicated gel Commerce Methyl salicylate; menthol,

methyl nicotinate; liniment
Persa-Gel W Ortho Derm Benzoyl peroxide; antibacterial
Xylocaine jelly Astra Lidocaine HCl; anesthetic
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Synthetic Polymers

Carbomer

Carbomer is a synthetic polyacrylic acid resin, which is
copolymerized with about 0.75 to 2% polyalkylsu-
crose.[83] This is the reason why aqueous dispersions
of carbomer must be protected against microbial
growth. Carbomer is a high molecular weight polymer
that contains carboxylic acid groups on about two
thirds of its repeat units. Gels are formed on neutrali-
zation between pH 5 and 10 with metal hydroxides or
amines such as diisopropanolamine and triethanola-
mine. Neutralization expands the long chains of carbo-
mer by charge repulsion to produce an entangled gel
network. Because electrostatic repulsion plays a critical
role in forming a gel, viscosity and gel strength depend
on both pH and salt content.

The molecular size of carbomer is important in
determining gel properties and applications. Carbomer
934 and 940, with average molecular weights of
3 � 106 and 4 � 106 Da, respectively, are most com-
monly used by the pharmaceutical industry. Both
grades have favorable rheological properties for topical
applications; the gels undergo plastic flow[84] and have
temperature-stable viscosities.[85] The gels can be formu-
lated with large quantities of alcohol, but the alcohol
dehydrates the polymer network and lowers the viscosity.
Ostrenga et al. conducted a systematic investigation of
propylene glycol/water vehicles gelled with 1% carbomer
to optimize percutaneous absorption of fluocinolone

acetonide and fluocinonide.[86] These investigators
showed under specified conditions that an increasing par-
tition coefficient of the steroid between the vehicle and
isopropyl myristate increased the uptake of drug into
the skin. These studies laid the ground for commercial
use of such gels for a range of steroids.

Carbomer is also compatible with dimethyl sulfox-
ide. The veterinary product, Domoso (Syntex Veterin-
ary Labs), is a topical gel consisting of carbomer 934
and 90% dimethyl sulfoxide. Carbomer 940 gels exhibit
superior optical clarity compared with 934 gels,[87] and
can be used in ophthalmic preparations. However, only
carbomer 934 is approved for internal use. The
mucoadhesive properties of carbomer were studied
with triamcinolone acetonide,[88] with acyclovir[89,90]

and to improve protein uptake across the nasal
mucosa.[61] Pharmaceutical gel products containing
carbomer in their formulations are listed in Table 6.
All are dermatological gels except for Anbesol Gel
(Whitehall) and Pilopine HS (Alcon).

Poloxamer

Poloxamer is the generic name for a series of block
copolymers that are composed of one polypropylene
oxide block sandwiched between polyethylene oxide
blocks. For example, poloxamer 188 can be written
as (PEO)75-(PPO)30-(PEO)75. The poloxamers serve
as high molecular weight surfactants because the
PEO blocks are hydrophilic, whereas the PPO blocks
are hydrophobic.

Table 6 Pharmaceutical gel products containing carbomer

Brand name Manufacturer Therapeutic agent; activity

Carbomer 934
Anbesol gel Whitehall Benzocaine, anesthetic; antiseptic
Cleocin T gel Upjohn Clindamycin; antibiotic for acne
Persa-Gel W Ortho Benzoyl peroxide; antibacterial

Therapeutic mineral ice gel Bristol-Meyers Menthol; liniment
Ben-Gay vanishing scent gel Pfizer Menthol, camphor; liniment
Sportsman ice gel Thompson Menthol; liniment

Carbomer 940

Benzac W Galderma Benzoyl peroxide; antibacterial
Benzagel Dermik Benzoyl peroxide; antibacterial
Benzamycin Dermik Erythromycin, benzoyl peroxide; antibiotic, antibacterial

Desquam-X 5 Westwood Squibb Benzoyl peroxide; antibacterial
Double ice ArthriCare gel Commerce Menthol, camphor, liniment
Estar gel Westwood Squibb Coal tar; antipsoriosis

Flex-all 454 gel Chattam Menthol, methyl salicyliate; liniment
Lidex gel Syntex Fluocinonide; anti-inflammatory
Ordor free ArthriCare rub Commerce Menthol, methyl nicotinate, capsaicin; liniment
Persa-Gel Ortho Derm Benzoyl peroxide; antibacterial

Pilopine HS Alcon Pilocarpine HCl; miotic
PrameGel GenDerm Pramoxine HCl; antipruitic
Topicort gel Hoecht Marion Roussell Desoximetasone; anti-inflammatory
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At relatively high concentrations (>20%), poloxa-
mers form thermoreversible gels; however, they gel
on heating rather than cooling The amphiphilic nature
supports the gelling mechanism of poloxamers, where
micelle-like junction zones form at or above room tem-
perature. The junction zones consist of large popula-
tions of micelle-like structures, which apparently
form a viscous, liquid crystalline phase.[91,92] Poloxa-
mers can also form gels in dilute hydroalcoholic
solutions.

Poloxamer gels have many characteristics favorable
for use as artificial skin, which is helpful in treating
third-degree burns. The gels are non-toxic, enhance
healing by controlling water, heat, and electrolyte loss,
and provide detergent activity on wound debris.[93]

Because of poloxamer’s inverted thermoreversibility,
cool solutions can be poured onto damaged tissue,
forming gels when warmed to body temperature. The
gels are easily removed by rinsing with cool water.

Poloxamer gels mimic mucus and are optically clear,
which makes them suitable for ophthalmic drug
delivery. A poloxamer gel formulation containing pilo-
carpine showed improved bioavailability over an
aqueous solution of the drug.[94] Release kinetics of
lidocaine,[91] diclofenac,[95] and hydrocortisone[95] from
topical poloxamer gels were also assessed. Subcuta-
neous injection of insulin loaded poloxamer gels pro-
longed the hypoglycemic effect of insulin in rats.[95]

Commercial topical gels include AquaTar (Allergan
Herbert), a poloxamer-407 base that contains coal tar,
and Benzac W (Galderma), a blend of poloxamer-182
and carbomer-940 gels, that contains benzoyl peroxide.

Polyacrylamide

Polyacrylamide (PAAm) is a hydrophilic polymer that
absorbs and retains large volumes of water. However,
aqueous solutions of PAAm, especially the high mol-
ecular weight species, undergo physical aging, which
results in a decrease in viscosity. PAAm is soluble in
hydrophilic non-aqueous liquids such as glycerol, but
insoluble in methanol and ethanol.

Polyacrylamide forms water-based gels at concen-
trations around 4% w/v, which exhibit pseudoplastic
behavior. A PAAm ophthalmic gel containing pilocar-
pine was compared with other gel vehicles; the ocular
bioavailability for the PAAm gel was three times greater
than that of the aqueous control solution.[96] The kinetics
of ibuprofen release for crosslinked PAAm gels was stud-
ied.[97] A kinetic model was proposed for swelling induced
loading of insulin into crosslinked PAAm gels.[98]

Polyvinyl alcohol

Polyvinyl alcohol (PVA) is a hydrophilic, synthetic
polymer that is prepared indirectly by hydrolyzing

polyvinyl acetate. It cannot be produced by direct
polymerization of vinyl alcohol because the monomer
is unstable.[99] The chemical structure of PVA is simple,
consisting of a carbon-chain backbone with alternating
hydroxyl groups; it favors the formation of crystalline
aggregates in solutions, gels, and solids. PVA is soluble
in water, glycerin, and mixtures of water with the lower
alcohols; however, it can be precipitated from aqueous
solutions with sulfates and phosphates. The gelation of
PVA occurs in more concentrated solutions; the gel
point of 10% PVA in water is around 14�C.[100] In gen-
eral, gel strength depends on the degree of crystallinity
of a particular sample.

Polyvinyl alcohol is used in ophthalmic prepara-
tions, serving as a mucus mimicking (mucomimetic)
agent in artificial-tear formulations such as Liquifilm
Tears and Liquifilm Forte (Allergan). Physically cross-
linked PVA hydrogels, prepared by low-temperature
crystallization, were tested as vehicles for the
rectal administration of indomethacin.[101] Chemically
crosslinked PVA hydrogels have been considered for
soft contact lenses. Both, the molecular weight between
crosslinks, Mc, and the mesh size between crosslinks, z,
were used to characterize a covalently crosslinked
polyvinyl alcohol gel[8] during evaluation of bovine
serum albumin (BSA) release. PVA hydrogel nanopar-
ticles loaded with albumin into polylactic/glycolic acid
microspheres released albumin up to two months.[102]

The release of water-soluble pseudoephedrine was studied
from compressed swellable-soluble PVA matrices.[103]

Inorganic Substances

Aluminum hydroxide

Aluminum hydroxide forms a two-phase gel consisting
of a network of discrete solid particles in water. Alumi-
num hydroxide gels are soluble in acidic and extremely
basic media, and are compatible with many additives,
including glycerin, saccharin, and some preserva-
tives.[104]

The aluminum hydroxide gel exhibits thixotropic
behavior. In addition, gel stability is enhanced by
polyols such as mannitol and sorbitol.[105] However,
unlike other gels, aluminum hydroxide gels do not
have demulcent properties; they are used mainly as
an oral antacid preparations.

Smectite clays

Bentonite and hectorite clays consist primarily of
hydrated aluminum and magnesium silicates, respect-
ively. Bentonite is recognized for its swelling capacity;
one gram can absorb up to 11 ml of water. A com-
monly used smectite clay is aluminum magnesium
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silicate (Veegum, R.T. Vanderbilt Co.). These clays
have plate-like particles, 1 to 2 mm in size, that form
well-ordered gel mesophases spontaneously on contact
with water. The gels are formed at about 5% concen-
tration, and are presumably stabilized by opposite elec-
trostatic charges between particle edges and faces.[21]

Therefore, these smectite gels are incompatible with
strong electrolytes, and in particular with di- and
trivalent cations. The gels also exhibit plastic flow; they
have static yield values and are thixotropic.

Laponite clay also belongs to the smectite class, but
is a synthetic gelling agent. Like bentonite, laponite
swells considerably in water—but only a 2% concen-
tration is needed to form a gel. Laponite does not con-
tain impurities, which is an advantage over the natural
clays; however, some electrolyte must be included in
the water to support the gel microstructure.[106]

Smectite clays are used by the pharmaceutical
industry as mainly suspending and thickening agents.
Because of the net negative charge of these clays,
cationic drugs can be adsorbed by an ion-exchange
mechanism. Release of metronidazole from bentonite
complexes was inhibited at acidic pH, but increased
significantly at pH 7.[107] Simple gels containing
hectorite and gelatin were investigated for rectally
administrating insulin to rabbits.[108] Finally, the ionto-
phoretic transdermal transport of calcium from a paste
of calcium-enriched bentonite was studied using
excised pig skin.[109]
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Generic Drugs and Generic Equivalency
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INTRODUCTION

All drugs that are approved for sale generally carry at
least two names. The drugs are given a proprietary or
trade name given by the company that first develops
them. These companies often are referred to as the
innovator company. The drug is assigned a non-
proprietary or generic name, which is agreed to by
the WHO International Nonproprietary Nomenclature
(INN) Committee and the U.S. Adopted Names
Council (USAN). A new drug is usually first marketed
with some patent protection and at a price that, at
a minimum, recoups the cost of development over
the remaining life of the patent or other exclusivity
arrangement. Eventually, protection from competition
is lost to other pharmaceutical companies, often com-
panies or divisions of companies that specialize in mar-
keting off-patent drugs. These companies or divisions
are called generic companies. They can apply to the
appropriate regulatory body such as the Food and
Drug Administration (FDA) for permission to market
the same active ingredient under its non-proprietary or
generic name. The generic manufacturer is not required
to do a complete clinical trial to prove effectiveness
and safety because that has already been well estab-
lished for the drug. However, it is required to show
that the new drug product is equivalent to the original
drug product. For the purposes of this article, we
define the drug as the chemical that has the pharmaco-
logical effect and the drug product as a dosage form
that contains the drug and other ingredients or excipi-
ents that allow the formulation of the dosage form.
There is a large economic incentive for the develop-
ment of generic drug products, especially for highly
successful drug products. The pharmaceutical com-
pany that first brought the product to market main-
tains the price at the original level or higher to
continue the cash flow into the company. This allows
the other companies to develop a formulation of the
drug and to win approval to market with the knowl-
edge that, even at a fraction of the selling price of
the innovator’s product, the company can make a
good profit. Some innovators defend their market
share by arguing quality and reliability. The FDA
must act as an impartial arbitrator of this debate.

The debate is clearly about money, but is argued in a
scientific forum. The key question is, ‘‘Are we sure
that the two products, if used in the same way in the
same patient, will yield the same result.’’ If a drug
product is subject to this debate, the innovator always
says ‘‘no’’ and the second and subsequent manufac-
turers always say ‘‘yes.’’ In the United States, the
FDA sets the standards against which the question is
resolved, and scientists take sides usually on the issue
of ‘‘are the current FDA standards good enough.’’ If
the FDA gives an ‘‘A’’ rating to a drug product, it is
in effect telling the prescriber that the drug product will
yield the same therapeutic and side-effects profile as
the innovator drug product. The Orange Book specifies
the equivalence rating from the FDA. Almost all gen-
eric drug products currently marketed are rated A;
the FDA has not approved a generic without an A rat-
ing in decades. Finally, the consumer pays the price,
either in the unnecessarily high cost of drugs if
unnecessary studies are performed and generic compe-
tition delayed or in risky drug substitution if the
FDA is too relaxed in its standards. The tests required
by the FDA have changed over the years. They have
become more proscriptive and are based on sound
statistical grounds. The FDA has also increased the
level of oversight of the pharmaceutical companies that
manufacture generic equivalents of innovator products.
Thus, the regulatory process has become more stringent,
and the level of assurance that the public has that a
generic product is both safe and effective has gone up.
The FDA has often stated that there are no known
therapeutic failures from switching among products that
have been ruled as equivalent by the FDA.

LEGISLATIVE AND REGULATORY
HISTORY

In the early 1970s, most states had antisubstitution
laws that required the dispensing of the innovator pro-
duct when the prescriber wrote for a drug by trade
name. Most physicians had learned only the trade
name of the drug product, and these laws ensured that
generic substitution would be at a minimum.[1] The
American Pharmaceutical Association (APhA) along
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with other groups pushed for the repeal of these laws
and opened the way for the growth of the generic
industry. The lack of bioequivalence data available at
that time led to the formation of the Generic Drug
Bureau within the Food and Drug Administration.
Asa result of the efforts of that group, the FDA
produced abook, Approved Drug Products With
Therapeutic Equivalence Evaluations, in the late 1960s.
This became known as the Orange Book because of the
cover color. The book has been published annually
with monthly updates. The contents are now available
on the FDA Website.[2]

In 1984, the Drug Price Competition and Patent
Term Restoration Act was passed. This act, also
known as the Waxman–Hatch Bill of 1984, encouraged
the development of new innovative drugs by estab-
lished procedures, extended patent rights, and facili-
tated the FDA approval process for generic drugs.[3]

To address the first goal, the law created a mechanism
to extend the period of patent protection for manufac-
turers of innovative new drugs generally ensuring at
least 5 years of market exclusivity after approval. To
address the second goal, the law established an
Abbreviated New Drug Application (ANDA) for
applications after 1962. Drugs chemically equivalent
to those previously approved by a full application
process need only be proven bioequivalent, not
clinically equivalent. Depending on the drug, proof
of bioequivalence can involve in vitro dissolution stu-
dies, in vivo single-dose bioavailability studies, in vivo
multidose bioavailability studies, or a combination of
these. However, in vitro dissolution studies alone are
not adequate proof of bioequivalence for purposes of
an ANDA.

SCIENTIFIC BASIS FOR GENERIC
DRUG PRODUCT EQUIVALENCY:
BIOAVAILABILITY–BIOEQUIVALENCY

The goal of the testing of generic products is not to
establish the clinical usefulness of the drug but only
to ensure that the generic product or new formulation
has the same relative bioavailability as or is bioequiva-
lent to the innovator product.

Bioavailablity has been defined as a measure of the
rate and extent of absorption of a drug into the sys-
temic circulation after administration of a dosage
form. An intravenous i.v. dose is considered by defi-
nition to be 100% bioavailable. All other routes of
administration will produce a total bioavailability less
than or equal to that of the i.v. dose. Thus, only a drug
that is completely absorbed into the systemic circu-
lation can have the extent of bioavailability equal to
the dose stated on the label. In addition to the extent

of absorption, the rate of absorption plays a key role
when evaluating the potential therapeutic impact of a
particular dosage form. Knowledge of the time to
onset of drug action, which is directly related to rate
of absorption, is a significant concern, especially in
acute clinical situations such as asthma attack, hyper-
glycemic shock, and pain.

The bioavailability of drugs from specific dosage
forms is affected by the nature of the inactive ingredi-
ents or pharmaceutical excipients and the process used
in its formulation. (For additional information, see
Bioavailability of Drugs and Bioequivalency in this
Encyclopedia.) When comparing similar dosage forms
from different manufacturers or different lots from the
same manufacturer, it is most useful to determine the
relative bioavailability of the two products or lots.
Some scientists have attempted to establish an in vitro
test that could successfully predict in vivo bioavailabil-
ity. However, to date, none has been developed.

Pharmacokinetics means the application of kinetics
to drugs. It can be defined as the study of the time
course and fate of drugs in the body. Teorell is often
given credit for the origin of pharmacokinetics with
his publications, Kinetics of Distribution of Sub-
stances Administered to the Body.[4,5] This science is
the theoretical support for the use of bioequvalency
testing to establish therapeutic equivalence among dos-
age forms of the same drug. The first approach to a
pharmacokinetic understanding of drugs in the body,
called compartment analysis, considered the body as
a group of compartments through which the drug
must pass. The compartment itself does not exist but
represents the average of many processes that give rise
to the observed phenomenon. The size of the imaginary
compartment can be calculated and is useful in under-
standing the process of absorption, distribution, and
elimination or metabolism of the drug. Regardless of
the model used, a plot of the plasma concentration of
the drug versus time yields a curve that can be described
by a polyexponential equation. The area under that
concentration–time curve (AUC) is directly related to
the amount of drug absorbed. The time to reach peak
concentration and the peak concentration itself are
related to both the dose and the rate of absorption.

An important limitation of compartment analysis is
that it cannot be applied universally to any drug. A
simpler approach that is useful in the case of bioequi-
valency testing is the model independent method. It is
based on statistical-moment theory. This approach
uses the mean residence time (MRT) as a measure of a
statistical half-life of the drug in the body. The MRT
can be calculated by dividing the area under the
first-moment curve (AUMC) by the area under the
plasma curve (AUC).[6]

(See other articles in this Encyclopedia for more
detailed discussion of these subjects.)
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MEASUREMENT OF RELATIVE
BIOAVAILABILITY OR BIOEQUIVALENCY

Drug products often undergo bioavailability testing
in the early stages of development. Changes in for-
mulation necessitated by results of clinical trials or
stability testing or changes in the availability of excipi-
ents or changes in suppliers of excipients often require
that the manufacturer perform a relative bioavalability
or bioequivalency test to ensure that subsequent lots
of a product will yield the same amount of active
ingredient at the same rate as was possible in earlier
formulations.

Bioequivalency studies are usually performed on
young, healthy, male adult volunteers under controlled
dietary conditions and fixed activity levels. This is
because the goal of the study is not to establish the
clinical usefulness of the drug but only to ensure that
the two formulations have the same relative bioavail-
ability or are bioequivalent.

Key Parameters

When assessing bioequivalence, the following three
parameters that characterize the plasma or blood con-
centration–time profile of the administered drug are
usually measured:

1. Peak height, Cmax, represents the highest concen-
tration of the drug in the systemic circulation;

2. Time to peak, tmax, represents the time for peak
height to occur after the drug was administered;

3. Area under the curve, AUC, represents the total
integrated area under the concentration–time
curve.

The first two parameters are indicators of absorp-
tion rate, whereas the third is directly proportional to
the extent of drug absorbed into the systemic circu-
lation from the dosage form. Fig. 1 is an example of
a concentration–time curve for a single dose of drug
to a subject.

Although it is theoretically possible to determine the
rate and extent of absorption of a drug by measure-
ment of the rate and extent of the appearance of the
drug in the urine, this is not considered as reliable a
method for evaluation of a drug product’s bioequiva-
lency as are blood level data. Thus, the studies com-
monly performed to demonstrate bioequvalence fall
into two categories: single-dose and multidose or
steady-state studies. There are advantages and disad-
vantages to each. Single-dose studies are less expensive
and expose healthy volunteers to less drug during the
course of the study. However, these studies require
more sensitive analytical methods and have higher

subject-to-subject variability. In both cases, a cross-
over study design is used to control for sequence
effects. The study is designed to control for or take into
account as many variables as possible. The subjects are
randomly assigned to groups. Blood samples are
obtained from each subject before dosing and at fixed
time intervals after dosing. Currently, the data are then
analyized using appropriate statistical ANOVA. The
results must meet FDA guidelines for mean and 90%
confidence interval for each of the three key para-
meters. For oral solid dosage forms, the FDA requires
that for a product to be considered bioequivalent, the
ratio of the parameter for the two products, together
with their 90% confidence interval, must fall between
0.8 and 1.25, using log-transformed data. This, in
effect, means that drug products that differ by more
than 10% in their rate and extent of absorption will
not be approved as generic equivalents.

CURRENT SCIENTIFIC ISSUES

Two issues have been raised recently with regard to the
approval of generic drugs. The first has to do with
the issue of ‘‘Narrow Therapeutic Index Drugs,’’ and
the second has to do with the use of individual bioequi-
valence in place of average bioequivalence. The former
concern has been addressed in detail by Drs. Benet and
Goyan.[7] They concluded that narrow-therapeutic-
range drugs were the least likely to have therapeutic
failures among generic drugs, with proof of bioequi-
valency. The use of average bioequivalence data is
under attack. This is because of the concern that there
might be a significant subject–by-product interaction.
Regulatory agencies now assume that this is not the
case.[8] The advantage of using individual bioequivalence
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studies is the reassurance that if subject/product inter-
actions do occur, the study design would control for
them, and a more statistically valid measure of the rate
and extent of absorption of the drug from the two pro-
duct would be determined. Some of the disadvantages
associated with shifting from average to individual bio-
equivalence testing are cost, numbers of subjects needed,
and diversity of the study population required. (See
other articles that address the impact of the new metrics
on the reliability and cost of the performance of bioequi-
valence testing.[9–12])

THE CHANGING POLITICAL ECONOMY
OF GENERIC DRUGS

The modern generic drug industry in the United States
really only dates from the passage of the Waxman–
Hatch Act in 1984. Within 5 years of passage, generic
drugs captured 40% of the market for prescriptions
written in the United States. Since that time, the gen-
eric drug market share has stablized between 40 and
50% of the prescriptions written. However, the dollars
paid for generic drugs are only 10% of the total sales of
drugs in the United States.That statistic alone tells us
that the consumer receives enormous benefit from the
substitution of therapeutically equivalent generic drugs
when available.

A horrendous scandal hit the industry in the late
1980s, wherein firms representing 75% of the pro-
duction of the generic industry pled guilty to one or
more criminal charges involving filing false applica-
tions with the FDA, paying illegal gratuities to FDA
personnel, and/or related crimes to gain an unfair
competitive advantage in the emerging marketplace.
Surprisingly, this scandal produced only a small delay in
the market share march of generic drugs and only a tem-
porary loss of consumer confidence in generic products.

The scandal was tied to a phenomenon that still
dominates the business strategies of generic drug firms
to this day: the need to obtain approval to manufac-
ture and distribute before other firms enter the market.
Because of the ‘‘commodity’’ nature of the business
and the relative ease of entry into the industry, firms
devote most of their resources and managerial talent
to obtaining first or second approvals from the FDA
for their products. Once a generic drug has four or more
competitors, it is no longer profitable for additional
generic companies to enter the market.

Generic drug manufacturers typically will continue
to manufacture drugs that produce little or no
profit because large purchasers that are their prime
customers (chain drugs stores, buying groups for
smaller community pharmacies, etc.) prefer to buy
from companies that can supply most of the common
generic drugs. For example, if a generic drug firm no

longer produces amoxicillin because it can make more
money by shifting its antibiotic production facilities to,
for example, a cephalosporin drug for which it has
less competition, a large chain may chose to buy its
entire generic antibiotic line from another company
that supplies both.

The profitable generic drug companies are profitable
because they have found a strategy to maintain some
control over the price of their products. In the early
years (1984–1988), the best way to get ‘‘first approval’’
from the FDA apparently was to be first to file, to get
assays or bioquivalence studies done on difficult to
duplicate drugs, or to find some way to get an expedited
approval from inside the agency. Unfortunately, this
sometime involved payoffs to FDA review chemists
(those FDA experts assigned the task of evaluating
biostudy results, the crucial piece of a generic drug
application, remained remarkably free of the scandal).
More often, it involved submitting false information
to the FDA (including, in a few cases, false biostudies).
Many generic drug firms did not survive the scandal,
and others survived only after the previous manage-
ment and ownership were purged from the firms.

For a short period, it was believed that the profit-
able segment of the business involved not production
but distribution. After all, if commodity prices approach
marginal cost and the marginal cost of manufacturing
drugs is minimal, but the price to the consumer remains
significantly more than marginal, there must be middle-
men somewhere making the money. Clearly, those
middlemen were not in the retail pharmacy where profits
continued to be squeezed. Distributors were thought to
be the new profit centers. But a funny thing happened
on the way to that particular bank.

Consumers became outraged at the rapid increase in
the price of pharmaceuticals as the innovator compa-
nies (and some generic firms) rushed to raise prices
and as generic drug company after generic drug com-
pany was pushed out of the industry in the wake of
investigations by a Congressional committee and a
federal grand jury. Second, the Administration, in
response to public concern about the cost of pharma-
ceuticals, pressured the pharmaceutical industry and
forced lower prices and significant rebates to the federal
and state government programs that paid for drugs.
Wholesale distributors of all drugs subject to the federal
rebates suffered.

Finally, the firms that thought they could profit
most from the scandal entered the market. These were
innovator firms, many of which had already played a
significant role in the distribution of generics. Ulti-
mately, the profit margins from generic drug sales were
not sufficient to carry the overhead of the branded
companies, and most left the market or returned to
their distributor role. Even in the case of the firms
manufacturing and marketing generic versions of their
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own branded products, giving them significant advan-
tage over the remaining pure generic firms in develop-
ing and filing of the ANDAs with the FDA and the
added advantage of relatively less scrutiny from the
scandal-rocked agency, most had exited the marketed
by the end of the decade.

Some innovator firms entered the generic drug
market so that they could have a product line consist-
ent with their new business strategy: disease state
management. This strategy, a function of the rise of
HMOs and the return of the concept of scarcity to pre-
scription drug dispensing, was intended to involve the
development of a continuum of drug therapies for
the treatment of a specific illness (diabetes, depression,
etc.), wherein the patient would be tried on the older,
less-expensive drug first and, if it did not work, the next
most cost-effective drug would be administered and
so on until the least cost-effective drug would be the
treatment of last resort. Unfortunately, the branded
companies that selected this strategy found themselves
competing with doctors, hospitals, and insurance
companies for control of the treatment regime of
individual patients, a losing proposition for the entity
with the least amount of information about and access
to the individual patient.

Another factor in reducing prices of all drugs that
had some form of competition was the rise of the
HMO and its pharmaceutical watchdog, the pharmacy
benefit manager (PBM). These PBMs create a formu-
lary of approved drugs (drugs for which they would
reimburse partially or fully) based on bids from
competing companies.

Much of the public’s confusion regarding generic
drugs arose from a practice of the PBMs to pressure
doctors to substitute different chemical entities in the
same therapeutic class for the prescribed medicine.
Such a switch is called a theraputic substitution as
opposed to the switching among manufacturers of
therapeutically equivalent drugs (generics and the
innovator drug or other FDA ‘‘AB’’-rated substitutes).
Therapeutic substitution involves a switch to a differ-
ent drug, whereas generic substitution involves a
switch to the same drug from a different manufacturer.
If a patient is switched between FDA ‘‘AB’’-rated
drugs, the FDA offers the assurance that they can
expect the same therapeutic and side–effect profile as
the brand drug or another ‘‘AB’’-rated generic drug.
The FDA offers no such assurance if the switch occurs
among different drugs, even if they are in the same
therapeutic class. For example, aspirin and Tylenol
may be equally effective in the treatment of headache,
but the FDA makes no such certification, whereas it
makes exactly that certification for Bayer aspirin and
Safeway aspirin.

The dominance of the HMO (and related organiza-
tions) and their PBMs (and related organization types)

served to accelerate the substitution of generic drugs at
the turn of the 21st century. However, even that press-
ure could not slow the re-emergence of a high rate of
price increase, greater than consumer or comparable
wholesale prices as a whole, in prescription drugs.
Innovator companies learned that establishing very
highprices for ‘‘breakthorough’’ drugs could more
than compensate for the loss of patent protection on
a highly profitable drug.

Furthermore, the United States is the only developed
country in the world that has chosen not to explicitly
control the price of any drug product and has used its
market power as a huge buyer relatively sparingly.
Consequently, U.S. prices for drug products still under
patent are usually substantially above those charged
anywhere else in the world. Generic prices approach
cost except for those few generics that have managed
to eliminate or limit for a specific period competition
from other generics.

Those generic drug firms that prospered in this
restrictive price environment all had one or more niche
drugs that were immune from corrosive price compe-
tition. Some companies mastered a manufacturing
process that produced bioequivalent medicine that the
innovator itself found difficult to master lot to lot.
Others took advantage of certain exclusivity provisions
in the law for those that challenged a product patent in
court, ostensibly to cover the cost of litigation. In other
cases, the settlement of those cases provided some form
of licensing or distribution rights that permitted the sale
of a generic product while the patent was still valid.
Finally, a fortunate firm might find itself in possession
of the exclusive right to purchase the raw material from
the only source available to generic drug manufacturers.

All generic drug firms capable of generating the
necessary cash to develop and market new drugs are
moving toward that lucrative market. For the time
being, the United States has chosen to use the market
mechanism as its only important control on drug
prices. Generics are the competition, and competition
is our only real form of price control.

According to the Congresslonal Budget Office
(CBO), consumers saved $8–10 billion in 1994 because
of the use of generic drugs. In that same 1998
report, CBO cited the Waxman–Hatch Act, generic
substitution laws passed by the states, and government
health programs as seminal events leading to the
acceptance of generic drugs and the resulting savings.
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Genetic Aspects of Drug Development
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INTRODUCTION

The science of genetics is currently changing in a way
that we cannot neglect when looking at drug develop-
ment: Traditional genetics was solely concerned with
structural variation of genes. New techniques led to
the recognition that the expression of genes can vary.

Traditional medicine was not much concerned with
genetics, except for genetic diseases. However, genetic
diseases are always rare because disease-causing gene
alterations render them evolutionary disadvantageous;
hence such alterations tend to be eliminated by
Darwinian selection. However, it is now realized that
most or all common diseases are contributed to by
genetic factors. It is thus predictable that genetic consid-
erations will become increasingly important in medicine.

Most drugs on the market nowadays were
developed without much concern for genetics, or per-
haps with restricted concerns, although genetic factors
are well known to be able to alter an individual’s
response to a drug; a person may show a lack of
response or an over-response that in some cases has
been fatal. Such gross differences are hoped to be
eliminated in the future or at least curtailed because
the new genomic techniques may increase the knowl-
edge of genes that can affect both drug safety and effi-
cacy. The present choice of a drug for treating any
disorder is not based on causes but on diagnostics
and statistics. This is hoped to be changed to become
‘‘personalized medicine,’’ which means choosing the
right drug for a given patient on the basis of that
patient’s genetic makeup. While many genes can con-
tribute to all common diseases, but only one or a few
are likely to be the main contributors to the disease
in that patient. In other words, the hope is to choose
a drug for treatment that affects the impact of the
particular gene, which causes or enhances the disease
in that person. The common diseases contributed to
by multiple genes include cardiovascular, asthmatic,
and schizophrenic disorders, among many others. The
rise of genomic techniques will convert single-gene phar-
macogenetics into multiple-gene pharmacogenomics.

In order to realize the hope, a number of tasks will
have to be performed. A primary task will be the identi-
fication of the genes whose malfunction contributes
to, or can cause, the disease to be treated. Once the

gene of interest is identified by genomic methods, it will
be necessary to define its function; this will usually
require knowledge of the protein produced by the gene
via translation. By establishing the normal gene func-
tion, recognition of the malfunction is facilitated and
its contribution to the disease may become clear. It then
becomes possible to look for chemicals that can attach
to the gene or to the protein, thereby eliminating or
relieving the faulty gene function. Finally, the chemical
may be converted to a drug.

All these processes require scientific views. The pur-
pose of this article is to provide an overview at the
scientific backgrounds for this study and for the
required procedures.

BACKGROUND DATA

Variability of Gene Function

Genes determine the appearance, actions, and much of
the fate of any individual, be it a bacterium, a plant, or
a mammal. Our genes make any human different from
anyone else. This means that the genes cannot be
similar in different individuals. In fact, most subject-
to-subject differences depend, and evolution depended,
on variability of genes, that is, on gene mutations.

Most mutations represent the replacement of one
base by another; a minority is caused by deletions of
some base pairs, by frameshift, by polypeptide chain
elongation due to mutation of a terminator codon, or
by recombinational events with mutation-like effects.
The replacement of one base for another is currently
indicated by the term ‘‘single-nucleotide polymor-
phism,’’ abbreviated as ‘‘SNP.’’[1,2] It occurs at a
frequency of roughly one per every 500–1000 base
pairs of genomic DNA, which means that most genes
carry one or two SNPs, although many are without
any functional significance.[3]

Techniques developed in recent years have opened a
totally new aspect of genetics, that is, the study of gene
expression.[4–6] That is, the DNA of a given gene may
lead to the production of varying numbers of its
derivative RNA, the protein-forming nucleic acid. As
a consequence, the function of a gene may vary, inde-
pendent of gene structure.
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Gene expression is controlled by transcription.[7]

Transcription is the formation of one-stranded RNA
from DNA, the gene consisting of a two-stranded
nucleotide coil. The process involves unwinding of
DNA. It is catalyzed by RNA polymerases, enzymes
controlled by complicated factors.[8] Posttranscrip-
tional processing of the messenger RNA (mRNA)
involves the removal of introns by splicing. The forma-
tion of protein from RNA by translation is again a
complex process.[9] Translation can be inhibited by
antisense oligonucleotides.[10,11] Thus, gene expression
involves complex processes. It can be affected by
hormones, diseases, and (importantly) by drugs.

Furthermore, gene expression can be controlled by
epigenetics, a potentially reversible change in DNA
methylation.[12,13] Its normal functions are regulation
of gene activity during aging, tissue-specific DNA
modification, and X-chromosome inactivation. Epige-
netics may contribute to cancer control.[14] In short, a
look at gene structure and mutations may no longer
be good enough to alone serve the hunter for persona-
lized medicine.

Interactions of Genes and Drugs

Pharmacogenetics started with the discovery of vari-
able responses of different people to a given drug, as
summarized in papers by Motulsky[15] and Vogel,[16]

and in the book by Kalow.[17] Before genes could be
tested, allelic variations were phenotypically indicated
as a cause by the occurrence of abnormal drug responses
within families or groups of twins. Also, response
abnormalities in different human populations were
known early, at first only assuming a genetic cause of
such population differences.

All these early reports of inborn differences dealt
with distinct abnormalities in drug response that were
monogenic (Mendelian) in character. It is a different
matter when we observe that only a few people respond
exactly alike to a given drug. This observation was
mathematically formalized by the introduction of the
concept of ‘‘ED50,’’ meaning the dose of a drug that
had the desired effect in 50% of population.[18] The
utility of the ED50 indicates that an unequal response
of individual animals or humans to any drug is a rule
and is often very large. This variability can be graphi-
cally represented by a normal (Gaussian) distribution
curve with ED50 as the mean. The first evidence that
genetic factors can also be involved came from system-
atic studies of twins, which indicated genetic control of
various drug metabolizing capacities.[19]

Thus, the genetics of a drug response can be of
two kinds, which deserve a clear distinction: First,
the particular genetic variant of a particular gene may
strongly affect the response to one drug, or to a series

of drugs. Second, there can be multifactorial variation
of a drug response caused by effects or influences of
many genes, usually more or less modified by environ-
mental factors. The examples of these two kinds
of variation in order to clarify their impact are given
below.

The first case is well illustrated by the studies of
CYP2D6, a drug-metabolizing P450 cytochrome that
is prominent in human liver. This protein contributes
to the metabolism of about 60 different drugs.[20] So
far, 74 alleles have been found in that gene, most often
several mutations (up to 8) per allele. The difference in
the consequences of CYP2D6 mutations deserves
attention: A few of the mutations prohibit the forma-
tion of CYP2D6, others totally eliminate its biological
activity, some of them merely decrease its activity,[21]

others change its activity toward selected drug sub-
strates,[22,23] and gene duplication may cause greatly
increased activity in some subjects.[24]

The absence of CYP2D6 activity occurs in about 7%
of Caucasians, in less than 1% of Asians and most
Africans,[25] although it is absent in about 20% of
San Bushmen.[26] A mutation identified in about 50%
of Chinese subjects causes a substantially decreased
average CYP2D6 activity in China compared to
Europe.[27] Of seven precisely investigated CYP2D6
mutations, a few were found in Europe, others in
China and Africa, but only one (G4268C) was found
everywhere (in Europe, China, Japan, and Africa), sug-
gesting that this is an old mutation that occurred prior
to the migration of Homo sapiens from Africa.[25]

Thus, differences in the timing of mutational events
may account for most interethnic differences of drug-
metabolizing enzymes because such mutations tend
to be biologically irrelevant in the absence of drugs.

These data show that there can be great complexity
even if we deal with a single variable gene as in tra-
ditional pharmacogenetics. It is a relatively simple pro-
cess to count the absence of enzyme activity (‘‘the poor
metabolizer phenotype’’) in one population, but data
thus obtained, for instance, in Europe, may be useless
everywhere else.

Multifactorial control of drug responses cannot be
described in similarly clear terms, but some examples
can be given. For instance, one may look at the two
groups of homozygous subjects with respect to debri-
soquine’s metabolism, i.e., there are those homozygous
for the wildtype CYP2D6 and those without the
enzyme. In each group, there is a large interindividual
variability of debrisoquine’s persistence. This can be
accounted for only by the presence and variability of
numerous factors other than the CYP2D6 genotypes
contributing to the drug’s elimination.[25] Multifactor-
ial control is present whenever response curves show a
Gaussian distribution. Vesell[28] cited examples to show
that the metabolism of various drugs was mainly under
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genetic control, even when the metabolism was not due
to an identifiable single gene. Table 1 indicates the
potential complexity of drug metabolizing control even
if there is only one identified catalyst.

Because of old and available methodologies, drug
metabolism and other forms of drug elimination are
particularly well-investigated fields. However, the
variability of drug effects can also depend very much
on genetic variation of drug targets, such as drug
receptors.[29] Kim and Wilkinson[30] described the varia-
tion of drug transporters and the effects.

Drugs can also influence gene expression. A good
recent example is the determination of changes pro-
duced by rifampin. Rae et al.[31] used microassays to
measure the effects of that drug on the overall pattern
of mRNA expression of drug-metabolizing enzymes in
human hepatocytes. There was no effect on CYP2E1
or CYP2D6. The drug caused a 6.5-fold increase in
the expression of CYP2C8 and a 3.7-fold increase
of CYP2C9, but had no effect on CYP2C18 mRNA.
CYP3A4 showed the highest level of 55.1-fold
induction.

It is now recognized that drugs can affect the
activity of many genes by enhancing or inhibiting their
expression. In fact, we often might be unsure whether a
drug effect represents an interaction with a protein or
with its gene. For instance, it seems that the addictive
effect of nicotine or other drugs results from altered
gene expression produced by these drugs.[32]

It has to be mentioned that non-genetic or environ-
mental influences may also have great impact. Star-
vation, malnutrition, and protein deficiency can all
cause a decreased rate of drug disposition,[33] but so
can even relatively minor food deficiencies.[34] Some
foods or drugs cause enzyme induction[35] and others

cause enzyme inhibition.[36] Infections, other diseases,
and many factors that can affect hormonal functions
may alter a drug response. It is well established that
cigarette smoking causes induction of some drug-
metabolizing enzymes. However, the extent of smoking
varies between individuals and between populations,
in part because of genetic variability of the nicotine-
metabolizing cytochrome CYP2A6;[37] this is an example
showing that genetic predisposition can affect the
magnitude of an environmental impact.[38] Many drug
responses are influenced by gender and age; both factors
are controlled by genes but also by time.

Regardless of all these complexities, the fact that
drug action always depends more or less on genes is
important, although the control may be exercised by
one or by a multiplicity of genes.

Genes and Diseases

The term ‘‘genetic diseases’’ refers to diseases that
are essentially caused by faulty function of a single
gene. Although they are Mendelian disorders, their
phenotypic expression can vary from case to case.[39,40]

Examples are, for instance, cystic fibrosis, neurofibro-
matosis, Marfan syndrome, and Huntington disease.
All these diseases are rare because the producing
genetic variants are disadvantageous from an evolu-
tionary point of view. Because of the rarity, there
are few broad-based efforts to find drugs for their
treatment. These limitations also express societal and
economic concerns.

All common diseases are caused, or contributed to,
by many genes, often interacting with environmental
factors.[41] Examples are, for instance, arthritis, athero-
sclerosis, asthma, schizophrenia, and Alzheimer’s
disease. Many cases are cited in the book The Genetic
Basis of Common Diseases.[42] Loring et al.[43] found
118 differently expressed genes in Alzheimer brains.
Gharavi and Lifton[44] describe the hereditary basis of
blood pressure variation and hypertension: Identified
to date are mutations in seven genes that raise blood
pressure and in nine genes that lower blood pressure
in humans. Many of these genes control renal salt
handling. Some cases suggest the presence of angio-
tensinogen variation, or changes in beta-adrenergic or
dopamine receptor system. There are also Mendelian
(monogenically controlled) cases of human hyper-
tension, indicating that the disease is not necessarily
controlled by many genes. As indicated in the four-
volume book by Scriver et al.[45], many diseases show
similar complications.

It is a principal difficulty that medical diagnosis is
currently almost always dictated by the appearance of
any disease, perhaps by a single prominent symptom,
but usually does not reveal the cause of the disease.

Table 1 Factors that may cause reduced metabolism
of a drug

1. Alterations of the enzyme’s gene
Structural variation of the gene through mutation
Reduced expression of the gene (caused by gene–gene
interaction, effects on the gene by drugs, hormones, or

foods), by epigenetics, or by unstable RNA
Reduced function: failing transcription or translation (pro-
tein formation)

2. Alterations of protein concentration or function

Enzyme destruction or instability reduces its concentration
Enzyme inhibition by drugs, hormones, foods, and infec-
tions

Mistaken protein folding

3. Reduced access of drug to enzyme
Excessive drug binding (e.g., in tissues or to albumin)
Genetic variation of a transporter protein

A Question: Which of these factors cause the typical age-

related reduction of enzyme activity?
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This is a shortcoming that is hoped to be overcome by
defining the genes which are altered in a case of com-
mon disease. However, knowing the crucial genes will
allow the investigation of their function, and knowing
the function may reveal the contribution of the gene’s
failure or its action to the disease. The final question
is which gene contributes to the disease of which
patient.

Disease Genetics Determines Drug Action

Multiple treatments are available for most of the com-
mon diseases, but they often fail, and a given patient
may benefit from only one or the other of the recom-
mended drugs. In some cases, genetic factors affecting
the disease are known to determine whether a drug is
beneficial or useless for that patient. Let us consider
a few examples given below.

Data on asthma are a good example of the complexi-
ties of interacting genes, diseases, and drugs. First,
there is no universally accepted definition of asthma.
Twin studies suggest that asthma is to 0.72%–0.8% a
genetic disease,[46] but inheritance does not follow a
clear Mendelian pattern, and environmental factors
modulate the clinical expression.[47] Thus, asthma is
multifactorial. Disease expression is influenced by
interactions between multiple major and minor genes,
and modulated by environmental factors.[48]

Drazen, Silverman, and Lee[49] emphasize the het-
erogeneity of therapeutic responses in asthma. Current
asthma therapy employs several different drugs aimed
at different targets. Inhaled glucocorticoids like becla-
methazone are used as anti-inflammatory drugs, acting
on glucocorticoid receptor alpha.[50] b2-Adrenoceptor
agonists like salbutamol protect against histamine-
induced bronchoconstriction.[51] Cysteinyl-leukotriene
inhibitors, i.e., ACE-inhibitors like fosinopril, counter-
act slow-reacting substances of anaphylaxis.[52] Among
additional factors, driving and maintaining the asth-
matic inflammatory process appear to be an abnormal
or inadequately regulated CD4þ T-cell immune
response.[53] The variable platelet-activating factor
(PAF) acetylhydrolase and oxidized derivatives of
phosphatidylcholines play important roles as causative
factors in asthma and other diseases.[54] The gene
NOS1 regulating neuronal nitric oxide is associated
with allergic asthma, as shown in studies of mice and
humans.[55]

Other broad-based examples besides that of asthma
could surely be found. However, there are other estab-
lished though more restricted examples. Well known is
the failure of treatment of Alzheimer’s disease by
tacrin if the patient has a variant of ApoE4, an apoli-
poprotein. Tacrin is a cholinesterase inhibitor, one of
the first anti-Alzheimer drugs,[56] chosen to elevate

the brain levels of the transmitter acetylcholine, a
transmitter that was low because of deficient formation
by the enzyme choline acetyltransferase.[57] The contri-
bution of a genetic variant of ApoE4 to Alzheimer’s
disease was an independent later observation.[58] Then,
the discoverer of this contribution noticed that patients
with the ApoE4 variant tended to respond poorly to
tacrin.[59]

Another example is the genetic variability of the
effects of neuroleptic drugs in schizophrenia. Cichon
et al.[60] have shown that this variable responsiveness can
be caused by genetic variation of several of the P450
cytochromes, plus variation of dopamine and serotonin
receptors. Because variation of these receptors seems to
contribute to the schizophrenic disease, this is another
example of interaction of genetic effects, diseases, and
drug response.[61–63]

All these observations support confidence in
research aimed at the development of personalized
medicine, that is, at the development of treatments that
affect the function of genes which contribute most to a
patient’s disease.

THE TASKS

Searching for Genes of Interest

Foremost will be the search for mutations that are
responsible for, or substantially contribute to, the
occurrence of the common disease of interest. Associa-
tion studies[64] will provide the link between the disease
and a genetic variant. Of the millions of DNA sequence
variants in the human genome, the majority is single-
nucleoide polymorphism (SNP). Determination of
SNP-based genetic profiles may be viewed as individual
fingerprints, indicating relative genetic contribution of
the risk for various illnesses. This is the driving force
behind intense efforts to establish the technology for
large-scale analysis of SNPs.

Many technological descriptions of gene searching
were published recently. For instance, Kwok[65] sum-
marized a number of genotyping methods currently
in use. All effective designs require genotyping of a
large number of individuals with a large number of
markers. Therefore, the whole genome must be
searched for the chance to find responsible genes.
There is multiplex genotyping[66] and minisequenc-
ing.[67] Medlin[68] used ‘‘inkjet technology’’ to propel
DNA nucleotides onto slides. Qi et al.[69] described a
flexible, non-gel-based detection method, using thermo-
stable ligation for allele ligation and rolling circle
amplification (RCA) for signal enhancement. Tsongalis,
Rainey, and Hodges[70] described a system utilizing
DNA polymerase-mediated pyrophosphorolysis and a
luciferase detection reaction. Patil et al.[71] set out to
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identify all SNPs in human chromosome 21 and to
group them into blocks of haplotypes. They estab-
lished human–rodent hybrid cell lines, each containing
one copy of human chromosome 21 from a different
individual. Using high-density oligonucleotide arrays,
they obtained complete DNA sequences in that human
chromosome. Further methods will be developed and
described. Nevertheless, the search for genes underly-
ing complex traits has been difficult and often disap-
pointing.[72] The main reason for these difficulties is
that several genes, each with rather small effect, might
be interacting to produce the trait.

Probably just as important as the search for struc-
tural variants of genes will be the exploration of gene
expression data. Gene expression can be compared
between cells derived from particular tissues, or
obtained from the same tissue at different times. If
the tissue was disease free on first but not on second
sampling, and if the expression of some genes were
found to differ between the samples, one would know
which genes are altered by the disease, or which may be
its cause. By the same method, one could learn which
genes are affected by a drug or toxin, or which change
with age, or which are expressed in one but not in
another tissue. One would know the gene with which
to deal, and one would start to understand the biological
role of a gene. It could mean identification and vali-
dation of new molecular targets for drug development,
and prediction of potential side effects during preclinical
development and toxicology studies.[73,74]

Gene expression studies require microarray tech-
nology. Recently, high throughput technologies for
biochemical analysis of gene expression have come into
use.[75–78] Serial analysis of gene expression (SAGE) is
a widely used method.[6] Burgess[79] spotted different
probes on a glass microscope slide and labeled the
RNA isolated from the cells with two different fluoro-
chromes before being hybridized to the microarray.
Gene expression as whole profiles can replace the con-
ventional focus on an individual gene.[80]

Conceptually different approaches to the develop-
ment of this technology resulted in the generation of
two different array formats: oligonucleotide arrays
and cDNA arrays.[81] Oligonucleotide probes represent
mispaired bases in DNA segments. Lee et al.[82]

stressed the importance of studying replications to
insure data reliability, while Herwig et al.[83] presented a
statistical evaluation of expression data. Brazma et al.[84]

proposed a standard for presenting and exchanging
such data in form of ‘‘minimum information about
a microarray experiment’’ (MIAME). Haverty et al.[85]

established the ‘‘human gene expression index’’ (www.
HugeIndex.org) to serve as a public repository for
gene expression data on normal human tissues. In short,
investigations of gene expression represent a major new
scientific interest.

Gene Function

In biological perspective, identification of an important
gene becomes truly significant only after its function is
recognized. This is well acknowledged; in answer to the
entry ‘‘gene function,’’ PubMed cited over 60,000
entries on the Internet.

Because the human and mouse genomes are 80%
identical, while many single genes are completely identi-
cal, studies of mice are widely used.[43] The use of mice
has also the advantage that the function of a gene can
be demonstrated by in vitro or in vivo knockout, i.e.,
experimental gene elimination. Yoshihara, Ensminger,
and Littleton[86] found a significant number of fly homo-
logs of human neurological disease loci; they suggested
Drosophila as an important disease model for human
neuropathology.

There is much debate over the utility of multiple
locus association analyses in the identification of geno-
mic regions harboring sequence variants that influence
complex traits.[86] There are new methods of testing the
statistical association between haplotypes and a wide
variety of traits.[87] The identification of thousands of
genes generated by the various genome projects is a
challenge.[88]

A crucial aspect of studying gene function is identi-
fication of the protein formed by the gene in question;
determination of protein function is a traditional aspect
of biology. The science of protein identification and
their systematic, large-scale analysis is ‘‘proteomics.’’
Protein profiles can be correlated with specific effects
of disease and with alterations of function.[89–91] The
importance of the subject is well illustrated by the
recent creation of a journal entitled ‘‘Proteomics.’’

The biological utilization of the many types and
amounts of information gathered by different methods
is aided by the complex science of ‘‘bioinformatics,’’
i.e., the use of computers for the storage or analysis
of biological information. Also there is a journal by
that name. There is a recent catalog of the computer-
based resources that provide access to many of the col-
lections of information on bioinformatics,[92] and lists
of key words and related items.[93]

Drug Design

Once the functional genomic studies have revealed all
pertinent information, i.e., the gene of interest, its bio-
logical role, and the dependent protein, one can start to
think of the chemical structures that a drug must
have to affect gene function.[26] There are different
methods of virtual screening as discovery tools for lead
structure.[94]

A good example is the development of novel inhibi-
tors of acetylcholinesterase, using a structure-based
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design approach.[95] Starting with chimeras of tacrine,
the authors conducted a molecular modeling study
using the x-ray structure of the apoenzyme; they
determined several favored attachment positions and
other characteristics. They synthesized several matching
compounds and determined their inhibitory potencies.
They were found to be in the low nanomolar range.

If the three-dimensional structure of a given protein
is known, this information can be directly exploited for
the retrieval and design of new ligands. Nuclear mag-
netic resonance spectroscopy and x-ray crystallography
are useful for molecular modeling.[96] The knowledge of
the crystal structure of the target protein or of a model
derived from it is very helpful. This information can be
used to stimulate thinking of improving an existing
ligand, or of developing new alternative bonding
skeletons. The features of the protein binding pocket
can be translated into queries used for virtual computer
screening of large compound libraries or to design
novel ligands de novo.[97] The need for structural infor-
mation about drug–protein complexes is fundamental
for drug discovery.[97] A leads optimization procedure
is described by Williams, Dugan, and Altman.[98] The
current state of design methodology for inhibitors
specifically targeting protein surfaces and computational
methods has been reviewed by Zeng.[99]

Perspectives of the requirements for the develop-
ment of leads and drugs have been summarized in an
overview paper:[100] The chemical features should be
amenable to optimization, the patient situation should
be favorable, absorption and other distribution
properties should be good. A set of measurable items
can help to appraise such determinants.

CONCLUSIONS

There are large-scale efforts in all scientifically
advanced countries to promote personalized medicine.
This new medicine would leave behind the traditional
ways of choosing drugs for treatment, ways that were
based on population averages and visual disease diag-
nostics. Genetic diagnostics would become the fulcrum
for clinical decisions. The tasks needed to achieve these
changes are enormous, and substantial time for
achievement will be required; yet, current scientific
knowledge tells us that the goal makes sense, and that
major searching efforts are worthwhile. Medical and
public perceptions of the hoped-for changes are pro-
blems that need to be addressed in an open discussion.
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DEMOGRAPHICS

The word geriatric refers to individuals who are over
age 65 years. This has been described as the most
heterogeneous population because it constitutes fit,
physiologically healthy patients to extremely frail,
debilitated patients in long-term care facilities (LTCF).

Currently, greater than 12% of the population in the
United States[1] is aged 65 years and over. This popu-
lation is prescribed approximately one-third of all pre-
scription medications.[2] On average, geriatric patients
use four to five medications, and greater than 50%
use over-the-counter (OTC) medications. The use of
medications is even higher in the LTCF population.

The elderly are also more likely to suffer from
chronic disease and multiple disease states and there-
fore receive long-term treatment with medications.
Considering the high medication utilization of geriatric
patients, it is pertinent to focus on geriatric dosing and
dosage forms.

PHYSIOLOGIC CHANGES WITH AGING

Although development of disease is not considered
normal with aging, there are a number of physiological
changes which can predispose the elderly to developing
illness (Table 1). Many of the age-related physiological
changes have been reviewed previously.[3,4] Because of
the physiological changes that occur with the aging
process, there are changes in the pharmacokinetics
and pharmacodynamics of medications.

PHARMACOKINETICS

Pharmacokinetics refers to how the body handles med-
ications. As the body changes with age, its ability to
absorb, distribute, and break down drugs can change
significantly. Unfortunately, in some cases, it is diffi-
cult to predict how significantly aging will affect some
people, thus, dosing changes alone cannot be based

solely on age. Pharmacokinetics can be broken down
into four processes: 1) absorption (of the medication
through the gastrointestinal tract, a mucous mem-
brane, or the skin); 2) distribution (of the medication
throughout the body); 3) metabolism (most often
through the liver); and 4) elimination (most often
through the kidneys).

Absorption

There appears to be little change in absorption of
medications in the elderly.[3,5,6] Dry skin may decrease
absorption of topically applied medications. A
decrease in stomach acid secretion may affect absorp-
tion of certain medications when given orally; how-
ever, this is not consistent for all geriatric patients.
Other changes that may contribute to altered absorp-
tion may include dietary changes, a decrease in salivary
secretion, or use of dentures.[3] Absorption is generally
dependent on the concomitant disease states of the
patient.[3] For example, if a patient had congestive
heart failure, with significant congestion of the gastro-
intestinal (GI) tract, then less medication and nutrients
would be absorbed through the GI tract. The
decreased absorption is not related to age but results
from concomitant systemic or GI diseases.

Distribution

Physiological changes owing to the aging process will
result in an increase in lipid mass and a decrease in lean
body mass.[3,5,6] Fat-soluble medications may distrib-
ute more widely and remain in the body longer in an
elderly patient, whereas water-soluble medications
have a smaller volume of distribution because of
decreased lean mass.

Distribution of medications is also determined by
protein binding in the serum.[6,7] The most common
protein is albumin, which binds predominantly acidic
drugs such as phenytoin. Another common protein is
a-1 acid glycoprotein, an acute-phase reactant, which

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000371
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has a higher affinity for basic drugs such as lidocaine.
The most important consideration for protein levels
when considering drug distribution is to take into
account the health status of the individual. An elderly
patient may experience only a small decline in protein
levels owing simply to age. However, chronic inflam-
matory disease states may significantly increase the
levels of a-1 acid glycoprotein, thereby decreasing the
free level of medication in the blood stream. When
considering albumin, it is important to take into
account chronic disease states and nutritional status.
Poor nutritional intake will result in a lower level of
albumin and, therefore, a higher free level of drug. In
most cases a higher free level of drug does not result
in a clinically significant response (because the liver
most often compensates for the increased drug levels
and simply metabolizes the excess levels with hepatic
reserve); however, this may be quite important for
medications with a narrow therapeutic index. Medica-
tions such as warfarin require very careful monitoring
to maintain the International Normalized Ratio (INR)

within a very narrow therapeutic range. In this case, if
warfarin increases even slightly, the response could be
far greater than expected.

Second, tissue protein binding of medication can
affect drug disposition in the elderly patient. For
example, amiodarone binds strongly to tissue proteins,
which greatly increases its volume of distribution. In
the elderly or chronically ill patient, tissue proteins
may change or decline, which can also affect the serum
levels of medications.

Finally, free drug levels may be affected by interac-
tion with other medications, which may cause displace-
ment of a drug off the protein. Considering that the
elderly are taking more medications, they are more
likely to experience protein-displacement drug interac-
tions. However, protein-displacement interactions are
not considered as clinically significant as metabolism
interactions.

Metabolism

Liver blood flow decreases with age, but overall it does
not appear to affect the metabolizing capacity of the
hepatocytes. Medications that are dependent on liver
blood flow for break down may have a somewhat
delayed metabolism.[3,5,6] There is some decline in phase
I metabolism but not necessarily in phase II metab-
olism.[5] Phase I metabolism involves the oxidation/
reduction reactions commonly needed to metabolize
medications. Phase II reactions, including conjugation
reactions, appear to remain grossly intact in the elderly.
This means that medications that are metabolized by
phase II metabolism are preferred over agents that
require phase I metabolism. In elderly patients who
appear frail or suffer from chronic disease, both phase
I and phase II metabolisms may show a decline. How-
ever, age alone does not appear to cause a decline in
phase II metabolism. It is important to consider the
chronic disease states or lifestyle factors, such as diet,
smoking, and ethanol intake, in predicting the metabo-
lizing capability of a patient.[3,5,6] Patients who have
poor diet and negative lifestyle factors such as cigarette
smoking and high consumption of alcohol are less
likely to have hepatic metabolizing reserve and are more
likely to suffer adverse reactions from medication
because of relative overdosing (or incapacity to metabo-
lize a standard dose of medication). Although the elderly
may have little change in their metabolizing capacity
owing to age only[6] applying the above principles to
dosing is recommended.

Elimination

Renal function generally decreases with age.[3,6] It is
not possible to predict which patients will not experience

Table 1 Age-related physiological changes in the elderly

Organ system Change

Body composition # lean body mass
" body fat
# body water

Cardiovascular # cardiac output
# stress response

(b-response blunted)

Central nervous system # peripheral conduction velocity
# weight, volume of brain

Endocrine # hormonal secretions
menopausal changes

" incidence diabetes, thyroid
atrophy

Gastrointestinal # secretions
# rate of stomach emptying

# rate of intestinal transit time
# liver volume and blood flow

Genitourinary Atrophy vagina, prostate

Immune # cell-mediated immunity

Pulmonary # elasticity, chest wall compliance
# alveolar surface

Renal # nephrons

# creatinine clearance
# renal blood flow
# glomular filtration rate (GFR)

Sensory changes # accommodation of lens of eye

Skeletal # skeletal bone mass

Skin and hair # hydration of skin

# in dermal thickness

# Indicates decrease; " indicates increase.
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a decline in renal function, even though it has been
estimated that up to 30% of the elderly have no
change in their renal function. The most commonly
used nomogram to predict renal function is the
Cockroft–Gault equation,[8] which factors in age, caus-
ing a decline in renal function. Unfortunately, this
equation was not originally validated in an elderly,
frail, or female population. Furthermore, predicting
renal function is most difficult in frail patients. Careful
monitoring for response to the medication and side
effects is necessary to avoid an excessive dosage. It is
also difficult to predict renal function in these clinical
situations: malnourished patients who have low muscle
mass and, therefore, low serum creatinine; patients who
are missing a limb; and individuals who do not have
stable renal function (creatinine not having reached
steady state).

Medications that are eliminated renally should be
given in a reduced dosage or given less frequently than
in younger patients. However, the exact dosing cannot
be predicted accurately in many subpopulations of the
elderly including the very old (>85 years) nor in the
frail patients. In these populations, it is appropriate
to monitor drug response based on clinical improve-
ment or signs and symptoms of toxicity.[3,5,6] Monitor-
ing drug levels at steady state may also be necessary.

PHARMACODYNAMICS

Pharmacodynamic changes in the elderly are also
documented;[5,9] however, they are not as well-researched
or defined as are pharmacokinetic changes. Pharmaco-
dynamics refers to the change in response to the medi-
cation. Possible mechanisms include:[9]

� Change in receptor density.
� Change in receptor affinity and receptor character-

istics.
� Postreceptor alterations (change in transduction

signal coupling or amplification).
� Desensitization of receptors.
� Altered negative feedback respons.
� Target tissues exhibit intrinsic change.

These alterations in homeostatic function can result
in significant impairment or adverse consequences if
these changes are not accounted for while prescribing
certain medications (Table 2).

Changes in Sensitivity

The elderly are more likely to be sensitive to a number
of different classes of medication because of changes
in pharmacodynamics.[5,9–11] It is very important to

monitor and adjust the dosage of certain classes of
medications in the elderly owing to their increased or
decreased sensitivity (Table 3).

ADVERSE DRUG REACTIONS (ADR)/
ADVERSE DRUG EVENT (ADE)

As Lamy[12] has pointed out, there is much debate
regarding the definition of an adverse drug reaction
(ADR) or an adverse drug event (ADE). An ADR
has been defined by the World Health Organization
(WHO) as a noxious, unintended effect of a drug that
occurs in doses normally used in humans for the diag-
nosis, prophylaxis, or treatment of disease. An ADR
also can be defined as an undesirable effect of drug
therapy beyond its anticipated therapeutic effects
occurring during clinical use. An ADE is defined as a
noxious and unintended patient event caused by a drug
(e.g., laboratory abnormalities, symptoms, signs, etc.).
In the outpatient geriatric population, approximately
30% will experience an ADR and are responsible for
approximately 10–20% of hospital admissions.[12–14]

In hospitalized patients, the incidence of an ADR or
ADE is estimated to be 10–25%.[15] Studies have found
that the majority of events are avoidable,[12] and unfor-
tunately, many patients (estimated to be one-third) do
not fully recover from the ADR.

ADRs are also a concern because of the associated
costs, primarily related to hospitalization. ADRs
increase length of stay and risk of mortality, which
overall increase costs of the ADR treatment. The elderly
with ADRs also visit their physician more frequently
than elderly patients who are not experiencing ADRs.[16]

The elderly patient may not bring up concerns with
healthcare professionals[12] and may go on to accept
the ADR as a part of normal treatment. The incidence
of ADR therefore may be significantly underreported
in the elderly population.

Assessing the risk of ADRs in the elderly can be
difficult because most clinical trials exclude the elderly
because of comorbidities or age. There is also a bias in
prescribing, thus, elderly patients at risk of experienc-
ing adverse effects from a drug may not even be
exposed to the medication. This provides an underesti-
mate of the true incidence of ADRs in an entire popu-
lation who may take the medication.[5,12,17]

The risk of experiencing an ADR is related to the
diagnosis, types of medications prescribed, and the
number of drugs used.[5,12–14,17] The most significant
factor is multiple drug use and is related to number
of coexisting diseases. When the number of medica-
tions is decreased, it has been shown that ADRs also
decrease.[12] It appears that the number of medications
increases the risk of ADR exponentially.[14]
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It is debatable if age alone is an independent risk
factor for ADR; however, the elderly are more suscep-
tible to ADRs because of physiological changes result-
ing in altered pharmacokinetics or pharmacodynamics.
Some studies have shown that when controlling for
confounders such as clinical status of the patient, num-
ber of medications, and length of hospital stay, age
alone does not predict ADRs.[12,17]

It is important to note that withdrawal of medications
may also lead to ADR.[18] Certain settings (e.g., LTCF)
encourage prescribers to remove medications, some of
which may have been used by the patient for many years.
If the withdrawal of therapy is not appropriate or is done
too quickly, this may cause ADR for the patient.[18,19]

The most common drugs involved in ADRs are
cardiovascular medications, aspirin, NSAIDs, and psy-
chotropic agents. However, it should be noted that
these are also the most commonly used medications
in the elderly.[14]

The prevention of ADRs in the elderly has been
inadequately studied. Considering that the majority
of ADRs are type A (dose-related) it would appear

that most ADRs in the elderly could be prevented.
Additional study on this subject is necessary to deter-
mine the most effective interventions in decreasing
the incidence of ADRs in the elderly. A review by
Atkin[14] has addressed studies that suggest improve-
ments such as better history-taking and record-keeping
by physicians to minimize the number of medications
used by patients. Other suggestions include requesting
that patients always bring their medications to medical
appointments and using medications that would be
considered lower risk in this population.

There are a number of different ways to assess and
identify an ADE. Listed below are a number of tables
that will assist in interpreting signs or symptoms that
may indeed be an adverse drug event. Table 4 identifies
disease states that may contribute to similar symptoms
that may be misdiagnosed as an ADE. Other syn-
dromes that are most commonly associated with tox-
icity or side effects from specific medications are
shown in Table 5. Finally, medication classes that most
commonly causes ADEs in the elderly are presented in
Table 6.

Table 2 Altered homeostatic mechanisms in the elderly

Altered function Mechanism Examples of drugs

Anticoagulation Poor hepatic production of coagulation factors Anticoagulants
Poor dietary intake Thrombolytics

Arrhythmias Cardiac hypersensitivity Antiarrhythmic medication

Higher cognitive
function

Central cholinergic transmission Central anticholinergics
Neuronal loss Stimulants b-agonists

Receptor down regulation

Orthostasis Blunting of b response (no tachycardia) Blood pressure medications
Changes in vascular tree Tricyclic antidepressants
Changes in autonomic nervous system Antipsychotics
Receptor down regulation Diuretics

Postural control # D2 receptors in the striatum Sedative hypnotics

" Risk of sway

Tardive dyskinesia Impaired dopamine-synthesizing neurons Traditional antipsychotics
Long-term antipsychotic therapy

Thermoregulation Poor temperature-regulating mechanisms: Medications affecting awareness,
mobility, muscular activity,

vasoconstrictor mechanisms
# shivering

CNS medications
# metabolic rate

Phenothiazines
# vasconstriction

Barbiturates
# thirst response

Benzodiazepines
# subjective awareness of temperature

Tricyclic antidepressants

Narcotics
Alcohol

Visceral muscle
function

Visual disturbances (pupillary autonomic responses) Anticholinergic medications
Bladder instability (bladder capacity, detrustor contractions)

Intestinal motility decreased

# Indicates decrease; " indicates increase.
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Falls

Falls are common in the elderly and are often multifac-
torial.[20–22] There is a concern about patients who fall
because the complications are significant. Complica-
tions include fractures, soft tissue injuries, immobiliza-
tion and hospital-acquired illness, institutionalization,
and even death from additional complications such as
pneumonia.[20] It is difficult to determine the percent-
age of patients who fall because many falls do not
result in injury and are never reported.

The cost involving treatment of falls is stagger-
ing,[21,22] including costs for hospitalization and acute
care, rehabilitation, and institutionalization, if neces-
sary. It has been estimated that falls cost $12.6 billion
in lifetime expenses for persons older than 65 years of
age. There is also a tremendous emotional impact on

the patients, causing many patients to lose their sense
of security and to remain housebound.

Although certain illnesses contribute to falls, medica-
tions have been shown to cause falls independent of other
factors. The most commonly offending drugs are benzo-
diazepines because they have been shown to increase falls
and hip fractures.[23] An association between the dose (the
higher the dose, the more likely the fall), duration of
use, and type of benzodiazepine (e.g., long-acting medica-
tions) has also been reported. Other classes of medica-
tions that increase the risk of falls include tricyclic
antidepressants, SSRIs, and opioid analgesics.[23,24]

It may be entirely appropriate to continue using
these medications if they are prescribed. To ensure safe
drug use, patients should be cautioned about the risk
of falling and encouraged to use extra precautions.
High-risk medication should be administered only

Table 3 Medications affected by changes in sensitivity

Medication (class) Altered effect Recommendation

ACE-I Greater sensitivity to BP reduction Lower initial dose
Increased risk hyperkalemia

Antiarrhythmics
(class I)

Longer elimination t1/2 Lower initial dose

Antiarrhythmics

(class III)

Longer elimination t1/2 Lower initial dose

Anticholinergics Increased sensitivity to anticholinergic effects,
increased risk confusion

Avoid if possible
Use lowest initial dose when necessary

Antipsychotics Greater risk orthostasis and
movement disorders

Lower initial dose

Low potency agents—more likely to

cause confusion

b-blockers Greater sensitivity to BP reduction Lower initial dose

Benzodiazepines Longer elimination t1/2 Greater sensitivity
to sedating effects

Use shorter-acting hydrophilic agents such as
lorazepam, oxazepam

Corticosteroids Increased sensitivity to GI complications Lower initial dose
Increased risk osteoporosis Minimize duration of therapy if possible

Digoxin Decreased volume of distribution Lower loading dose

Lower maintenance dose

Diuretics # responsiveness owing to decline in
renal function

Enhanced monitoring of renal function,
electrolytes

NSAIDs Greater risk of GI complications Used only after acetaminophen for OA
Recommended with GI-protective agent or

use a COX-II inhibitor

Opioids Increased sensitivity to effect Lower initial dose
Longer elimination t1/2

SSRIs Longer elimination t1/2 Avoid using fluoxetine

Tricyclic antidepressants Greater sensitivity to anticholinergic effects,
arrhythmic effects

Preference for desipramine, nortriptyline
(better tolerated secondary amines)

Warfarin Increased sensitivity to anticoagulant effect Lower initial dose

ACE-I, indicates angiotensin-converting enzyme inhibitor; SSRI, selective serotonin receptor inhibitor; NSAID, non-steroidal anti-inflammatory

drug; OA, osteoarthritis.
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when needed, rather than on a scheduled basis, because
this will hopefully decrease the overall dose. In the
elderly, a short-acting phase II metabolized benzodiaze-
pine such asoxazepam or lorazepam would be preferred
if a benzodiazepine is necessary.

Delirium

Drug-induced changes in cognition are common and
disturbing ADRs for both the patient and the patient’s
family or caregiver. Delirium is commonly reported on
hospital admission (approximately 10–15% of elderly
patients meet criteria for diagnosis of delirium).[25,26]

There is also a significant occurrence of delirium in

elderly patients undergoing various types of surgery,
including general surgery open heart surgery and hip
fracture repair (may be as high as 50%).[25,26] The out-
come after diagnosis of delirium is poor. At 1 month,
the mortality has been shown to be as high as 14%,
and at 6 months mortality is 22%. If the patient sur-
vives, change in cognitive symptoms may last for
3 months postdischarge. Furthermore, these patients
are at an increased risk for other complications, includ-
ing prolonged hospital stay, functional decline, and
institutionalization.

Medications may cause, or at least exacerbate,
delirium in many patients. Polypharmacy has been
shown to be a risk factor for delirium. There are a
number of different types of medications that may

Table 4 Presenting symptoms and associated adverse drug events (ADE)

Symptom Underlying condition Drug cause of ADE

Disturbed mental status/delirium Hypoglycemia Anticholinergic medications
and/or propertiesHypothyroidism

AntipsychoticsB12 deficiency

AntihistaminesUremia

Antiparkinsonian agents
Antispasmodics
Ophthalmic preparations

OTC sleep/allergy medications
Tricyclic antidepressants

Other medications

Analgesics/NSAIDs
Anticonvulsants
Corticosteroids (high dose)

Digoxin
H2 blockers
Insulin
Muscle relaxants

Narcotics
Psychotropics (anxiolytic, antidepressant,
antipsychotic)

Sedative/hypnotic
Sulfonylurea

Depression Hypercalcemia Hypnotics
Hypo-hyperthyroidism Amiodarone

Lipid-soluble b-blockers

Fatigue CHFGI bleed Diuretics b-blockers
Anemia Hypnotics
Hypothyroidism Muscle relaxants

Falls/syncope Structural CNS lesion Antiarrhythmics

Dehydration Levodopa
Hypokalemia Diuretics
Arrhythmias Antihypertensives

TCA

Sedatives
Antipsychotics
Hypoglycemics

Alcohol
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cause delirium. Many have anticholinergic properties,
whereas others have a yet-unknown mechanism for
causing delirium (Table 4). Patients who present with
acute changes in mental status or delirium must be
evaluated medically and should include a review of
their medications. Typically, all medications should
be discontinued and restarted only if considered life-
saving at the time. Long-term chronic medications
should be held because it is important to resolve
delirium and attempt to identify which medications
may be the offending agent.[25–27]

Drug–Drug Interactions

Drug interactions are very common in the elderly,
attributable in part to the high number of medications
prescribed in this population. Drug interactions are
considered one type of adverse drug event and have
been found to increase with the number of medications
prescribed.[28] Drug interactions are also a common
cause of hospital admission.[29]

The elderly are particularly susceptible to interac-
tions because of the changes in physiology, multiple
physician prescribing, increased use of OTC medica-
tions, non-adherence to complex regimens, and mul-
tiple disease states that complicate the handling of
medications.

Medication interactions have been found to be
poorly monitored. Medications are often necessary,
and interactions can be handled in a manner in which
the patient does not experience adverse effects and yet
receives the benefit of appropriate medications.

There are various types of drug interactions. One
classification is pharmacokinetic or pharmacodynamic
interactions. Pharmacokinetic interactions describe an
interaction with absorption, metabolism, or elimina-
tion. Medications can also displace each other through
competitive protein binding. Many pharmacokinetic
interactions result through competition or interaction
at the cytochrome enzyme system called the CYP450
system.[28] Numerous isozymes, or subtypes, have
been discovered. Each isozyme is responsible for meta-
bolizing specific medications. These isozymes may be
inhibited or induced by certain disease states or by
other medications. Pharmacodynamic interactions
refer to additive or antagonistic activity or action of
one medication on another. The study of pharmaco-
kinetic interactions is often done in younger, healthy
patients and may not reflect what commonly occurs
in an elderly patient. It may also be difficult to predict
the extent of the interaction; however, some studies
have resulted in specific recommendations on how to
adjust the dose of interacting medications.

Table 7 contains a list of drug classes and clinically
significant drug interactions. This is not a comprehen-
sive list, and the reader is referred to the appropriate
chapter dealing with pharmacokinetic drug interac-
tions.

Drug–Food Interactions

Table 8 lists commonly used drugs and potential food
interactions. This is not a comprehensive list, but
rather highlights many of the clinically significant
food–drug interactions.[30]

Recent concerns with food products include grape-
fruit juice, which has been shown interact with many
different medications through the CYP450 3A4 iso-
enzyme. This may increase the levels of medication
such as cyclosporine, dihydropyridine calcium channel
blockers, midazolam, triazolam, and astemizole.[31]

DRUG MANAGEMENT PROBLEMS
IN THE ELDERLY

Adherence

Traditionally called compliance, the concept of not
taking medication properly is now called non-
adherence. However, these words are often used inter-
changeably. The documented rates range from

Table 5 Common adverse effects

Adverse effect Possible medications

Anticholinergic effects Antihistamines

Delirium Tricyclic antidepressants

Dry mouth Medications for urge incontinence

Constipation

Urinary retention

Tachycardia

Disturbed vision

Blurring See anticholinergic effects

Dry eyes Glaucoma medications
Ocular lubricants

Extrapyramidal effects Antipsychotics

Tremor Antiemetic (metoclopramide)

Pseudoparkinsonism

Akathisia

Sedation Antipsychotics
Sedative/hypnotics

Tricyclic antidepressants
Muscle relaxants

Orthostatic hypotension Antihypertensives
Diuretics

Levodopa
Tricyclic antidepressants
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25 to 50% in the elderly.[32] Intentional non-dadherence,
or consciously making a decision to not take the
medications as prescribed, involves not taking the
medication at all or using only the amount believed
necessary. Causes of intentional or unintentional
non-adherence include medication regimens that are
difficult to fit into the patient’s lifestyle, unwanted
effects, expensive medications, or patient’s inability to
self-administer the product.[33,34] Most important, if
patients do not believe they need the medication, they
will be less likely to take the prescription.

Risks for non-adherence have been studied, and
some of the findings include the complexity of dosing
schedule (e.g., four times daily versus once daily dos-
ing); frequent changes in medication; substitution of
medication (therapeutic or generic); multiple medica-
tions; unpleasant side effects; difficulty in opening con-
tainers; cost; difficult routes of administration;
inadequate patient education/understanding; and cog-
nitive, visual, or physical function impairment.[31,33,34]

Patients who already have vision or mobility problems
may become non-compliant when some of the factors
noted above are added to their existing challenges with
medication management.

Factors that have been linked to improving adher-
ence include a belief that the medication is important,
a belief that it is effective, and regularly attending the
same medical clinic and pharmacy.[34]

A number of studies have also tried to determine
indicators of poor self-medication management. Some
of these indicators are cognitive impairment (MMSE <
24), physical dependency (Katz � 1), and poor self-
reported medication management.[35]

When prescribing medications for the elderly, it is
important to consider physical disability, visual
impairment, the shape or color of medications (ability
to differentiate), and the belief system of the
patient.[35,36] It would be beneficial to have healthcare
professionals review the technique of using certain
devices and to discuss the use of compliance aids.

Various compliance aids have been studied in an
attempt to increase adherence to prescribed regi-
mens.[36–38] These aids include alarm clock devices,
blister packing, calendar packaging, and more. Some
providers feel they greatly assist patients who other-
wise would become confused or could not manage
multiple medications on their own, which would
increase their risk of an adverse event or non-
adherence. It has also been argued that these aids
can be difficult to use, and the patients who benefit
most are often those who would likely manage well
without any aids. There are studies providing support
for both views, and the subject requires additional
study.

It is important to consider that even with com-
pliance aids, the patients must receive appropriate
counseling and instruction on how to manage the
devices properly.[37,38] The aids must also be recom-
mended and agreed to by the patient for them to be
of use. For example, if a patient feels they have lost
some of their independence by having to use blister
packaging, they are still not likely to become com-
pliant. However, if the patient has agreed that an aid
would be helpful and save them time, they are more
likely to appreciate the additional assistance and will
use the product to increase adherence. Patient prefer-
ence, agreement, and education are still the most
important factors in improving adherence. Additional
factors that must be considered are the medication
effects. If a patient discontinues a prescription because
of side effects, packaging the medications into a
compliance aid will not improve adherence. Before a
compliance aid is considered, the reason for non-
adherence must be carefully reviewed[39] because an
aid may not be necessary at all and may offend patients
if they think the provider feels they are becoming
cognitively impaired.

Polypharmacy

When translated, polypharmacy simply means multiple
medications. However, the clinical interpretation of
this term usually refers to the use of multiple medica-
tions in an inappropriate, illogical, or harmful manner
to the patient.

It is expected that the elderly have a higher inci-
dence of chronic disease and will be prescribed more
medications to manage their diseases. It is very easy

Table 6 Medication classes commonly affecting mobility

in the elderly

Medication class Mobility ADE

Antihypertensives Postural hypotension

Antipsychotics Postural hypotension
Sedation
Extrapyramidal effects

Falls

Narcotics Sedation
Confusion
# coordination (falls)

Sedative/hypnotics Sedation

Weakness
Confusion
# coordination (falls)

Tricyclic antidepressants Postural hypotension

Sedation
Arrhythmias
Falls

# Indicates decrease.

(Text continues on page 1922.)
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to quickly reach a state of polypharmacy. Risk factors
include multiple doctors, diseases, and pharmacies.[40]

Patients often present with a variety of complaints
but may lack a diagnosis, triggering the prescription
of medications that are used to manage the complaints
that do not resolve the illness. Patients also use numer-
ous non-prescription medications, which may go
unmonitored and yet have the potential to interact
with prescribed medicines. Patients seeing multiple
doctors is often a concern because specialists may
not take into consideration other prescribed medica-
tions before ordering new drugs for the patient. Simi-
larly, some physicians may not be aware that their
patients are seeing other doctors, causing difficulty in
monitoring prescriptions in these of patients.

Although it is somewhat controversial, certain per-
sonality traits in elderly patients may predispose them
to using more medications.[36,40] Elderly patients and
their physicians may also be reluctant to discontinue
medications. Often, patients with these views feel it is
necessary to use medications and to obtain more pre-
scriptions each time they visit a physician. This may also
tie in with the attitudes of healthcare providers, who
may be pressured to prescribe more medications for
the patient. Finally, polypharmacy may be common in
the elderly because they often borrow medication from
family or friends, sometimes because of lack of edu-
cation about the risks of inappropriate medication use.

Tablet Splitting

Tablet splitting is common in the elderly popu-
lation[41] often because of cost-savings and the pro-
duction of larger dosage strengths to meet the needs
of younger patients. The prescriber may feel that
the patient requires much less medication than a typi-
cal dose and consequently prescribes a dose that the
patient must split. This is done frequently with med-
ications that are adjusted throughout the course
of treatment, such as warfarin for anticoagulation.
Tablet splitting is also common when titrating medi-
cations that cannot be started in full doses because
of intolerance. A common example of this is the use
of b-blockers post-MI when only small doses are
tolerated at the onset, but when the goal is to reach
a much higher dose.

This topic has been studied only in a small number
of studies and often focuses on younger subjects.[42]

The process of tablet splitting is also not generalizable
to the elderly population because the muscle strength,
fatigue, and duration of time to split are often mea-
sured in young patients doing repetitive tablet-splitting
tasks, which does not reflect the typical scenario in an
elderly patient’s home.

Underutilization/Undertreatment

Both undertreatment and underutilization of medica-
tions are common problems in the elderly. It is often
a result of stereotyping by healthcare professionals,
lack of education of managing medications in the
elderly, and lack of research.[4] Examples include treat-
ment of hypertension, prescribing hormone therapy,
osteoporosis, treating MI, lipid management, pain
management, and depression.

DETERMINING MEDICATION
APPROPRIATENESS IN THE ELDERLY

There have been many attempts to characterize and
quantify the ‘‘appropriateness’’ of medications in the
elderly. The first such scale was developed by Hanlon
and is called the Medication Appropriateness Index.[43]

It has been used most frequently in the Veterans Affairs
population in the United States.

Beers et al.[44] developed a list of medications that
were considered inappropriate in a nursing home
population. Their most recent list further describes
appropriate doses of medications that should be used
in the elderly.[44] For example, digoxin is suggested to
be given at 0.125 mg daily because most elderly
patients either become toxic or do not require higher
doses for efficacy. Other lists have been developed[11]

and updated.[10] These lists are generally considered-
guidelines and should be used with professional judg-
ment when prescribing and managing dosing in the
elderly. Other tools have also been studied and are
being developed. A review of different instruments
has been written by Shelton, Fritsch, and Scott.[45]

DOSAGE FORMS

Geriatric patients are able to use any type of dosage
form available; none are contraindicated based on
age alone. The most frequently used dosage form in
the elderly is theoral route; however, other dosage
forms may be used basedon disease state. For example,
chronic obstructive pulmonary disease is common in
the elderly, and the route of choice for administration
of medications is by inhalation. Therefore, this popu-
lation frequently uses inhalers. Another common dos-
age form used in geriatric patients is eyedrops.
Dosage forms requiring hand strength or coordination
may be difficult to administer in some geriatric patients
with certain conditions such as arthritis, weakness after a
stroke, dementia, or other impairments. The challenges
with each of these dosage forms are presented later.
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Inhalers

Lung diseases such as COPD and asthma are common
in the elderly population. The cornerstone of treatment
of these conditions is to use medications administered by
inhaler, using either a turbuhaler, nebulizer, metered-
dose inhaler (MDI), diskhaler, or other breath-activated
device. These devices often require good eyesight, hand–
eye coordination, hand strength to depress the MDI, and
intact cognition to manage the device. Age itself has
been found to be a predictor of poor technique; however,
other studies[46] found that other disease states that
increase with age are more significant predictors of suc-
cess in using MDIs. A patient with poor hand strength,
such as a patient with rheumatoid or osteoarthritis, may
have difficulty managing the inhalers. Patients who are
blind or have decreased vision may also have difficulty
organizing their inhalers in the proper order or manipu-
lating any of the devices. Cognitive decline is also more
common in elderly patients and tends to increase with
age. This has been found to be a determinant of poor
technique when using inhalers.[46] It is important for
healthcare professionals to assess the ability of patients
to use inhalation devices before they are prescribed.
Repeated counseling and education are necessary to
maintain good technique and appropriate use of these
devices in the elderly population.[38,46,47]

Eye Drops

Disease states frequently requiring medication such as
eye drops are common in the elderly. Many elderly
patients also use non-prescription natural tear replace-
ment products for lubrication. It is therefore common
to have elderly patients using eye drops, even though
there are many challenges and difficulties in adminis-
tering medication by this route. The majority of
patients, when asked, admit to having difficulty admin-
istering eye drops.[48] There is difficulty in raising arms
above one’s head, which can result from limited range
of motion secondary to arthritis or deconditioning. It
is also necessary to be in the supine position or to tilt
one’s head far back to keep the drops in the eye. This
is often difficult for patients because of neck osteoar-
thritis or stiffness. It is also very challenging to aim
the drops accurately. A number of devices have been
studied, but none make compression of the drops
easier.[48] It is often difficult for patients to compress
the bottle to release the drops, and some patients do
not use correct technique and expel more than the
required amount of drops. Some of the reasons for dif-
ficulty in administering drops are similar to those listed
above for difficulty with actuating MDIs. Most of the
devices appear to help improve aim only, which is just
one part of the problem for elderly patients. Difficulty

with eye drops commonly results in treatment failure
as patients become non-adherent oradminister drops
incorrectly and receive less benefit than could be
expected. It is important to review technique and to
prescribe appropriate compliance aids to make admin-
istration easier for patients because often, there are no
other options but to use eye drops for ophthalmic con-
ditions.

CONCLUSIONS

Considering the diversity and challenges in dealing
with the geriatric population, it is important to be
aware of the physiological changes that occur with
aging and the complications that can arise when these
changes are not considered when dosing medications.
It is also important to be aware of the potential pro-
blems that can arise in treating geriatric patients with
multiple disease states because they are more likely to
experience adverse events and to have more drug-
related problems such as non-adherence. Although
each patient should be managed individually, there
are important principles that should be considered
when working with geriatric patients to optimize the
dosing and dosage forms used in this population.
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Good Clinical Practices (GCPs): An Overview

Richard A. Guarino
Oxford Pharmaceutical Resources, Inc., Totowa, New Jersey, U.S.A.

INTRODUCTION

The Good Clinical Practice (GCP) regulations section
in the Code of Federal Regulations (CFR) (21 CFR
312)[1] outlines the respective responsibilities of the
clinical investigator, the drug sponsor, and the clinical
study monitor involved in investigational new product
development. These obligations, along with each par-
ticipant’s moral and ethical responsibilities for the
safety of subjects who participate in clinical studies,
comprise the essence of GCPs. GCPs have long been
the norm for the investigator, as written in the 1572
Form;[2] however, the first proposed regulations
pertaining to investigator, sponsor, and monitor were
first circulated in 1977 and 1978. In 1987, 10 years
later, GCPs were published as final regulations in the
CFR. Today, investigators, sponsors, and monitors
are obligated by law to follow these GCPs.

To conduct clinical research that meets the require-
ments of the FDA for new product approval, it is
essential to understand GCP regulations and their
subsequent impact on the clinical development process
of drugs, devices, and biologics.

The 1987, Investigational New Drug (IND), regula-
tions specified within the current CFR identify (more
clearly than in previously proposed GCP guidelines)
the delegation of responsibilities in the conduct of
clinical trials. Not only do investigators have a key
responsibility in assessing patients’ efficacy and safety
response to new drugs, devices, or biologics, but the
sponsor and monitor also have equal responsibility
for the patients’ safety and welfare. The key players
who are obligated under GCP regulations are
described below and will be referenced throughout this
article:

Investigator. An investigator is the individual who
conducts a clinical investigation (i.e., under whose

immediate direction the drug is administered or dis-
pensed to the subject). If an investigation involves
many physicians at a particular institution, one phys-
ician is designated as the Prinicple Investigator (PI)

and they are the responsible leader of the team of
investigators. The subinvestigator is any other individ-
ual member of that team as identified by the PI. These

individuals are usually licensed physicians or individ-
uals working under a licensed physician.[3]

Sponsor/Investigator. A sponsor/investigator is an

individual who both initiates and conducts an investi-
gation (i.e., under whose immediate direction the inves-
tigational drug is administered or dispensed). This
category refers mostly to physician investigators who

are conducting clinical research under an investigator
IND.[4]

Sponsor. A sponsor is an individual or organization
that takes responsibility for and initiates a clinical

investigation. This may be an individual, pharmaceuti-
cal company, governmental agency, academic insti-
tution, or a private or other organization.[5]

Monitor. A monitor is the person selected by the spon-
sor who is qualified by training experience to facilitate

and oversee the progress of the investigation.[6]

INVESTIGATOR OBLIGATIONS

In 21 CFR 312.53,[7] the regulations deal with the
descriptive information provided on form FDA 1572,
the Statement of Investigator form. Also included in
21 CFR 312.53 are the selection requirements for clini-
cal investigators. Previously, to conduct studies desig-
nated as Phases 1 and 2, investigators were required
to complete a Statement of Investigator form FDA
1572; investigators conducting studies designated as
phase 3 or phase 4 completed a different Statement
of Investigator form, which was known as form FDA
1573. As a result of the IND rewrite regulations, form
FDA 1573 is no longer used for any clinical studies. At
present, for Phases 1–4, only the Statement of Investi-
gator form FDA 1572 is required. This document
states the obligations of investigators conducting clini-
cal research. In addition to the general information on
the 1572, new information includes the following: the
name and address of any clinical laboratory facility,
the address of the Institutional Review Board
(IRB)[8] responsible for the review and approval of
the protocol, the patient consent form, and the individ-
ual investigators participating in the study. This docu-
ment also states that the sponsor is charged with the
responsibility of selecting qualified investigators, who
are defined as those who are capable of conducting
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the study by virtue of their training and experience.
By using the phrase ‘‘training and experience,’’ the
FDA means that clinical investigators conducting a
study of a particular disease should have enough
experience in that clinical specialty to observe cor-
rectly the signs, symptoms, and progress of the disease
being treated with a new investigational drug. For
example, if a new drug is designed for an Obstetrics/
Gynecology practice, a pediatrician would not be
expected to have the expertise to assess this drug, nor
would a cardiologist have expertise in evaluating a
gastrointestinal drug.

Investigators are defined as those who have signed
and completed form FDA 1572 or sub- or coinvestiga-
tors listed on that form, who are considered to have the
academic and experiential qualifications for participat-
ing in the clinical program.

The ‘‘fine print’’ on the reverse side of form FDA
1572 is a written agreement whereby the investigators
assure the sponsor that they will conduct the study in
accordance with the appropriate study plan (i.e., the
protocol)[9] and will observe the GCP tenets. Implicit
in this agreement is the fact that the Investigator will
have obtained signed Informed Consent (IC)[10] forms
from patients or subjects participating in the clinical
research under their jurisdiction. Form 1572 also
charges the investigator with the reporting of adverse
experiences that occur during the investigation and
provides assurance that the investigator has read and
understood the investigator’s brochure. In addition,
he or she assures that all individuals participating in
the supervision of any clinical study, under the direc-
tion of the investigator, are aware of their responsibil-
ities. Once form 1572 has been signed by the
investigator, he or she further assures compliance with
the requirements of providing study materials, proto-
cols, and other pertinent information to an authorized
IRB for review. This information, along with a curricu-
lum vitae, should be provided along with the assurance
that the investigational plan set forth in the study
protocol will be complied with.

To summarize, the primary responsibilities of inves-
tigators in clinical trials are the ethical and moral obli-
gations to all the participating patients and subjects in
the study. Investigators must provide a measure of
safety for each participant in the study so that the
patient is protected ethically and morally from any
endangerment that might occur during a trial using
an investigational drug. After the investigator’s
responsibilities are outlined and he or she has signed
form FDA 1572, any additional information from
the sponsor that might be necessary should be
requested and any concerns regarding procedures
should be raised. An investigator is responsible for:
1) ensuring that an investigation is conducted according
to the signed investigator statement, the investigational

plan, and applicable regulations; and 2) for protecting
the rights, safety, and welfare of subjects participating
in a clinical investigation on any unapproved product.
Also, the investigators must maintain complete con-
trol and accountability of the experimental products
under investigation. An investigator shall obtain the
informed consent of each human subject to whom
the drug is administered and shall administer the drug
only to subjects under the investigator’s supervision
or under the supervision of a subinvestigator respon-
sible to the investigator. The investigator shall not
supply the investigational drug to any person not
participating in the clinical program.

The investigators are required to maintain adequate
records of the disposition of the experimental medica-
tions, including dates, quantity, and use by subjects.[11]

If the investigation is terminated, suspended, discontin-
ued, or completed, the investigator shall account for
and return the unused supplies to the sponsor, or
otherwise provide written documentation for dispo-
sition of the unused supplies of the drug. An investi-
gator is required to maintain accurate case histories
designed to record all observations and other pertinent
data on each individual treated with the investigational
drug. (Usually, this is accomplished by completing case
report forms and maintaining medical records).

All investigators shall retain records of all subjects
enlisted in investigational trials for 2 years after a
new drug application (NDA) is approved for the indi-
cation for which the drug is being investigated. If no
application is to be filed or if the application is not
approved for such indication, records must be main-
tained 2 years after the investigation is discontinued
or the IND is closed and the FDA has notified the
sponsor of the status of the application.[12]

The investigator shall furnish all reports to the
sponsor of the drug. The sponsor is responsible for
collecting and evaluating the results obtained. The
sponsor also is required to submit annual reports to
the FDA on the progress of the clinical investigations.

Investigators shall promptly report to the sponsor
any adverse effect that may reasonably be regarded
as caused by, or probably caused by, the investiga-
tional drug. If the adverse effect is serious[13] the
investigator shall report the adverse effect immediately.
(See chapter on ADR reporting.)

An investigator shall provide the sponsor with an
adequate report shortly after completion of the investi-
gator’s participation in the study.

OTHER INVESTIGATOR RESPONSIBILITIES

The investigator must assure that an IRB complies
with the regulations established in the CFR and that
the IRB is responsible for the initial and continuing
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review and approval of the proposed clinical study.
The investigator must also assure that he or she will
promptly report all changes in the research activity
and all unanticipated problems involving risk to
human subjects Adverse Reactions (ADRs) or others
to the IRB. In addition, the investigator will not make
any changes in the research protocol without IRB
approval, except where necessary to eliminate apparent
immediate hazards to human subjects.

An investigator will on request from any properly
authorized officer or employee of the FDA, at reason-
able times, permit such officer or employee to have
access to, copy, and verify any records or reports made
by the investigator. The investigator is not required to
divulge subject names, unless the records of particular
individuals require a more detailed study of the cases
or unless there is reason to believe that the records
do not represent actual case studies or do not represent
actual results obtained.

SPONSOR OBLIGATIONS

The sponsor’s primary responsibility is clearly deli-
neated in 21 CFR 312.50[14] and ensures that clinical
studies are conducted in compliance with FDA regula-
tions. The sponsor is responsible for selecting qualified
investigators and for providing them with the infor-
mation they need to conduct an investigation in
accordance with the published regulations. Usually,
the sponsor accomplishes this task by supplying the
potential investigator with an investigator’s brochure
and a protocol of the clinical investigation on the agent
to be investigated. An investigator’s brochure[15] con-
tains all information from non-clinical studies and
reports and any previous human efficacy and safety
study reports that reflect previous experiences of
patients of the investigational agent.

Of primary interest in the obligations is the option
of a sponsor to transfer total or partial responsibility
for the conduct of a clinical study to a Contract
Research Organization (CRO).[16] During the last dec-
ade, CROs have played a significant role in new drug
development. However, CROs who contract with
sponsor companies are obligated under the same
GCP regulations as defined in this chapter. A CRO
may be the sponsor or the monitor with equal obliga-
tions as defined in 21 CFR 312. The current regula-
tions noted in 21 CFR 312.52[17] are specific and
require that any transfer, whether in total or in part,
be described in writing and agreed to by both parties.
The FDA states that any obligations not specifically
described by the sponsor in the written transfer of
responsibilities will be considered as not transferred
to the CRO; the liability for these undefined responsi-
bilities, therefore, remains with the sponsor. The FDA

further requires the CRO (once any transfer of respon-
sibilities has been made by the sponsor) to comply with
all applicable regulations and notes that the CRO is
subject to the same regulatory actions as a sponsor if
a CRO does not satisfy FDA regulations in the fulfill-
ment of its contracted duties. As a result of these reg-
ulations, it is possible for a CRO to act on behalf of a
sponsor once this legal transfer of obligations has been
completed. Although the CRO must assure complete
compliance with the responsibilities assigned, it
remains the sponsor’s responsibility to ensure the qual-
ity and integrity of data generated under the super-
vision of a CRO. In this situation, the sponsor would
be expected to act as a quality assurance[18] auditor
of the data, even though assignment for the conduct
of a study has been delegated to the CRO. It is impor-
tant to note the following: that any such transfer shall
be described in writing; if not all obligations are trans-
ferred, the description of the specific obligations being
assumed by the CRO must be clearly stated. Any obli-
gation not covered by the written description shall be
deemed not to have been transferred. The regulations
also charge the sponsor with responsibility for the
inventory and control of the drug. Only investigators
participating in a clinical trial may receive and have
access to investigational drug and materials.

SPONSOR AND MONITOR OBLIGATIONS

One of the most important responsibilities of the spon-
sor is to monitor the progress of every clinical investi-
gation conducted under its direction (21 CFR
312.56).[19] A monitor’s obligations, under the auspices
of the sponsor, are to ensure that the deficiencies cre-
ated during the conduct of clinical investigations are
corrected or justified by the investigator and that the
investigator adheres to the investigational plan. The
appointed monitors for any clinical investigation con-
ducted under a sponsor’s IND have an obligation to
assure that an investigator is complying with the signed
Form FDA 1572 and the general investigational plan
and that the clinical protocol is being followed. If an
investigator does not correct his or her errors and mis-
takes and no improvement is noted in the progress of
the study, the monitor shall promptly secure com-
pliance or discontinue shipment of the investigational
new drug to the investigator and end the investigator’s
participation in the clinical program. In addition the
monitors, while monitoring the progress of a clinical
investigation, must evaluate the evidence relating to
safety and effectiveness. At the same time, sponsors
shall make such reports to the FDA regarding infor-
mation relevant to the safety of the drug, as they
are required to do under section 312.32[20] of the
FDA regulations.
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When a monitor reports an adverse effect to a spon-
sor during an investigational study, it is the sponsor’s
obligation to determine whether there is an unreason-
able and significant risk to the subject or patient.[21]

At that time, the sponsor must determine if the inves-
tigational study is to be discontinued. Important among
the procedures of reporting adverse effects is the spon-
sor’s obligation to the FDA, the IRB, and to all inves-
tigators who, at any time, participate in clinical studies
and who are prescribing the experimental drug. Sub-
sequent to this, the sponsor should furnish the FDA
with a full report of the sponsor’s actions and shall
determine whether or not to discontinue the investi-
gation. If the decision to discontinue is made, based
on the seriousness of the ADRs reported, the studies
should be terminated as soon as possible and no later
than 7 days after making the decision.

It is important to understand that the obligations of
monitors include the responsibility for assuring that all
records and data recorded on case report forms reflect
valid data gathered by the investigator and that they
coincide with corresponding medical and hospital
records of the candidate participating in the investiga-
tional study. Detailed auditing and documentation
assure the sponsor that the monitor is overseeing the
clinical data collected by the investigator and that
GCPs are being followed.[22] One misconception of
many monitors who audit clinical investigations is that
their only task is to assure correct entry of data. In
fact, it is of extreme importance among the monitor’s
obligations to note any adverse effects or any devia-
tions in laboratory values that could signify a safety
problem to investigational study subjects. This is
especially true in large multiclinic studies, in which
many centers are conducting investigational studies
following the same protocol and many monitors are
auditing data. If any abnormal reactions or laboratory
deviations are noted from center to center, the moni-
tors should compare observations and assess an
accumulative percentage of occurrence of these devia-
tions. At times, a sporadic, apparently minor deviation
can turn out to be a significant deviation when calcu-
lated across all centers. If monitors are astute, they
can often prevent recurrence of adverse events that
might jeopardize the safety of the subjects participating
in investigational drug studies.

Another responsibility of the monitor is to assure
maintenance of accurate records showing the receipt,
shipment, or other disposition of the investigational
drug.[23] These records are required to include, as
appropriate, the name of the investigator to whom
the drug is shipped, the date, the quantity, and the
batch number of each shipment. The monitor/sponsor
shall also assure the return of all unused supplies of the
investigational drug from each investigator whose
participation in the investigation is discontinued or

terminated. The sponsor may authorize an alternative
disposition of unused supplies of the investigational
drug, provided this alternative disposition does not
expose humans to risks. Although the overall responsi-
bilities are assigned to sponsors, it is the monitors’
underlying responsibility for drug accountability.

In turn, the investigators, during experimental
research, are also responsible for record retention simi-
lar to that of the sponsor. They are required to main-
tain adequate records of the disposition of the drug,
including dates, quantity, and use by the subjects or
patients. The investigator is also obligated, if he or
she is terminated, suspended, or discontinued or if he
or she has completed a study, to return all unused sup-
plies of the drug to the sponsor or otherwise provide
documentation of how the unused supplies of the drug
were disposed. (It is recommended always to return the
unused study medication to the sponsor). An investi-
gator is required to prepare and maintain adequate
and accurate case histories (designed to record all
observations and other data pertinent to the investi-
gation) on each individual treated with the investiga-
tional drug. The monitor should assure that all the
previous procedures are adhered to and reported in a
timely fashion.

An often-neglected investigator responsibility is the
requirement to submit periodic reports to the sponsor.
An investigator should be prepared to provide the
sponsor with progress reports. These should include
an update of the ongoing investigational trial. Annual
reports to the FDA on the progress of the clinical
investigations are required to be submitted by the
sponsor. These reports contain information based on
the investigators’ progress reports.[24] Safety reports
are another issue. An investigator should promptly
report to the sponsor any adverse events that
may reasonably be regarded as caused by or likely
caused by the investigational drug. Alarming adverse
events (i.e., severe adverse reactions that jeopardize
a patient’s safety in any way) must be reported
immediately by the investigator to the sponsor.[25]

Lastly, when an investigator has completed or termi-
nated an investigational study, a final report shall
be provided to the sponsor. This comprehensive
report should be submitted to the sponsor shortly
after completion of an investigator’s participation in
the investigation. The report summarizes the final
observations of the study and any adverse events that
occurred during the course of the clinical investigation.
Monitors should also be responsible for encouraging
investigators to complete and submit all the reports
listed above. Constant follow-up may be necessary
by the monitor if these investigator responsibilities
are to be fulfilled. In most cases, the clinical
monitor usually will provide the investigator with these
reports.
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Legal repercussions can occur from any neglect of
the obligations by investigators, sponsors, or monitors.
The CFR stipulates in 21 CFR 312.58[26] that the FDA
can inspect the sponsor’s records or reports on request
from any properly authorized officer or employee of
the FDA. These inspections normally occur at reason-
able times and permit the FDA to have access to copy
and verify any records and reports relating to a clinical
investigation conducted under an IND. On written
request by the FDA, the sponsor may be asked to sub-
mit the records, reports, or copies of them to the FDA.
Under these regulations, the sponsor is also obligated
to discontinue shipments of the drug to any investi-
gator who has failed to maintain or make available
records or reports of the investigation. Subsequently,
an investigator may, on request from any properly
authorized officer or employee of the FDA, at reason-
able times, permit such an officer or employee to have
access to or copy and verify any records or reports
made by the investigator. The investigator is not
required to divulge subject or patient names unless
the records of particular individuals require a more
detailed study of the cases.

GCP NON-COMPLIANCE

What are the consequences if an investigator has
repeatedly or deliberately either failed to comply with
these GCP requirements or has submitted false infor-
mation in any report to the sponsor?[27] Initially, the
Center for Drug Evaluation and Research (CDER)
or the Center for Biologics Evaluation and Research
(CBER) will furnish the investigator with written
notice of the matter complained of and offer the inves-
tigator an opportunity toexplain the matter in writing
or at the option of the investigator, grant an informal
conference. If the explanation offered by the investi-
gator is not accepted by the CDER or the CBER,
the investigator will then be given an opportunity for
a regulatory hearing. At this hearing, the issue of
whether the investigator is entitled to receive investiga-
tional drugs will be addressed. After evaluating all
available information, including any explanation pre-
sented by the investigator, the FDA commissioner
determines whether the investigator has repeatedly or
deliberately failed to comply with the GCP require-
ments or has deliberately or repeatedly submitted false
information to the sponsor in any required report. The
commissioner will then notify the investigator and the
sponsor of any investigation in which the investigator
has been named as a participant that the investigator
is not entitled to receive investigational drugs. The
investigation can not be terminated without reasonable
cause as set forth by the commissioner and committee.
Sponsor can also suspend shipment of drugs to the

investigator for non-compliance to the protocol. If
there is reasonable cause for this action, the investi-
gator becomes subject to further investigation for each
IND and each approved application submitted to the
FDA containing data reported by this investigator.
Therefore, every investigational study conducted by
this investigator will be examined to determine whether
the investigator has submitted unreliable data. Other
investigations that are conducted under the same pro-
tocol will be temporarily put on hold. Conversely, the
commissioner may determine, after eliminating the
unreliable data by the investigator, that the remaining
data justify continuing other of the same investigations
at other sites. However, if a danger to the public health
exists, the commissioner will terminate the IND
immediately; the sponsor will be notified and will have
an opportunity for a regulatory hearing before the
FDA on the question of whether the IND should
be reinstated. If the commissioner determines that
the data submitted are unreliable and that the data
submitted by the investigator cannot be justified, the
commissioner will proceed to withdraw approval of
the drug product in accordance with the provisions
of the Food and Drug Cosmetic Act (FD&C). As a
result, an investigator who has been deemed to be
ineligible to receive investigational drugs will be black-
listed and unable to participate in any experimental
studies. The investigator may be reinstated when the
commissioner determines that the investigator has
presented adequate assurances that the investigator
will use investigational drugs in compliance with
FDA regulations.

In conclusion, before an investigator accepts the
responsibilities to conduct a clinical investigation with
an IND drug, he or she must be aware of the legal obli-
gations he or she has agreed to when form FDA 1572
issigned. Investigators must comply with the protocol
andthe rules, regulations, and guidelines of GCPs.
Investigators must realize that they are subject to a fed-
eral offense and can jeopardize their reputation and,
ultimately, their ability to conduct further clinical
research. Investigators must know that the precise col-
lection of data is mandatory in the conduct of clinical
research. Research must be designed to assess the effi-
cacy of the product and, above all, to assure that the
safety of the patient remains the primary concern.

Sponsors’ and monitors’ responsibilities in comply-
ing with GCPs are also subject to serious repercussions
under 21CFR 312.58. FDA inspectors are allowed to
examine sponsors’ files and the interventions of moni-
tors’ site visits to assure that GCP compliance was exe-
cuted. Case report forms and clinical results are
subjected to the same scrutiny that are applied to the
investigators’ responsibilities. If during an FDA
inspection discrepancies are found in any form among
the investigator, sponsor, and, when appropriate, the
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CRO (i.e., its documents), all three parties will be held
responsible, and the IND will be placed on hold until
the findings are resolved.

Investigators’, sponsors’, and monitors’ obligations
must be fulfilled by complying with GCP rules and reg-
ulations. Sponsors’ and monitors’ consistent and per-
sistent managing roles are vital in assuring that each
person involved in conducting clinical studies meet
his or her legal obligations. The success of any clinical
program will depend on the cooperation, understand-
ing, and compliance of this triad working together.
With this agreement of responsibilities and a well-
organized clinical plan, the results can only conclude
valid data in support of a new drug application.
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Good Laboratory Practices (GLPs): An Overview

Nigel J. Dent
Country Consultancy Ltd., Milton Malsor, U.K.

INTRODUCTION

The Good Laboratory Practice Guidelines (GLP) have
been in existence for non-clinical safety studies since
1976.[1–8] They have progressed through various tran-
sitional phases to become guidelines in some countries
and regulatory/statutory instruments in others.

The current document is the Organisation for
Economic Co-operation and Development (OECD)
Principles of GLP[9] and is currently accepted as the
industry standard. This was reviewed and published
in January 1997[10–11] but must be used in conjunction
with the appropriate Scientific Guidelines for the scien-
tific side of the study, i.e., the OECD Toxicology
Guidelines etc.[12] This sets out to cover all non-clinical
safety studies and gives guidance as to how these stud-
ies should be conducted in conjunction with the
appropriate regulatory toxicology guidelines and, on
that basis, when encompassed in the various Directives
of the European Union (EU)[13] or in other Memo-
randum of Understanding, allow data generated under
this program to be mutually accepted by other OECD
countries. One must not forget, however, the other
equally important Guidelines and Regulations of other
countries, such as those of the U.S. Food and Drug
Administration (FDA)[14] and the U.S. Environmental
Protection Agency (EPA),[15–20] and similar organiza-
tions in Japan.[21] All have basically similar rules and,
being members of the OECD, data generated to the
OECD principles will generally be accepted in the
United States and Japan. The EPA regulations used
to be quite different and were applied to agrochemical
and pesticide products. However, having been revised
recently, they have been brought in line with the
documents of other agencies.

The guidelines themselves, with the exception of
those in countries where they are featured as regula-
tions, are, as stated, guidelines to the conduct of the
study and aim to cover compliance with the GLP
principles but in no way do they dictate how the
science will be performed.

It must be remembered that compliance is moni-
tored by adherence to GLP, whereas the regulatory
authority and the receiving authority of the dossier
when submitted for the application of a marketing
permit or similar document review the science.

OBJECTIVE OF THE GUIDELINES

The general objective of the guidelines originates in the
very early 1970s, when one pharmaceutical company in
particular and a contract research organization (CRO)
generated data that, when submitted to the FDA, gave
them cause for concern in the accuracy of the data
presented and, in certain instances, the honesty of the
submission.

At that time, a full review of companies and institu-
tions conducting non-clinical safety studies (toxi-
cology) was undertaken by the FDA[22] and
although, in general, the industry was found to be cred-
ible, one company (Industrial Biotest) was found to be
generating extremely poor-quality data, in many
instances, in a fraudulent manner. This, therefore,
caused the FDA to put together and implement the
GLPs.[23,24]

Over the next 10 years, many countries introduced
similar good-practices guidelines. The EU[25] in general
produced its guidelines and eventually, despite the fact
that the world was operating according to similar prin-
ciples, a standard document was produced by the
OECD in the early 1980s and became the industry
standard. The reason this was of benefit to the whole
industry was because this now precluded the fact that
every submitting company would have to be inspected
by each relevant monitoring authority and, when imple-
mented into several directives and legal statutes[26,27]

within the OECD (particularly in the United Kingdom),[28]

this allowed data generated by one company to be
accepted by several receiving authorities without further
inspection.

The objective of the GLPs is to ensure that a stan-
dard approach is undertaken covering traceability
and accountability and, while still allowing freedom
for the scientists, to impose certain restrictions on the
generation of data and the experimental work.

It must be remembered that GLP is merely common
sense in a formal environment. The key phrases that
are currently seen in a GLP environment include good
documentation, good training, maintenance and cali-
bration of all equipment, the archiving and storing of
data in a formal and retrievable manner, and the use
of high-quality, validated equipment and accredited
test systems (animals).
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This in general is merely good science, and the
GLPs have further enhanced this by the addition of
an independent Quality Assurance Unit (QAU) and a
study director/principal investigator who jointly con-
trols and oversees the project and involves the manage-
ment in putting together adequate resources and
assuming overall responsibility for the study.

This can be seen as good science, with several slight
enhancements. The details of these individual subjects
are addressed later in this article.

WHO DOES IT AFFECT?

Any company or institution performing non-clinical
safety studies for the submission of data for a new
chemical entity; a new biological, immunological, pes-
ticide, veterinary or agrochemical product; or, for that
matter, a similar product that will eventually appear in
the marketplace and be consumed by the general
public must adhere to GLP in the conduct of their
non-clinical safety study experimentation.

Within a company, every person from senior man-
agement to the junior technician is bound by these
GLPs and must exhibit clear understanding and
training in these practices.

To ensure that the practices are followed, a regula-
tory inspection takes place on a 2 year basis in most
countries, and the objective of this is to review, as an
independent group, how these good practices are being
followed. Certification or a guarantee that the com-
pany is operating according to these standards is the
benchmark standard. This is also addressed later in
this article.

As we move into the twenty-first century, it is quite
apparent that the industry will shrink as mergers and
acquisitions[29–33] take place, and, with this, the emer-
gence of the now familiar CRO will become ever more
popular in the conduct of non-clinical safety studies.
It is, therefore, very important that, in this area, the
sponsor has the assurance that these facilities are oper-
ating not only to the highest standard of science but
also in compliance with GLP and that, as a subcon-
tractor, the data they generate will be equally accepted
as if the data were generated by the company itself.

WHY HAVE IT?

In general terms, for companies conducting non-
clinical safety studies,[34] it is, a regulatory requirement,
and without this certificate or certification of com-
pliance, data will generally not be accepted by the
receiving/regulatory authorities.

However, one should not embark on the process of
obtaining or working to GLP with this sole aim in

mind. It should be used as an ongoing improving
and quality standard for the laboratory.

In fact, it is the author’s experience over the past
5 years, that many companies have gone far beyond
the requirements of GLP compliance[35] and that the
overall concept of good scientific design and good
science has been superseded by the desire merely to
obtain compliance. It is quite often seen that an
extremely poor quality scientific study has been con-
ducted in complete compliance with GLP. It has been
seen on several occasions in a laboratory, for example,
where the refrigerator has been located far from its
permitted limits; where the temperature has been dili-
gently recorded, signed, and dated as required by
GLP, but where no attempt has been made to either
document the excursions outside the accepted range or
to rectify the problem. The operative was merely under
the impression that as long as temperature is recorded,
this is GLP despite the damage that excursions outside
the temperature range may have caused to any investi-
gational product stored in the refrigerator.

Over the years, those scientists who have worked
according to the principles of GLP now readily admit
without any prompting that they are unsure how they
conducted scientific studies before the advent of these
good practices. The ability to reconstruct studies, to
work to a standard format across several differing
laboratories or countries, and to be able to prove
beyond reasonable doubt that these were the values
obtained and the results submitted.

Certainly, data with a GLP compliance statement
are being accepted more readily by the receiving autho-
rities, which has led to fewer repeated studies. This, in
turn, is helping to achieve the aim of all scientists in
reducing the use of animals.

From a company’s point of view, working accord-
ing to the principles of GLP shows that it has an atti-
tude that is both ethical and moral to the production of
scientific data with products that will eventually enter
the human food chain or be of benefit to mankind.

HOW IS IT ENFORCED?

In the OECD countries, for at least 14 years, an Inspec-
torate has been set up, varying in inspector numbers
from several hundred in the United States to one or
two in countries not conducting a great deal of scien-
tific non-clinical research. All countries, however, have
a regulatory group that, in some instances, also acts as
the receiving authority for the review of data, and
reports to the GLP Monitoring Authority. This regu-
latory group visits on a 2-year basis or, in Germany,
a 4 year basis, those companies that have claimed
compliance and will then be on a rolling program of
review.[36]
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Unlike its role in many areas of regulatory com-
pliance, it is still the responsibility of the sponsoring
company to claim compliance from the Monitoring
Authority. This claim is made for a particular com-
pany, laboratory, and/or series of tests. From the date
of compliance when a letter is written to the Monitor-
ing Authority, data generated from then are assumed
by that company to be in compliance with GLP. This
claim in then verified in a visit from the regulatory
inspector. The inspection may be performed by one
or two persons for 1 to 5 days. At the end of the inspec-
tion, an exit meeting is held, and the company is
usually given an indication of its performance. Non-
compliance points are noted in writing and discussed,
and a report is then prepared. In view of the findings,
three levels of compliance can be obtained:

1. Sufficient deviations have been seen to question
the integrity of the data and, therefore, a com-
plete rejection of the claim of compliance is
made, with a revisit necessary.

2. Minor points of compliance have been seen that
can be handled in a specified period in which
case, the laboratory is placed under the cate-
gory, of pending compliance.

3. Very minor points of compliance have been
seen, which, when addressed in writing by the
management in a 1 month period with support-
ive paperwork, etc., lead to the company being
given a Statement of Compliance, a Certificate
of Compliance, or an indication that the labora-
tory is in compliance. It depends on the specific
country whether a Certificate of Compliance is
given. If a certificate is given, it generally states
that on the particular day that the inspection
took place, the laboratory was found to be in
compliance with the OECD Principles of GLP.
Also, the address of the facility is given as well
as a listing of areas in which compliance has
been confirmed. This could be stated as analyti-
cal support facilities, acute toxicology, muta-
genicity, or similar designations.

Naturally, the benchmark standard is either the
OECD Guidelines or similar standards in Japan or
the United States. The Inspectorate carries out inspec-
tions against these documents. It could be said that
often it is merely a review of the procedure and an opin-
ion of compliance given by the inspector versus the
interpretation of the individual conducting the experi-
mental work. To try to overcome this criticism and to
ensure that all inspectors work according to a standard
format, over the past 4 years, the OECD has instituted
a series of mutual joint visits (MJVs).[37]

The process of an MJV is that a company is
inspected by its local inspector and that the inspector

is accompanied by inspectors from two other countries
as observers. At the conclusion of the inspection, the
company is given their findings by its local inspector
and, outside that meeting, a review of the performance
of the inspector with positive and negative points is
given by the two observing inspectors. To ensure con-
tinuity, one of these three inspectors would then be on
the next MJV.

In the past, Memorandums of Understanding
(MoUs)[38] have been instituted between certain major
countries, such as Japan and the UK, the United States
and Japan or Canada, etc. However, these have gener-
ally fallen into non-use for a variety of reasons,
especially in Europe, where it is now, or has been for
some time, not possible for a country to negotiate
directly with another country. Brussels, however, being
the center of the European Community, has to carry
out that discussion with a proposed partner in another
country. As such, at the time of producing this over-
view, very few MoUs are currently in force.

WHAT IS GLP?

As noted in the Overview, GLP is a series of guidelines
that cover the conduct and data production for non-
clinical safety studies.

The OECD covers a series of activities and person-
nel. Responsibilities, training, quality assurance (QA),
standard operating procedures (SOPs), study plans
and study reports, data production and recording,
equipment maintenance and calibration, computers
and validation, test systems and test substances, and
archiving are the primary areas covered by the GLPs.

A very brief overview of each of these areas is given
hereafter.

Responsibilities

The prime players in a GLP scenario would be the
management, the sponsor, the study director, the prin-
cipal investigator, and the QA.

In a hierarchical structure, management would be
totally responsible for the conduct of the work and
for the assurance that resources have been made avail-
able and that an active role is played by these people in
overseeing the conduct of scientific research.

The sponsor is the company that places a contract
with a CRO or requests from within a company that
work in another department be undertaken. The spon-
sor is the person who is supplying the money and the
request for the work.

The study director is the prime player and is ulti-
mately responsible for the production of the study
plan, the conduct of the study, and the overseeing or
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production of the final report. Naturally, a large
amount of delegation may take place; however, this
must always be in writing, and the overall responsi-
bility for the conduct of the study; the daily contact
with the study staff; the prevention of recording of pro-
blems and the assurance that the study has been con-
ducted in line with the study plan, the GLP, and the
scientific guidelines solely belongs to this individual.

The Principal Investigator is the next in line of
responsibility after the Study Director in a multisite
study. For example, they could be the person seen in
a field study situation where the crop-spraying, for
example, may be undertaken at a place remote from
the GLP designated site where the study director
works. The principal investigator is therefore the per-
son responsible initially for that portion of the work,
although under the direct control of the study director.
It may also be that, within a company, work is subcon-
tracted to the Analytical Department, for example, for
the analysis of formulated material. The person
responsible for this particular aspect of the scientific
work is the principal investigator, who is involved in
the study plan and responsible to the study director.
Another typical scenario is work conducted in a
CRO under the control of the study director, where
samples of plasma are taken for toxicokinetics, for
example, and these samples analyzed by the sponsor.
The sponsor’s analyst, therefore, may well be desig-
nated the principal investigator.

Quality assurance

This is an independent group that does not become
involved in the conduct of the study but merely reviews
the data, experimental work, and documents produced
to ensure compliance with the SOPs, the study plans,
and GLP. Other activities such as training and assis-
tance in interpreting GLPs, etc., may be the responsi-
bility of the QAU. (For more information, see the
following section in this article or Section II, 1.4 pp.
17–19 of the OECD GLPs.)

Training and recording

It is the responsibility of the management to ensure
that training takes place and the responsibility of the
Study Director to assure that the individuals conduct-
ing the work are adequately trained and have adequate
records. At a minimum, there must be a CV, a training
record, and a very clear job description. Specifically,
with regard to a study director, there must be explicit
details of how the study director position can be met
and the responsibilities of that individual in carrying
out the relevant duties.

There should be procedures detailing how the train-
ing will take place; recording of the training must be

made on a regular basis, the records must be stored
in archives and regularly updated, and a complete
and historical review of the trainee’s activities, pre-
vious training, and ability to conduct the work accord-
ing to GLP must be documented. (See the OECD
Principles, Section I, 2a–d.)

Quality Assurance

This function, as has already been stated, is an inde-
pendent review. The responsibilities here start with a
review of the study plan and continue through the
review of the study in the in-life phase, data audits,
and the final study report audit.

In addition to these, systems audits and process
audits can be undertaken.

The aim of QA is to assure the management
that compliance with GLP is maintained throughout
the entire study, that the data integrity is maintained,
and that compliance with the SOPs and the study
plan is adhered to by all experimental study staff.
The study audit is a specific audit of the study in direct
relation to the study plan. A systems audit, however,
rather than proceeding in a vertical line, takes a hori-
zontal line across all studies and would include such
tasks as archiving, training, SOPs, general computer
validation, animal house operation, and management
activities. These are but a few areas that would
constitute a systems audit but, hopefully, gives an idea
of the type of activities across studies that would be
audited.

Process audits, on the other hand, have specifically
been addressed in the revised 1997 GLPs, and these
are basically aimed at auditing short-term studies of
a repetitive nature, generally undertaken by similar
teams of people. Here, that the system is working
and that parts of the process are reviewed over a
quoted period in the QA SOP are assured. The aim is
to ensure that all critical aspects of this process are
reviewed through different studies over a period of
time. This, then, does not necessitate QA review of
all short-term studies on every occasion, nor does it
require the review of such areas as analytical analysis
on a batch-by-batch basis or the analysis of hematol-
ogy or biochemistry samples each time these come up
for analysis.

QA itself is required to produce SOPs that clearly
detail operation, method of selection of critical
phases, and studies and to report its results to the man-
agement.

After every audit, a report is produced that is then
discussed with the study director and circulated to
the management with the overall agreement from the
study director relating to the audit findings and
their explanation of the resolution. (For an in-depth
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review of QA, see Principles of GLP, Section II,
2.1–2.2, p. 20.)

Standard Operating Procedures (SOPs)

These generally have been likened to a complete docu-
mented history of the entire aspect of conducting non-
safety studies. Any activity needs to be described in one
of these documents. There may be a compilation of
activities, or they may address single items such as
the calibration and use of an electronic balance. They
must be produced by the individual most familiar with
the task, agreed on by the management, and counter-
signed by a person senior to the author.

Once produced, SOPs must be reviewed on a regular
basis, (approximately every 2 years) and any changes
to these procedures must be made in writing, with
the agreement of all parties and circulated to each
owner or user of the SOP. The SOP itself must be filed
in the archive and additional copies produced. An SOP
management system must be set up, whereby a respon-
sible person knows the whereabouts of all SOPs and
can retrieve and replace them with amended or super-
seded revesions and can make sure that they are
reviewed regularly and disposed of when no longer
required.

The SOP must appear immediately in the area
adjacent to the workplace to be readily available to
all persons. Frequently, SOPs are the basis of training,
and most companies now have SOP-based training
schemes. The content and receipt of the SOP should
be acknowledged immediately on receipt and a training
program set up whereby confirmation of the under-
standing and the ability to perform the duties stated
in the SOP is documented in the appropriate training
record.

SOPs should be adequately controlled to prevent
unauthorized photocopying, which may lead to the
possibilities of a superseded copy not being adminis-
tered to the known recipients. Someone making an
illegal photocopy would not be on the distribution list
and, therefore, would not always receive updated ver-
sions, with the possibility that an outdated method
could be used.

The requirement for archiving historical copies is
one of the key attributes of GLP in that traceability
can be seen as originating at the archive. The dates
and historical record of the SOPs can prove irrevo-
cably that a particular action was the method in use
at the time.

SOPs can be paper-based or electronic. The trend
toward electronic record-keeping is becoming more
common in laboratories. The only requirement
made by the inspectorate is that accurate, controlled
copies are available on the electronic media and that

prevention of copying or unauthorized changing
are built into the SOP system. (See GLP Principles
Section II, 7, p. 24.)

Study Plans and Reports

Before any study can be undertaken satisfactorily, a
study plan must be produced. The study plan is merely
an indication of all of the activities that will take place,
resources required, time frames, and objectives. The
study plan can be likened to a road map that, when
given to all the participants, will allow them to start
at the beginning and to proceed through the various
mazes to the final completion point indicated by the
study report. The one golden rule in GLP is one study
plan, one study director, and one report.

The study report itself is a mirror image of all the
headings in the study plan and serves to confirm that
the objectives of the study have been met and that
the results and discussions of the data presented give
an indication of the outcome of the particular experi-
mental work.

Both the study plan and the report are audited by
QA, and each study plan and report are generally
determined by the company’s format.

Typical headings must be given in both documents.
(These can be found in Section II, 8.1–8.3, pp. 25–27
and 9.1–9.2, p. 28, of the OECD Principles of GLP.)

Data

Raw data, or source data, are generally considered the
first records made, either electronically in computer-
readable form, or records created the first time that
the ‘‘pen hits the paper.’’

These should be original signed and dated record-
ings that may be on any type of media. Cases in which
media such as heat-sensitive paper contain the result,
should be photocopied in the event of deterioration
over a time.

Electronic data can be regarded as the disk,
CD-ROM, or similar media provided that this
material, when reintroduced to the computer and the
software, can generate the images stored on the disk
or electronic media in a 100% readable form.

There are many types of electronic media, machines,
and source data or raw data within the toxicological
environment. However, ironically, the most common
storage media and the most common raw data are
paper.

Paper and its storage partner, microfilm, have been
around for many years, and their stability and repro-
ducibility are well known. Other electronic media,
however, do not have the same capability of reproduction
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known over a long period, and, thus, most industries
and companies prefer paper.

In regard to the data they should be recorded
promptly, legibly, and signed and dated, and any cor-
rections should be made in a format to allow the
original record to be seen, thechange described and
justified where applicable, and the change signed and
dated by the individual making the revision. This pro-
cedure, whether on paper or via computer, should have
the same standards. With use of the computer, an audit
trail is necessary to identify the change and the person
making it, along with the reason.

Equipment

As can be imagined, equipment in a toxicological study
may be varied, simple, or complex. As such, it is
difficult to describe each individual type of equipment
in this limited space.

GLP requires that equipment be maintained,
calibrated, and generally demonstrated as fit for use.

Equipment such as high-pressure liquid chromatog-
raphy (HPLC) should have system-suitability checks,
installation qualifications, and operational qualifica-
tions performed at a minimum.

Other equipment such as centrifuges and balances
should be maintained and calibrated and, with regard
to the latter, regular checks should be made with known,
standardized, regularly calibrated weights. These should
be placed on the balance with a frequency to guarantee
that data from the machine are accurate. Even if the
balance is an electronic calibrating balance, regular
manual check weights should be applied.

Each piece of equipment should have a log book
that gives a historical record of its use, breakdown,
repair, and service. Generally, it is acceptable that
these log books be placed by the equipment generating
critical data to be presented in the final report.

All equipment should be clearly identified as to the
time that it started producing raw data for experi-
mental use and, when no longer required, the equip-
ment should be removed from the laboratory or
suitably labeled ‘‘not for GLP use.’’

The calibration and validation of equipment have
been addressed extensively but, equipment that can
be shown as ‘‘fit for use,’’ within the GLP environment
is generally acceptable to most regulatory inspectors.
(For additional information on the GLP requirements
for equipment, see Principles, Section II, 4, p. 22.)

Computers

Over the past few years, computers have played a very
important role in many aspects of toxicology. The
general trend in the industry and particularly from

the Inspectorate is to ensure that they are fully
validated.

Validation, however, means different things to
different people. Some companies and their Infor-
mation Technology Group (ITG) will dismantle the
computer and its software components, reconfigure
them, test them, and then reinstall them. Others will
take a more realistic approach and work on the basis
that the computer was brought in for a specific task
and, is considered validated provided that task is com-
pleted with the aid of the computer in a reproducible
and acceptable manner.

However, in the most simplistic form, validation
could be covered by ‘‘evidence that the computer will
perform the task for which it was purchased and, more
importantly, continue to perform that task for the fore-
seeable future.’’ In other words, as with other equip-
ment, is the computer fit for purpose?

Several documents have been written from a regu-
latory standpoint, the most useful being Monograph
10 of the OECD Principles, Application of GLP to
Computer Systems.[39] Many books are available and
vary in detail and content to cover everything that
one would wish to know about computers, but were
afraid to ask, down to the simple documentation giving
the essentials for validation and providing a disk with
the SOPs to comply with GLP! Several examples are
listed in the References.[40–42]

The prime concern of the Inspectorate is that the
user responsible for performing the validation and pro-
ducing the report is in control of the equipment and
can ensure and prove the integrity of the data when
entered into the computer and regenerated in some
other form.

It is generally accepted in the industry that accept-
ance testing is perfectly satisfactory for most compu-
ters and assures that the computer, when installed on
company premises, will perform the function for which
it was purchased. However, each computer must be
viewed in the role it will play in the company and suit-
able testing must be conducted to ensure that the data
and integrity are of the highest quality and that total
control over output is maintained.

As with all equipment, computer maintenance and
calibration records are of paramount importance. If
in-house software programs are produced, they are
tested and validated, and the source code is made avail-
able. One of the key elements required in the computer
record-keeping is that of change control and password
protection and training. (See GLP Principles Section II,
7(b), p. 25.) One very important rule is that the elec-
tronic signatures rule,[43] and it must be observed when
data are signed off electronically. This FDA require-
ment became effective August 20th, 1997, and covers
all data for which signatures are made electronically
and requires that the FDA is officially notified.
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Test Systems

This really is a slightly complex name for what is generally
considered the animal subject. Test system, however, has
been utilized because in many instances in toxicology,
GLP now applies to such subjects as ground water, soil,
insects such as earthworms and honey bees, and micro-
organisms such as daphnia and, therefore, the use of the
word animal is not always applicable.

The main criteria are that the origin of the test sys-
tem is known with its breeding history, where appli-
cable, that these are purchased from well-known and,
if possible, accredited suppliers, and that the quaran-
tine period is observed to ensure that test systems are
of high quality and fit for use.

Care, husbandry, intermediate sacrifice if the test
system is found to be ‘‘in extremis,’’ and humane sac-
rifice before necropsy are essentials for the test system.
Separate housing among species and experimentation
is critical, and all aspects of manipulation of the animal
from clinical observations, dosing, and special tests
such as electrocardiogram (ECG) need to be well docu-
mented and outlined in SOPs.

Animal husbandry itself, the animal room, and the
animal room diary giving an indication of exactly what
occurred in the room and to the animal are essential
items of documentation. Unique identification is also
of paramount importance with the animals, cages,
and the location of the cages.

Full and documented history of heating and venti-
lation are required and, in barrier-maintained rooms,
signed and dated records of positive to negative
pressures are to be kept. These records should also
reference any malfunction and its rectification.
Furthermore, excursions outside the permitted range
must be documented, and the effect on the study and
data integrity must be identified and addressed by the
study director in the final report. (Additional infor-
mation is available in the GLP Principles, Section, II,
3.2, p. 21.)

Test Substance

In most instances, the test substance can be the new
chemical entity (NCE) or an existing product; a com-
parator, pharmaceutical, veterinary, or agrochemical
product; or even a device. Knowledge of the compo-
sition, characterization, stability, and other physio-
chemical properties is essential. Stability, however,
may be determined as the short-term studies progress,
with the proviso that the overall stability is known,
along with full characterization, by the time long-term
toxicity studies are carried out. Stability testing may
well be carried out in parallel as long as the stability
of the active ingredient and formulated product is

known sufficiently to allow for control of the dosing to
be done within the period of stability known at that time.

One of the key elements of test substance control is
accountability. A record of the amount received for
toxicity testing should be accurately recorded, and
100% accountability of that product throughout the
life of the testing is an essential element of GLP.

Again, formulation of the product is required to be
covered in detail, and, in many companies, the ele-
ments of GLP are the benchmark standards when deal-
ing with test substance. Use of the test substance in the
animal facility, the maintenance of homogenity of sus-
pensions, the mixing of the product in feed, and the
testing of the product are all essential. This is one parti-
cular area in which within the toxicology testing area,
support functions such as analytical studies then come
under GLP. These functions will be required to test
formulations and feedstuffs, etc. to ensure that the cor-
rect amount of the active ingredient is present as
determined by the study plan for the various dosing
groups. This requires that a validated method be avail-
able before any work is carried out, with the ability to
analyze samples of the formulated product or plasma
samples for toxicokinetics as the study progresses.

It is required that a reserve or retention sample of
the active ingredient is retained. This should be
retained for as long as it affords reasonable testing
and within the expiry period determined by the analyti-
cal facility. It is also required that a retention sample
be retained for studies that are not considered to be
short term. This is one particular area in which revision
of the GLPs is sometime not well-thought through.
Originally, it had been stated that reserve samples
should be taken for studies exceeding 4 weeks. This
was subsequently revised to specify ‘‘studies that are
not considered to be short-term.’’ The glossary in the
GLPs defines a short-term study as ‘‘a study of short
duration with repetitive processes.’’ This, one must
admit, does not give a lot of guidance!

(See additional information on systems in GLP
Section II, 3.3, p. 21 and 6.1–6.2, p. 23.)

Archives

Having addressed all the various aspects of the study,
one can see that much documentation, tissues, slides,
and wax blocks could well be accumulating. The
requirement is to store this material for ‘‘a period of
time.’’ Again, very little guidance is given in the
GLP, and one is referred to the national guidelines
for the storage of data. However, it is of great impor-
tance that this material is maintained in good con-
dition in a retrievable format for at least 15 years for
or 2 years past the availability of ‘‘the product,’’
whichever is longer.
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Generally, companies themselves are maintaining
that material for far longer, or for 2 years past the
availability of the product.

All the material must be retained in a secure
location for easy access, under the responsibility of a
management-designated archivist and deputy. The
security aspect of the archive should preclude damage
from outside sources, fire, water, rodents, etc.

The entire aspect of archiving is basically one of
common sense, and guidance on how to archive these
materials can be obtained from government agencies
that store personnel records or from libraries.
[Additional information on archiving is available in
GLPs under Section II, 3.4, p. 22 and 10, p. 29 and
in the British Standard for Archiving.[44]]

HOW CAN COMPLIANCE BE MAINTAINED
WITHIN A FACILITY?

Compliance, having been granted after an inspection,
should be monitored on a daily basis. However, it is the
author’s opinion that many companies standards of
compliance relax after the initial certificate has been
granted only to find that, 2 years later, for example, an
enormous rush 1 month before an announced inspection
is required to generate the appropriate documentation
and to update the system. It is suggested that QC reviews
be carried out on a regular basis to ensure that points
likely to detract from the overall compliance are reviewed
regularly and that project meetings be held where QA is
invited to give a précis of the regular points seen during
audits so that these can be addressed and rationalized.

Training and retraining, along with an awareness of
the requirement to comply with GLP, are of immense
importance. New equipment, major SOP revisions,
and transfer of technicians or scientists among depart-
ments are always good signs that additional training be
carried out. It must be remembered that GLP is team
work. It is no good considering that there are the scien-
tists and technicians on the one hand and, QA on the
other. There is also no point in considering that what-
ever happens and however little QC is carried out,
QA will discover all the mistakes in the final report
and review. Remember, it is not QA’s problem; that
department’s role is to ensure that compliance has
been maintained; QC and data-checking are the
responsibilities of every member of the staff team.

Improvement targets should be set in line with qual-
ity-control manuals used in other accreditation sys-
tems. It is always a good point to review internally
and on a regular basis: 1) problems that have been
encountered in experimentation; 2) audit findings; 3)
ways to improve work by looking at new systems
and reviewing SOPs to ensure that these are current;
and 4) and areas where improvements can be made.

An example can be taken from the accreditation sys-
tems,[45] in which, in addition to QA audits, departments
become involved in self-inspection. Each department can
identify a QA representative whose daily responsibility is
to review compliance issues, to look at the overall quality
policy of the company, and to ensure that between QA
audits, self-inspection is performed and that a depart-
mental review is made of these findings with action
points and a time plan identified.

The primary impetus for the maintenance of com-
pliance, however, is the regular external inspection by
the Inspectorate. In addition, it is now becoming fre-
quent for independent consultants to be brought in
to do preregulatory inspections. Whichever way one
views the system, whether through consultation or by
assigning a department to perform inspections in one
area and to conduct audits in another, the regular
review of compliance should be maintained.

When using CROs, the whole aspect of auditing
takes on a different light. Here, subcontracting is
usually performed because of internal pressures, short-
age of space, or lack of in-house expertise. Dealing
with CROs is no different than setting up an in-house
GLP system. The CRO should be regarded as an
extension of the facility in which the sponsor is con-
ducting its own research.

PITFALLS AND BENEFITS

In conclusion, it is worthwhile to address the pitfalls
and benefits of operating according to the principles
of GLP.

A pitfall could be seen as a restriction on the scien-
tist against performing free research. It could also be
seen as an intrusion by an independent body looking
at why problems occur and at the sorts of problems
that occur and carrying out regular reviews with senior
management about these problems. Costs will increase
because of time pressures and the necessity of involving
third-party reviews. The recording of data will now be
subject to more QC, more required approvals, extra
costs, and, generally, more data presented. Time must
be taken to write and review SOPs. This in itself can
be a very costly exercise; the author knows of one com-
pany that, having spent more than 6 months writing its
SOPs, classed them as capital pieces of equipment and
put a value of $5500 on that volume.

Other companies and personnel may encounter
similar pitfalls. The list is not intended to be exhaustive
but merely to indicate areas in which additional time,
money, and resources will be allocated. However, on
the positive side, benefits can be seen immediately.

In talking to many people who have operated under
the GLP system for the past 20 years, it is generally
heard that the system allows for a better standard of
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research, less repeated work, the ability to have full
accountability and traceability of everything within
the experimental phase, and the knowledge that all
documentation produced at the end of the study is
now safe and secure in the archive and can be readily
accessed for regulatory review or inspection.

Fewer studies are being repeated, and, therefore, the
immediate benefit is the lowering of subject usage.

The fact that data, when generated with a certificate
or a compliance statement, will now be accepted by all
OECD member countries means that once the study is
completed and the regulatory submission made, the
time for acceptance several countries (if submissions
are made in a multistate procedure) will be reduced
dramatically.

Finally, it is considered that the initial bureaucratic
straitjacket of GLP when thrust on the international
research community in 1976 has rapidly turned full
circle and now is seen as the quality standard to which
all companies in all countries want to aspire.

From that point of view, all non-clinical safety
studies, when conducted according to the principles of
GLP and adequately addressing science as well as com-
pliance, can achieve a very high success rate both in the
outcome of the science and in the acceptance of data
for a regulatory submission.
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Good Manufacturing Practices (GMPs): An Overview

Ira R. Berry
International Regulatory Business Consultants, LLC,
Maplewood, New Jersey, U.S.A.

INTRODUCTION

The Current Good Manufacturing Practice (cGMP)
regulations for finished pharmaceuticals that have been
promulgated by the U.S. Food and Drug Administra-
tion (FDA) have been a subject of active discussion
since they were first published with the passage of the
Kefauver–Harris Drug Amendments in 1962.[1,2]

GMPs were intended to establish minimum manufac-
turing and control practices for the pharmaceutical
industry and focus on what needed to be done rather
than how it should be done. Failure to comply with
the current Good Manufacturing Practice regulations
as set forth in the ‘‘Code of Federal Regulations,’’ 21
CFR Parts 210 and 211,[3] constitutes adulteration of
a drug that is entered into interstate commerce and is
therefore subject to regulatory action. These require-
ments apply to human and animal drugs. The regula-
tions in Part 210 are introductory in nature; Part 211
contains the more detailed and descriptive regulations
and which will be discussed in this chapter.

In the late 1970s, the FDA organized a task force to
study the GMPs. Revised GMPs were published in
September 1978, and became official in March 1979.
At that time, the FDA also considered establishing more
specific GMP regulations for products such as small-
volume parenterals, medicinal gases and drug substances,
to supplement the existing umbrella regulations.

Today, separate GMPs are in effect for biologics
and foods but have not yet been promulgated for
small-volume parenterals, medicinal gases or drug sub-
stances. In attempting to create regulations for specific
products, the FDA concluded that it would be better to
first issue guidances and guidelines rather than to
revise regulations. Thus, what is put forth in 21 CFR
Part 211 is supplemented with a number of guidances,
guidelines and Compliance Policy Guides.[4–11] There
remain some differences, however, between guidances
and guidelines from the Center for Biologics
Evaluation and Research (CBER), the Center for
Drug Evaluation and Research (CDER), and the
Compliance Policy Guides, sometimes leaving a firm’s
cGMP status subject to the interpretation of a field
investigator.

Based on the amount of time needed to promulgate
a revision of the regulations, it is understandable that it
is preferable to work with guidances, guidelines, and
compliance policy guides. Current GMPs are supposed
to be, as their title indicates, a description of the
current manufacturing and control practices that are
acceptable for a pharmaceutical company selling
products in the United States. Although these cGMPs
are not enforced in some foreign countries, an FDA
inspection in a foreign country, based on current
GMPs, can be the key to importing and marketing a
product in the United States.

The FDA is required to inspect a firm every 2 years
for compliance to cGMPs. With the advent of pro-
grams such as the new drug preapproval inspection
program implemented in 1990, inspections may be
more frequent and have expanded into areas not pre-
viously investigated regularly by the FDA, such as clini-
cal manufacturing. An unsatisfactory inspection can
delay approval of new products and lead to further
regulatory action by the FDA, such as seizure and
injunction, for existing products. The penalties can
apply to the individual or both the firm and individuals.

The GMPs as set forth in 21 CFR Part 211 also
have been applied to drug substances and clinical pro-
ducts. Guidelines and guidances have been issued to
describe the FDA interpretation of 21 CFR Part 211
pertaining to drug substances and the production of
investigational drugs and reinforce the agency’s under-
standing that cGMPs are applicable.[12,13] The FDA
has reinforced the connection between registration of
drugs and the manufacture of active pharmaceutical
ingredients by the issuance of guides to industry.[14–16]

Recently, the FDA has issued for comment a draft
guidance for ‘‘Good Manufacturing Practice for the
Manufacturing, Processing, and Holding of an Active
Pharmaceutical Ingredient.’’[17] Finalization of these
draft cGMP principles is being written into a guideline
that is being coordinated through the International
Conference on Harmonization of Technical Require-
ments for the Registration of Pharmaceuticals for
Human Use (ICH) toward publication of a guidance
for active pharmaceutical ingredients that will be
standardized and followed by manufacturers in the
United States, Europe, and Japan.[18] As a sidenote,
active pharmaceutical ingredients have also been called
drug substances and bulk pharmaceutical chemicals.Revised from Ref.[1].
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The ‘‘Status of Current Good Manufacturing
Practice Regulations for Finished Pharmaceuticals’’
is as follows:

Section 210.1(a) The regulations set forth in this part
and in parts 211 through 226 of this chapter contain
the minimum current good manufacturing practice

for methods to be used in, and the facilities or controls
to be used for, the manufacture, processing, packing, or
holding of a drug to assure that such drug meets the

requirements of the act as to safety, and has the identity
and strength and meets the quality and purity charac-
teristics that it purports or is represented to possess.

(b) The failure to comply with any regulation set forth
in this part and in parts 211 through 226 of this chapter
in the manufacture, processing, packing, or holding of

a drug shall render such drug to be adulterated under
section 501(a)(2)(B) of the act and such drug, as well as
the person who is responsible for the failure to comply,

shall be subject to regulatory action.

The ‘‘Applicability of Current Good Manufacturing
Practice Regulations for Finished Pharmaceuticals’’ is
as follows:

Section 210.2(a) The regulations in this part and in
parts 211 through 226 of this chapter as they may per-
tain to a drug and in parts 600 through 680 of this

chapter as they may pertain to a biological product
for human use, shall be considered to supplement,
not supersede, each other, unless the regulations

explicitly provide otherwise. In the event that it is
impossible to comply with all applicable regulations
in these parts, the regulations specifically applicable

to the drug in question shall supersede the more
general.

(b) If a person engages in only some operations subject

to the regulations in this part and in parts 211 through
226 and parts 600 through 680 of this chapter, and not
in others, that person need only comply with those

regulations applicable to the operations in which he
or she is engaged.

This article reviews Part 211, Current Good
Manufacturing Practice for Finished Pharmaceuticals.
Title 21, Parts 600 through 680 for biological products,
supplement but do not supersede the regulations in this
part, unless the regulations explicitly provide other-
wise. The focus of Good Manufacturing Practice for
all products is on a quality control unit that has the
responsibility and authority to approve or reject all
components, drug product containers, closures, in-
process materials, finished product, and production
and control documentation. ‘‘Quality Control Unit’’

refers to any person or organizational element
designated by the firm to be responsible for the duties
relating to quality control. Specific subparts of Part
211 are summarized and described later.

This article is not intended to reproduce the com-
plete GMPs, but certain parts are excerpted for
emphasis.

SUBPART A: GENERAL PROVISIONS

This subpart reinforces Part 210, which is an introduc-
tion to the more detailed and specific practices described
in Part 211. It establishes the scope of GMP and carries
forth the definition of terms in Part 210.

SUBPART B: ORGANIZATION
AND PERSONNEL

Section 211.22: Responsibilities of Quality
Control Unit

(a) There shall be a quality control unit that shall have

the responsibility and authority to approve or reject all
components, drug product containers, closures, in-
process materials, packaging material, labeling, and

drug products, and the authority to review production
records to assure that no errors have occurred or, if
errors have occurred, that they have been fully investi-
gated. The quality control unit shall be responsible for

approving or rejecting drug products manufactured,
processed, packed, or held under contract by another
company.

(b) Adequate laboratory facilities for the testing and
approval (or rejection) of components, drug product
containers, closures, packaging materials, in-process
materials, and drug products shall be available to the

quality control unit.

(c) The quality control unit shall have the respon-
sibility for approving or rejecting all procedures or spe-

cifications impacting on the identity, strength, quality,
and purity of the drug product.

(d) The responsibilities and procedures applicable to
the quality control unit shall be in writing; such written

procedures shall be followed.

The intent of this subpart is to ensure that there is a
group within the organization that can review and
judge the acceptability of procedures used to produce
pharmaceutical products on an independent basis, as
well as judging the products themselves, before they
are entered into interstate commerce. The FDA has
emphasized separation of the quality control unit from
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production (organizationally). In addition, the FDA
considers the organizational level to which the quality
control unit reports very important.

From a legal perspective, the chief executive officer
(CEO) or president of a firm is considered the most
responsible official and thereby becomes the most
liable. Therefore, he is subject to criminal prosecution
should the organization be found to violate the Food,
Drug and Cosmetic (FDC) Act. One of the most
serious infractions is fraud, that is, the intent to mis-
lead the FDA. Hence, it is incumbent on the CEO to
have well-qualified personnel in the organization and
an organizational structure that reinforces quality.

Section 211.25: Personnel Qualifications

This section emphasizes the training of personnel both
in cGMP and in their specific responsibilities with
regard to manufacturing, processing, packing or
holding of a drug product and functions to provide
assurance that the drug product has the safety, ident-
ity, strength, quality, and purity that it purports or is
represented to possess. This section also requires that
there be a sufficient number of qualified personnel.

(a) Each person engaged in the manufacture, proces-

sing, packing, or holding of a drug product shall have
education, training, and experience, or any combi-
nation thereof, to enable that person to perform the
assigned functions. Training shall be in the particular

operations that the employee performs and in current
good manufacturing practice (including the current
good manufacturing practice regulations in this

chapter and written procedures required by these regu-
lations) as they relate to the employee’s functions.
Training in current good manufacturing practice shall

be conducted by qualified individuals on a continuing
basis and with sufficient frequency toassure that
employees remain familiar with cGMP requirements

applicable to them.

(b) Each person responsible for supervising the

manufacture, processing, packing, or holding of a drug
product shall have the education, training, and experi-
ence, or any combination thereof, to perform assigned
functions in such a manner as to provide assurance

that the drug product has the safety, identity, strength,
quality, and purity that it purports or is represented to
possess.

(c) There shall be an adequate number of qualified
personnel to perform and supervise the manufacture,

processing, packing, or holding of each drug product.

This section makes it clear that the quality control
unit is not the only group responsible for the quality

of products and conformance with GMP. Because
the quality of a product must be ‘‘built in,’’ control
(at the manufacturing level) of raw materials and
process control are important.

SUBPART C: BUILDINGS AND FACILITIES

This section requires that the buildings and facilities
are adequate, provide specifically defined areas for cer-
tain operations and are designed to prevent mix-ups.
Included are design and construction features; lighting;
ventilation, air filtration, air heating and cooling;
plumbing; sewage and refuse disposal; washing and
toilet facilities; sanitation; and maintenance. Lighting,
ventilation, air filtration, and air heating and cooling
must be adequate. Again, the word adequate is used
frequently. This is where an individual investigator’s
and firm’s interpretations can differ.

This section also requires written procedures
associated with sanitation and that the facilities should
be maintained in a good state of repair. Although
it may seem obvious that maintenance should be
performed regularly, it can happen that preventative
maintenance programs compete with production
requirements for attention; however, an in-depth
preventative maintenance program should be in place.

SUBPART D: EQUIPMENT

This section addresses equipment design, size, and
location, as well as construction, cleaning and mainte-
nance. Similar to the requirements for buildings and
facilities, it is necessary to provide appropriate equip-
ment for the manufacture of a product and ensure that
the equipment material of construction is not reactive,
additive, or absorptive. In the 1978 version of the
GMPs, requirements for equipment cleaning and use
logs, as well as written procedures for equipment clean-
ing and maintenance were added. These requirements
aid inthe investigation and solution of problems by
identifying batches that may also be implicated in a
particular problem.

This section also covers the use of automatic,
mechanical, or electronic equipment. Additional infor-
mation relating to compliance with this section can be
found in Compliance Policy Guides 7132a.07,[5]

7132a.08,[6] 7132a.11,[8] 7132a.12,[9] and 7132a.15.[10]

Compliance Policy Guide 7132a.15 interprets Section
211.68 (b) as requiring maintenance of the program
as part of the validation package for computer
systems. Reliance on validated computer systems in
place of several manual checks has become widely
accepted.

Good Manufacturing Practices (GMPs): An Overview 1943
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SUBPART E: CONTROL OF COMPONENTS
AND DRUG PRODUCT CONTAINERS
AND CLOSURES

This section relates to the receipt, identification,
storage, handling, sampling, testing, and approval or
rejection of components and drug product containers
and closures, and the requirements for written proce-
dures for each. It also covers the use of approved mate-
rials, retesting of approved material, and prevention of
use of rejected materials. Although the requirements of
this section indicate that each lot be appropriately
identified as to its status and that materials in different
statuses be stored separately, the implementation of
computerized warehouses has made it possible to elim-
inate status labels and physical separation of quaran-
tined and approved materials. Rejected materials are
usually handled separately. These practices are not to
imply that a computerized system can be used without
appropriate assurance of controls.

The current GMP requirement that materials must
be tested or examined for all specifications and released
prior to use is in conflict with the philosophy of vendor
certification, which is based on a consistent, reliable
record of good quality. Only vendors with well-
controlled processes and a good record of acceptable
batches qualify for such a program. Thus, a material
could be put into use based on the quality record of
the supplier (vendor), even if testing is only for identi-
fication [211.84(d)].[1]

This section also requires the use of oldest approved
stock first, retesting of approved stock ‘‘as appropri-
ate,’’ and controls for drug product containers and clo-
sures. It prohibits use of rejected components and drug
product containers and closures.

SUBPART F: PRODUCTION AND
PROCESS CONTROLS

This section focuses again on the need for written
procedures and formal authorization by the quality
control unit for any deviation from written procedures.
Areas covered are addition of components; calculation
of yield; equipment identification; sampling and testing
of in-process materials and drug products; time
limitations on production; control ofmicrobiological
contamination; and reprocessing.

Many drug companies are using electronic means of
verifying component names or item codes, receiving
and control numbers, weights, or measures, and even
the verification of component addition to a batch.
There is a range of acceptability on the part of
the FDA of electronic means of verification and
batch documentation; however, the validation of such

systems must be performed to accept electronic means
of identification and verification.

The process controls required in this section should
be based on process capabilities rather than conform-
ing with a checklist based on the regulations. This
would mean that tests not typically used for a parti-
cular dosage form may be appropriate, whereas other
more commonly used tests may be without any value.
This not only depends on the validation of the process
but also equipment and process qualification. In
addition, the need for microbiological controls can be
greatly reduced by knowing whether a product sup-
ports microbial growth and whether the environment
in the production area is maintained at a sufficiently
low bioburden. Clearly, certain products require close
attention to the production environment because of
the ingredients and the end use.

Many firms use the so-called clean-zone concept, in
which the restrictions on personnel entering a pro-
duction area and the required protective clothing are
based on the nature of a product—whether the product
is prone to the growth of microbes or whether it is
required to be sterile. Even for products not required
to be sterile or that are not supportive of microbial
growth, this concept controls the production environ-
ment through reduction of bioburden.

Reprocessing frequently receives considerable atten-
tion from the FDA. Over the years, reprocessing
appears to have decreased, not only because of FDA
pressures, but also because more products and pro-
cesses are being validated and better controls are being
exercised during production. At times, however, there
is the need to reprocess, but it requires authorization
of the quality control unit.

For a product covered by a New Drug Application
(NDA) or Abbreviated New Drug Application
(ANDA), provision for reprocessing must be included
in the approved registration document. Although it is
not always possible in the filing of an NDA or ANDA
to foresee all reasons why a product may need to be
reprocessed, a procedure for reprocessing can be eval-
uated and included in the registration document. If not
included in the approved registration document, the
regulations require submission of a supplemental
application and prior approval in order to market a
reprocessed batch.

To some people, batch or lot yield may seem to be
more of a business concern rather than a regulatory
or technical matter. However, GMPs require that yield
tolerances be established and that yields outside of the
tolerances be investigated. The need for an investi-
gation is to determine that yields outside of normal
limits can be an indication of problems during pro-
duction that would not be evident with routine testing.
A minor deviation may be relatively insignificant and
could simply mean that the yield tolerances need to
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be reevaluated, a procedure that should be followed
periodically.

It may seem that the identification of equipment in
the processing record is also a superfluous burden. If
several pieces of equipment have been shown to be
used interchangeably, one might question the reason
for this additional documentation; however, when a
problem arises, it is necessary to know exactly which
equipment was used. It may be possible to trace this
back by reviewing equipment cleaning and use logs,
but the investigation is simplified by having this infor-
mation in the batch record. Recording variable batch
information concerning the equipment, such as tablet
compressing speeds, is also necessary.

SUBPART G: PACKAGING AND LABELING
CONTROLS

This subpart covers one of the aspects of pharmaceuti-
cal production that has received much attention
because of recalls, including an increase in recalls
related to labeling errors or product mix-ups associa-
ted with the packaging and labeling operation. Specific
requirements identified in this section recently include
the following.

Section 211.122: Materials Examination
and Usage Criteria

(f) Use of gang-printed labeling for different drug
products, or different strengths or net contents of the
same drug product, is prohibited unless the labeling

from gang-printed sheets is adequately differentiated
by size, shape, or color.

(g) If cut labeling is used, packaging, and labeling
operations shall include one of the following special
control procedures:

1. Dedication of labeling and packaging lines to
each different strength of each different drug
product;

2. Use of appropriate electronic or electrome-
chanical equipment to conduct a 100% examin-
ation for correct labeling during or after
completion of finishing operations; or

3. Use of visual inspection to conduct a 100%
examination for correct labeling during or after
completion of finishing operations for hand-
applied labeling. Such examination shall be
performed by one person and independently
verified by a second person.

(h) Printing devices on, or associated with, manufac-
turing lines used to imprint labeling upon the drug

product unit label or case shall be monitored to assure

that all imprinting conforms to the print specified in
the batch production record.

Section 211.125: Labeling Issuance

Section 211.125 has been amended by revising para-
graph (c) to read as follows:

(c) Procedures shall be utilized to reconcile the quanti-

ties of labeling issued, used and returned, and shall
require evaluation of discrepancies found between the
quantity of drug product finished and the quantity of

labeling issued when such discrepancies are outside
narrow preset limits based on historical operating data.
Such discrepancies shall be investigated in accordance
with Section 211.192. Label reconciliation is waived for

cut or roll labelingif a 100% examination for correct
labeling is performed in accordance with Section
211.122(g).[2]

Section 211.130: Packaging
and Labeling Operations

Section 211.130 has been amended by redesignating
paragraphs (b), (c), and (d) as paragraphs (c), (d),
and (e), respectively, and by adding a new paragraph
(b) to read as follows:

(b) Identification and handling of filled drug product

containers that are set aside and held in unlabeled
condition for future labeling operations to preclude
mislabeling of individual containers, lots, or portions

of lots. Identification need not be applied to each indi-
vidual container but shall be sufficient to determine
name, strength, quantity of contents, and lot or control
number of each container.

These requirements reflect an increased use of elec-
tronic means to ensure correct labeling and tight con-
trols on the practice of filling containers that will be
labeled at a later date. A time-consuming operation
required in the current GMPs is associated with the
reconciliation of labels. The recalls and associated
investigations demonstrate that unless 100% account-
ability can be achieved in the reconciliation process,
there will not be an effective means of ensuring correct
labeling.

Section 211.132 was revised on February 2, 1989, to
describe tamper-resistant packaging and labeling
requirements for over-the-counter (OTC) human drug
products. Compliance Policy Guide 7132a.17[11] was
issued in 1992 to describe the standardized tamper-
resistant packaging requirements. This section also
covers information concerning requests for packaging
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and labeling exemptions. It allows changes in packag-
ing and labeling to comply with the requirements for
OTC products subject to approved NDAs to be
implemented prior to FDA approval as provided for
in Section 314.70(c). Manufacturing changes to pro-
vide for sealed capsules require prior FDA approval
under Section 314.70(b).

Section 211.132 states that none of the requirements
for ‘‘special packaging’’ (child-resistant packaging),
as defined in Section 310.3[1] and required under the
Poison Prevention Packaging Act of 1970, are affected.

Subpart G also covers drug product inspection and
expiration dating. The expiration date that is required
in Section 211.137 relates to stability studies performed
on the drug product described in 21 CFR 211.166.
It requires that expiration dates be related to storage
conditions stated on the product labeling.

Furthermore, the programs established are to use
stability-indicating methods, under controlled con-
ditions, in the marketed container–closure system and
on an adequate number of batches to determine the
appropriate expiration date. The FDA has issued
guidelines on stability testing which outline in more
detail the requirement to establish a stability program
to determine and support the expiration date of a pro-
duct.[4,7] A new draft guidance for stability testing was
published by the FDA in 1998,[19] and discussions with
comments to finalize this guidance are still continuing.

SUBPART H: HOLDING AND DISTRIBUTION

This section covers warehousing and distribution and
the procedures required for the quarantine of drug
products before release by the quality control unit, sto-
rage of drug products under appropriate conditions,
procedures to ensure use of the oldest approved stock
first, and a system for documenting the distribution of
each lot of drug product. This is another area where
computerized systems are being used extensively.
During inspections, the FDA review includes evalu-
ation of the validation of any computerized systems
and controls.

SUBPART I: LABORATORY CONTROLS

This entire section refers to the requirements covering
the testing of drug products and their components
prior to release for distribution. It also covers stability
testing and special testing, including testing for
penicillin, if a reasonable possibility exists that a non-
penicillin drug product has been exposed to cross-
contamination with penicillin and laboratory animals.
Additional information can be found in the Good
Laboratory Practices, 21 CFR 58.

Reserve samples arc required to be maintained for
active ingredients and drug products. These specific
requirements are elucidated in 211.170. The section
on reserve samples also requires that a visual inspec-
tion of reserve samples of drug products be conducted
at least once a year for evidence of deterioration.

Fundamental to the testing requirements is the need
for validated methods with established and documented
accuracy, sensitivity, specificity, and reproducibility.
It is also necessary to have meaningful sampling and
testing plans that meet statistical quality control cri-
teria. Judgments made with regard to sampling pro-
cedures should be based on the quality of the process
control or the reliability of the vendor who sup-
plies a raw material, drug substance, or packaging
component.

SUBPART J: RECORDS AND REPORTS

This section details the records and reports required to
be maintained for pharmaceutical drug products, their
components, and the equipment used in the processing
of a drug product. Through these records, the entire
history of a batch can be traced. The records cover
equipment cleaning and use logs; component, con-
tainer, closure, and labeling records; master pro-
duction and control records and production record
review; laboratory records; distribution records; and
complaint files. Because this amount of recordkeeping
can be voluminous, Section 211.180(d) allows for
microfilm, microfiche, or other accurate reproductions
of the original records for storage. Many firms are
using the electronic generation of batch and analytical
records. It is important to be able to retrieve all of the
above records easily during an FDA inspection. Elec-
tronic methods must be supplemented with proper pro-
cedures to ensure that the records do not deteriorate
over a period of time and can be retrieved when the
computer systems used to generate the records have
been revised or replaced.

This section also requires a master production and
controlrecord for each product, from which the batch
production and control records are generated. These
records must include complete instructions concerning
the manufacture of a batch and precautions to be
followed. Prior to the commercial distribution of a
drug product into interstate commerce, all executed
production and control records must be reviewed. If
there is a discrepancy or a failure of any batch or
any of its components to meet specifications, there
must be an investigation and a written report of the
findings. The investigation are to extend to other
batches of the same or other drug products that may
have been associated with the out of specification
batch or discrepancy.
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Another part of this section covers complaint files,
which are reviewed regularly during FDA inspections.
In fact, a complaint file review may be the sole reason
for an inspection if the FDA receives a complaint
directly from a pharmacist, which may be a cause for
concern. Sometimes the FDA will visit a firm to follow
up on a complaint, even though the firm may not have
been informed by the complainant. In the event that a
complaint is received by a firm, it should be evaluated
and a response sent to the complainant. It may be
necessary also to conduct an investigation and prompt
further action regarding the product or batch in the
marketplace.

SUBPART K: RETURNED AND SALVAGED
DRUG PRODUCTS

This section requires that extensive records be main-
tained on returned drug products including ultimate
disposition. Again, if the reason that a drug product
is returned implicates other batches, an investigation
is to be conducted in accordance with 211.192. Drug
product salvaging is not allowed for drug products that
have been subjected to improper storage conditions. If
there is a question as to whether drug products have
been subjected to such conditions, they may be
salvaged only if there is evidence from laboratory tests
that all applicable standards of identity, strength, qual-
ity, and purity have been met. In addition, evidence is
required from the inspection of the premises that the
drug products and associated packaging were not sub-
jected to improper storage conditions as a result of a
disaster or accident. Understandably, the value of the
material to be salvaged is taken into consideration
when such rigorous requirements exist for salvaging.

CONCLUSIONS

Compliance with cGMP requires that responsible
employees in a firm be knowledgeable about the
practices that other firms follow in order to comply.
FDA investigators visit many firms and find a broad
picture of current manufacturing and control practices.
Thus, Current Good Manufacturing Practices are

‘‘state of the art,’’ constantly changing. To be in regu-
latory compliance, a firm must review their procedures
and systems regularly and revise them as necessary.
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Handling Hazardous Chemicals and Pharmaceuticals

Antonio Conto
ChemSafe S.a.s., Colleretto Giacosa (TO), Italy

INTRODUCTION

Over the last few years, legislation on the safety of
chemical substances for humans and for the environ-
ment has been completed. Chemicals manufactured,
imported and, in any way, handled by pharmaceutical
and chemical companies are covered by a number of
laws, which have been reinforced at all national
levels.[1,2] The United States and European require-
ments differ in some ways as to the application of
safety parameters, but a good reciprocal acceptance
on safety data exists. The safety of chemicals is evalu-
ated through a number of physicochemical, toxicologi-
cal, and ecotoxicological studies standardized by the
international evaluation agencies. Risk Assessment
(RA) of these chemicals is performed based on such
experimental data, the use of the chemical, and poss-
ible exposure to humans and the environment.[3] In
Europe, there is a long-standing harmonized system
(since 1981) that evaluates the final classification and
labeling of a chemical and the so-called new or existing
chemicals. In the United States, chemical safety is regu-
lated by the Toxic Substance Control Act (TSCA) and
the Code of Federal Regulation (CFR),[4] and is man-
aged by the Environmental Protection Agency (EPA).
The Food and Drugs Administration (FDA) focuses
on the registration of novel drugs in the American
market. One basic step of the approach for handling
a hazardous chemical is its classification and sub-
sequent labeling. The classification is reported in the
Safety Data Sheet (SDS), which is a tool that informs
workers and operators about the possible hazards and
risks related to the substance. The handling of hazard-
ous chemicals must also observe the occupational
exposure limits as well as medical advice rules, which
provide first aid in case of accidental spillage or
exposure to the chemical. To handle a hazardous
chemical correctly, we need to know a lot about it
[e.g., legislation that covers its handling, methods for
testing the hazards and consequent risks for humans,
possible efficacy (in case of Active Principle Ingredient,
or API), epidemiological data, and classification and
labeling]. Pharmaceuticals are substances intended for
human therapy, but because they are internally
handled during the manufacturing phases (production,
formulation, packaging, etc.), concerns for the safety
of workers and the environment arise.

In this article, we will go through the safety concepts
that can be applied to a chemical substance to give the
readers a general overview of the matter. The safety of
hazardous pharmaceuticals is a field that can be
included in this approach, and many suggestions or
proposals regarding pure chemicals will be discussed.
The term ‘‘chemicals’’ is used interchangeably with
pharmaceuticals because all pharmaceuticals are, in
essence, chemicals.

DEFINITIONS

Table 1 shows some definitions that can help the readers.

LEGISLATION AND REQUIREMENTS

We will refer to two main approaches to the safety of
new chemicals: that applied in the United States and
that applied in Europe.

United States

The so-called premanufacturing notification (PMN) is
regulated by the EPA through the TSCA, which has
been in force since January 1, 1977.[1] The notification
process and the assessment system for new chemicals
became operative in July 1979. All substances
imported into the United States (including pharma
intermediates, which are considered chemicals from a
regulatory point of view) have to be listed in the TSCA
Inventory of Chemical Substances, unless they are
imported in low quantities for research and develop-
ment (R&D) purposes. Requests for limited notifica-
tions may be accepted for the following types of
products: new chemicals imported or produced in
quantities of 1000 kg/year or less, new chemicals used
for the production or processing of instant photo-
graphic or peel-apart film articles, and some polymers.

The PMN approach also applies for known sub-
stances destined for a significant new use (Significant
New Use Rule). If the substance is on the list and it
is still destined for the use shown (no SNUR), the
production/importation can take place. If the sub-
stance is not listed, the PMN process is followed.
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Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.1948



H
an

dl
in

g–
H

ot

The PMN must be presented at least 90 days before the
production of the new substance. New substances
presented with a PNM are added to the list only after
a 90-day review period and after the producer has sub-
mitted the so-called Notice of Commencement (NOC)
within 30 days of the start of production. The notifier
is asked for the following information: Chemical
Abstracts Service (CAS) number, chemical name,
structural and molecular formulas, trade name, spec-
tral analysis, type and percentage of impurities, and
use. Initially, no experimental data are requested; but
if valid data are available, they must be included. Exist-
ing chemicals (those already listed) can be classified
and consequently handled based on criteria given by
the Occupational Safety and Health Agency (OSHA)
and the National Institute for Occupational Safety
and Health (NIOSH).

Europe

The European procedure involves the conduction
of a testing program (toxicology, ecotoxicology and

physicochemical properties) based on the tonnage of
the substance (annual or total production) to be
notified in the European Union (EU) market. A final
dossier containing all the data on safety, production,
storage, handling, and disposal must be prepared.[2]

The dossier must also include a proposal for the
classification and labeling of the test substance, along
with an RA for humans and the environment. The
levels of notification requested in Annexes VIIC, VIIB,
and VIIA of EEC Directive 92/32 are to be considered
standard programs (minor changes may be introduced
depending on the physicochemical features of the sub-
stance); for subsequent levels (Annex VIII), all the
European Authorities must discuss and agree on the
testing program to be carried out. The ecotoxicological
profile of the substance from the previous level is
obviously taken into account.

The EU Directive 67/548 and its latest amendment
(EEC 92/32) consider ‘‘new’’ those chemicals not
listed in European Inventory of Existing Chemical
Substances (EINECS) and not belonging to the
following categories for which specific community laws
are in place: pharmaceuticals such as API, pesticides,

Table 1

Chemical substances Chemical elements and their compounds in the natural state, or obtained by
any production process, including any additive necessary to preserve the
stability of the products and any impurity deriving from the process used

Hazardous pharmaceuticals Substances that can be considered of concern based on intrinsic

toxic characteristic, or in relation to their exposure to humans
and the environment

Preparations Mixtures or solutions composed of two or more substances

Placing on the market The making available of the substance to third parties

NONS Notification of New Substances

EINECS European Inventory of Existing Chemical Substances

ELINCS European List of Notified Chemical Substances

PMN Premanufacturing notification (USA)

USA OSHA Occupational Safety and Health Agency

USA NIOSH National Institute for Occupational Safety and Health

ICCA International Council of Chemical Association

HPV High Production Volume

QSAR Quantitative Structure–Activity Relationship

LD50 Lethal dose that kills 50% of the experimental animals

NOAEL No Observed Adverse Effect Level

NOEL No Observed Effect Level

OEL Occupational Exposure Level

SDS Safety Data Sheet

PPE Personal Protection Equipment

API Active Principle Ingredient

RA Risk Assessment
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cosmetics, biocides, and food additives. Exemptions
may be obtained for products under R&D or for
process-oriented R&D (PORD) products.

Particular attention is paid to the use of animals in
testing; a product already notified cannot undergo a
new testing program, but the two applicants are
obliged to share toxicology data.

Existing chemicals are covered by specific regula-
tions that set up a priority list system.[5] Preparations
are classified and labeled by adopting a theoretical
approach based on the hazard of each single compo-
nent as detailed in the European Directive 45/1999.[6]

TESTING ON CHEMICALS

The actual evaluation of the possible hazards of chemi-
cals and the risk to humans handling such chemicals is
based on data obtained from animal studies.[7,8] This
approach is constantly under discussion in terms of
the ethical use of animals and some difficulties in
adapting animal data to humans.[9] Thanks to years
of research, a huge amount of data on chemicals
already exists, and the availability of data banks means
that it is easy to access. Nevertheless, many chemicals
are still unclassified for safety, and much research still
needs to be done. Over the last 3 or 4 years, some
industry associations have launched programs focused
on testing chemicals to cover the lack of safety
information, namely ICCA and HPV initiatives.[10]

Furthermore, some theoretical new tools such as the
family approach and the quantitative structure–
activity relationship (QSAR) are now available. These
approaches are now under validation processes, which
hopefully will lead to their use for regulatory purposes.

The current testing package, which checks the
hazards of a chemical, consists of the following studies:

� Oral, dermal, and inhalation acute toxicity testing.
� Dermal and ocular irritation studies.
� Skin sensitization studies.
� Mutagenicity studies (basically Ames and chromo-

somal aberration).
� Repeated dose toxicity (subacute and chronic)

studies.
� Reproductive and carcinogenicity studies.
� Ecotoxicology studies for the environmental

impact.
� Studies to identify endocrine-disrupting chemicals.
� Physicochemical profile.

The research program has a tiered approach starting
from the acute profile up to the most important
studies such as chronic toxicology, carcinogenicity,
and reproductive studies.

At the end of the process, we will be able to classify
the chemical substance and to understand which han-
dling safety procedures are the most suitable.

The aim of the experimental studies is to determine
a number of toxicological parameters that will serve as
a basis in classifying a substance.[7] The most impor-
tant are:

� LD50, the lethal dose that kills 50% of the treated
animals; this is determined by acute studies.

� The potential to be irritating to skin and eyes, and
the sensitization effects.

� The No Observed Adverse Effect Level (NOAEL)
and the No Observed Effect Level (NOEL) deter-
mined by repeated dose studies.

� Some intrinsic physicochemical properties that can
lead to risks for humans or the environment.

Normally, those chemicals classified as highly toxic,
highly sensitizing, carcinogenic, or affecting the
reproductive/fertility field are considered very dan-
gerous and very risky for humans, and special contain-
ment and safety procedures are required for them. In
some cases, they are banned from the market or from
use in chemical industries.

CLASSIFICATION AND LABELING

The classification of a chemical substance is focused on
three main areas: physicochemical properties, toxi-
cology, and ecotoxicology.

Based on current regulations, a substance may be
classified as detailed in Table 2, which reports the
possible classification class and the related letter for
the label on the packaging.[11]

The next step is to label the substance based on the
classification obtained. The label must include all
necessary information to inform the users about the
hazards of the substance, as indicated in Table 3.

Table 2

Possible classification Letter

Explosive E

Oxidizing O

Highly flammable F

Extremely flammable Fþ

Toxic T

Very toxic Tþ

Corrosive C

Harmful Xn

Irritant Xi

Dangerous to the environment N
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SAFETY DATA SHEET

The SDS is a document for users, which contains all
the information on the substance. In particular, it
provides information that is useful for the handling
of chemicals.[12] It is normally composed of a number
of paragraphs focused on specific information.

Table 4 shows the structure of a typical SDS.

HANDLING

The handling of hazardous chemicals or pharmaceuti-
cals is a consequence of all the abovementioned activi-
ties. It is obviously affected by different parameters
that enter into the final evaluation. The first is the
intrinsic hazard of the chemical. This is evaluated, as
discussed, through a number of appropriate tests.

Table 3

Information to be reported Explanation

Name of the chemical Chemical name of the substance

Name of the manufacturer Full address including emergency numbers

Symbol A picture requested by laws clearly showing
the type of danger (a flame, a skull, etc.)

Letter The abovementioned letter of danger
identification (E, O, F, T, etc.)

R phrases Risk phrases describing the danger

(e.g., R25, toxic if swallowed)

S phrases Safety phrases in case of accidental
exposure (e.g., S24, avoid contact
with skin)

Other indications If needed

Table 4

Title Information included

Identification of the substance and company Chemical name, company name, reference person,
and emergency numbers

Composition/information on ingredients Chemical names

Hazard identification Description of possible hazards based on testing

First aid measures (FAMs) Detailed explanation of FAM related to

different exposure routes

Fire-fighting measures Based on the recorded physicochemical properties

Accidental release measures Including personal and environment precautions;
cleaning procedures

Handling and storage How to handle and store with PPE description

Exposure control/personal protection Including, if available, TWA, TLV, OEL limits

Physical and chemical properties Based on testing

Stability and reactivity If available

Toxicological information Based on testing

Ecological information Based on testing

Disposal consideration Possibility of recycling/neutralizing

waste residuals, etc.

Transport information Classify for transport (UN numbers, etc.)

Regulatory information Classification and labeling are reported here

Other information If necessary

Disclaimer If deemed necessary by the company

Handling Hazardous Chemicals and Pharmaceuticals 1951
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However, the knowledge of such elements is not suf-
ficient to calculate the risk of the chemical for humans.
A simple rule says that the final risk is related to the
exposure of the chemical to humans. This leads us to
believe that handling is something that can consider-
ably decrease the rate of exposure and, consequently,
the risk. Low toxic substances with high exposure
can be more dangerous than highly toxic substances
with a low (or no) exposure.[7] This means that han-
dling/manipulation procedures are the key factor to
reducing possible effects on workers or, if not applied
correctly, to amplifying adverse effects on humans that
can lead to very severe heath problems, especially after
long exposures.

When approaching the problem, the first parameter
that needs to be carefully evaluated is the possible
route of exposure.[13] Inhalation route related to the
presence of thin powders is the most dangerous way
of affecting the human body. This can cause respir-
atory problems in the lungs, or sensitizing problems,
or, in worst cases, cancer of the lungs. The second
route of exposure is, without doubt, the dermal route,
through which local effects (irritation, dermatitis, and
redness) or systemic effects (toxicity or sensitization)
can be determined. The third route is the oral route,

which is less common but causes high toxicity in case
of accidental ingestion of the chemical. This route is
used less among skilled company workers but maybe
used in the public at large due to accidental reasons.

Compounds classified as harmful or toxic in these
routes of exposure must be handled with specific proce-
dures and Personal Protection Equipment (PPE) in
almost all phases of their manipulation during chemical
processes. Compounds classified as highly toxic, highly
sensitizing, carcinogenic, or affecting the reproductive
system should be used in sealed areas or closed systems
with no possible exposure to humans by any route.

Table 5 shows the containment/handling and first
aid procedures in relation with the different possible
routes of exposure of humans (assuming the substance
shows adverse effects).

Medical advice from the company medical doctor is
required if any symptom appears within a few minutes
after exposure, or in cases of considerable acute exposure.

The medical doctor is responsible for adopting all
the suitable therapies based on the symptoms observed
and in relation to the information written on the label
of the chemical.

Based on physicochemical testing, a different
approach to the manipulation of the chemical is needed:

Table 5

Exposure route PPE First aid measures

Inhalation Dust mask, self-contained breathing
apparatus in the worst cases

Remove the persons from the exposed
area to fresh air immediately

Dermal Protective clothing, gloves Remove contaminated clothes and shoes immediately;
wash the area with soap or mild detergent and rinse
thoroughly until no evidence of substance remains (15–20 min)

Eyes Protective glasses Wash immediately with plenty of water or normal saline;
keep eyelid open

Ingestion Face mask Wash mouth with water if the person is conscious; treat
symptomatically and supportively

Table 6

Characteristics PPE First aid measures

Explosive Protective clothing Avoid shock, friction, and heating;

store the sample clearly labeled
in a well-ventilated room

Flammable Protective clothing Avoid any contact with flame sources;
store the sample tightly closed and

clearly labeled in a controlled area;
avoid smoking

Oxidizing Protective clothing Avoid contact with flammable materials;
store the sample tightly closed and

clearly labeled in a controlled area;
avoid smoking
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this is more related to storage conditions than to the
handling itself. Particular care must be taken with explo-
sives, flammables, and oxidizing substances in terms of
labeling, packaging, storing, and handling. Table 6 shows
the containment/handling procedures based on the
intrinsic characteristics of the substance.

Special handling provisions are foreseen for those
chemicals classified as dangerous to the environment.
Do not allow the substance to enter the drainage
system, surface water, ground water, and soil. There-
fore, storage must be severely controlled. The release
of the substance in the environment is severely banned
and reference to local/national rules/laws must be
followed.

All residuals from empty containers and cleaning of
reactors must be stored, well labeled, and disposed of
by specialized waste disposal companies. Incineration
is normally suggested as the best method of disposal.
The amount of waste must be controlled and kept to
a minimum.

All substances classified as highly toxic, highly
sensitizing, carcinogenic, or affecting the reproductive
system must be used in a sealed area or in a closed
system in the chemical plant to avoid any possible
exposure to humans. If the chemical plant has some
weak points where a possible leakage or exposure
could occur, all the PPE must be available.

OCCUPATIONAL EXPOSURE LEVELS

The so-called Occupational Exposure Level (OEL) is a
key parameter for people responsible for the safety
issues in pharmaceutical and chemical industries.[13,14]

The assessment and the application of the OEL are
particularly important also for hazardous pharmaceu-
ticals that are routinely handled within the pharmaceu-
tical companies. There are different approaches to
determine the OEL of a certain chemical and its
relation to the handling/use of the substance. We are
oriented to applying a tiered approach, which assesses
all possible parameters that compose the hazard evalu-
ation of a chemical substance.

Such a tiered approach is carried out in different
phases:

Phase I: Identify NOEL–NOAEL in animal
studies and also the possible effects in healthy
human beings; kinetics/absorption data are
also important.

Phase II: Find out all occupational toxicology
data from available sources, treating the route
of exposure as highly significant.

Phase III: Identify available epidemiological data
(postmarketing surveillance and industrial
hygiene).

Phase IV: Apply suitable and good safety factors.

Phase V: Calculate OEL using the following
formula: (see equation above).

The final calculated value of the OEL will be con-
sidered during all procedures involving the chemical,
in particular the possible human exposure consequent
to its handling and use.

CONCLUSIONS

As we realize from the information provided in this
article, the handling of hazardous chemicals and phar-
maceuticals is a process involving many different areas
of expertise. A company that intends to adopt a serious
policy concerning the safety of their compounds (raw
materials, intermediates, or bulks/API) needs to set
up a multidisciplinary team with experts in pharma-
cology (for efficacy and epidemiology data), industrial
toxicology (for classification), medicine (in relation to
health), and management (in relation to legal responsi-
bility in case of accidents). The key area is clearly
industrial toxicology because of its capacity to interpret
toxicological data derived from various experimental
activities and its use for safety. The presence of an
industrial toxicologist is common in large organiza-
tions, but infrequent in small/medium companies
where safety issues will become a problem in the near
future.

The last step that is becoming more and more
requested by competent authorities in terms of chemi-
cal safety is the preparation of a final RA on the basis
of the intrinsic hazard features of the studied chemical,
its use, and its possible exposure to humans. The final
RA evaluation will give us the index of possible risk for
humans and the containment measures to be adopted
when the risk is too high.

The handling of substances classified as highly toxic,
highly sensitizing, carcinogenic, or affecting the repro-
ductive system should be kept to a minimum and, in
some cases, banned if replacement is possible.

NOEL or NOAEL � 70 ð50Þ kg ðaverage worker weightÞ
Serum halflife � % Absorption � Respiration over an 8 hr workday � Safety factor
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INTRODUCTION

The USP and NFa standards of strength, quality, purity,
and packaging and labeling are recognized by the U.S.
Federal Food, Drug, and Cosmetic Act and Amend-
ments since 1906. These requirements are enforced by
the Food and Drug Administration (FDA), a party in
the harmonization of requirements for drugs.

Although originally founded as an organization to
standardize medicines in the United States, the USP
and its products and services are now known and uti-
lized throughout the world. In today’s transitional
and global economy for pharmaceuticals, the USP
has a strong international presence and influence.
Economic forces are driving major trading parties to
affiliate to reduce trade barriers. Integral to this pro-
cess is harmonization of requirements, regulations,
and standards governing the approval and marketing
of drugs, devices, etc., by governments. The mission
of the USP is to promote the public health through
establishing and disseminating legally recognized stan-
dards of quality and information for the use of medi-
cines and related articles by health care professionals,
patients, and consumers.

This mission is not limited to the United States.
Almost from its beginning in 1820, the USP has been
aware of and part of international initiatives affecting
pharmacopeial standards and their use by governments
and professional organizations to control drug quality.
That early commitment to internationalism has now
grown to formal, on-going projects of harmonization
with the pharmacopeias of Europe and Japan and
agreements with pharmacopeias of Argentina, Brazil,
and Mexico. International programs in drug infor-
mation exist with a number of multinational organiza-
tions, foreign governments, and professional groups.

Harmonization is wanted strongly for the role of
pharmacopeias in product registration exercises. That is,
product development can proceed as is, without the later
repeating of studies or testing to support registration in
other than the original region. The primary beneficiaries,
thus, are international companies. But harmonization
has an independent value in facilitating international
commerce in existing products, especially excipients.

Globalization

Twenty years ago, the vast majority of all drug sub-
stances and finished dosage forms used in the United
States were prepared in the United States. For various
reasons before globalization, the United States lost syn-
thetic chemical operations due to stringent environmen-
tal requirements. Also, some manufacturing was lost
because of inducements of low taxes by other govern-
ments to pharmaceutical manufacturers to relocate to
their countries. Neither of these factors is the same as
globalization. Globalization may be the single most
important, historical worldwide trend at this time. The
entire structure of international commerce and the allo-
cation of capital and expertise are features of globaliza-
tion. In this regard, the pharmaceutical industry is not
particularly different from any other industry. Today’s
development of drugs or biological products may occur
in the United States, Europe, or a combination of
nations, and no one nation can be pointed to as to the
innovator of a particular drug. Also, international com-
panies would prefer to market the minimum number of
formulations worldwide. But product registration of for-
mulations is a very complex area, and the pharmaco-
poeias are one evidence of the fact that different
formulations may require different test methods. The
end point of harmonization must be monographs that
are acceptable to the registration authorities in different
regions. Differences in pharmacopeial standards could
be seized upon to create technical barriers to trade.

Alternative Methods

The three regional pharmacopeias—the USP, the
European Pharmacopoeia (EP), and the Japanese

aThroughout this article, the abbreviation USP, when used alone,

signifies the United States Pharmacopeial Convention, Inc. The

abbreviation USP in italics and followed by Roman numerals sig-

nifies a particular revision of the United States Pharmacopeia. The

abbreviation USP–NF signifies the United States Pharmacopeia–

National Formulary, two books in a single binding.
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Pharmacopoeia (J) allow an individual laboratory, able
to do the official method, to validate an alternative
method of analysis. The latter is chosen usually for speed,
convenience, or economy but also to incorporate an
existing database when a new or revised pharmacopeial
method is adopted. Under those provisions, a laboratory
can validate a method from another pharmacopeia,
thereby avoiding duplication of routine work. In all three
cases, only the official method could be used in com-
pliance or contest. One point of harmonization is to
avoid even the more remote instances of duplicative test-
ing, in addition to international product registration.

There should be support at both the national and
international community levels for pharmacopeial
harmonization. There should be support both for
harmonization of excipients and for harmonization of
common general tests and assays. In doing so, one should
prefer meaningful standards, not the lowest common
denominator or the most stringent. Complicating the
International Conference on Harmonization 1 was the
attempt to be entirely consistent with the concept of
forward harmonization.

Major support for pharmacopeial harmonization
would come from increased cooperation and contri-
bution to pharmacopeias on all the non-harmonization
work. Harmonization takes away scarce resources
from pharmacopeias, and there are other constituen-
cies of the pharmacopoeias to be served. This is an
obvious consequence of the fact that pharmacopeial
standards apply to products already in the market-
place, both brand name and generic.

Harmonization has three essential values. The first is
the facilitation of international commerce. The second
is the facilitation of product registration processes in
multiple nations. The third is to reduce duplicative test-
ing costs. The facilitation of registration is for any new

molecular entity—a onetime event for each country;
whereas for the facilitation of international commerce
and reduction, the duplicative testing remains through-
out the lifetime of the product.

Pharmacopeial harmonization is challenging. The
fact is that differences exist because of the different his-
tories of the pharmacopeias. There are many factors.
The most obvious are: content, language, legalities,
speed, and the audiences for the standards. The USP
applies also to the practice of pharmacy, both in a
community pharmacy and hospital, and, thus, the stan-
dards set are appropriate to those environments.

There is an obverse to harmony and that is dishar-
mony. An example of disharmony is the need to repeat
tests using rabbits for pyrogen where testing for bac-
terial endotoxin is otherwise prescribed. This repre-
sents the most extreme disharmony of methods. But
there is a greater disharmony; i.e., reaching different
conclusions whether to pass/fail the specimen. In this
case, the quality control professionals must make a
judgement whether or not this material can be sold
in one or more regions. Functionally equivalent to
harmonization is the absence of disharmony. Because
of a difference in policy, pharmacopeias may differ on
adoption of a test. If certain tests are considered neces-
sary by one pharmacopeia in order to protect the con-
sumer, then it is appropriate for that pharmacopeia to
adopt the test without reference to any other region.

Reference Standards

Most discussions of harmonization revolve around
excipients or general tests and assays. But the perform-
ance of even a harmonized method using different ref-
erence standards is not an optimal situation. In fact,

Table 1 List of interpharmacopeial open conferences

Conference Location Date

Joint Pharmacopeial Open Conference
on International Harmonization
of Excipient Standards

Orlando, Florida, U.S.A. January to February 1991

Interpharmacopeial Open Conference
on Harmonization of Biotechnology-Derived

Products Standards

Verona, Italy April 1993

Second Joint Pharmacopeial Open
Conference on International Harmonization
of Excipient Standards

St. Petersburg, Florida, U.S.A. January to February 1994

Joint Pharmacopeial Open Conference

on Sterility/Preservatives

Barcelona, Spain February 1996

International Harmonization—General
Monographs on Dosage Forms and
Pharmacotechnological Test Methods

Seville, Spain October 1998
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harmonization of reference standards preceded many
of the harmonization efforts of the last 10 years. Phar-
macopeias and the World Health Organization (WHO)
have, in the past, shared bulk materials to create their
individual reference standards. Where a drug exists as
a highly purified crystal, then the difference in pharma-
copeial reference standards is administrative and legal
in that no difference in results in laboratories is to be
seen. This is not the case with mixtures, such as an
antibiotic reference standard, which may be established
based on different microbiological assays. Hormone
records were part of the very earliest reference stan-
dard programs.

Biotechnology-derived products have led to
renewed interest in establishing reference standards
based on the same bulk of material. Thus, a single for-
mulation, assay, and reference standard may be the
fact worldwide. This situation can become complex,
such as with insulin, where both biotechnology-derived
insulin and animal-source insulin are in the market-
place at the same time.

HISTORY OF HARMONIZATION

One of the earliest references to USP’s commitment to
international harmonization may be found in the
historical introduction to the 3rd revision[1] of the
USP (1851): ‘‘The new Dublin and London Pharmaco-
poeias were compared with our own, with a view of
introducing uniformity wherever more important
considerations did not seem to forbid the requisite
modifications.’’ Note that uniformity for its own sake
was not the sine qua non.

Awareness of the Committee of Revision in 1851 of
the importance of keeping the Pharmacopeia up-
to-date may have been enhanced because of the enact-
ment of the Drug Import Act in 1848, which mandated
that drugs imported into the United States had to meet
the standards of the country of origin and had to comply
with the standards of the USP or one of the major
European pharmacopeias. The U.S. Customs Service
established laboratories at major port cities and analyzed
the imported drugs according to the declared standard.
Ties to European medicine remained strong due to
Americans traveling to foreign countries for study.

Harmonization of pharmacopeial standards as a
practical matter began at the International Congresses
of Pharmacy between 1865 and 1910,[2] but the first
formal attempt can be traced to 1902. USP President
Horatio C. Wood, M.D. and Frederick M. Power,
Ph.D., an American chemist of the Wellcome Chemical
Research Laboratories of London, were appointed by
the U.S. Secretary of State as delegates to represent
the U.S. government at the International Conference

for the Unification of the Formulae for Heroic
Medicines, a conference of 19 countries from Europe
and North America.[3] The second conference occurred
in 1918; the third, in 1925, was attended by 31 countries
from all continents except Asia and Australia, and
was drafted a new ‘‘International Convention,’’ which
came in force in 1929. It revised the 1902 agreements
on 77 ‘‘heroic’’ medicines and introduced the concept
of maximum dose. It also requested that the League
of Nations create a permanent secretariat of pharmaco-
peias.[4] Andrew G. DuMez, Ph.D., represented the
USP, and was officially appointed by the U.S. Public
Health Service to represent the United States at this
conference.[4,5] An expert committee of the League of
Nations planned a third conference for 1938, but it
was never convened because of World War II.[2]

Other attempts to exchange information among
committees for revision of pharmacopeias were
attempted through the International Congresses of
Pharmacy. Joseph B. Remington, Ph.D., Chairman of
the USP Committee of Revision, attending the 1913
conference in The Hague as a delegate of the American
Pharmaceutical Association, introduced a resolution
to establish an International Bureau of Information
to provide information to pharmacopeial revision
committees in every country and to operate a testing
laboratory. Remington was named to a committee to
implement the plan as put forth by Prof. Alexander
T. Schirch of Berne, Switzerland.[6]

Latin America

Seeking to establish dialogues with Central and South
America, the USP, in 1905, responded to a request for
a Spanish edition of the Pharmacopeia by contracting
with Dr. Jose Guillermo Diaz, Dean and Professor of
the College of Pharmacy of the University of Havana,
Cuba. Support for this project may have come from
a resolution adopted by the Second International
Sanitary Convention of the American Republics in
1905, which read in part:[3] ‘‘Resolved, that a trans-
lation of this United States Pharmacopeia into the
Spanish language would prove of great benefit to
the medical profession and pharmacists in each of
the republics represented in this Convention.’’

The Spanish edition of USP VIII was published in
1908. It was adopted by Cuba, Puerto Rico, and the
Philippines. Addressing the Convention of 1910,
Joaquin Bernardo Calvo, representing Costa Rica,
stated:[3] ‘‘offering to our physicians and pharmacists
who do not speak English the Pharmacopeia of the
United States translated into Spanish; it is one of the
most useful works of its kind, if not the most useful,
among those published up to the present date.’’
Spanish editions continued to be published through
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USP XV in 1955. The Spanish edition of USP XI was
adopted as the official pharmacopeia first by Costa Rica.

In his report to the Convention of 1960, however,
Secretary Adley B. Nichols stated:[7] ‘‘The distribution
picture of the USP in Spanish has not been satisfactory
for some time, and this is especially the case with USP
XV. In no country is there a marked demand for the
translation. Apparently the English language is suffi-
ciently widely known today to permit the use of the
readily available English edition.’’ Perhaps the best
summary of why the USP produced a Spanish edition
of the pharmacopeia can be found in the words of
Dr. Charles H. LaWall, Chairman of the Committee
of Revision: ‘‘The publication of the Spanish edition
can never be considered financially advantageous to
the convention, but it should be continued as a patri-
otic duty and in recognition of the in-use of the book
in the Spanish-speaking American countries.’’

The USP again published in Spanish in 1995, with
semiannual supplements since then. This was now
possible through ‘‘machine translation.’’ The situation
today is mixed, but the English version maintains its
importance in Latin America.

MODERN FORUMS FOR HARMONIZATION
OF DRUG QUALITY STANDARDS

Forums for harmonization emerged immediately after a
USP Open Conference in May of 1989 in Williamsburg,
Virginia.[8] It was concluded there that a thrust should
be made toward harmonizing excipients and, possibly,
test methods. This position was laid before two inter-
national meetings in 1989. The first in Strasbourg,
France, in June of that year, celebrated the 25th anniver-
sary of the EP.[9] The second, in September, in Tokyo,
Japan, sponsored by the Pharmaceutical Manufacturers
Associations of Tokyo and Osaka, focused on a theme of
drug quality and the role of the pharmacopeias in the
year 2000.[10] At both of these well-attended conferences,
the representatives of the industry spoke of the need for
harmonization of standards among the pharmacopeias
representing the major drug discovery and drug manu-
facturing areas of the world—the United States, Europe,
and Japan—to facilitate international commerce in
pharmaceuticals.

The areas of pharmacopeial standards most fre-
quently cited at those meetings as in need of harmoni-
zation were pharmaceutical excipients and analytical
tests and assays. Excipients posed the greatest barrier
to commerce as a result of a patchwork of standards
in the USP, EP, and JP for a small universe of sub-
stances and many natural products of animal, mineral,
and vegetable origin that are shared throughout the
world. Standards for these common substances reflect
cultural, scientific, and temporal differences in how

and when these standards were established and last
revised. Similarly, differences in tests and assays
among the three compendia frequently resulted in
situations where meeting the standards of a pharmaco-
peia in one sector would not predict meeting the
standards for that same substance in another sector.
That is, testing for the same parameter by another
method, often resulting in extra expenditures for
capital equipment for laboratories, as well as extra
time and resources for conducting the tests and in
maintaining trained analysts for different procedures.

PHARMACOPEIAL DISCUSSION GROUP

Founded in Tokyo in September 1989 as the ‘‘Quadri-
partite Group,’’ the Pharmacopeial Discussion Group
(PDG) was originally composed of representatives of
the BP, EP, JP, and USP. The current group includes
members from the EP, JP, and USP. At its first meeting
at the USP headquarters in Rockville, MD, in March
1990, important agreements were reached:

� To meet twice yearly in a small group consisting of
the senior staff executive and scientific officers of
each pharmacopeia.

� To implement the concept of forward harmoniza-
tion, which was agreed in Tokyo.[10] Forward har-
monization has three characteristics: a preference
for the selection of methods that would be accept-
able well into the future; retaining of any standard
meaningful to an individual pharmacopeia; and
unilateral progress not inhibited by trying to have
every new advance occur simultaneously in every
pharmacopeia.

� To include two additional concepts of harmo-
nization: prospective—to avoid conflicts among
pharmacopeial standards before they occur, and
retrospective—to resolve conflicts among existing
pharmacopeial standards.

� To solicit advice from the pharmaceutical industry
and government regulatory agencies on candidate
articles for harmonization and their relative
priorities.

� To convene open international pharmacopeial
conferences.

Articulating the three concepts for harmonization
was particularly important. Prospective and retrospec-
tive concepts clarify the distinction between work
required to avoid conflict when establishing standards
for pharmacopeial articles (for which standards do not
exist or where few standards exist among the pharma-
copeias), from work required to reconcile differences
among well-established standards for articles that
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may have been in the pharmacopeias for considerable
time. Prospective harmonization was inaugurated for
biotechnology-derived products. Retrospective harmo-
nization focused on pharmaceutical excipients and
analytical tests and methods. Forward harmonization
expresses a philosophy and environment for harmoni-
zation consistent with advances in pharmaceutical
analysis.

Establishing a process for harmonization requires
recognizing that each pharmacopeia is a sovereign
entity, and has certain authorities and obligations
derived from the legislation or treaty that created it
that harmonization processes must recognize. Compli-
cating the process was the realization that, different
from anything that had been attempted before, a
forward-moving process was being devised involving
the revision systems of three pharmacopeias, each
having evolved in different cultures and histories over
periods ranging now from 30–180 years, resulting in
profound differences in pharmacopeial policies.

Importantly, this was a voluntary effort; there was no
legislative or treaty mandate to harmonize. In fact, no
organization can compel harmonization. Complicating
the process are the differences worldwide trend among
the times for appearance of a first monograph, revision
publication schedules, public notice and comment
opportunities, and updating provisions. The ideal system
would allow closely concurrent, if not simultaneous,
actions by each pharmacopeia. The realities of level of
funding, publication, and acceptance procedures, how-
ever, fall short of ideal. As a matter of fact, harmoniza-
tion takes resources away from all other pharmacopeial
programs because no specified support is received.

The first attempt at soliciting advice for pharmaco-
peial priorities was the joint issuance of a letter in May
1990 by the USP in English, by the EP in English and
French, and by the JP in Japanese.[11] It went to the
regulatory agencies and pharmaceutical industry asso-
ciations in the countries and regions served by each of
the pharmacopeias. Reflecting the sentiments of the
speakers at the 1989 conferences, the letter was devoted
to pharmaceutical excipients and asked only three
questions: 1) Which excipients have been a source of
problem or delay? 2) Has it been necessary to repeat
stability or bioavailability studies because of differ-
ences in standards for excipients? 3) What are candi-
dates for the top 10 excipients for harmonization? It
also asked respondents to identify those specifications,
tests, and assays in the monographs for these excipients
that are most important to be harmonized.

Responses were returned from individual pharmaceu-
tical companies through their industry associations and
the regulatory agencies in the respective sectors. The
complete response was compiled by the USP, and a list
of the top-10 excipients was developed as the focal point
for initial harmonization efforts, after review by each

pharmacopeia. The idea of a ‘‘lead,’’ subsequently called
the coordinating pharmacopeia, was adopted, which
would take leadership for the revision of the monographs
for the excipients for which it had volunteered. The initial
list of assignments included: magnesium stearate, micro-
crystalline cellulose, lactose, starch, cellulose derivatives,
sucrose, povidone, stearic acid, calcium phosphate, and
polyethylene glycol.[12]

The three pharmacopeias have periodicals in which
the respective publics are informed of any proposed
changes or additional standards.[13] Standards do not
get out of synchronization through ignorance, because
the other two pharmacopeias are familiar with upcoming
harmonization-related text in each other’s periodicals.
And the industry by and large subscribes to all three
periodicals and, therefore, should be kept a breast of
developments in harmonization. The disconnect arises
out of the working speeds and legal procedures of each.

Prospective harmonization is particularly successful
when dealing with biotechnology-derived products.[14,15]

That is because there are only a couple of manufacturers
involved. There should be no reason for the pharmaco-
peias to arrive at different standards proposed for any
particular medicine. This is in stark contrast to the
situation where there are multiple manufacturers of
drugs no longer covered by patent protection. There is
no possibility of harmonization of the some 4000 mono-
graphs for individual substances and preparations.

The USP must pay strict attention to the legal
situation in the United States. Here, one cannot write
‘‘lock-out specifications,’’ thereby keeping somebody
out of the business of pharmaceuticals. The other
two pharmacopeias, confronted with the same situ-
ation, came to the same place in due course, but not
at the speed that the USP demonstrates in avoiding
any possibility of lock-out specifications. Where there
is a valid medical or pharmaceutical reason for specifi-
cations that lock out competitors, then the pharmaco-
peia will set such standards.

One expression frequently heard is to ‘‘essentially
harmonize.’’ To essentially harmonize is the practi-
cal limit of what is possible. It is necessary to rate
harmonization on a scale from 0 to 100% harmo-
nized. But in passing judgment, an old expression
pertains: ‘‘Where you sit is where you stand.’’ The
USP’s scale for harmonization takes the point of
view of a laboratory supervisor who schedules work,
training, and capital goods purchases. This would
seem to be the point of view that is of most practical
value. To assign a quantitative characterization, one
must make judgments as to the significance of differ-
ences. A completely harmonized requirement would
use the same method and establish the same limits.
Another, slightly less harmonized requirement would
use the same method, but two pharmacopeias would
have different limits where one set of limits is nested
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within the other. If those limits are not nested, then
there is a degree of disharmony. Summaries of the
overall state of excipient harmony, both from the
PDG list and of 200 excipients that appear in NF
and elsewhere, have appeared in Pharmacopeial
Forum.[16]

The reason a scale for harmonization is necessary is
the fact that each pharmacopeial monograph may con-
tain some 10 requirements, and individual monographs
will be harmonized on perhaps 7, 8, or even all 10 of
those requirements. So where 8 requirements out of
10 are harmonized, it is reported as an 80% harmo-
nized monograph.[16]

The goal of harmonization is to bring the policies,
standards, monograph specifications, analytical meth-
ods, and acceptance criteria of pharmacopeias into
agreement. We recognize such unity may not always
be achievable. Where unity cannot be achieved, harmo-
nization means agreement based upon objective com-
parability and a clear statement of any differences.
The goal, therefore, is harmony, not unison.

INTERPHARMACOPEIAL
OPEN CONFERENCES

Copresented by the BP, EP, JP, and USP, the first
Interpharmacopeial Open Conference on Standards
for Excipients was convened in Orlando, Florida, from
January 30 to February 1, 1991. Attended by 165
participants, representation included 11 countries, 59
pharmaceutical or excipient manufacturers or sup-
pliers, 3 regulatory agencies (FDA, EEC, and HPB),
and 7 pharmacopeias (the copresenters and the French,
Italian, and Spanish Pharmacopeias).[17] In prep-
aration for this conference, the USP convened open
meetings on magnesium stearate and lactose, attended
by almost every major manufacturer from Europe and
the USP.

The conference endorsed the goals of the pharmaco-
peias to improve and harmonize standards for existing
excipients, to focus on testing methods and address
specifications after test methods had been agreed upon,
and to develop functionality tests, including particle
size, surface area, and density.

Implementation of the open conference recommen-
dations led to a change in configuration of the mem-
bership in the pharmacopeial harmonization process.
Whereas the BP had been an independent member of
the Quadripartite Group from its inception, implemen-
tation of harmonization of standards and tests for
excipients was recognized as a regional matter under
the aegis of the EP, and the BP’s independent member-
ship in the process ended. The resulting group of the
USP, JP, and EP became known as the PDG and has
continued its efforts in tripartite configuration.

A second Joint Pharmacopeial Open Conference
on International Harmonization of Excipients was
held in St. Petersburg, Florida, in January, 1994.[18]

Major progress was achieved and established the
principle that conferences were the key component
of harmonization. Progress on pharmacopeial harmo-
nization was reported at the International Conference
on Harmonization in Brussels in November 1991, and
activity of the PDG to fulfill its goals is high. Several
tangible and important milestones have been reached.
First and most important is the recognition by the
JP of its need to develop a vehicle for public notice
and comment for pharmacopeial revision, and the
essentiality of such a vehicle to the communication
process. Recognizing that need, the JP reached a
decision to publish the Japanese Pharmacopoeial
Forum (JPF) on a quarterly basis. The first edition
in January 1992[11] included proposals for the revision
of magnesium stearate and lactose monographs.
Notable also is the fact that matters in JPF relating
to international harmonization are printed in
English, whereas domestic revision matters appear in
Japanese.

A second milestone was a letter by the PDG in May
1992 soliciting further candidates, beyond excipients.
Responses to that inquiry focused primarily on tests
and assays. Replies were ranked by order of priority.
The priority of excipients was expanded to the top 25,
based on further analysis of responses. The lists of com-
bined assignments and priorities for pharmacopeial
harmonization appeared in the forum publications of
the pharmacopeias.[12,13]

JP took another step toward harmonization by
announcing that it would implement an annual sup-
plement program to update the JP between editions,
beginning with an October 1993 supplement to JP
XII.[11]

Refinement of the process of pharmacopeial harmo-
nization occurs ongoing (Fig. 1 and Appendix which
details the process as of December 1999). Accommo-
dating the revision processes, time requirements, and
publication schedules of three revision systems and
nine publications proved infeasible as initially envi-
sioned. It required continual adjustment as issues reach
stages in revision that had not been foreseen or did not
fit within existing systems. Also complicating progress
was that, although the USP in 1980 established the first
expert group that focused on excipients (Subcommittee
on Pharmaceutic Ingredients), the other pharmaco-
peias did not have task groups readily at hand devoted
specifically to excipients.

Experience gained by harmonizing the first of the
excipients (lactose and magnesium stearate) showed
that, because so many parties are affected and multiple
expert groups must be convened, forward, retrospec-
tive harmonization is intrinsically a multiyear process.
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TESTS AND STANDARDS

Impurities in Excipients

Limit tests have a long standing in pharmacopeias. For
some (heavy metals is an example), the sensitivity of the
method was the basis for the standard. Modern limits in
the USP–NF are toxicity based. There is divergence in
harmonization because of toxicity-based rather than
method-based standards. The modern basis avoids the
exclusion of safe products from the marketplace,
whereas the older approach could lead to lock-out spe-
cifications considered technical barriers to trade.

Biotechnology-Related Standards

Implementation of prospective harmonization began
formally with a second conference on standards for
biotechnology-derived products. The conference was
attended by about 150 scientists and regulators from
20 countries. With participation by experts on
pharmacopeial revision bodies from each of the three
pharmacopeias, the conference produced a series of
recommendations relating to informational chapters,
general chapters on tests and assays, and group and
individual monographs for selected biotechnology-
derived human drugs and biologics.[14]

The introduction of biotechnology-derived products
presented a decisive moment:[15] an opportunity to
avoid conflicting standards through the commitment of
the pharmacopeias to the process of harmonization for
pharmacopeial standards for an emerging technology.
Included in this opportunity are the practical values
obtained from common reference standard materials.

The complexity of the technology, in concert with
medical conditions, and clinical environments, and the
desire for instant globalization of return on investment
call for facilitation and avoidance of ambiguities by
uniform standards worldwide.

Biotechnology-derived drugs are of mutual interest to
the USP and the International Conference on Harmoni-
zation on Drug Quality (ICH-Q6). The relationship is
uncertain between compendial standards and the devel-
opment and approval of biotechnology-derived drugs
by regulatory agencies. The USP contains many general
chapters (i.e., ‘‘horizontal standards’’ such as stability,
injections, and bacterial endotoxins), which are cited
extensively by the biotechnology industry, and an infor-
mational chapter on biotechnology-derived products
that explains terminology and facilitates communication.

Status of Interpharmacopeial Harmonization

Supplements to USP24–NF19 contain updates of an
informational chapter by this name. It lists all of the

projects undertaken by the PDG. Appendixes list the
projects as of January 2000, and identify the coordinat-
ing pharmacopeia. However, these do not report the
official status of each project because this changes with
each supplement.

Because revision programs work on different sche-
dules, one should compare only the current texts of
two or more pharmacopeias whenever divergence
of mandatory requirements is an issue. The official
pharmacopeial texts should be compared.

Harmonization proposals do not have official status.
The work of the PDG is finished at Stage 5B. The pro-
gress of the harmonization projects can and should be
verified in the most recent number of the periodicals:
Pharmacopeial Forum, Japanese Pharmacopoeial
Forum, and Pharmeuropa. For standards in force in
USP24–NF19, see also the latest supplement or Interim
Revision Announcement.

Equivalence

Tests and assays of the EP and the JP that have been
elaborated through the PDG Procedure are considered
as equivalent to USP–NF, except as noted in Chapter
h1196i entitled Status of Interpharmacopeial Harmo-
nization found in supplements to USP24–NF19.
Because the legal status of each may not be at the
same stage, a precautionary check should be made to
support any plans or actions.

Equivalence is attributed to those monographs,
tests, or assays that have arrived at Stage 5B. The
nature and reason for divergences are expected to be
described in the three pharmacopeial periodicals. Only
those stated exceptions are considered non-equivalent.

INTERNATIONAL CONFERENCE
ON HARMONIZATION

Founded in 1990, the International Conference on
Harmonization (ICH) is comprised of the pharmaco-
peial manufacturers associations in Europe (EFPIA),
Japan (JPMA), the United States (PMA), and the drug
regulatory agencies in Europe (EEC), Japan (MHW),
and the United States (FDA), with the International
Federation of Pharmaceutical Manufacturers Associ-
ation (IFPMA) serving as secretariat. Pharmacopeias
are not members of the ICH, where membership is
reserved for three PMAs and three regulatory agencies.
Invited observers include Canada, WHO, and the
European Free Trade Association (EFTA).

With expert working groups in the areas of drug
efficacy, drug safety, and drug quality, the ICH is the
foremost opportunity for harmonization among the
leading drug regulatory and manufacturing groups in
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the world. The ICH Expert Working Group on
Drug Quality (EWG-Q) includes the topic Q4, ‘‘Phar-
macopeias.’’

The pharmacopeias have worked with the ICH pro-
cess to facilitate the international environment of phar-
maceutical research and product registration. On the
other hand, the additional situation for compendia is
that the standards that they have published now apply
to all of the products already marketed. In that case, a
company has testing history in their quality control
(QC) departments. The QC departments are the
most conservative elements within the pharmaceutical
industry-an attribute necessary to their task. QC
departments are reluctant to change methods when
they feel that their products are properly represented
by their current suite of tests. Thus, there is resultant
tension between trying to develop harmonized stan-
dards that facilitates one area of activity in the world
of pharmaceuticals and not disturbing a satisfactory
market place. A vast amount of progress has been
made in harmonization of pharmacopeial methods.

At the first biennial meeting of the ICH in Brussels
in November 1991, the United States, Japanese, and
European Pharmacopeias presented papers relating
to progress being made in the harmonization of
pharmacopeial standards for excipients.[19] Other
topics, such as stability, validation, impurities, and
biotechnology, were established. The pharmacopeias
are involved in all these issues. In fact, USP general
chapters served as background for harmonization for
some of these topics.[20–22]

The ICH Steering Committee responded favorably to
a request by USP for observer status, recognizing it as a
non-government, non-industry body with official status
under U.S. statutes. Now, each of the three pharmaco-
peias can participate in EWG-Q activities and in ICH
biennial meetings as independent bodies.

Stability is a key quality concern that is addressed in
various ways by pharmacopeial standards. It was also
the first subject for which the EWG-Q developed a
guideline. The USP has redefined the concept of Con-
trolled Room Temperature in terms of a Mean Kinetic
Temperature of 25�C, which is identical with the long-
term storage temperature promoted by ICH. Further-
more, ICH has advised against including recom-
mended storage label statements that could conflict
with United States, or other regions’ practices. Thus,
the USP standards and the ICH guideline agree on this
overarching concern for the stability of pharmaceuti-
cals. The USP actively participated in achieving this
desirable outcome.

Validation of analytical procedures is intrinsic to
both new drug approval and compendial revision.The
USP had already established an informational chapter,
h1225i entitled Validation of Compendial Methods
before the international harmonization effort began a

joint effort among the Pharmaceutical Research Man-
ufacturers Association, the FDA, and the USP. It was
useful in the work of the EWG-Q to prepare a docu-
ment on validation of analytical procedures that con-
centrated on the submission of a new drug to the
reviewing authorities. Later, in response to demands
of users, the ICH document was expanded to more
readily meet the scope of USP h1225i. Differences that
arose were resolved, thereby securing the harmonized
situation. The emergent ICH document and the USP
chapter are harmonized in breadth and detail in such
a way that the vocabularies of validation and the
underlying analytical strategies are in concert.

A recommendation by the PDG to establish a har-
monized procedure for stability to light was taken up
by the EWG with Japanese participants responsible
for a first draft of a guideline. A harmonized procedure
emerged, again for the purpose of new drug approval.

Impurities are of many kinds, and, therefore, the
issues for harmonization are numerous. Everyone con-
cerned agrees that toxic impurities must be controlled
at very low levels, and the analytical difficulties in
measuring low levels limit choice. It follows that har-
monization of methods is straightforward, once the
objectives of analysis are laid out. Both, the USP and
ICH limit measurement to impurities at or above
0.1%, which is of practical significance in everyday
commerce in bulk pharmaceutical chemicals. In
addition, the ICH guideline refers to the pharmaco-
peial limits on toxic impurities, such as heavy metals.
Thus, on all critical issues, there is no conflict between
the ICH guideline for new chemical entities and estab-
lished USP impurity policies, which apply to hundreds
of drugs already on the market. The USP further ident-
ifies as signal impurities those that are distinctly
informative of the purification or decomposition of
a drug substance. The remaining impurities are con-
sidered in non-specific categories of ordinary impuri-
ties and a labeling requirement for other impurities
and are limited to 2% total. ICH sets no such ceiling
limit. These policies do not require disclosure of pro-
prietary synthesis or purification details, yet they
accomplish the necessary task of limiting bias, thereby
assuring meaningfulness of tests and assays. But here
ICH guidelines demand identification of each impurity
and of individual limits, requiring detailed lot-to-lot
bookkeeping on all impurities. Impurities in excess of
0.1% are to be ‘‘qualified’’ (i.e., toxicity considered);
USP policy requires notification to USP of any known
toxic impurities.

For some years, the USP had a requirement on
organic volatile impurities. When the EP was adopting
a similar requirement, it was clear that toxicologists on
different sides of the ocean would come to different
conclusions as to appropriate limits on solvents. At
the request of the pharmacopeias, this topic was taken
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up by (EWG-Q). The effort was successful, and a
guideline on residual solvents emerged. Relative to
the existing USP limits, it was necessary to revise some
upward and others downward, but none to any great
extent. This new effort was 15 years subsequent to
the initial exercise. However, there remains an unre-
solved solvent and that is benzene.

Specifications Documents

The ICH–EWG–Q produced two guidelines, Q6A and
Q6B, dealing with specifications to support a new drug
registration. Biotechnology-related specifications are
treated by Q6B, and all others that were previously the
subject of EWG-Q guidelines are treated by Q6A.
Pharmacopeial methods are intrinsic to these guidelines.

ICH–EWG–Q developed a list of 12 general chap-
ters (tests and assays) that were deemed critical to
new product registration and urged the PDG to con-
centrate on prompt harmonization (see Appendix III).
One of these, Antimicrobial Preservatives Effective-
ness, was dropped in 1999 when non-harmonizability
was clear because of differences in the essence of
utilization of the same microbiological procedure. Of
the 11 remaining chapters, all but two (Microbial
Limits of Non-Sterile Articles and Dose Uniformity)
were harmonized with regard to scientific content
by the end of 1999; only the necessary publication
sequences were unfinished.

The Q6A and Q6B documents were preceded by the
North American Conference on Specifications. In all
cases, no method selection, scope of application, or
overall policy (dissolution, impurities, particulate mat-
ter, etc.) is at odds with USP—a remarkable situation
in view of the breadth of the topics covered. The main
difference was and is the proportion of active ingredi-
ent in a formulation that triggers choice of determi-
nation of content or of weight to establish uniformity
of dosage units.

Concordance

In the future, harmonization could be accelerated by
reference to laboratory data, rather than by trying to
achieve harmonized texts, tests, or assays that establish
the same attribute of an article (i.e., water by titration
vs. loss on drying). Inherent in this allowance is the
assumption that concordant methods can be shown
to yield comparable outcomes with regard to accept-
able identification, strength, quality, purity, bioavail-
ability, or labeling in the context of the monograph
of a recognized article. In the event of a dispute, how-
ever, only the result obtained by the procedure given in
the appropriate pharmacopeia is conclusive.

This concordance rests on the probable presump-
tion of good manufacturing practices in production
and control, now a reasonable presumption in today’s
international environment.

The use of concordant methods does not necessarily
require identical reagents, procedures, or measure-
ments. Official procedures of pharmacopeias, per se,
require no validation, but validation of the appli-
cability of official procedures to each preparation
(formulation) is to be presumed (e.g., the presence of
interfering ingredients).

Concordance would facilitate international com-
merce in official articles by allowing the reduction of
duplicative testing or delay in national product regis-
tration or approval proceedings. No provision of the
USP General Notices is abrogated, and the allowance,
therein, for alternative methods is not foreclosed by a
monograph citation to the concordance.

As stated in the General Notices, an article is recog-
nized in USP–NF when a monograph for the article is
published in it. Each monograph contains standards
that define an acceptable article, and gives tests and
assays and other specifications designed to demon-
strate that the article is acceptable. Monographs and
their interpretation are subject to the provisions of
the General Notices and general chapters. The tests
and assays required in a single monograph are inter-
twined, therefore, and may further state any necessary
variation from the designated general chapters or the
General Notices. That is, pharmacopeial monographs
define interdependent attributes, each drawn in light
of other monograph requirements and the General
Notices and must be viewed in total. Consequently,
allowances for concordance would only be utilized
when supported by an initial verification through
duplicate testing of the same specimens and evidence
that both methods were validated.

APPENDIX I: WORKING PROCEDURES
OF THE PDG

Stage 1: Identification

PDG identifies subjects to be harmonized and nomi-
nates a coordinating pharmacpoeia for each subject.

Stage 2: Investigation

The coordinating pharmacopeia for a subject to be
harmonized collects the information on the existing
specifications in the three pharmacopeias, on the gra-
des of products marketed, and on the potential analyti-
cal methods. For new products or new methodologies,
existing information in the scientific literature or from
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manufacturers is collected and analyzed. The coordi-
nating pharmacopeia prepares a draft monograph or
chapter, accompanied by a report giving the rationale
for the proposal, with validation data where appropriate
and available. Stage 2 ends with the proposal draft,
which is mentioned in this procedure as the Stage 3 draft.
The Stage 3 draft, accompanied by supporting
comments or data that explain the reasons for each test
method or limit proposed, is sent by the coordinating
pharmacopeia to the secretariats of the other two
pharmacopeias.

Stage 3: Proposal

The three pharmacopeias publish the Stage 3 draft in
the next available issue of their forums, in the style pro-
vided by the coordinating pharmacopeia. If necessary,
questions are addressed to the readers of the forums
when specific issues require their advice, information,
or data. In Pharmeuropa and the Japanese Pharmaco-
poeial Forum, the Stage 3 draft is published in a
specific section entitled International Harmonization.
In the Pharmacopeial Forum (USP), the Stage 3 draft
is published in the Pharmacopeial Previews section.
The draft is published in its entirety. The correspond-
ing secretariats may have to add information needed
for the understanding of implementation of the texts,
e.g., the addition of the description of an analytical
method or of reagents that did not exist in the pharma-
copoeia. Comments by readers of these forum resulting
from this preliminary survey are to be sent to their
respective pharmacopeial secretariat, preferably within
4 months of publication. The period for public review
and comment should not exceed 6 months, however.
Each pharmacopeia analyzes the comments received
and submits its consolidated comments to the coordi-
nating pharmacopeia within 2 months of the end of
the public review/comment period. The coordinating
pharmacopeia reviews the comments received and
prepares a harmonized document (Stage 4 draft)
accompanied by a commentary discussing comments
received regarding the previous text and providing
reasons for action taken in response to those com-
ments. The Stage 4 draft together with the commentary
is sent to the secretariats of the other pharmacopeias
(end of Stage 3).

Stage 4: Official Inquiry

The Stage 4 draft is published in the forum of each
pharmacopeia, with the style adapted to that of the
pharmacopeia concerned. In Pharmeuropa and the
Japanese Pharmacopoeial Forum, the Stage 4 draft
together with the commentary is published in a specific

Appendix II: Excipient harmonization

Excipient

Coordinating

Pharmacopoeia

Alcohol EP

Benzyl alcohols EP

Dehydrated alcohol EP

Calcium disodium edetate JP

Calcium phosphate, dibasic JP

Calcium phosphate, dibasic (anhydrous) JP

Carboxymethylcellulose, calcium USP

Carboxymethylcellulose, sodium USP

Carboxymethylcellulose,
sodium (cross-linked)

USP

Cellulose (microcrystalline) USP

Cellulose (powdered) USP

Cellulose acetate USP

Cellulose acetate phthalate USP

Citric acid (anhydrous) EP

Citric acid (monohydrate) EP

Crospovidone EP

Ethylcellulose EP

Hydroxyethylcellulose EP

Hydroxypropylcellulose USP

Hydroxypropylcellulose (low-substituted) USP

Hydroxypropylmethylcellulose JP

Hydroxypropylmethylcellulose phthalate USP

Lactose (anhydrous) USP

Lactose (monohydrate) USP

Magnesium stearate USP

Methylcellulose JP

Methyl parahydroxybenzoate EP

Petrolatum USP

White Petrolatum USP

Polyethylene glycol USP

Polysorbate 80 EP

Povidone JP

Saccharin, calciuma USP

Saccharin (free) USP

Saccharin, sodium USP

Silicon dioxide JP

Silicon dioxide (colloidal) JP

Sodium chloride EP

Sodium starch glycolate USP

Starch, corn (maize) USP

Starch, potato EP

Starch, rice EP

Starch, wheat EP

(Continued)
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section entitled International Harmonization. In Phar-
macopeial Forum, the Stage 4 draft is published in the
In-Process Revision section. Comments regarding this
draft are to be sent by readers of the forum to their
respective pharmacopeial secretariat, preferably within
4 months and at most within 6 months of publication

in the forum. Each pharmacopeia analyzes the
information received and submits its consolidated
comments to the coordinating pharmacopeia within 2
months of the end of the review/comment period.
The coordinating pharmacopeia reviews the comments
received and prepares a draft harmonized document
(Stage 5A draft), accompanied by a commentary
discussing comments received regarding the previous
text and providing reasons for action taken in response
to those comments. The Stage 5A draft, together with
the commentary, is sent to the secretariats of the other
two PDG members (end of Stage 4).

Stage 5: Consensus

a. Provisional. The stage 5A draft is reviewed and
commented on by the other two pharmacopeias
within 4 months of receipt. The three pharmaco-
peias shall do their utmost to reach full agree-
ment at this stage, with a view to reaching a
final consensus. If the consensus is reached, a
Stage 5B draft is developed. In those rare
instances where consensus is not reached or
where novel, unanticipated serious issues are
identified by any of the parties and need to be

Appendix II: Excipient harmonization (Continued)

Excipient

Coordinating

Pharmacopoeia

Stearic acid EP

Sucrose EP

Talc EP

Titanium dioxide JP

Ethyl parahydroxybenzoate EP

Propyl parahydroxybenzoate EP

Butyl parahydroxybenzoate EP

Glycerol USP
aThe JP declines to participate in harmonization, so the USP and EP

will harmonize bilaterally.

Note: PDG affirmed that harmonization was not to be undertaken in

view of the different drinking waters standards elaborated by various

governments. See the monograph for Purified Water.

Appendix III: Status of general tests and assays

Coordinating Pharmacopeia ICH-Q6 Lists

Dissolutiona EP/USP �

Disintegration EP/USP �

Dose uniformityb JP/USP �

Color and clarity EP �

Extractable volume EP �

Heavy metals USP �

Particulate matter EP �

Residue on ignition—sulfated ash JP �

Sterility EP �

Bacterial endotoxin JP �

Microbial contamination EP �

Preservative effectivenessc EP �

Particle size distribution estimation by analytical sieving USP �

Inhalations EP

Bulk density and tapped density EP

Optical microscopy—powder fineness USP

Powder flowability USP

Specific surface area EP

Tablet friability USP
aApparatuses 1, 2, and 4 are harmonized. Not all apparatuses appear in other pharmacopeias, and decision rules are harmonized. Approach to

selection of media is not harmonized and may not be a valid subject in view of population and formulation differences.
bIncludes content uniformity and weight variation.
cIn view of two-test nature of an otherwise highly similar procedure used in different modes in US and Europe, this is non-harmonizable on test

times and decision values.
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considered, depending on the complexity and
gravity of the issues, more than one mechanism
for resolution may be adopted. This includes the
coordinating pharmacopeia call for a meeting of
experts from the three pharmacopoeias to
search for a consensus. This group prepares
a modified 5A document (5A-2) that will be
published in the three forums for public
comments. These are then reviewed by the
group of experts that finalized the consensus
document (5B).

b. Final. When consensus has been reached, the
Stage 5B draft (consensus document) is sent
by the coordinating pharmacopeia to the other
pharmacopeias for final sign-off.
Note: The last two stages of the implementation
of the ‘‘harmonized’’ chapters and monographs
take place individually, according to the proce-
dures established by each pharmacopeial
organization.

Stage 6: Adoption

The document is submitted for adoption to the organi-
zation responsible for each pharmacopeia. Each phar-
macopeia incorporates the harmonized draft according
to its procedure. If necessary, the Stage 5B draft can be
adopted, with specific amendments identified as such,
corresponding to a general policy in the territory of
the pharmacopeia in question. The monographs may,
therefore, be harmonized, without being identical in
every respect. Adopted texts are published by the phar-
macopeias in the Supplements or, where applicable, in
a new edition/revision. If a consensus has not been
reached at Stage 5A, the pharmacopeias prepare
together an article on divergences to be published by
all three pharmacopeias in the respective forums.

Stage 7: Date of Implementation

The pharmacopeias will inform each other of the date
of implementation in the particular region.
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Headspace Oxygen Analysis in Pharmaceutical Products

Allen C. Templeton
Robert A. Reed
Merck Research Laboratories, Merck & Co., Inc., West Point, Pennsylvania, U.S.A.

INTRODUCTION

Oxidative chemical degradation of drug substances in
pharmaceutical formulations is well documented.
Although exact mechanistic details on what governs
the promotion of reactions between drug substances
(RH) and molecular oxygen in pharmaceutical formu-
lations is not fully understood, it is generally thought
that such reactions fall under the category of autoxida-
tion processes:[1]

Initiation RH ! R�

Propagation R � þ O2 ! ROO�

ROO � þ RH ! ROOH þ R�

Termination 2ROO� ! Molecular products

Note in the above reaction scheme that molecular oxy-
gen is involved in the propagation step of the reaction
and is integral to the catalytic cycle responsible for the
generation of drug substance oxidative degradation in
pharmaceutical formulations.

Oxidative degradation of the active drug substance
in a pharmaceutical formulation leads to a lowering
of drug potency and potentially reduced product shelf
life.[1] The rate of oxidative degradation is proportional
both to the structural susceptibility of the specific
drug substance to auto-oxidize and storage (reaction)
conditions such as temperature, humidity, oxygen
concentration, and time. Other deleterious effects of
oxidative processes that have been noted include pro-
duct discoloration, changes in dissolution rate/profile,
precipitation, and the generation of foul odors and
flavors. Most importantly, oxidative degradation
products generated in the final pharmaceutical product
upon storage may also have adverse pharmacological
properties, including those related to toxicity or
adverse side effects.

In addition to oxidative degradation of the finished
product upon shelf storage, drug oxidation during the
manufacturing process can also pose significant chal-
lenges for readily oxidized drug substances. The effects
are especially pronounced for formulations where

manufacturing unit operations are performed in solu-
tions and/or suspensions. In these cases, care may be
required to minimize or eliminate exposure to oxygen
during key processing steps. Inert gas purges to lower
solution oxygen levels and inert blanketing of process
vessels have long been employed in parenteral manu-
facturing processes. Besides purging at key manufac-
turing steps, e.g., during drug compounding and
holding in solution prior to lyophilization, packaging
with an inert blanket over the final product has also
been employed for parenteral formulations susceptible
to oxidation. By removing from the package one of the
two key reactants in the autoxidation cycle, important
gains can be made in product shelf life and the quality
of the product reaching the consumer. Packaging
oxygen-sensitive products under an inert atmosphere,
often termed modified atmosphere packaging (MAP),
is a process widely adopted to increase the shelf life
of other oxygen-sensitive commercial products, includ-
ing foodstuffs and medical devices. While MAP has
taken hold in the parenteral arm of the pharmaceu-
tical industry, there are relatively few examples of
solid dosage forms that are packaged under reduced
oxygen levels.

‘‘Smart’’ packaging approaches like MAP may
allow for the commercial development of oral formula-
tions with drug compounds particularly prone to oxi-
dation and thus allow for the availability of critical
therapeutic agents in a high quality, stable, and con-
venient dosage form. The development cycle time of
such compounds could also improve, in that, efforts
to stabilize the compound by both formulation and
packaging can be successfully integrated. Thus, MAP
implementation for solid dosage forms is clearly on
the horizon. Keys to successfully deploy MAP for
any oxygen-sensitive product are: 1) utilization of
packaging that presents a high barrier to oxygen per-
meation; 2) incorporation of an inert gas flushing step
compatible with the speed of current product packag-
ing lines; 3) selection of an appropriate inert gas
(e.g., argon, nitrogen, carbon dioxide, etc.); and 4)
rapid means to measure residual headspace oxygen
content in a variety of pharmaceutical packaging con-
figurations—ranging from very low (tens–hundreds of
mL) to relatively high volume (mL–L) packages.
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ANALYTICAL APPROACHES FOR
HEADSPACE MEASUREMENTS

Fast, sensitive methods for monitoring headspace oxy-
gen levels would critically benefit MAP development
and deployment in all three areas listed above, aiding
in each of the phases involved with packaging R&D,
manufacturing process development, and final product
quality assurance. In terms of packaging R&D, robust
oxygen measurement methods would allow for a real-
time screening of the suitability of packaging systems
(all components of a container and closure) to serve
MAP packaging applications. The most obvious
example of this would be the acquisition of oxygen
ingress kinetics for the packaging system under both
realistic and accelerated storage conditions. Experi-
mental data could be used to develop predictive models
around each critical packaging system component to
support future MAP development programs. For
manufacturing process development, scaling and vali-
dating a manufacturing process that allows maximum
package throughput per unit time while achieving
and maintaining critical threshold levels for oxygen
would benefit from rapid and accurate oxygen determi-
nation in the development feedback loop. Finally, tools
to provide quality assurance/control information (at-,
on-, or off-line) would ensure that the oxygen content
of the inert atmosphere in the packaging container
headspace is below the predetermined specification
for the product. An assessment of container closure
integrity could also be determined using such testing,
augmenting or replacing current microbial/dye ingress
measurement approaches based on sterility assessment.

The rapid and accurate determination of headspace
oxygen levels in the various packaging configurations
used in the pharmaceutical industry poses a number
of unique analytical challenges that are beyond the
capabilities of a single measurement technique. The
purpose of this article is to provide a background on
various measurement options available to the packag-
ing R&D technologist or laboratory analyst in the
context of pharmaceutical packaging applications. The
article is organized by technique with a brief introduc-
tion to measurement principles, followed by a critical
discussion of pharmaceutical packaging applications.

A REVIEW OF HEADSPACE OXYGEN
ANALYSIS TECHNIQUES

Headspace Gas Chromatography (GC)

Principles of operation

When a problem arises in a pharmaceutical research
laboratory that requires analysis of a headspace

sample, the first tool that probably comes to mind is the
tried-and-true approach of headspace GC. This is for
good reason, as the literature points to a vast body of
knowledge, stretching back 40 yr, on the theory and appli-
cation of this methodology.[2] While not taking away the
importance of headspace GC as an analytical problem-
solving tool, which stretches far beyond the bounds of
oxygen analysis, a number of problems exist where other
techniques can provide similar or better results for specific
headspace analytes, often in a more timely fashion. The
following description of headspace GC is only intended
as a cursory overview; refer the substantive literature of
the field for greater detail on the subject.[2]

GC is inherently a technique for the study of volatile
compounds. Fig. 1 shows a block schematic of the
components that comprise a typical GC instrument
equipped with split injection port and capillary col-
umn. For headspace sampling, a gaseous sample is
introduced by injection into an inert moving gas
stream called the mobile phase or carrier gas.

The mobile phase transports the sample onto a
stationary phase where the components of the sample
are separated by means of selective partitioning
between stationary and mobile phases. The time
referred to as retention time (tr), which elapses between
sample introduction and when peaks appear at the
detector, is characteristic of the properties of the ana-
lyte molecules. The area of the respective peaks as
they appear in the resultant chromatogram is pro-
portional to the analyte concentration in the sample,
as related by a measurable response factor. For the
analysis of headspace oxygen in pharmaceutical appli-
cations, a sample of headspace (tens of mL) is removed
from a package either by withdrawing a portion of
sample using a gas-tight syringe or by using the GC
autosampler to pressurize the container with mobile
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bridge

A/D

Data
systemColumn

Column oven

Injector

Soap-bubble meter

Syringe
Detector

Flow
splitter

Rotometer

Two-stage
pressure
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Flow
controller

Carrier
gas
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-

Fig. 1 A block schematic of the components that comprise a
typical GC instrument. (From Ref.[11], p. 41. Copyright
#2002 Advanstar Communications Inc. Advanstar Commu-
nications Inc. retains all rights to this material.)
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phase to displace an aliquot of sample. Performing the
experiment in either manner would mean operation in
what is referred to as the static mode of headspace
sampling, wherein the aim is to sample the equilibrium
contents of a sample headspace at a given instance.

Fig. 2 shows an example chromatogram of lab air
illustrating the determination of headspace oxygen
using a megabore capillary column with thermal
conductivity detection. As in any type of chromato-
graphic analysis, selection of the appropriate column
to achieve separation of the sample gas mixture
into its various components is pivotal. In this case, a
commercially available thin-film porous layer open
tubular (PLOT) capillary column consisting of a fused
silica capillary tube coated with a homogeneous 50-mm
thick zeolite molecular sieve (5/pore size) film was
used to separate oxygen from argon and nitrogen in an
air sample during a 10-min analysis. The mode of separ-
ation is based on the size of the analyte molecule or
atom, and retention time is as follows: Nitrogen >
Oxygen > Argon. The net area and percent area of oxy-
gen are determined from the following equations:

AreaNet;x ¼
ðlHe � lxÞ

lHe
� AreaRaw; x

AreaNet; x%

¼ AreaNet;x

ðAreaNet; Argon þ AreaNet;Nitrogen þ AreaNet;OxygenÞ

� 100%

where x is argon, nitrogen, or oxygen, AreaRaw,x the
raw peak area of x (mV sec), AreaNet,x the net peak area
of x after conversion, lHe the conductivity of helium
(154.6 W m�1K�1), and lx the conductivity of argon
(17.8 W m�1K�1), nitrogen (25.9 W m�1K�1)�, or oxy-
gen (26.2 W m�1K�1)�.

A potential drawback of GC or any technique
requiring use of a %syringe for sample injection is
the potential for contamination. Contamination can
result from: 1) leakage of the package during sample
removal; 2) syringe leakage during sample transport
from package to instrument; 3) septum port leakage
during sample introduction; and/or 4) contamination
from residual air remaining in the syringe barrel.
Residual air contamination from syringe barrel leads
to a direct correlation between contamination and
syringe barrel volume.

Fig. 2 An example chromatogram illustrating the determination of headspace oxygen by GC using a PLOT molecular sieve
column with thermal conductivity detection. Chromatographic conditions were carrier gas: helium (2 mL min�1); oven tempera-

ture: 26�C; inlet: 160�C, split mode, 10 : 1 split ratio, split flow of 20 mL min�1; injector: 160�C; run time: 10 min; TCD detector:
160�C. (From Ref.[11], p. 41. Copyright #2002 Advanstar Communications Inc.)
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Applications

The utilization of headspace GC to analyze oxygen in
pharmaceutical packages and samples offers several
advantages, such as the widespread availability of
instruments and user familiarity. For sample contain-
ers of appropriate dimensions, the autosampling capa-
bility of commercial headspace GCs makes the
instrument particularly appealing for analyzing sam-
ples en masse. GC autosampler vial dimensions are
not typically consistent with common pharmaceutical
package sizes. Thus, the utility of the autosampler is
typically limited to either a few samples of appropriate
dimension or samples that can be transferred to head-
space autosampling vials; the latter would defeat the
purposes of many investigations. Withdrawing and
injecting samples manually using a gas-tight syringe
can pose various problems in addition to those noted
above; for example, when working with samples that
are under vacuum, pressure equalization with ambient
air can lead to sample dilution and erroneously large
values for oxygen. Thus, care must be employed to
use a gas-tight locking syringe and institute appropri-
ate controls, as described in the previous discussion.
Moreover, care must also be taken when removing
sample from packages without introducing ambient
atmospheric leakage during the sampling process;
application of a self-adhesive rubber septum prior to
puncturing the sample is usually sufficient as a prevent-
ative measure when puncturing through aluminum foil
(e.g., foil induction sealed HDPE bottles). Samples
sealed with rubber stoppers (e.g., lyo vials) usually pro-
vide an adequate barrier to leakage during sampling.
Sampling is a problem common to all destructive head-
space oxygen analysis methods and points out the
difficulties in trying to quantitatively measure small
quantities of a gaseous analyte without contamination
with air. Despite problems with sample removal, the
low absolute sample volume requirements (tens of
mLs) make static headspace GC attractive and poten-
tially useful for pharmaceutical packages and samples
of all types/sizes. Following sample introduction, the
major limitation of the technique for analysis of oxy-
gen is the requirement of a relatively lengthy separ-
ation step (few minutes at best) to be oxygen
selective, coupled with needed assessment of appropri-
ate standards and demonstration of system suitability
throughout analysis of a sample set. Lastly, although
traditionally a GC instrument has a large footprint
that would make at-line work unfeasible, recent com-
mercial development of portable GC units (sometimes
termed mGCs) is beginning to make at-line sampling
more feasible.

mGC systems operate under the same principles as
do conventional headspace GC analyzers. The key dif-
ference is scale, and scale translates into sample volume

requirements. The instrument typically is comprised of
miniaturized injector, column, and detector all
mounted in a single module or channel. The sample
is introduced through the inlet via an internal dia-
phragm pump connected to the end of the module.
Due to the extremely low volume of the sample tubing
and microscale nature of the instrumentation compo-
nents, analysis volumes can be of the order of tens of
microliters and analysis times less than 60 sec. Thus,
the analysis time disadvantages of conventional head-
space GCs are overcome with a mGC. An additional
significant advantage with mGCs is that typical systems
are two channel and allow for the simultaneous deter-
mination of two headspace analytes (e.g., oxygen and
moisture).

Electrochemical Methods

Principles of operation

The use of electrochemical methods for oxygen analy-
sis also has long historical precedence both from a
scientific and commercial perspective. The basis of
operation of most commercial electrochemical head-
space oxygen analyzers is a solid-state zirconium oxide
ion-selective electrode.[3] In this sort of sensor, oxygen
ions are able to migrate into the defect sites in the cer-
amic lattice structure of zirconia at elevated tempera-
tures (>400�C). As has been known since the time of
Nernst (1899), when gases of differing concentrations
reside on opposite sides of an electrode membrane, a
measurable potential (E0) difference is generated. If
one side of the membrane is exposed to gas of reference
oxygen concentration [O2]REF, then the potential gen-
erated in the presence of a gas of unknown oxygen con-
centration [O2]UNK is proportional to the difference in
oxygen concentration across the membrane, as given
by the Nernst equation:[3]

E ¼ RT

nF
ln
½O2�REF

½O2�UNK

where E is the potential (V), R the gas constant (J K�1),
T the temperature (K), n the number of electrons trans-
ferred,[3] and F the Faraday’s constant (J mV�1).

In practice, the measurement procedure involves
puncturing the package and removing (usually with a
small diaphragm pump) 2 mL–4 mL of headspace for
purging and subsequent analysis in a small cell con-
taining the electrode. The analysis is rapid, typically
of the order of 5 sec. Importantly, the measurement is
not adversely affected by humidity, but the sensor
can be damaged if inadvertently exposed to liquid
samples. Commercial instruments, which allow the
simultaneous measurement of oxygen and carbon
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dioxide levels in headspace samples, are available with
sampling accessories for a variety of package contain-
ers and sample types (e.g., aluminum cans, beer bot-
tles). There also exist commercial electrochemical
oxygen analysis techniques that are based on the direct
reduction of oxygen at a planar gold electrode (Clark tech-
niques or modifications thereof). The latter may prove
useful for specific headspace oxygen analysis problems,
such as monitoring oxygen during a processing step.

Applications

The sample volume requirements of electrochemical
methods limit the use of the analysis approach to phar-
maceutical packages and sample configurations of lar-
ger dimensions containing �2 mL headspace volume,
such as HDPE bottles, glass vials, and blister packages
(individual blisters) of sufficient volume. The rugged
character of such instruments and their ease of use
make the technique particularly suited for use in a
manufacturing setting.

Frequency Modulation Spectroscopy (FMS)

Principle of operation

Recently commercialized for package inspection
applications, FMS is a high-sensitivity laser absorption
technique that is useful for non-destructive monitoring
of gas concentrations in optically transparent con-
tainers.[4–7] Oxygen absorbs near infrared (NIR) light
in a band of rotational transitions centered at 762 nm.
Oxygen absorbance measurements, at this wavelength
on typical NIR spectrometers that use incoherent
white light sources, lack the sensitivity to provide a
useful measure of headspace oxygen levels due to low
frequency lamp intensity fluctuations. However, the
measurement signal-to-noise (S/N) can be vastly
improved (100–10,000X) by utilizing laser light sources
and frequency modulation detection techniques. When
a tunable diode laser is modulated using a radio fre-
quency oscillator, the detection bandwidth can be shifted
to high frequency where intensity fluctuations, inherent
to low frequency measurements, are minimized.

The measurement is conducted by frequency modu-
lating a diode laser by superimposing a radio frequency
oscillation, O, onto the diode injection current. The
spectral output of a frequency modulated diode laser,
shown at the top of Fig. 3, consists of a carrier fre-
quency, oc and side band frequencies, oc � O. When
the laser is scanned through the wavelength of oxygen
absorbance, the amount of light absorption, which is
proportional to the gas concentration, is ‘‘written’’
into the side band frequencies by recording the dif-
ference in absorption between the two sidebands.

The differential absorption information is recovered
using phase sensitive detection techniques. The demodu-
lated absorption line shape is shown in Fig. 4. The
amount of light absorbed is directly proportional to
oxygen concentration. The gas density, n, is related to
the peak-to-peak signal amplitude, DI, by Beer’s law,
which for a weakly absorbing molecule, is given by:

n ¼ ðDIGp=I0SxÞcm�3

where DI is the change in intensity of light after passing
through the container (W cm�2), G the full width at half
maximum of the absorption signal (cm�1), p a constant,
I0 the incident laser intensity (W cm�2), S the integrated
absorption cross section (cm2 cm�1), and x the container
diameter (cm). The measured density in a sample vial is
referenced to a standard and displayed as a concen-
tration (%).

Applications

Application of the technique is limited to headspace
monitoring in packages, which are optically trans-
parent (glass vials, ampoules, bottles—including
colored glassware such as amber) or translucent
(LDPE, but not HDPE packages). Other containers
with various optical densities and corresponding trans-
mittance properties could also be potentially sampled,
but would need to be evaluated on a case-by-case basis.
Packages are inserted into a sample holder that can be
customized for cell volumes of 	1 mL–100 mL, which
typically present cell path-lengths of 1 cm–3 cm.

The principal advantage of the method is that it
can non-destructively analyze oxygen contents within
sealed containers without change to the sample. Thus,
a single package can be used to study oxygen concen-
tration profiles at periodic intervals and under various
storage conditions without the need to destructively
insert a probe or remove the headspace contents for
analysis. The value of this cannot be overstated in
terms of absolute sample requirements, sample prepara-
tion time, and sample-to-sample variability. From a
quality assurance perspective, substantial cost-savings
could also be realized from a non-destructive analysis
approach. Development of on-line instrumentation
would also be of significant value for performing 100%
inspection of the headspace oxygen contents of some
parenteral packages.

Fluorescence Quenching Methods

Principles of operation

Oxygen sensing technologies based on luminescence
quenching are also a relatively new commercial

Headspace Oxygen Analysis in Pharmaceutical Products 1971



H
and ling–H

ot

development and the scientific underpinnings for their
operation is described extensively in a recent review
article.[8] The purpose of this discussion will be to
briefly introduce this oxygen measurement technology;
the reader is referred to more specialized literature for
more details. In one commercial configuration (sche-
matic shown in Fig. 5), fluorescence is used to measure
the partial pressure of oxygen by using a bifurcated
optical fiber to transmit an excitation source from a
blue/green LED (lmax ¼ 470 nm) to a thin-film coat-
ing applied to the tip of the fiber. A ruthenium complex
dispersed in the thin film is excited and produces a
fluorescence emission maximum at 600 nm that is col-
lected at the tip and carried back to a CCD detector.
The intensity of fluorescence observed is inversely
proportional to the amount of oxygen in a liquid or
gaseous sample.

Luminescence quenching sensors can be explained
by the following processes, where M represents the
luminescing molecule and Q is a quencher:

Photon Absorption ðIaÞ M þ hn ! M�

Luminescence ðkrÞ M� ! M þ hn

Non-radiative decay ðknrÞ M� ! M þ D

Dynamic Quenching ðkqÞ M� þ Q ! M þ Q�

Quenchers act by depleting the excited-state popu-
lation (M�), thus lowering the intensity of luminescent
emission or shortening decay time. In the case of com-
mercial oxygen sensors, M is a fluorescent ruthenium
dye whose fluorescence intensity is quenched by oxy-
gen in a manner commonly referred to as ‘‘dynamic
fluorescence quenching.’’ In terms of the process
described above, a collision of an oxygen molecule
(Q) with the fluorophore in its excited state (M�) leads
to a non-radiative energy transfer and a loss of fluores-
cence intensity.

The amount of fluorescence intensity quenching can
be quantitatively related to the partial pressure of
oxygen in a sample from the simplified Stern-Volmer
equation:[8]

I0=I ¼ 1 þ KpO2

where I is the quenched fluorescence signal intensity, I0

the unquenched fluorescence signal intensity, K the

ωc ωc ωc

ωc–Ω ωc–Ω

ωc+Ω ωc+Ω

Current +
Temperature

Controller

Diode
Laser Sample Detector

Scan
Controller

rf
Oscillator

LO
Mixer

RF

IF

Amp.

A/D Converter

Computer

A

B

Fig. 3 (A) Frequency and intensity profile of a diode laser beam, from left to right: unmodulated, modulated with no absorp-
tion, and modulated with absorption by the upper sideband. (B) Schematic diagram of an instrument for FMS. The frequency
modulated diode laser output is converted to an amplitude modulation after passing through a gas sample, which absorbs at a

particular wavelength. The amplitude modulation is proportional to gas concentration and can be phase sensitively detected and
related to oxygen concentration. (From Ref.[11], p. 41. Copyright #2002 Advanstar Communications Inc.)
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quenching constant that is related to particular
fluorophore employed as M, and pO2

the oxygen partial
pressure.

An expanded version of the Stern-Volmer equation
containing a factorial expansion of these same terms
can also be employed to relate I0 to oxygen levels in
a more exact manner. Standard operation includes, at
minimum, a daily calibration at a number of oxygen
concentrations (at a fixed pressure and temperature)
and use of the measured calibration coefficients to
determine the concentration of oxygen in an unknown
sample.

Frequent recalibration is necessary since the sensors
tend to degrade under normal operating conditions.
This is particularly true of new sensors, which may

require ‘‘burn in’’ over a few hours operation before
stable operation is achieved. Analyses are accom-
plished by inserting a needle probe into a sample vial
and waiting a fixed time for equilibration of the sensor
to the headspace environment. The equilibration time
is a function of the chemical composition of the protec-
tive overcoat applied to the sensor tip to exclude ambi-
ent light (a Teflon� AF coating was used in the present
study). It is well known[8] that the accuracy of fluores-
cence quenching is limited by resolution (random
noise), deviations from the Stern-Volmer relationship,
and calibration error. All these factors can promote
measurement inaccuracy.

Applications

Fluorescence quenching sensors do not actually con-
sume headspace oxygen and thus can be miniaturized
for use on very small volume samples. However, the
technique is still destructive as the tip of a 300 mm
probe must still be used to puncture the package and
come in contact with the relevant headspace, allowing
an effective smallest volume that can be probed of
about 100 mL. Some attractions of the technique
include: 1) rapid response times (5 sec–2 min) that are
limited to the time required for equilibrium to be
reached between oxygen in the sample headspace and
the sensing film by way of diffusion through the pro-
tective overcoat; 2) very low sample volume require-
ments (	100 mL) that are limited only by the contact
dimensions of the probe; and 3) low cost and small
instrument footprint. The low sample volume require-
ment makes it one of the two instruments capable (the
other is headspace GC) of rapidly measuring oxygen
levels in individual blister cavities of typical dimensions
employed in pharmaceutical packaging. The small size
and easy setup also make this instrument very attract-
ive from a portability perspective for use in potential
at-line packaging measurements. Fluorescence quench-
ing instruments are also available in multichannel
configurations that allow for the simultaneous
measurement of several samples and the data logging
component of the software allows for programmed
measurements at fixed time intervals.

The various limitations of the method should also
be noted. Care must be taken to calibrate across the
intended measurement temperature range of samples,
as fluorescence quenching levels change as a function
of temperature. Temperature effects the measurement
by impacting fluorescence decay time and the colli-
sional frequency of oxygen with the fluorophore.
Requirements to maintain the sample at �1�C or to
concurrently measure temperature while conducting
the measurement curtail the practical utility of the
approach. Experience in our own lab has also pointed
out a need to consistently use longer signal integration
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Fig. 4 Frequency modulation signals from oxygen absorp-

tion. The peak-to-peak amplitude of each spectra is pro-
portional to oxygen concentration (noted to the right of
each scan). (From Ref.[11], p. 41. Copyright #2002 Advan-

star Communications Inc.)

Fig. 5 Schematic of headspace oxygen analyzer based on
fluorescence quenching. (From Ref.[11], p. 41. Copyright
#2002 Advanstar Communications Inc.)
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times over the life of any given probe to achieve suf-
ficient signal intensities over background noise. The
decreased response factor observed could be due to
changes in the ruthenium dye (e.g., degradation) over
time. Higher signal intensities and/or lower noise levels
are desirable because the S/N ratio is proportional to
the square root of integration time. Moreover, as can
be seen from the Stern-Volmer equation, the rate of
change of signal intensity with quenching will be
largest at lower oxygen levels. Further development
of the instrumentation for oxygen-specific measure-
ments would greatly benefit the overall utility of the
technique.

Quadrapole Mass Spectrometric Analyzers

Principles of operation

Quadrapole mass analyzers are by far the most com-
mon type of mass spectrometer in use today and the
literature on these type of analyzers is extensive.[9,10]

Quadrapole mass analyzers are often thought of as
mass filters because they can be tuned to transmit ions
of a narrow range of mass/charge (m/z) ratios. Fig. 6
shows a generalized block schematic of a quadrapole
mass spectrometer. A typical quadrapole instrument
separates ions with different masses by application of
a combination of static and radio frequency electric
fields to four cylindrical rods. A headspace gas sample
is introduced at an inlet and fed into an ion source
where electrons are emitted from a filament and ionize
the sample gas. The sample ions are then accelerated in
an electrical field and are injected into the opening at
the center of the rods. In the simplest systems, one
pair of rods is connected and attached to the positive

terminal of a d.c. power source, the other connected
pair is attached to the negative end of the same source.
A variable rf field with phase differences of 180� is also
applied to each connected pair of rods with ac power
supply. In order for an ion to travel through the quad-
rapole to the detector, the ion must have a stable tra-
jectory in the presence of these applied voltages and
electric field, as described by the so-called Mathieu
equations of motion for ions in an electric field. For
the purpose of this brief discussion, the application
of a particular set of voltages to the rods allows mass
filtering and the transmission of a band of ions having
a limited range of m/z values. This is usually accom-
plished by scanning the rf voltage and d.c. voltages
from zero to a predetermined maximum value while
maintaining a fixed ratio. In this manner, a mass spec-
trum of analyte ions reaching the detector can be
recorded at a Faraday cup detector.

Applications

The application of quadrapole mass analyzers in a
residual gas analysis (RGA) mode has long precedence
in the semiconductor industry, where residual contami-
nant gas levels in various ultrahigh vacuum chambers
must be monitored and controlled. The principal
advantage of using quadrapole mass spectrometry for
pharmaceutical applications lies in the fact that many
analytes can be simultaneously monitored and quanti-
tated (2–300 m/z) using a single injection of headspace
sample. Like other destructive techniques, the largest
drawback for the instrumentation is sample introduc-
tion. A number of sample introduction strategies are
currently under exploration to address this issue and
improve the utility of the approach. The technique
would likely be useful in process monitoring applica-
tions where the detailed contents of an inert gas blan-
ket beyond that of simple oxygen levels are required.

A COMPARISON OF TECHNIQUES

The key to matching up a technique with a specific
application is to evaluate the type of information
desired, instrumentation availability, and the type of
packaging configuration or sample under exploration.
In MAP development, the studies may range from
research into the oxygen permeability properties of
various packaging systems, packaging system selection,
process development and implementation to quality
assurance. In the evaluation of various packaging sys-
tems, the questions may be more directed toward
understanding the rates of oxygen ingress (or con-
sumption) going from very low levels (<1% oxygen)
to ambient oxygen concentrations. The types of tools
used in the research laboratory setting should be

Ion with
unstable
trajectory

Ion with 
stable
trajectory

Ion
collector

dc and
rf voltages

Ionizing
electron beam

Fig. 6 Block schematic of a quadrapole mass spectrometer.
(From Ref.[11], p. 41. Copyright #2002 Advanstar Commu-
nications Inc.)
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re-evaluated when placed into a manufacturing setting
for process development and implementation. Lastly,
in a QA/QC setting, other considerations such as
long-term method robustness, stability, ease of cali-
bration and use, oxygen levels to be routinely analyzed,
and other practical considerations will help guide tool
selection. The examination of tool selection criteria in
the forthcoming discussion will be guided by: 1) perform-
ance considerations; 2) other relevant technique attri-
butes; and 3) the type of package under consideration.

A recent research article provided a comparison of
the techniques.[11] Key findings from this study are
summarized below:

(a) Linearity: All the techniques reviewed provide
measurements with good linearity across the measure-
ment range 0.00%–20.0%, all displaying R2 � 0.99.

(b) Accuracy: Generally speaking, for most MAP
programs the aim will be to reduce oxygen values from
ambient to a predetermined specified level. Often, the
measurement technique may not be required to give
the absolute oxygen level in the container, but rather
to demonstrate sufficient accuracy as to indicate that
the oxygen content of the package is below the target
threshold, thus serving as a limit test. Thus, the impor-
tance of the measurement technique to measure at
lower levels (e.g.,<5%) is more important than capa-
bilities at higher levels. In the study noted, the per-
formance of the techniques was examined by
comparing the absolute differences observed between
theory and experiment for a low level oxygen standard
(0.00%). The degree of deviation (from least to greatest)
observed between predicted and observation for low
oxygen level standards followed the trend:

Quad MS < Electrochemical < FMS < mGC

< GC < Fluorescence Quenching

(c) Limit of Quantitation: The lower limits of
quantitation can be either estimated or obtained from
the vendor. For critical absolute oxygen concentration

measurements at very low levels, the lower limits of
quantitation should be established on the specific sys-
tem under study. Sampling procedure plays a critical
role in the quality of the data for oxygen levels below
2% and limits the accuracy of the data.

Knowing the performance limitations of a parti-
cular instrument is key for interpreting the results
obtained from a series of measurements. As discussed
next, other considerations beyond performance also
have bearing on technique selection. Table 1 attempts
to summarize these additional points to consider when
matching the analytical requirement to a headspace
oxygen analysis tool. Considerations described here
include analysis time, ease of calibration/use, commer-
cial availability, expense, sample volume requirements,
and sample introduction. As Table 1 shows, analysis
times for the six techniques range from minutes (GC,
fluorescence quenching, quadrapole MS) to seconds
(mGC, electrochemical methods, FMS). All the instru-
ments are available commercially, although at various
stages of development, and vary in expense from 2
to 50 K (US Dollars). FMS and Quad MS are the
least commercially developed of the techniques at this
time and more work is needed before routine use
will be possible. One highly subjective term, ease of
calibration/use, is included in Table 1 and reflects the
authors’ judgments on the relative ease of training
others to operate the equipment. Other issues such as
versatility, portability, and suitability for use in a
manufacturing setting are also important considera-
tions when making a decision about which instrument
to use. For example, headspace GC, mGC, and quadra-
pole MS have a great number of uses beyond oxygen
monitoring and there may be a desire to acquire other
information simultaneously (moisture, carbon dioxide,
other volatiles). The only non-destructive technique
of which the authors’ are currently aware is FMS,
which can only be used with package types that
allow adequate transmittance of the instrument
probe beam.

Table 1 Summary of some of the attributes of various headspace oxygen sampling tools

Instrument

Analysis

time

Ease of

calibration/usea
Instrument

availability Expenseb (K)

Required

sample volume Destructive

GC Minutes 3 Commercial 40þ 10mL–30 mL Yes

mGC Seconds 2 Commercial 15–20 10mL–30 mL Yes

Electrochemical Seconds 1 Commercial 4–10 1 mL–3 mL Yes

Fluorescence quenching Minutes 3 Commercial 2–5 Nonec Yes

FMS Seconds 2 Semicommercial 35–50 Noned No

Quad MS Minutes 3 Semicommercial 25–50 10mL–30 mL Yes
a1 ¼ easiest to calibrate and use, 2 ¼ more difficult to calibrate and use, and 3 ¼ most difficult to calibrate and use.
bPrices estimated are US Dollars.
cA sufficient sample volume, estimated at 	100mL, must be available so that a probe can be inserted, which makes contact with the sample.
dInstrument is non-destructive and can be used on vials in which a laser can be transmitted.
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Lastly, another way to approach the decision about
which tool to choose can be addressed from the per-
spective of which package type from which oxygen
levels are desired. For the sake of brevity, only the
three most common pharmaceutical packaging (plastic
bottles, glass vials/ampoules, blister packages) config-
urations are discussed.

(a) Plastic bottles with foil induction inner seal:
Plastic (e.g., HDPE) bottles with foil induction inner
seals (most common are 30 mL, 75 mL, 120 mL
volumes) are commonly used to package pharmaceuti-
cal products. For the rapid and accurate determination
of headspace oxygen analysis in a package of this
configuration, any of the six techniques discussed in
this report are applicable, with the exception of
FMS. Electrochemical methods are the best suited
for large volume (>2 mL) packages and display an
unparalleled ease of use. These instruments also tend
to be amongst the most rugged of all the instrumen-
tation described herein and seem to be the most well-
suited for use by operators with a limited amount of
technical training.

(b) Glass vials and ampoules: Glass vials and
ampoules are another commonly used pharmaceutical
packaging configuration (especially for parenteral for-
mulations). Any of the six techniques discussed in this
report are applicable for analysis of headspace oxygen
levels as long as sufficient volume is available. FMS
offers considerable advantages for this package type
since the approach is non-destructive. Moreover,
FMS can be used in vials filled with a variety of media,
including sample types such as powder that may coat
the walls of the container. As long as a portion of
the analysis beam is transmitted, the differential
absorptive signal processing inherent to the technique
can be used to yield oxygen concentration values.
The potential for non-destructive, on-line 100% inspec-
tion of packaging container headspace is an intriguing
possibility for the approach.

(c) Blister packages: The small volume of individ-
ual blister cavities make this the most challenging of
the various pharmaceutical packages to analyze for
headspace oxygen levels. The challenges are twofold:
the extremely small volume available for sampling
and sample removal/introduction without contami-
nation. Amongst the instruments that are applicable
for small volume measurements (headspace GC, fluo-
rescence quenching, quadrapole MS), all suffer draw-
backs as measurement tools for this purpose from a
sampling perspective. While future development in this
area is needed, headspace GC and mGC appear to be
most suitable at this time in that self-adhesive septa
can be placed on the package backing and a small
portion of sample manually withdrawn for injection.
Other viable approaches, including non-destructive
techniques, are currently under exploration.

CONCLUSIONS

This entry has provided an introduction to the princi-
ples of six measurement approaches for analyzing the
headspace oxygen levels in various pharmaceutical
packages. Various performance criteria have been
applied to examine the fit of each particular tool to
typical pharmaceutical package types. Future research
on the topic would help address better the robustness
of sample introduction techniques for small volume
samples and perhaps the development of sensor tech-
nologies that would allow oxygen levels to be remotely
interrogated and profiled over time from a small device
integrated or inserted into the package.

ACKNOWLEDGMENTS

The authors wish to thank Yieng-Hau R. Han, Rajiv
Mahajan, and Rey T. Chern of Merck Research
Laboratories for insightful discussion. In addition, a
special thanks goes to Jim Veale and Bobby Anderson
of Lighthouse Instruments, Inc. for reviewing the
section on FMS.

ARTICLE OF FURTHER INTEREST

Autoxidation and Antioxidants, p. 139.

REFERENCES

1. Connors, K.A.; Amidon, G.L.; Kennon, L. Chemical Stab-
ility of Pharmaceuticals; Wiley: New York, 1979; 80–98.

2. Kolb, B.; Ettre, L.S. Static Headspace Gas Chromatography:
Theory and Practice; Wiley: New York, 1997; 1–55.

3. Wang, J. Analytical Electrochemistry; Wiley: New York,
2000; 350–379.

4. Bjorklund, G.C. Frequency modulation spectroscopy: a
new method for measuring weak absorptions and disper-
sions. Opt. Lett. 1980, 5 (1), 15–17.

5. Janik, G.R.; Carlisle, C.B.; Gallagher, T.F. Two-tone fre-
quency-modulation spectroscopy. J. Opt. Soc. Am. B
1986, 3 (8), 1070–1074.

6. Silver, J.A. Frequency-modulation spectroscopy for trace
species detection: theory and comparison among experi-
mental methods. Appl. Opt. 1992, 31 (6), 707–717.

7. Cooper, D.E.; Martinelli, R.U. Near-infrared diode lasers
monitor molecular species. Laser Focus World 1992,
28 (11), 133–146.

8. Demas, J.N.; DeGraff, B.A.; Coleman, P.A. Oxygen sensors
based on luminescence quenching. Anal. Chem. 1999,
71 (23), 793–801.

9. Drinkwine, M.J.; Lichtman, D. Partial Pressure Analyzers
and Analysis; Whetten, N.R., Long, R., Jr., Eds.; American
Vacuum Society: New York, 1978; 456–479.

10. Ferran, R.J.; Boumsellek, S. High-pressure effects in miniature
arrays of quadrupole analyzers for residual gas analysis from
10-9 to 10-2T orr. J. Vac. Sci. Technol. A 1996, 14, 1258–1265.

11. Templeton, A.C.; Han, Y.-H.R.; Mahajan, R.; Chern, R.T.;
Reed, R.A. Rapid headspace oxygen analysis for pharma-
ceutical packaging applications. Pharm. Technol. 2002,
26 (7), 44–61.

1976 Headspace Oxygen Analysis in Pharmaceutical Products



H
an

dl
in

g–
H

ot

Health Care Systems: Outside the United States

Albert I. Wertheimer
School of Pharmacy, Temple University, Philadelphia, Pennsylvania, U.S.A.

Sheldon X. Kong
Merck and Co., Inc., Whitehouse Station, New Jersey, U.S.A.

INTRODUCTION

It is quite fascinating how the organization, structure,
and financing of health care services can be so
very diverse in different countries around the world.
One might think that leaders and policymakers would
be aware of each other’s national health systems
and, by emulating the best features, that they would
tend to move toward harmonization and greater
similarity.

Actually, this assumptions is false. National health
care systems vary widely and are more related to vari-
ables in each country.[1] In fact, the health system in a
given country is a mirror of how that society functions
at large. Health care delivery systems must be compati-
ble with the: 1) economic system: socialist, capitalist,
or mixed; 2) political system: major or minor role of
degree of government centralization; 3) wealth of the
country: use of primary care facilities, access to specia-
lists and tertiary care facilities; 4) traditions and con-
ventions as seen in their history—fundamental,
visible things are difficult to change; 5) geography:
whether the majority of the population is located in a
few metropolitan areas, with the remainder scattered
in rural areas, or whether the population is spread over
hundreds of islands; 6) infrastructure: roads, com-
munication systems, and air service; and 7) extent of
and belief in high technology.[2]

There are other factors as well: the system from a
previous colonial power, extent of literacy and edu-
cation, and relationships with outside countries, to
name a few.

BACKGROUND

The remainder of this article examines the health care
delivery systems in six very different countries. Even
though Canada and the United States are similar coun-
tries with a shared border and language and with open
communication, their health care delivery systems
could not be any more different. Each side of the

border is aware of what happens on the other side,
however, a series of complex and powerful forces keep
them moving in their own directions.

We look at six countries very briefly in this article
to highlight the incredibly diverse approaches to
health service organization and financing. In essence,
most health systems fit into one of the following
models:

1. State ownership and control—The best exam-
ples are the British National Health Service
and the Swedish system in which clinics, hospi-
tals, and most service providers are owned and
operated by the government.[3]

2. State health insurance program—Here, the
government is the sole or major payer. How-
ever, some of the facilities and resources are in
non-government hands. This is the case in much
of Europe.[4]

3. Mixed systems—This is seen in much of Asia
and Central America and usually where there
is a small wealthy class and a massive lower
class. The lower class receives care from public
facilities, and the small upper class uses private-
sector, fee-for-service, and self-paid care.

Other scenarios fit into this category as well.
The United States has several independent
health care systems including the military, veter-
ans, Medicaid (a federal program for the medi-
cally indigent), Medicare (a federal insurance
program for those 65 years of age and older),
private-sector for-profit, and not-for-profit
clinics, hospital chains, managed-care organiza-
tions, religious, prison health, and university
teaching facilities.[5]

4. Exclusively private sector—This category is
shrinking as nations realize that health mainte-
nance and disease prevention/wellness are
important to their national goals of strength
and productivity. Switzerland would still fit into
this category, where most health care resources
are in private hands.[6]
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SPECIMEN NATIONAL SYSTEMS

Canada

Organization

Canada uses a national health service, which provides
medical services and hospital care to its entire popu-
lation. The individual provincial governments operate
health plans that conform to national legislation but
can differ in various aspects. This ‘‘Medicare’’ pro-
gram guarantees comprehensiveness, universal access,
portability, and public administration.[7]

Health Canada is the national, federal health
agency; however, the operation of health service pro-
vision is delegated to the provincial governments,
which control virtually 100% of Canada’s hospitals.
There is a gatekeeper primary health care system, with
GPs (general practitioners) or primary care family doc-
tors serving as the entry point. Access to specialists,
diagnostic testing, hospitals, and others is through
the GP. Individual citizens have the freedom to choose
their own doctors, 95% of whom are self-employed in
private practice. The provincial government pays these
doctors on a fee-for-service basis.

The individual provincial governments offer differ-
ent supplemental benefits not covered by the national
Medicare program, such as drugs, dental care, and
vision care to the poor, elderly, and other specific
groups. Supplemental benefits for the typical,
employed, and non-elderly person come from the pur-
chase of supplemental health insurance from private
sources.[8]

Pharmaceuticals

Canada created the Patented Medicine Prices Review
Board (PMPRB) in 1987 to guarantee that pharmaceu-
tical products would not have excessive prices in
Canada. The board reviews prescribed and over-the-
counter (OTC) prices and publishes annual guidelines
for manufacturers. Compliance with PMPRB guide-
lines is voluntary; however, since 1993, the board has
the authority to reduce excessive prices and return
the excess amount to the government, and to punish
the manufacturer.

The PMPRB compares prices in Canada with those
in seven industrialized nations (France, Germany,
Italy, Sweden, Switzerland, the United Kingdom, and
the United States) to ensure that Canadian prices are
in line with those of comparable countries. There is
some controversy that existing drug products are
well-controlled regarding prices, but that such is not
the case with newly introduced pharmaceuticals.

Further controls exist at the provincial level at
which each province maintains a published formulary

of drugs that are reimbursable along with the reim-
bursement level. Quebec, observers perceive, lists
nearly all new drug products, whereas Ontario appears
to be slow to list newly approved products. Each prov-
ince has additional control mechanisms. Ontario
requires the first generic drug to be at least 40% less
costly than the branded originator product. Some com-
ponents of the reference price system are seen in British
Columbia and Newfoundland.

There is growing harmonization among the prov-
inces; however, there is still no national, standardized,
and interchangeable list of drugs for ambulatory care
use. In hospitals, drugs that are administered are paid
for by Medicare. Each province has interesting and
different features in its drug benefit plan.

The Prince Edward Island plan pays for seniors;
welfare recipients; nursing home patients; and those
with rheumatic fever, diabetes, tuberculosis, multiple
sclerosis, AIDS, and several other conditions. New
Brunswick has an annual copayment cap for seniors
and for organ transplant recipients and for selected
other patient categories. A copayment is set at approxi-
mately $9 (Canadian) but is waived for some groups in
Quebec, along with an annual copay ceiling of $750.

Other interesting features of the Canadian system
include its 1998 mutual recognition agreement with
the EU, prohibition of prescription drug advertising
to consumers, a 20-year patent exclusivity period,
and the establishment of the PMPRB to ensure fair
pricing of medications.[9,10]

Republic of South Africa

Organization

The Republic of South Africa (RSA) has a most
diverse health care environment, with world-class prac-
tice and facilities in wealthy urban areas and some of
the most primitive care in poor remote villages, with
a vast array between these extremes. Primary care is
now the focus of the ANC government in an effort
to correct years of neglect and undemocratic practices
under the earlier apartheid-oriented regimes. Public
health services are being brought to the Black town-
ships as rapidly as resources permit.[11]

However, there are virtually no funds for new drugs
against HIV infection in patients, a problem most
prevalent in the RSA. To maximize the value of its
drugs budget, the RSA has enacted legislation to create
an Essential Drugs List for the public sector, along
with generic substitution authority, the removal of
some pharmacists’ unique professional privileges, and
legislation permitting the parallel importation of phar-
maceutical products already registered in the RSA.
Obviously, this conserves resources, stretching them
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for more patients, but this angers the RSA and multi-
national pharma firms.

South Africa is still the wealthiest country in Africa,
with a (1997) GDP at approximately $130 billion. It
must be noted, though, that aggregate numbers hide
massive racial differences. It is improving, but the stan-
dard of living for Blacks is yet only slightly better than
it is in neighboring countries, whereas whites enjoy a
standard of living similar to that found in North
America or Western Europe. An unemployment rate
of over 30% (mostly among Blacks) exacerbates the
fiscal situation.[12]

Routine immunizations for children, conforming to
the World Health Organization (WHO) recommended
schedule is the governmental policy, but it is not yet
accomplished in all regions. Infectious diseases includ-
ing HIV remain a serious challenge. Planning and
budgeting for resource allocation are difficult because
accurate census figures do not exist. Total health
expenditures appear to be in the area of $300 per per-
son per year, and it is estimated that the private sector
accounts for greater than 50% of total expenditures.

Public-sector expenditures emphasize primary care,
lately, at the expense of tertiary care facilities.
Private-sector spending is primarily through private
‘‘medical schemes.’’ These are non-profit organizations
supported by employer associations and employees.
There are slightly fewer than 200 of these schemes, pro-
viding insurance and care payment for nearly 3 million
workers and their 5 million dependents (of a total esti-
mated RSA population of 40 million). The largest area
of medical scheme expenditure is for medicines, which
causes the pressures on pharmaceutical pricing
addressed below. After drugs, the next largest expendi-
tures are for private hospitals, medical specialists,
general practitioners, and dentists.[13]

The RSA Department of Health (DOH) has totally
restructured the previous apartheid system of racial
and provincial health systems into a coordinated
national health program operated through health
regions and local health districts. Still, there are major
differences in knowledge, education, expectations, and
wealth within different subpopulations.[14,15]

Pharmaceuticals

Until recently, manufacturers were free to establish
their desired price for a drug. Wholesalers and retailers
added what they chose to reach the retail selling price
for medications. In 1997, a proposed scheme of prices
extending to the retailer was agreed on, but resistance
was met from the Pharmaceutical Manufacturers
Association(PMA). In the legislation, a pricing board
composed of members selected by the Minister of
Health would establish prices for each product and a
maximum selling price. Public-sector primary care

drugs are reimbursed 100% by the government. Hospi-
tal care outpatient drugs can have copayments. The
Essential Drugs List would be the core of what is to
be available at public facilities, but there appears to
be a long way to go before most of these agents will
be regularly available on a consistent basis at primary
care centers or at public hospitals.[13]

The parallel importation of RSA-registered drugs
available at lower prices abroad is the basis for PMA
litigation against the Drug Legislation of 1997. In
addition to the price-setting committee, DOH efforts
to encourage the use of generic drugs has proven
to be a source of conflict. Other features of the new
legislation bar dispensing samples or making bonus pay-
ments to dispensers of medicines; the creation of a Code
of Ethics for pharmaceutical marketing; and a series
of safety regulations, dealing primarily with limiting
practice to fully qualified and licensed professionals.

There is a fast lane for new drug approvals if
the product is already in at least one of the following
jurisdictions: the United Kingdom, Canada, United
States, Sweden, or Australia. Approxmately 85% (by
value) of pharmaceuticals go through the nearly
3,000 community pharmacies. Yet, approxmately
80% of the population rely on the public sector for
drugs, received through clinics, hospitals, primary care
posts, or military facilities. Although there is a 20-year
patent period of exclusivity/protection, the parallel
imports option effectively defeats this protection.

It will be interesting to see how the access to drugs,
price controls, and quality improvement forces will
interact and what the actual situation will be in South
Africa in the coming years, especially as the country
complies with intellectual property and World Trade
Organization policies and rules.[16]

Japan

Organization

After North America and before Western Europe,
Japan is the second largest pharmaceutical market in
the world. Its population of 126 million spends $70 bil-
lion on pharmaceuticals each year. On average, each
Japanese resident spends $2000 each year on health
care with $550 of that on pharmaceuticals. Perhaps
the primary single features of the Japanese market
are the above-average proportion of elderly in the
population and the higher than usual consumption of
drugs. It has been estimated that by the year 2050,
nearly 30% of the population will be older than 65
years of age. The high consumption rate is attributed
to drugs being injected and/or sold by the physician,
a practice used, in part, to increase the total price of
an office visit.[17]
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The primary funding source for health services in
Japan is the Social Insurance System (SIS), made up
of employee programs that pay for nearly 55% of care.
The Medical Service for the Aged program covers
another 35% of care. Private expenditures and a very
small portion for public health promotion and disease
prevention make up the difference. The Ministry of
Health and Welfare (MHW) maintains overall
responsibility for health care services and functions
via a number of bureaus. Numerous sources comment
that regulations are difficult to understand and inter-
pret, often overlapping, and that this serves as a barrier
to foreign firms desiring to enter a market. Physicians,
for example, are authorized to own and operate hospi-
tals, effectively excluding corporate owners or physi-
cians not licensed in Japan.[18]

Universal health insurance was established in 1961.
Nearly the entire population is covered through the
employer plans or through programs for the unem-
ployed, retired, or self-employed. Employees pay 10%
of the cost of treatments, up to an annual ceiling,
and also pay a portion of their premiums, with their
employers.

Pharmaceuticals

The MHW sets prices for reimbursable drugs (those
approved for the Social Insurance System). Physicians,
clinics, and private hospitals are reimbursed at a
price slightly higher than their actual acquisition cost.
The government has scheduled annual reductions in
the reimbursement prices to reduce this source of
additional income to physicians. Patients make copay-
ments of 20%, although for children and low-income
elderly the copayment is waived, and recently a plan
to eliminate copayments for persons 70 years of age
and older was introduced.

The MHW reductions of 5–10% of the prices of
existing drug products appear to have had the opposite
of the intended impact. Doctors are prescribing more
of the newest, high-priced pharmaceuticals that have
not had their margins reduced yet, thereby earning a
bigger amount from the wider difference between their
actual cost and the listed reimbursement amount.

With regard to generic drugs, astute observers
believe that the Japanese government wants its R&D-
intensive firms to be successful. A regulation requires
generics to be priced at not less than 40% of the inno-
vator brand price. It is reasonable to assume that the
margins (Yakkasa) for physicians are lower with gen-
eric drugs, and that these margins will continue into
the future, as will the reference price scheme.[19]

There is a Japanese pharmacopeia that sets official
standards and diverse government agencies that per-
form tasks undertaken by an FDA. It is rumored that

the Japanese will establish a Western-style FDA in the
near future.

One of the most disliked regulations in the view of
foreign and multinational pharmaceutical companies
is the requirement for duplicative clinical trials with
humans in Japan, because those carried out elsewhere
are not recognized. Also of interest is the fact that
Japan, like Korea and Taiwan, has no separation
between prescriber and dispenser of drugs. Called
‘‘Bungyo,’’ it is a major source of revenue for doctors
and clinics. Fewer than 20% of prescriptions ever reach
a pharmacy for dispensing.[19]

Good post-marketing surveillance practices (GPMSP)
rules have been in place since 1993. Postmarketing
experience reports are to be sent to a government agency.
Both GPMSP and periodic safety reporting require-
ments are in place that require a review of the product
each year while it is in its re-examination period, immedi-
ately after marketing approval. Unlike in the United
States, where a new drug application is approved for
an indefinite period, in Japan, there is a periodic full
reassessment. Such re-evaluations are conducted every
5 years once the initial re-examination period for a drug
product has ended.

Drug products are distributed primarily via the 2000
wholesalers, and in addition, there exists a small
second channel with drugs going directly to hospitals,
GPs, and pharmacies. There are approximately
66,000 pharmacies, most of which are family-owned
independents. There are chains as well. However, a
growing market for OTCs is found in convenience
stores.

Physicians administer and sell drugs to patients as a
highly profitable sideline. The incentive is for the phys-
ician to use as much of the most costly drug products
as possible. There is only a small OTC market, because
physicians try to prescribe and dispense as much as is
possible. Other than some concern about a drug lag,
the pharmaceutical environment in Japan is robust.
Periodically, there are calls to separate prescribing
and dispensing; however, this is not likely in the
near future given the powerful forces backing the
status quo.[20]

United Kingdom

Organization

With a population of more than 60 million and GDP per
capita of more than US $22,000, the United Kingdom is
one of the richest nations in the world. It is one of the G7
countries, a member of the European Union, and a
member of the Organization for Economic Co-operation
and Development (OECD).
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In 1996, total health care expenditure in the United
Kingdom was approximately 7.0% of the GDP. Public
expenditure by the National Health Service (NHS)
accounts for most of the health care costs. The NHS
was set up after World War II, with the aim of unifying
health care services by voluntary and local hospitals.
The NHS offers free health services to all U.K.
residents, funded through general taxation.

Two of the major characteristics of the U.K. health
care system include health authorities responsible for
hospital services and GP fundholders responsible for
primary care. In 1996, 100 health authorities became
operational in England, responsible for the provision
of NHS hospital and community health services cover-
ing geographic boundaries with populations ranging
from 125 thousand to over 1 million. There are four
levels of hospital services. At the community level,
community hospitals offer basic medical care for the
treatment of acute cases and patients requiring conva-
lescent and long-term/terminal care. General practi-
tioners are the key staff here. At the district level,
district general hospitals operate the key acute units,
serving an average population of a quarter-million.
At the regional level, major specialty services such as
neurosurgery, open-heart surgery, and radiotherapy
are provided. At the national level, highly specialized
hospitals provide complex services for parts or for
the entire country.[21]

GPs are the gatekeepers and fundholders of the
health care system. The principle of fundholding is that
GPs manage their own budgets. They can obtain a
defined range of services from hospitals and manage
patients at the GP level whenever possible to reduce
costs. In the late 1990s, GPs fundholders were orga-
nized into Primary Care Groups (PCGs). These net-
works of GPs cover wide geographic areas with an
average population of 100,000. In 1999, there were
481 PCGs in England and Wales, and all have unified
budgets (e.g., drugs, hospital care services). With a
population of a small to medium-sized HMO in the
United States, these PCGs have a very broad influence
on patient health care and the selection of drugs
through formularies.

Pharmaceuticals

The regulatory authority in the United Kingdom is the
Medicines Control Agency (MCA) under the Depart-
ment of Health. The agency’s responsibilities include
drug licensing, clinical trials licensing, pharmacovigi-
lance and drug safety, communication and provision
of information on medicines, inspection of facilities and
enforcement of regulations, and the British Pharmaco-
poeia. The United Kingdom is a reference member state
for the European Union mutual recognition procedure.
The European Union’s pharmaceutical registration

system came into effect for all member countries in
1995. The aim of the EU system is to harmonize
pharmaceutical regulations throughout the EU. The
centralized registration procedure is handled by the
European Medicines Evaluation Agency (EMEA).
Authorization through the central registration pro-
cedure is immediately valid in all EU member countries.
The decentralized procedure relies on the principle
of mutual recognition. After registration has been
obtained in a member country under the centralized
procedure, application may be made for registration
in one or more other member countries via the decen-
tralized procedure.[21]

The majority of pharmaceuticals are distributed
through wholesalers to retail pharmacies, with large
pharmacy chains now dominating the market. There
are approximately 11,000 community pharmacies in
the United Kingdom.[21] In recent years, pharmacy ser-
vices are increasingly available in supermarkets at the
expense of local independent pharmacies.

Total expenditure on pharmaceuticals in the United
Kingdom amounted to approximately 8650 million
pounds in 1999, accounting for approximately 17%
of the total health expenditure.[21] The NHS covers
prescription drugs. However, the government does
not reimburse for over-the-counter (OTC) products.
The Department of Health indirectly controls pharma-
ceutical prices. Because the price control scheme is
related to profit control, rather than to the prices of
individual products, pharmaceuticals are relatively
free-priced in the United Kingdom. The government
operates a negative list for products that are not reim-
bursable. The cost of most licensed prescription pro-
ducts is fully reimbursed. However, cost constraints
and prescribing budgets mean that GPs will often
prescribe a generic when one is available. As a result,
new prescription drugs usually have a slower pen-
etration rate in the United Kingdom than in the
United States. The recently introduced National Insti-
tute for Clinical Excellence (NICE) will add more bar-
riers to the introduction of new pharmaceutical
products in the United Kingdom.

National Institute for Clinical Excellence

Funded by the government, the National Institute for
Clinical Excellence (NICE) was set up as a Special
Health Authority in the United Kingdom in 1999
and, as such, it is a part of the National Health Service
(NHS). It was set up to ‘‘provide the NHS (patients,
health professionals, and the public) with authoritative,
robust and reliable guidance on current best practice.’’
Its key functions are ‘‘to appraise the clinical benefits
and the costs of those (health care) interventions
and to make recommendations.’’ Guidance is issued
from each appraisal based on the clinical benefits,
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cost-effectiveness, and total economic impact on the
National Health Service. The government does not
have to adhere to the recommendations by the NICE
in its guidance and financial payment to health care
providers. However, many believe that a negative rec-
ommendation from the NICE will have a detrimental
impact on the pricing, reimbursement, and sales of
the appraised product not only in the United Kingdom
but also throughout Europe, Australia, and Canada.

The guidance covers both individual health technol-
ogies (including medicines, medical devices, diagnostic
techniques, procedures, and health promotion) and the
clinical management of specific conditions. The Insti-
tute may recommend a technology for general use,
for specific indications, or for defined subgroups of
patients. Based on the appraisal, a therapeutic inter-
vention (e.g., drug) will be classified into one of three
categories: category A, routine use in the NHS; cate-
gory B, further trials needed; and category C, not
recommended for routine use in the NHS.

The NICE has a board reflecting a range of expert-
ise including the clinical professions, patients and user
groups, NHS managers, and research bodies. The
Board ensures that the NICE conducts its business
on behalf of the NHS in the most effective manner.
Details of the appraisal process and membership of
the Appraisals Committee are available on the NICE
Web site (www.nice.org.uk). Because the NICE was
new at the time of completion of this article, its impact
on the pharmaceutical industry is still not clear.

Germany

Organization

With a population of approximately 82 million in 1998
and a GDP per capita of more than $26,000, Germany
is one of the world’s largest economies and health care
markets. The population enjoys a generally good stan-
dard of health with a high degree of public awareness
about health-related issues. Life expectancy in
Germany is among the highest in the world. In 1997,
the life expectancy for males was 74 years and for
females 80. Approximately 15.8% of the population
were over 65 years in 1997, and it has been projected
that by 2020, the number of German inhabitants aged
over 60 years will be 28.2%.[22]

In 1997, health expenditures in Germany totaled
$298 billion, equal to 14.2% of the GDP. The health
care system in Germany is decentralized, and health
care expenditures are covered by a variety of
sources/payers. The statutory insurance system
(GKV) represents the biggest proportion of the total
care coverage (for almost 50%). Employers, govern-
ment budget, private households, private insurance,

retirement insurance, and accident insurance cover
the remaining 50% of the health care expenditures.
The largest spending sector is hospital expenditure,
representing 34.3% of the total GKV health care
expenditures.[22]

The federal government has little executive responsi-
bility for the provision of health care in Germany. Its pri-
mary responsibility is to provide a regulatory framework
within which the individual Länder have to operate. The
health ministries of the individual Länder are responsible
for implementing the federal legislation, enacting their
own legislation, supervising subordinate authorities and
the medical profession, hospital planning, and regional
administration.

Hospitals in Germany can be classified into three
major categories based on ownership: public, non-profit,
and private. In 1997, the public sector operated approxi-
mately 40% of general hospitals, and non-profit organi-
zations operated another 40%. However, the number of
privately owned facilities has been increasing steadily
over the past decade.

The number of practicing doctors has risen steadily
for the past 10 years. More than 70% of the practicing
doctors are specialists, with general medicine as the lar-
gest specialty. Fewer than 30% of doctors practice
without any specialty.

Pharmaceuticals

Germany is a reference member of the EU pharmaceu-
tical registration system. The European Medicines
Evaluation Agency (EMEA) handles the centralized
registration and the decentralized registration proce-
dures in individual countries. After marketing author-
ization of a product with a new active substance has
been granted in one country, the mutual recognition
procedure is compulsory in other member countries.
The mutual recognition procedure is also compulsory
for line extensions and generic products. Marketing
authorization approvals in Germany are valid for 5
years and renewable thereafter in 5 year periods.

Germany is the home of some major multinational
pharmaceutical companies such as Aventis, BASF,
Bayer, Boehringer Ingelheim, Merck KGaA, and
Schering AG. VFA is the research-based manufac-
turers’ association, whereas the Bundesverband de
Pharmazeutischen Industrie (BPI) represents small
and medium-sized companies. Because North America
is the largest pharmaceutical market in the world,
many of the VFA pharmaceutical companies locate
their key operations in the United States. Exports to
Western European countries represent a major source
of income for many of the German pharmaceutical
companies.

The pharmaceutical market in Germany is one of
the largest in the world. Based on drug use per capita,
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Germany is second only to Japan in the consumption
of pharmaceuticals. The principal distribution chan-
nels for pharmaceuticals in Germany are public retail
pharmacies and hospital pharmacies. In 1998, there
were 47,322 pharmacists in Germany, equal to 0.6
pharmacists per thousand population.[22] Public (retail)
pharmacies employed 96% of all pharmacists in 1998
and they obtained their supplies primarily from whole-
salers. Prescribed drugs, including both branded and
generic products, can only be dispensed in a pharmacy
with a doctor’s prescription. The generics market
in Germany is one of largest and fastest-growing in
Western Europe, representing approximately one-third
of the European generics markets. OTC products can
be divided into three overlapping categories: prescrip-
tion OTC medicines, non-prescription OTC medicines,
and freely available OTC products that can be sold
freely through all retail outlets such as health food
stores, supermarkets, and other retail outlets.

Mexico

Organization

Mexico is a federal republic of 31 states and a federal
district. The population was officially estimated to be
97.7 million in 1997. GDP per capita was estimated
at approximately US $4400 in 1998. As a developing
nation, communicable diseases are still one of the
major causes of mortality, although chronic and
degenerative diseases have become the leading cause
of death during the past decade.

One of the major challenges for the government is to
address the inadequacies of the Mexican health care
system. Approximately 10 million people have virtually
no access to regular basic health care services, and
another 20 million people have less than adequate
access. In 1996, the total health care expenditure in
Mexico was equivalent to approximately 4.6% of
GDP. Spending by the public sector accounted for
approximately 60% in 1996.[23]

There are three sectors in the Mexican health care
system: public, social security, and private. The public
sector is primarily directed and operated by the Sec-
retariat of Health. The public sector of health services
is under the Secretariat of Health and is coordinated
by over 200 health districts. The Federal District
Department provides health care services to some 3.2
million people in Mexico City. The Mexican Social
Security Institute (IMSS) Solidarity program covers
another 10 million people in rural areas.

The social security system covers health services for
government employees, managed by the Social
Insurance Institute of State Employees (ISSSTE), and
for private-sector workers, managed by the Mexican

Social Security Institute (IMSS). The two agencies
operate their own networks of hospitals and clinics
and provide similar benefits. Some other smaller social
security agencies exist, providing medical services for
special groups such as the army, navy, and state oil
company personnel.

The private (commercial) sector includes private
hospitals, doctor’s offices, and practitioners of tra-
ditional medicine. Charity organizations such as the
Red Cross also play a role in the Mexican health care
system.

Pharmaceuticals

The regulatory authority in Mexico is the Dirección
General de Control de Insumos para la Salud (DIGE-
CIS). The Health Secretariat issues pharmaceutical
registration. Safety and efficacy must be proven by
phase III clinical trials in Mexico to register drugs that
are new to the Mexican market. All major pharmaco-
peia (International Pharmacopoeia, US Pharmacopeia,
British Pharmacopoeia, French Pharmacopoeia, Swiss
Pharmacopoeia, European Pharmacopoeia, and Japa-
nese Pharmacopoeia) are acceptable in Mexico.

Most domestic producers in Mexico are wholly
owned or licensed subsidiaries of multinational phar-
maceutical firms. Exports have been growing fast, with
other Latin American countries as the major desti-
nation markets. However, the United States is the
major supplier of pharmaceutical imports in Mexico.

Pharmaceuticals in Mexico are subject to govern-
ment price control. The private sector accounts for
approximately 85% of the pharmaceutical market.
Prescription drugs account for the majority of the
pharmaceutical market, with antibiotics as one of the
largest classes. Because the use of generics is still a
relatively new phenomenon, most of the prescribed
pharmaceuticals are branded products. OTC products
represent approximately one-fifth of the total pharma-
ceuticals market.

CONCLUSIONS

As presented, these six representative countries use
vastly different organizations, financing mechanisms,
goals, and provision structures. In fact, few systems
around the world are identical because the systems
represent the values and priorities and political as well
as economic leanings and traditions of that country. If
there were one perfect system, we would be seeing
migration toward that model. However, because this
is not the case, it is reasonable to assume that
most of the various systems encountered around the
world are at least satisfactory in their foundations
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and macrolevel characteristics, even if some of the
operating details are not always popular.[24]

The world is full of interesting additional
approaches that a serious student of this subject might
wish to explore further. Some of these include the
‘‘need clause’’ used in Norway, where, for example,
their FDA had the authority to refuse to accept and
review a new drug because Norway already had six
benzodiazepines on the market. The FDA deemed that
sufficient unless the sponsoring company knew of a
new indication or other therapeutic breakthrough from
its use. The Swedes bought all of the then-existing com-
munity pharmacies in the country in 1970 to rationa-
lize distribution, and service level and to create a
monopsonistic body for negotiating with manufac-
turers in price-setting. The French and others place
new drugs into one of several reimbursement cate-
gories. Clearly, life-saving drugs are put in the 100%
reimbursement (to the patient) category. Most others
strive for the 70% reimbursement category; however,
if the manufacturer cannot agree on a price satisfac-
tory to the Social Security agency, the product will
be placed in a lower reimbursement category, effec-
tively hampering its market success. This is a powerful
bargaining chip for the government to contain drug prices.

It will be interesting to watch the future in this area to
see how medications previously requiring a doctor’s pre-
scription that move to OTC status are handled, and how
nutraceuticals, herbals, homeopathic, and naturopathic
drugs, without the benefit of rigorous, randomized clini-
cal trial or outcome data are handled as well. Similarly,
we can be certain that there will be excitement galore
when the nations in Central America and the Middle
East decide to control pharmaceuticals and to end the
practice of lay-person purchases of virtually any product
without the benefit of a physician’s order. Separation of
pharmacy and physician functions will occur in the Far
East in the not too distant future, causing even more
excitement or grief.

If logic dictates, we should expect to see in the
future a trend to offer incentives for prescribers who
use the most cost-beneficial products (bonuses) and
disincentives for patients (reimbursement level co-pay-
ment differences) and physicians when less than opti-
mal choices are made. Irrespective of whatever does
actually occur, it will be most interesting to observe.
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Health Care Systems: Within the United States
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INTRODUCTION

A national health care system reflects the social, politi-
cal, economic, and cultural character of a nation.
A nation’s historical roots and dominant values shape
policies and directions for the organization, quality,
financing, and access to health care services. These fac-
tors determine who gets what kind of care—at which
locations, for what price, and paid by whom.

The distinctive historical antecedents of American
cultural and social development have shaped the present
health care system. These contexts have led to a health
care system that is uniquely American in character and
composition. Although the issues currently facing the
American health care system bear some similarity to
those in other developed, industrialized nations, many
of the factors are unique to the United States.

Social values, that is, the collective societal beliefs
about the nature of the human being and the structure
of a society, play a strong role in the development of
national policies. Political and economic decisions rest
in large measure on the prevailing values held in a
society. Hence, if a predominant social value rests on
the notion that all societal members have a right to
health care, political and economic policy develop-
ments will follow suit. One way of examining these
contexts is to look at a spectrum of social values.

Donabedian[1] has proposed that such a spectrum
might be considered from two polar positions: liber-
tarianism versus egalitarianism. Dougherty[2] adds the
dimensions of utilitarianism and contractarianism.
The essence of these taxonomies of social values is that
they characterize specific sets of beliefs and values held
by a wide array of individuals.

Libertarian philosophical thought places major
emphasis on personal achievement and freedom from
political intervention. It holds that individuals should
be free to exert their rational capacity to evaluate
and determine what is good for them. They can then
further act on these determinations for themselves
from their own personal, fiscal, physical, and human
resources. To this view, Dougherty[2] adds:

Because they can think, persons can understand their

circumstances and the alternatives available to them.
Because they can choose, persons can act to affirm or

change their circumstances. Because they can think
and choose, persons are free to create their own life
plans and the values of which they are made.

It follows then, that predominant libertarian values
are deeply entrenched in the notion of the self-made
person and that social rewards should only accrue if
they are deserved and earned. The role of government
is, therefore, limited to those functions that absolutely
do not abridge the rights of the individual to exert his
or her own will for what he or she believes to be best.
Moreover, government’s role would be limited to those
functions and needs for which individuals could not
provide (national defense, negotiation of treaties, etc.).

Egalitarian principles focus on the equal moral
standing of all individuals regardless of achievement
or station in life. This philosophy also centers on the
right to equal opportunity and to the extent possible,
to be free from need and want. Thus, egalitarianism[2]

can be viewed as follows:

Practically, this means an equal right to a reasonable
share of those basic goods and services known to be

necessary for a decent human life, including a right
to a job, minimum income support, or provision in
kind of the goods necessary for life, as well as a right

to a range of social and health care services designed
to prevent and minimize psychological and physical
suffering, disabilities, and premature death.

Egalitarian values place specific demands on
government and political policy to construct broad
services and support systems so that all members of
society are provided with equal opportunity designed
to prevent and minimize psychological and physical
suffering and disabilities, and to achieve one’s life’s
aims. In this fashion, government would act on the
entitlements due to all members of society. Such enti-
tlements might be derived from legal or other forms
of social consensus.

This range of social values from libertarianism to
egalitarianism holds differing beliefs about equality,
justice, opportunity, rights, and the functional respon-
sibilities of government. When this spectrum of social
values is held over health, health care, and the admin-
istration and financing of health care services, it is not
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surprising that a vastly different array of designs
emerge. Because health and health care are so tightly
wound into personal, cultural, and social beliefs, it is
not surprising that such a vast array of health care
systems and notions about health have emerged across
the world.

America’s historical foundations have leaned
strongly to the libertarian philosophical viewpoint.[3]

The influence of the ‘‘Protestant ethic’’ from Europe,
coupled with the opportunities that a fresh land pro-
vided to ‘‘become one’s own person,’’ are strongly
borne out in American society. An unbridled, free-
market economy and freedom from governmental
intervention in the daily lives of the citizenry are strong
values that have been integrated into the American
lifestyle and American political economic thought.
The notion of ‘‘pulling yourself up by your bootstraps’’
succinctly reflects these dominant social, political, and
economic values. Such antecedents are reliable markers
for characterizing America’s health care system.
Consequently, it is a fascinating mosaic of pluralistic
approaches. It is a strongly market-driven, industrial-
ized system, which, at the same time, may be described
as one of the world’s best and one of the world’s most
troubled systems.

The United States does not have a universal health
insurance program characteristic of many developed
nations. Nor does it have national health care services
like that of the United Kingdom and other nations.
Except for those persons in the United States who pos-
sess special legal entitlements, the American health
care system is largely a private enterprise; in other
words, an industrialized system. The providers, payers,
and institutions of care represent a rich mixture of
private agents, corporations, insurance systems, and
governmental agencies. There is not a singular rationa-
lizing source for setting broad-based national policy
and direction for the health care system as a whole.
Rather, the vast market place of ideas has a variety
of options in order to implement any proposal for
which someone will pay. Relman has termed this
approach ‘‘the industrialization of health care.’’[4]

The role of the national and state governments in
the health care system is limited to those entitlement
programs that have been legislated into federal or state
law or where there is a federal and state partnership.
Federal involvement in the provision of health care ser-
vices began with the U.S. Public Health Service (PHS),
an agency of the U.S. government. The PHS was estab-
lished in 1798 to provide essential health care services
to merchant marine personnel and members of the
U.S. armed forces. Subsequent federal involvement in
the provision of and the payment for health care has
incrementally increased to include care for individuals
with special entitlements. The latter include veterans of
the armed forces, the elderly, indigent people, Native

Americans, persons with HIV/AIDS, certain disabled
individuals, and qualifying persons with end-stage
renal disease. For example, qualified veterans of the
armed forces have access to a federal system of hospi-
tals, clinics, and long-term care facilities under the
Department of Veterans Affairs (a cabinet-level agency
of the executive branch of the federal government).
Since 1965, the federal government sponsors Medicare,
a health insurance program for the elderly (65 years of
age and over and later the disabled). The federal
government also cost-shares with participating state
governments to provide the Medicaid program (also
enacted in 1965). The latter is an insurance program
for health services directed toward qualifying indigent
people. In Medicare and Medicaid, institutional and
individual providers participate as contractors under
a set of specific conditions for participation.

State and local (city and county) governments have
limited roles in the provision of health care services.
State, county, and city health departments are as dif-
ferently organized and functioning, as there are states,
counties, and cities in the United States. These agencies
reflect and represent the special needs of the geo-
graphic areas and demographic compositions of their
respective domains. Hence, the functioning and
expanse of services offered by the New York City
Department of Health is vastly different from a similar
agency in rural Montana.

This unique approach to the application of a health
care system must also be examined in light of the diver-
sity of the demography and geography of the United
States. Approximately 273 million people inhabit the
United States across a geographic expanse of 3.5 mil-
lion square miles of land. Ranging from the deserts
of Nevada to the Rocky Mountains of Colorado and
Wyoming to the tropics of Florida and the oceanic
seaboards of the east, west, and southern coasts,
American geography and topography is expansive.[5]

Hence, a substantial challenge to the delivery of health
care services exists in this array of geographical areas.

The American population is equally diverse and
expansive. There are almost 35 million people who are
age 65 or older. African Americans constitute 12.8% of
the population, Asian and Pacific Islanders 4%,
American Indians 0.9%, and Caucasians make up 82%
of the population.[5] Because the United States is largely
a nation of immigrants, there are literally hundreds of
additional ethnic groups that are part of the American
social fabric. As of March 1997, 25.8 million indivi-
duals in the United States were foreign-born, which
represents a 30% increase from 1990, when there were
19.8 million foreign-born individuals in the United
States. Mexico was the place of origin for 7 million or
28% of the total foreign born population in 1997.[5]

During 1996 and 1997, 1.3 million people moved to
the United States from abroad, and 92% of those
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individuals moved to metropolitan areas. Additionally,
during this time period, 3 million people left the central
cities and 2.8 million moved to the suburbs.[6] The
health care system of the United States should then
be viewed in the following context:

� A diverse spectrum of social values, which have
historically pointed more toward libertarianism
than egalitarianism

� Limited roles of the federal, state, and local govern-
ments in the provision of, and payment for, health
care services

� A pluralistic, free-market approach to the provision
of health care services

� A geographically diverse and substantive land mass
� A culturally diverse and numerically large popula-

tion whose characteristics are changing toward
more elderly and racial and ethnic heterogeneity

It is critical that the reader be sensitive to these con-
textual variables to understand the American health
care system and how health care policy is shaped and
implemented in the United States.

THE ORGANIZATION OF U.S. HEALTH
CARE SERVICES

Health care services in the United States are provided
by a broad array of facilities, which are financed from
a variety of payment sources. As of 1998, there were
6021 hospitals,[7] 1,012,582 hospital beds, 33,765,940
admissions, and 241,574,380 inpatient days. In 1998,
the average length of stay in community hospitals
was 6 days, whereas it was 7.7 days in 1975.[7]

It is also notable that the numbers of hospitals in
urban and rural settings are shrinking. In 1993, there
were 3012 urban hospitals and 2249 rural, whereas in
1998, there were 2816 urban and 2199 rural hospi-
tals.[13] The numbers of public acute care hospitals
decreased from 1390 in 1993 to 1260 in 1997.[8] Closure
of hospitals and simultaneous reductions in hospital
beds has occurred in inner city areas where care is
provided for large numbers of indigent patients. Such
closures are related to the high costs of care, which
are not concomitantly reimbursed by state and federal
sources either because the individuals are not eligible
or because payment rates do not cover the costs
incurred. Small, isolated rural hospitals are facing
similar economic and, hence, survival difficulties. The
plight of rural hospitals is of special significance
because their survival is often linked to the economic
and social survival of a rural community.

While the world’s population grows at an annual
rate of 1.7%, the population over 65 increases by
2.5% per year. There are just fewer than 600 million

people over the age of 60 in the world. Approximately
360 million of the world’s over 60 population lives in
the developing world, in which 7.5% of the population
is elderly. In contrast, 18.3% of the population is eld-
erly in the developed world. The most rapid changes
are occurring in some developing countries where an
increase of 200–400% in the elderly population is pre-
dicted over the next 30 years.[9] Because of the growth
of the elderly population, there has been an increase in
the demand for geriatric and long-term care facilities.
Over the next several decades, the elderly’s health care
consumption in the United States will be approxi-
mately $25,000 per person (in 1995 dollars) compared
to $9200 in 1995.[10] In this respect, the United States
is following the trends exhibited in most developed
industrialized countries.

The increased utilization of health care services by
the elderly is expected to put additional strains on an
already besieged health care system. Increasing the life
span, either through preventive measures or through
other acts of distributive justice, solves some problems
while creating others. This astounding paradox will
assuredly complicate the political and social processes
of decision making. Equally likely will be the burdens
these phenomena add to an already overburdened
national economy.

In the last several years, it is the substitutability that
has been emphasized, as more and more procedures
are performed in outpatient settings. Many services
previously performed in the hospital now take place in
physician offices. In 1996, there were 734,493,000 visits
to the physician, with an average of 3.4 per person,[11]

and the most frequent principal reason for a visit was
a general medical examination, with a total of 54.7
million in 1996. Also in 1996, there were 67.2 million
visits to outpatient departments, and 40.3 million
inpatient surgery procedures were performed.[11] This
analysis points to the increasing importance of the
ambulatory care setting as a place for rendering care.
The relevance of outpatient care will continue to grow
as more medical procedures are performed outside hos-
pitals and greater emphasis is placed on preventive care.
Outpatient visits in community hospitals alone have
advanced from 263,631,000 in 1986 to 301,329,000 in
1990 to 474,193,000 in 1998.[7]

The National Association of Home Care estimates
that more than 20,000 providers deliver home care
services to approximately 8 million individuals each
year.[12] According to the Health Care Financing
Administration (HCFA), the average number of home
health visits a year per Medicaid beneficiary was 80,
compared to 27 visits in 1989. Additionally, the num-
ber of home health agencies participating in Medicare
has increased from almost 5000 in 1988 to over 10,000
in 1997.[13] Care of patients in home settings is likely to
expand as data further suggest reduced cost for such
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care without compromising quality. Technological and
scientific developments related to providing sophisti-
cated treatments in the home will also stimulate growth
in this sector of health services.

TRENDS IN HEALTH INSURANCE COVERAGE

According to the President’s Advisory Commission on
Consumer Protection and Quality in the Health Care
Industry, there are five trends that summarize the char-
acteristics of health insurance plans of the late 1990s:

� Increased complexity and concentration of health
plans

� Increased diversity of health insurance products
� Increased focus on network-based delivery
� Shifting financial structures and incentives between

purchasers, health plans, and providers
� The development of clinical infrastructure for utili-

zation management and quality improvements[14]

In response to rapidly increasing health care costs,
private insurance companies and employers (who pay
the premiums in whole or in part for their employees)
have increased their part in implementing cost-
containment strategies. A dramatic effort has been
the application of business principles to purchasing
and vendor selection and payment for and selection
of health care providers and institutions of care.

Private employers, the federal government, and
state and local governments invest significant financial
resources in health care purchasing expenditures. In
1995, private employers contributed $183.8 billion to
private health insurance premiums, whereas the federal
government spent $11.3 billion on private health
insurance premiums, and state and local government
spent $47.1 billion.[14] In 1995, more than 83% of the
insured population was covered by private insurance,
whereas about 31% was enrolled in a public program,
such as Medicare or Medicaid.

Probably the most significant change in the American
health care system in recent years is the development of
managed care. In managed care settings, the covering
company is responsible for providing services, whereas,
at the same time, it is exposed to the financial risks
of unanticipated services. Health Maintenance Organi-
zations (HMOs) contract with hospitals and certain
physician providers for services within a negotiated
schedule of fees. HMOs and other such managed
care organizations specify where and by whom care
is to be given. The latter is a radical departure from
the historically preeminent ‘‘freedom of choice’’ that
patients and care providers enjoyed under the traditional
indemnity and fee-for-service reimbursement programs.
The traditional method of paying for medical services

is fee-for-service when the provider charges a fee for
each service provided, and the insurer pays all or part
of that fee.

Managed care is an umbrella term for HMOs and
all health plans that provide health care in return for
preset monthly payments and coordinate care in a
defined network of primary care physicians and hospi-
tals. A network includes physicians, clinics, health
centers, medical group practices, hospitals, and other
providers that a health plan selects and contracts with
to care for its members. An HMO is an organization
that provides health care in return for preset monthly
payments. Most HMOs provide care through a net-
work of physicians, hospitals, and other medical
professionals that their members must use in order to
be covered for that care.

There are a number of different types of HMOs. A
staff model HMO is an HMO in which the physicians
and other medical professionals are salaried employ-
ees, and the clinics or health centers in which they
practice are owned by the HMO. A group model
HMO is made up of one or more physician group prac-
tices that are not owned by the HMO but operate as
independent partnerships or professional corporations.
The HMO pays the groups at a negotiated rate, and
each group is responsible for paying its doctors and
other staff as well as covering the cost of hospital
care or care from outside specialists. An Independent
Practice Association (IPA) generally includes large
numbers of individual private practice physicians
who are paid either a fee or a fixed amount per patient
to take care of the IPA’s members. A Preferred
Provider Organization is a network of doctors and hos-
pitals that provides care at a lower cost than through
traditional insurance. PPO members have more health
coverage when they use the PPO’s network and pay
higher out-of-pocket costs when they receive care
outside the PPO network.[15]

An integrated health system is a network that pro-
vides a coordinated continuum of services and is clini-
cally and fiscally accountable for outcomes. There was
a significant growth of integrated health systems dur-
ing the late 1990s. In 1997, there were 228 integrated
systems and, in 1998, there were 266, representing an
increase of almost 17%.[16] Simultaneously, there has
been a disintegration of systems when mergers fail
and disassemble. Iglehart comments on how managed
care has changed the face of health care:

Before the emergence of managed care, it was largely

physicians, acting individually on behalf of their
patients, who decided how most health care dollars
were spent. They billed for their services, and third-
party insurers usually reimbursed them without asking

any questions, because the ultimate payers—employ-
ers—demanded no greater accounting. Now, many
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employers have changed from passive payers to

aggressive purchasers and are exerting more influence
on payment rates, on where patients are cared for,
and on the content of care. Through selective contract-
ing with physicians, stringent review of the use of

services, practice protocols, and payment on a fixed,
per capita basis, managed-care plans have pressured
doctors to furnish fewer services and to improve

the coordination and management of care, thereby
altering the way in which many physicians treat
patients. In striving to balance the conflicts that arise

in caring for patients within these constraints, physi-
cians have become ‘‘double agents.’’ The ideological
tie that long linked many physicians and private execu-
tives—a belief in capitalism and free enterprise—has

been weakened by the aggressive intervention of busi-
ness into the practice of medicine through managed
care.[17]

There has been a recent challenge to the core tenet
of managed care that centralized decision making
could deliver improved care at a reduced cost. In
November 1999, a large health care company decided
to allow physicians to choose what care patients need
without the insurance company’s intervention or
approval. This action opens the door to further discus-
sions about how managed care principles are utilized.
Regardless of managed care’s future course, cost con-
tainment measures will be necessary to prevent an
explosion of health care costs. The demand for cost
containment will need to be weighed against the
imperative to insure that patients have access to care.
Paul Ellwood, often referred to as the ‘‘father of the
HMO,’’ believes that there will be a new era in which
patients, not employers and government purchasers,
will have power.[18] Regardless, the weight of political
and consumer pressures, along with experience and
economic efficiency, will determine the future of
managed care.

HEALTH CARE FINANCING

The expenditures for health care in the United States
have grown from $51 billion in 1967 (6.3% of GNP)
to over $1 trillion in 1997 (14% of GDP).a In 1997,
on a per capita basis, $4090 was spent on health care[19]

and 0.64 per day/capita was spent on prescription
drugs.[20] This is substantially higher than that of
other industrialized nations. When comparing health
expenditures in the major industrialized countries com-
prising the Organization for Economic Cooperation

and Development (OECD), for example, dramatic
differences in per capita expenditures are noted.[21]

Such differences also exist in the percentage share of
GDP spent on health care,[21] and relative growth in
health care expenditures over time varies greatly
among these countries.[21,22]

The Health Care Finance Administration asserts
that national health expenditures are projected to total
$2.2 trillion and reach 16.2% of the GDP by 2008. The
growth in health spending is projected to average 1.8
percentage points above the growth rate of the GDP
for 1998–2008. This differential is higher than recent
experience but remains below the historical average
for 1960–1997, where growth in health spending
exceeded growth in GDP by close to three percentage
points. There are a number of factors that contribute
to the projected acceleration, including:

� An increase in private health insurance underwrit-
ing cycle

� A slower growth in managed care enrollment
� A movement towards less restrictive forms of

managed care
� A continued trend toward increased state and

federal regulation of health plans

The growth of health care expenditures without
a concomitant gain in health status of the population
is receiving more and more attention on the govern-
mental and corporate agenda. On the governmental
level, an increasing proportion of federal and state
budgets is being allocated to health care. In the private
sector, corporations and individuals are bearing larger
proportions of health care costs. Although no parti-
cular percentage of GDP has been determined to be
an acceptable or unacceptable expenditure for health
care services, the fact is that costs are increasing and
the health care sector is gaining an increasing share
of the economy. This follows several other interesting
trends. During the period of 1961 to 1997, national
health expenditures as a percentage of GNP rose
from 5.4% to over 14%. In the same period, dramatic
differences occurred in the source of revenues for
health care expenditures. The pattern of spending these
resources also changed significantly.[13]

In 1960, 49% of health care revenues came from out-
of-pocket payments from individuals. Out-of-pocket
spending is defined as expenditures for coinsurance
and deductibles required by insurers, as well as direct
payments for services, which are covered by a third
party. In 1990, individual consumers spent $144.4 billion
ectly for out-of-pocket payments for personal health ser-
vices.[23] This accounted for 38% of all personal health
spending. In 1998, consumers spent $183.7 billion in
out-of-pocket payments, which accounts for 33% of
the $558.7 billion in personal health spending.[23]

aThe GNP is the total annual flow of goods and services in a nation’s

economy. Most industrial countries now use GDP, which measures

the value of all goods and services produced within a nation, regard-

less of the nationality of the procedure.
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Consumers have spent and continue to spend less of
their own personal money for health care services. This
decrease in personal spending has been shifted largely
to third parties, such as private health insurance,
government programs, philanthropic organizations,
and other sources. It is evident that the shift away from
personal, out-of-pocket health spending has resulted
in greater consumption of health care services. This
transition reflects the general maxim in health care
economics that the consumption of health care services
is probably insatiable.[24] Moreover, unlike other
sectors of the economy and the laws of economics they
obey, prices for health care services do not fall with
increased consumption or purchasing.

According to Iglehart, the decline in personal spend-
ing is ‘‘attributed in large part to the growth in health
maintenance organizations (HMOs), which tradition-
ally offer broad benefits with only modest out-of-
pocket payments. In the past few years, however,
most HMO enrollees have had increased cost-sharing
requirements, as employers and health plan managers
have sought to constrain spending even further. Out-
of-pocket payments are still considerably less in an
HMO than with indemnity insurance.[17]’’ However,
‘‘The overall declines in per capita out-of-pocket
spending mask the financial difficulties of many poor
people and families. A recent study estimated that
Medicare beneficiaries over 65 years of age with
incomes below the federal poverty level (in 1997 the
level was $7755 for individuals and $9780 for couples)
who were also eligible for Medicaid assistance still
spent 35% of their incomes on out-of-pocket health
care costs. Medicare beneficiaries with incomes below
the federal poverty level who did not receive Medicaid
assistance spent, on average, half their incomes on out-
of-pocket health care costs.’’[17]

Historically, a lack of public insurance programs
created obstacles to health care services. For those
who could not afford to pay for private insurance,
the costs associated with health care were larger than
most could afford. After lengthy debate, the U.S.
Congress passed legislation in 1965 that established
Medicare and Medicaid. Medicare covers over 95%
of the elderly in the United States as well as many indi-
viduals who are disabled. Coverage for the disabled
began in 1973 and is divided in two parts: 1) hospital
insurance and 2) supplementary medical insurance.
The total disbursement for Medicare in 1997 was
$213.575 billion, and there were 36,460,143 enrollees,
of which 32,164,416 were elderly.

The total expenditure for the Medicaid program
was $160 billion in 1996. Of the total amount spent
in 1996, Medicaid payments for nursing facilities and
home health care totaled $40.5 billion for more than
3.6 million recipients. The average cost per recipient
in 1996 was $12,300, and almost 45% of the total cost

of care for individuals using nursing homes and
Medicaid was paid for home health care.[13]

Since the enactment of Medicare and Medicaid,
there have been various legislative and administrative
changes. The Balanced Budget Act of 1997 enacted
the most significant changes to Medicare and Medicaid
since its inception, including a capped allocation of
monetary resources to states and the addition of the
Children’s Health Insurance Program. The Children’s
Health Insurance Program set aside $24 billion over
5 years for states to provide health care to over 10
million children who are not eligible for Medicaid.

In 1960, public programs paid for one quarter
(24.5%) of all health care spending; by 1988, this share
had increased to 42.1%. Together Medicare and Medicaid
financed $351 billion in health care services in 1996, which
is more than one-third of the nation’s total health care
bill. Additionally, it represents three-quarters of all public
spending on health care. There has been a significant
increase in Medicare managed care enrollment—from
3.1 million at the end of 1995 to 6.3 million in 1999,
leaving approximately 33 million beneficiaries in a tradi-
tional fee-for-service Medicare program.

An area of controversy is the limitation on coverage
for prescription drugs. Spending on prescription drugs
is the fastest-growing piece of personal health expendi-
tures, amounting to $78.9 billion in 1997. Additionally,
spending for prescription drugs has increased at
double-digit rates: 10.6% in 1995, 13.2% in 1996, and
14.1% in 1997.[17] The reason for this rapid growth,
according to Iglehart, includes: ‘‘Broader insurance
coverage of prescription drugs, growth in the number
of drugs dispensed, more approvals of expensive new
drugs by the Food and Drug Administration, and
direct advertising of pharmaceutical products to
consumers. The use of some new drugs reduces hospi-
tal costs, but not enough to offset the increase in
expenditures for drugs.’’[17] In the year 2000, 86% of
health care plans will have an annual limit on brand
and generic drugs, and there will be increased use of
copayments for prescription drugs.[25]

The budget cuts imposed by Congress in 1997 to
help balance the budget have restricted the fees that
care givers receive for the elderly and disabled. When
federal health programs cut funding significantly, as
occurred in the Balanced Budget Act of 1997, the
resulting cutbacks at the institutional and health-
system level trickled down to providers’ abilities to
provide an acceptable level of service designed to pro-
tect patient safety and foster appropriate medication
use. Partial restoration of the Balanced Budget Act
in 1999 addressed the transition to an outpatient
prospective payment system for hospitals, payments
to skilled nursing facilities and home health agencies,
payments for indirect medical education, and a num-
ber of rural health care provisions.
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The dramatic shift of third parties (government,
private health insurance) toward paying for a greater
and greater proportion of personal health care services
has led to a paradigm shift in attitudes and actions
toward health care financing and cost control. Several
approaches have been adopted in the governmental
sector to slow the increases in costs and expenditures.
The most dramatic of these has been the introduction
in 1983 of the prospective payment system (PPS) to
curb the growth in hospital costs and expenditures.
By imposing prospective limits on Medicare payments
to hospitals through a system of reimbursing average
costs of specific diagnoses, hospital utilization has
decreased dramatically. The average length of stay
and admission rates in community hospitals of elderly
patients (those covered by Medicare) dropped sharply
after the introduction of PPS.[13]

Because of cost-containment strategies of both the
private and governmental sectors, hospital utilization
has declined. This has resulted in a decline in the
number of patient beds, the average length of stay,
and patient bed census.[7] The present predominant
view is that hospitalization of any patient, regardless
of revenue source, is to be avoided wherever possible.
Only those patients for whom hospitalization can be
fully justified are admitted.

As much as the financing of America’s health care
system is a major issue on the policy agenda of the
nation, so too is the continuous question about the
relationship between the costs and the outcomes of
care. As costs increase, the numbers of policy analysts,
organizations, and governmental agencies calling for a
better definition of the cost-outcome relationship has
sharply risen.

Cost-effectiveness and cost-benefit analyses are
frequently mentioned in academic and policy-analysis
circles. These notions center on careful examination of
the costs and their corresponding outputs. Eisenberg[26]

defines cost-effectiveness analysis as the measure of the
net cost of providing service (expenditures minus
savings) as well as the results obtained (e.g., clinical
results measured singly or a series of results measured
on some scale). Cost–benefit analysis determines
whether the cost is worth the benefits by measuring
both in the same units.[26] Such analyses will be critical,
as future policy decisions are made with regard to the
collection, allocation, and utilization of finite resources
in the health care system for the enhancement of health
status of the American people.

Private-sector strategies and governmental plans to
curb health care costs have not escaped criticism.
Ginsberg, for example, argues that the notion of ‘‘for
profit’’ hospital chains has severe limitations with
respect to garnering large proportions of market share
and, consequently, greater profits.[27] He bases this
view on the limited amount of private funding

available for hospital care. On the other hand, he sees
this sector as being able to grow in the area of nursing
homes and other businesses related to the care of the
elderly.

ACCESS TO HEALTH CARE SERVICES
IN THE UNITED STATES

There are three classes of individuals who have open
access to and can derive some form of services from
America’s health care system:

� Those who receive support from governmental
sources because of specific entitlements (indigents,
elderly, and veterans)

� Those who are provided with basic health insurance
coverage from their employers

� Those who choose to cover their expenses from out-
of-pocket payments

There are, however, those who have no specific
financial support or capacity to pay for health care
services and who are not eligible for any type of entitle-
ments. These individuals must rely on some form of
charity care or services. In addition, there are those
who, for reasons of geographic remoteness or total
inability to gain access, have no access to health care
services. This group represents a complex, resource-based
demand model, which also has an equally complex
pattern of health care system and services-utilization
requirements.

With increasing health care costs and consequent
increases in insurance premium costs, gaining access
to health care services without incurring personal costs
has become more difficult. Not all services are covered
for individuals in the federal Medicare and Medicaid
programs. Moreover, there are strict limitations on
the extent of services offered in these programs. A simi-
lar set of restrictions may be found in private-sector
health care coverage strategies. Because few insurance
programs and none of the federal programs provide
coverage for unlimited long-term care, all but the very
rich are at risk of financial ruin.

The health care lexicon includes two new terms to
reflect these problems: underinsured and uninsured.
The underinsured may include the ‘‘working poor,’’
those individuals who have jobs and may be covered
by a very limited, if any, health insurance program
by their employers. They are likely low wage earners
and those receiving incomes at, or slightly above, the
poverty level. Typically, they do not qualify for Medi-
caid entitlements, do not have employer-paid health
insurance benefits, and cannot afford (or choose not
to purchase) third-party coverage for payment of
health care services.
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There are no specific policy plans available to
finance uninsured and underinsured care. Whether
planned as charity care or unplanned as financial loss,
the ‘‘price tag’’ for uncompensated care in the United
States was $18.5 billion in 1997, which is 6% of the
total of hospital expenses.[28] This percentage has
remained constant since 1984, when the percentage of
total expenses for uncompensated care was also 6%.[8]

Reduced payments and high levels of uncompen-
sated care have led to the closing of hospital facilities
in both urban and rural blighted areas, making access
to care even more difficult for some. Whiteis and
Salmon[29] refer to this phenomenon as ‘‘disinvestment
in the public goods.’’ Because privately owned and
not-for-profit hospitals and private clinics, pharmacies,
and physician’s offices must rely on their own financial
soundness, any threat to that foundation may lead to
closure.

The amount of uncompensated care is magnified in
areas where serious social problems exist because
health status is directly related to social status. Health
status should be examined in broad terms by reviewing
morbidity and mortality data available for the whole
population. The life expectancy of people who live
in the United States has grown by almost 10 years,
from 68.5 years in 1936 to 76.1 years in 1996. Women
were expected to live to 79.1 years in 1996, whereas the
average for men was 73.1 years.[11] The leading causes
of death in 1996 among people living in the United
States were:[11]

1. Heart disease (733,361 deaths)
2. Cancer (539,533 deaths)
3. Stroke (169,942 deaths)
4. Pulmonary diseases (108,027 deaths)
5. Accidents (94,948 deaths)
6. Pneumonia and flu (63,727 deaths)
7. Diabetes (61,787 deaths)
8. AIDS (31,130 deaths)
9. Suicide (30,903 deaths)

10. Liver disease (25,047 deaths)

Infant mortality, another measure of the health sta-
tus of a nation, stated as the number of deaths per live
births, was 7.2 per 1000 live births in 1997 compared to
9.9 per 1000 live births for 1988. Overall, these figures
are comparable to those of the major, industrialized
nations of the world.

Major morbidity in the United States is currently
centered on diseases of life style. These morbidities
contrast sharply with disease patterns prevalent during
the early part of the 20th century. Outside of AIDS
and other sexually transmitted diseases, infectious
diseases represent a small proportion of prevalent
morbidity. Rather, life-style diseases, associated with
smoking, poor nutrition, a sedentary life style, alcohol

and other chemical consumption, homicides, suicides,
and accidents, represent the majority of morbidity
in the United States. Significant preventive strategies
can markedly reduce the incidence, prevalence, and
mortality associated with these health care problems.

Not surprising, in areas with high concentrations of
indigent people, there are similarly high concentrations
of uninsured individuals requiring intense health care
services. These areas exist in both rural and urban set-
tings. Emergency rooms have become a major resource
for primary health care services in areas where physi-
cian office services or other service providers (clinics)
are not available because of location, cost, or quality.
Emergency rooms have also become providers of high-
intensity care for victims of gun shot wounds, drug
overdoses, communicable diseases, and other trauma
associated with poor social conditions. Much of the care
in emergency rooms is uncompensated because the qual-
ity and amount exceed the allowable reimbursement.
Some trauma centers in economically blighted areas
have been closed.[30]

Hospitals in inner cities and blighted rural areas
also care for a higher proportion of ‘‘at-risk’’ patients
than hospitals in the for-profit sector generally located
in more affluent areas.[29] In fact, affluent hospitals
sometimes ‘‘dump’’ their uncovered patients on char-
ity care and other public hospitals in order to reduce
their financial risks. This, however, increases the finan-
cial risks of public or charity hospitals. Again, the
reimbursement levels under present schemes for large
numbers of ‘‘at-risk’’ patients simply do not cover
costs; thus, the United States has witnessed hospital
closings, particularly in those areas where such loss is
most noticeable.[30]

American health policy continues to grapple with
these issues related to the underinsured and the unin-
sured.[31] A multiple-tiered health care system based
on social class and ability to pay is unacceptablein a
nation that boasts incomparable riches and political
agendas of democracy and rights. Ginsberg[27] notes:

Despite all our efforts of recent years, then, health care

costs continue to increase . . . There is undoubtedly
waste in the health care system, but no solid proposals
have been advanced to recapture the $100 billion, plus

or minus, that some believe can be saved. I believe that
we will not reshape our national health policy agenda
unless and until we achieve a broad consensus on the

key issues. Do the American people, for example,
desire to ensure access to health care for the entire
population? In that case they must agree to pick up
a sizable additional tab, which they have thus far

avoided.

The issue of quality health care has become an
increasing issue of concern in the face of cost

1992 Health Care Systems: Within the United States



H
an

dl
in

g–
H

ot

constraints and limited access to health care. The Pre-
sident’s Advisory Commission on Consumer Protection
and Quality in the Health Care Industry[32] states that
‘‘the purpose of the health care system must be to
continuously reduce the impact and burden of illness,
injury and disability and to improve the health and
functioning of the people of the U.S.’’ According to
the Commission, there are basic characteristics of health
care that, as a nation, we should strive to achieve. The
Commission has created ‘‘Guiding Principles for the
Consumer Bill of Rights and Responsibilities’’ for
the health care of people in the United States. These
include the following:

� All consumers are created equal
� Quality comes first
� Preserve what works
� Costs matter

THE FUTURE OF HEALTH CARE

Suggestions for broad reform, which address the finan-
cial, access, and quality of care issues for America’s
health care system, have emerged during the past dec-
ade. Iglehart emphasizes the irony of the American
health care system. He writes:[17]

By many technical standards, U.S. medical care is the
best in the world, but leaders in the field declared
recently at a national round table that there is an
‘‘urgent need to improve health care quality.’’ The

stringency of managed care and a low inflation rate
have slowed the growth of medical spending appreci-
ably, but a new government study projects that health

care expenditures will soon begin escalating again and
will double over the next decade. In short, the Ameri-
can system is a work in progress, driven by a disparate

array of interests with two goals that are often in con-
flict: providing health care to the sick, and generating
income for the persons and organizations that assume
the financial risk.

The President’s Commission[32] outlines areas in
which the American health care system could be
improved in light of the reality that many individuals
receive substandard care and 44.3 million individuals
are without health insurance coverage. This com-
mission outlines several types of quality problems
including avoidable errors, underutilization of services,
overuse of services, and variation in services. Based on
the reality of these quality problems, the Commission
recommended that the initial set of national aims
should include:[32]

� Reducing the underlying causes of illness, injury
and disability

� Expanding research on new treatments and evi-
dence on effectiveness

� Ensuring the appropriate use of health care services
� Reducing health care errors
� Addressing oversupply and undersupply of health

care resources
� Increasing a patient’s participation in his or her care

The President’s Commission engages a broad con-
sumer advocacy movement in public and private
sectors calling for a major reform of the U.S. health
care system to improve access to care for more indivi-
duals living in America. Consistent with previous pat-
terns, however, these calls have only led to incremental
adjustments in policy and slight quality changes in
direction. The major problems, for the most part,
remain unaffected. Although broad based health care
reform efforts have been unsuccessful, market forces
and more targeted legislation and regulatory efforts
have changed the face of health in the 1990s.

The 1993–94 Clinton health care reform plan, in its
ideology, provided an ambitious plan to eliminate the
enormous problem of lack of access to health care. It
proposed to guarantee comprehensive health benefits
for all American citizens and legal residents, regardless
of health or employment status. The proposal was
unsuccessful due to a number of factors, including its
vast scope, the complicated nature of the plan, and
an underestimation of the politics involved with rad-
ically reforming health care. The failure of the Clinton
administration health care reform agenda and the
subsequent events to revise the American health care
system are important lessons of health-care-system
related politics.

Unfortunately, since the failure of the Clinton
Administration plan in 1994, the number of uninsured
individuals in America has grown. According to the
Census Bureau, 44.3 million people are uninsured,
comprising about 16.3% of the population. Of those
uninsured, 15.4% are under 18 years of age, and the
largest percentage is among individuals between 18
and 24 years of age. People of Hispanic origin make
up 35.3% of those uninsured and 43% of the total
uninsured population are not citizens of the United
States.[6]

The number of uninsured persons is expected to
continue to grow. Proposals for health care reform
to combat this problem include President Clinton’s
proposal for Medicare buy-in proposals for ‘‘middle
aged’’ adults and House Majority Leader Dick
Armey’s (R-TX) proposal for a refundable tax credit
to pay for insurance for the uninsured. The 2000 presi-
dential campaign opened the debate for legislation that
will improve health care coverage for the uninsured.
This public debate on how to enhance access to care
will stimulate creative ways to improve the U.S. health
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care system. However, rhetoric is not enough; it needs
to be translated into programs that attack the problem.

The essence of the health care financing dilemma
is related to how much a nation wishes to spend, on
whom these funds are to be expended, and by what
methods a relationship among cost, quality, and out-
comes might be determined. In a time when advancing
science and technology is flourishing in the health care
field, ‘‘high tech’’ medicine will continue to evolve with
an ever-increasing price tag. Furthermore, the costs
of unanticipated and complex disease problems (e.g.,
HIV/AIDS) add to the unpredictability of health care
system costs. This is all to say that most policy makers
understand what needs to be done. They are in a
quandary, however, in finding the appropriate and
acceptable solution. Hence, it is likely that costs and
expenditures will continue to rise (and, thereby,
increase the percentage of GNP that will be spent
for health care) and that solutions may become even
more elusive.

Although some might argue that the available
resources for expenditures on health care are ulti-
mately limited, few are able to say exactly where that
limit is or should be. In the United States, there has
been an expansion of technologies and procedures
based on scientific advancements without a concomi-
tant development of a moral and ethical policy for
determining who might be best served by such
advancements. Rationing of health care services or
otherwise limiting access to high cost services, for
example, has resulted from political policy rather than
from deliberated public policy and rational decision
making. This is most notably evidenced in the Medicaid
component of the U.S. health care system.

As cost pressures continue to mount, there will
likely be a return to having patients pay more of the
health care expenditure dollar from their own
resources. This will take the form of higher deductibles
and co-insurance payments. Perhaps returning the
burden of health care financing to the individual will
raise the collective consciousness of American society
that ‘‘there is no such thing as a free lunch’’ insofar
as using and paying for health care services is con-
cerned. Certainly, this phenomenon has occurred in
social welfare ‘‘reform’’ in which the programs that
have had mixed success have been restructured to
‘‘roll’’ participants off of welfare to work.

On the other hand, there are perhaps no solutions
forthcoming on some of the problems represented in
the arena of health care financing. As Hardin suggests,
there is indeed a class of human problems that have
no technical solution.[33] In using Hardin’s analogies,
Hiatt[34] suggests that ‘‘nobody would quarrel with
the proposition that there is a limit to the resources
any society can devote to medical care, and few would
question the suggestion that we are approaching such a

limit. The dilemma confronting us is how we can place
additional stress on the medical commons without
bringing ourselves closer to ruin.’’

CONCLUSIONS

These are the principal contemporary features of the
U.S. health care system. A massive societal structure
is at once saviour, behemoth, juggernaut, and question
mark. It certainly will be in a constant state of flux and
gradual change. It therefore bears constant vigilance
and careful guidance by those who derive their liveli-
hoods from it and those who are the beneficiaries of
its caring. Most importantly, it will require significant
pressure from those who are disenfranchised from it.
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INTRODUCTION

Homogenization encompasses techniques of emulsifi-
cation of one liquid into another, dispersing solid par-
ticles uniformly in a product, and disrupting cell
membranes. Traditionally, homogenizers have been
used in the pharmaceutical industry for emulsification.
However, they are finding increasing applications in
the manufacture of liposomes,[1] nanosuspensions,[2]

solid–lipid nanoparticles,[3] tablet coating disper-
sions,[4] micro-encapsulation,[5] and in cell disruption
for harvesting therapeutic proteins in cell cultures.[6]

Pharmaceutical emulsions are generally classified as
oil-in-water (o/w) or water-in-oil (w/o) systems, where
the first component represents the dispersed phase,
although more complex systems are feasible. The first
step in the process of emulsification involves application
of mechanical energy (homogenization) to break up the
dispersed phase and form a stable emulsion. Homogeni-
zation is also used for particle size reduction in pharma-
ceutical suspensions. Important factors controlling the
formation of pharmaceutical emulsions and dispersions
are mechanical and/or formulation related. Mechanical
forces during homogenization cause droplet or particle
size reduction by shear, turbulence, impact, and cavi-
tation.[7] Shear is caused by elongation and subsequent
breakup of droplets, due to acceleration of a liquid.
Cavitation is caused by an intense pressure drop, leading
to formation of vapor bubbles in the liquid, which
implode causing shock waves in the fluid. This leads to
disruption of droplets, particles, and cell membranes.
Homogenizers, available from different manufacturers
operate using a combination of these forces.[8]

This review will focus on commonly used homoge-
nizers in the pharmaceutical industry viz. high-pressure
homogenizer, rotor-stator homogenizer, microfluid-
izer, and ultrasonic homogenizer.

HIGH-PRESSURE HOMOGENIZATION

Auguste Gaulin introduced the first high-pressure homo-
genizer in 1900 for homogenizing milk.[9] The basic

high-pressure homogenizer consists of a positive dis-
placement pump attached to a homogenizing valve
assembly (Fig. 1). The pump forces liquid into the valve
area at a high pressure. As the product is forced through
the adjustable gap (D), its velocity increases tremen-
dously with a corresponding decrease in pressure. The
emerging product then impinges on the impact ring
(C). This sudden change in energy causes increased
turbulence, shear, and/or cavitation, resulting in droplet
size reduction and uniform dispersion of particles. High-
pressure homogenizers are used in emulsification,[10–12]

preparation of microparticles and nanodispersions,[13–16]

liposomes,[1,17,18] and in cell disruption.[6,19] A laboratory
scale model of the high-pressure homogenizer is shown in
Fig. 2. For emulsion processing a single-stage or two-
stage valve assembly can be used, where 10% of the total
pressure is applied at the second stage. Another com-
monly used approach is the multiple-pass homogeniza-
tion, if a very narrow particle size distribution is
needed. This can be achieved by using a series of homo-
genizers or processing several discrete passes through
the same machine.

Several factors affect the final emulsion formulation
obtained using high-pressure homogenization. More
importantly the level and type of surfactant,[11,12] level
of the oily phase, and homogenization process para-
meters, such as pressure, number of cycles, or discrete
passes through the homogenizer, play a significant role.
Pandolfe studied the effect of several of these factors
and found that the premix condition (prior to homoge-
nization), emulsifier concentration, and energy input
by the homogenizer, significantly affected the quality
of the final emulsion.[11] The effect of increasing homo-
genizing pressure on emulsions with different levels of
oily phase, in poor premix (turbine stirrer at 1000 rpm)
and good premix (prehomogenized at 500 psi) samples,
is shown in Fig. 3. Although droplet size reduction is
seen at all conditions, more effective formulations can
be obtained by using the lowest amount of oily phase
at the highest homogenization pressure with a properly
premixed dispersion. It was also concluded that incre-
asing homogenization pressure could effectively reduce
the amount of emulsifier required in a formulation.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001713
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.1996
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Because of its efficient droplet size reduction, high-
pressure homogenization can be used for preparing
parenteral fat emulsions.[10] Here the requirement
is that number of droplets or particles above 1 mm
should be limited and no particle should be larger
than 5 mm.

Calvor and Muller[13] used high-pressure homogeni-
zation and a novel method to prepare biodegradable
microparticles of poly(D,L-lactide) (PLA) and poly
(D,L-lactide-co-glycolide) (PLGA). They heated the

drug–polymer-containing suspensions above the glass
transition temperature (Tg) of the polymer, followed
by high-pressure homogenization. Above the Tg of
the polymer, the viscosity of the dispersed phase was
lowered leading to efficient droplet size reduction by
homogenization. Fig. 4 shows the effect of homogeni-
zation temperature on particle size reduction in PLGA
(Tg � 40�C) containing systems. Traditionally, Gau-
lin-type homogenizers are known to uniformly disperse
and breakup particle agglomerates. Actual breakup of
primary particles in the suspension was considered
highly unlikely. However, more recently, high-pressure
homogenization was successfully employed to prepare
nanosuspensions of poorly soluble drugs, starting from
micron-sized material.[14] Some factors controlling size
reduction of drug particles during homogenization
include, gap width in the homogenizer, particle shape
and size in the feed material, and fragility of drug
crystals. Nanosuspensions have promissing applica-
tions in injectable formulations of poorly soluble drugs
or reformulating solution parenterals, which contain

Fig. 1 Homogenizing valve assembly in a high-pressure
homogenizer. (With permission: APV Homogenizer Group,

Wilmington, MA.)

Fig. 3 Mean droplet diameter versus homogenizer pressure
for emulsions with 1% emulsifier and 5%, 10%, or 20% oily

phase. (Adapted from Ref.[11].)

Fig. 2 Laboratory scale model of a Gaulin type high-
pressure homogenizer. (With permission: APV Homogenizer
Group, Wilmington, MA.)
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toxicologically less favorable excipients. They can also
be used to enhance saturation solubility and bioadhe-
sive properties of drugs in the GIT, leading to better
bioavailability following oral administration.[2]

Due to the abrasive nature of suspended drug particles,
erosion of contact surfaces and heavy-metal con-
tamination is a major concern during high-pressure
homogenization. A study by Krause and coworkers
found that heavy-metal contamination was minimal
(<1 ppm) in nanosuspensions after being homogenized
at 1500 bar for 50 cycles.[20]

Liposomes are phospholipid vesicles containing an
aqueous compartment surrounded by one or more
bilayers.[1] They are finding increasing application as
carriers for small molecule drugs, controlled release
and targeting of protein and peptide therapeutics,
and as immunological adjuvants in vaccines.[17] Due
to the realization that liposomes need to be produced
on a large-scale, high-pressure homogenizers are well
suited for industrial production under aseptic con-
ditions. The effects of shear and cavitation during
homogenization usually form small unilamellar vesi-
cles (SUVs). The number of passages through the
homogenizer and pressure used affects the vesicle

sizes.[17,18] For a certain combination of lipid and
water, increasing homogenization pressure produces
smaller and narrower (decreasing polydispersity) vesi-
cles with an optimum diameter. Any further increase
in the number of passes results in broader size distri-
butions due to coalescence.[17] Bachmann, Brandl,
and Gregoriadis used a continuously operating high-
pressure homogenizer to scale-up production of
liposomes using the ‘‘one-step’’ method, where SUVs
are prepared from powdered lipid and aqueous drug
solution.[18] Encapsulation efficiency and entrapped
aqueous volume of the vesicles are summarized in
Table 1. Liposomes prepared with phosphatidylcholine
fraction of soybean lecithin (SPC) were homogenized
at 40 MPa or 70 MPa, with the higher pressure produc-
ing much smaller vesicles. However, extensive recircu-
lation decreased these differences after several passes
through the homogenizer. In addition, encapsulation
efficiencies decreased at higher pressures and repetitive
processing (Table 1).

Recent advances in biotechnology have produced
several new protein drugs from mammalian and bac-
terial cell cultures. High-pressure homogenization is
widely used to harvest intracellular proteins and
enzymes of interest in cell cultures.[6,19] Lander et al.
conducted a mechanistic study of cell disruption
caused by homogenization.[19] Shear and cavitation
were found to play an important role in cell membrane
disruption and release of intracellular contents. High-
pressure homogenizers for cell disruption applications
use special valve assemblies for efficient rupture of cell
walls.[6] Other process parameters to consider during
cell disruption are viscosity of the cell suspension, flow
rate, and number of passes through the homogenizer.

MICROFLUIDIZATION

The microfluidizer is a high-pressure homogenizer that
works, on a different principle. The pre-homogenized
liquid is forced through an interaction chamber using
a high-pressure pump. The interaction chamber con-
sists of ceramic microchannels, which cause the liquid

60

50

40

30

20

10

1
0
0.1 10 100

D
en

si
ty

 d
is

tr
ib

ut
io

n 
q3  

I g
 (

%
)

Particle size (µm)

Temperature [°C]
75
78
79
80

Fig. 4 Volume size distribution of poly(D,L-lactide-co-glyco-
lide) particles at a homogenization temperature of 75�C (;),
78�C (&), 79�C (}) and 80�C (�). (Adapted from Ref.[13].)

Table 1 Encapsulation efficiency and entrapped volumes of vesicles prepared using a high-pressure homogenizer

40 MPa Homogenizing pressure (70 MPa)

Number of cycles

Encapsulation

efficiency (%)

Aqueous volume

entrapped (l/mol)

Encapsulation

efficiency (%)

Aqueous volume

entrapped (l/mol)

1 11.8 0.91 11.6 0.89

5 10.4 0.80 9.0 0.69

10 8.0 0.62 7.5 0.58

20 7.6 0.58 6.1 0.47

(From Ref.[18].)
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feed to split into two streams. These streams are then
recombined at very high velocities producing forces
of shear, impact, and cavitation, which cause droplet
or particle-size reduction in emulsions and suspensions.
A complete description of the operation of the microflu-
idizer is summarized in US Patent 4,533,254.[21] A sche-
matic diagram of the microfluidizer process is shown in
Fig. 5. These homogenizers are commercially available
from Microfluidics Corporation (Newton, MA). Micro-
fluidizers are capable of handling emulsions,[21–23] arti-
ficial blood,[24,25] suspensions,[26] and liposomes.[27–30] A
microfluidizer that can operate at process pressures of
up to 40,000 psi is shown in Fig. 6.

Because of their efficient droplet size reduction and
ease of scale-up, microfluidizers are frequently used to
prepare parenteral feeding emulsions.[22,23] Droplet
diameters were directly related to the process pressure
used, number of passes through the microfluidizer, and
concentrations of emulsifier and oily phase in the emul-
sion.[22] Reduction in droplet size of a 10% emulsion as
a function of number of passes through the microflu-
idizer is shown in Fig. 7.[22] When the homogenizer
was operated at its maximum operating pressure of
10,000 psi, droplet diameters decreased from 380 nm
for a single pass to a plateau of 250 nm after four cycles,
with further processing having no significant effect.
Lidgate, Fu, and Fleitman used a microfluidizer to pre-
pare an o/w parenteral emulsion for use as a vaccine
adjuvant and compared its stability to emulsions pre-
pared by other methods.[23] Stress tests to induce cream-
ing were used to test emulsions produced by various
techniques. Microfluidization produced a superior par-
enteral emulsion compared to a homogenizer mixer.
Stability correlated well with increasing number of
microfluidizer cycles used to process the emulsion.[23]

The microfluidizer has distinct advantages over con-
ventional milling processes in particle size reduction of
pharmaceutical suspensions. Absence of heavy-metal
contaminants due to surface erosion and easy scale-
up to production were observed when using the micro-
fluidizer for preparing radiopaque suspensions.[25]

Several reports deal with scaled up production of lipo-
somes using the microfluidizer.[28–30] In one study,
liposome dispersions with relatively high lipid concen-
trations (400 mmol/ml) could be processed to narrow
size distributions using the microfluidizer.[26] In
addition, a US Patent (4,776,991) describes the large-
scale production of liposome encapsulated hemoglobin
for use as a blood substitute.[30] Liposomes produced
with high-pressure homogenizers usually result in
small unilamellar vesicles (SUVs). Their main disad-
vantages are low encapsulation efficiency and tendency
to leak their contents more often than multilamellar
vesicles (MLVs). Sorgi and Huang used the microflu-
idizer to prepare cationic liposomes, where the active
component is not encapsulated, but forms a complex
with the liposome using charge interaction.[29] The
microfluidizer was well suited for preparation and
scale-up of cationic liposomes of a plasmid DNA,
which was successfully used in gene therapy clinical
trials.[29]

ROTOR-STATOR HOMOGENIZATION

The rotor-stator homogenizer is one of the most com-
monly used pieces of equipment in the pharmaceutical
industry. Although they have limited capability in
achieving very fine droplets or particles, rotor-stator
mixers are capable of handling liquids at much higher

Outlet
Reservoir

Interaction
Chamber

Pressure
GaugePressures up to

40000 psi

Constant Pressure
Intensifier Pump

Inlet
Reservoir

Prehomogenized
Mixture

Homogenized
Product

Fig. 5 Microfluidizer processor
flow diagram. (Microfluidics Cor-

poration, Newton, MA.)
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viscosities, compared to high-pressure homogenizer
and the microfluidizer. A rotor-stator homogenizer
consists of an impeller in close tolerance to a stationary
housing, which restricts the flow of liquid caused by the
impeller movement. Shear and impact comminute par-
ticles and droplets caught between the rotor and sta-
tor.[5,31] The colloid mill is an extreme example of the
rotor-stator homogenizer, where the gap between the
rotating truncated cone (rotor) and its housing (stator)
is adjustable. However, the colloid mill suffers from
disadvantages like generation of excessive heat and
incorporation of air in the finished product. Various
geometries and configurations of the mixing head in

the rotor/stator design are available from different
manufacturers.[8] They can be used in the batch mode
and continuous, or ‘‘in-line,’’ mode. An ‘‘in-line’’
rotor/stator homogenizer is depicted in Fig. 8. Para-
meters affecting final product quality in rotor/stator
homogenization are homogenization intensity, resi-
dence time of product in the shearing field, viscosity
of the dispersed and continuous phases, surfactant
concentration, rotor/stator design, volume of the
mixer, and volume ratio of the two phases.[5,31]

Djakovic, Dokic, and Sefer studied several factors
such as homogenization time, emulsifier concentration,
and homogenization intensity to determine optimal
parameters for emulsification, using a rotor-stator
homogenizer.[32] Mean droplet diameter and polydis-
persity were used as measures of final product quality.
For constant homogenization intensity (rpm) and

Fig. 6 The M-140K Microfluidizer processor. (Microfluidics
Corporation, Newton, MA.)
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Fig. 7 Emulsion droplet size versus number of passes
through the microfluidizer for a 10% oily phase emulsion
processed at 10,000 psi. (Adapted from Ref.[22].)
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Fig. 8 An in-line rotor/stator homogenizer. (IKA Works,

Wilmington, NC.)
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mixing time, droplet size and polydispersity decreased
with increasing emulsifier concentration before reach-
ing an optimum level.[32] Maa and Hsu[5] compared
the batch mode and a flow-through apparatus, using
rotor/stator homogenization for microencapsulation.
Emulsion droplets obtained using the flow-through
method were consistently higher than the batch mode.
Since emulsification is effected by residence time of
liquid in the shearing field, the flow-through method
induced lower shear compared to the batch mode.
However, using effective recirculation in the flow-
through mode can overcome this problem.[31]

ULTRASONIC HOMOGENIZATION

Sonication emulsifies primarily by cavitation. An ultra-
sonic homogenizer consists of a generator, converter,
and horn tip.[8,31] The converter consists of a piezoelec-
tric quartz crystal, which transforms electrical energy
into high intensity vibrations and transmits them to
the horn tip immersed in the liquid. Droplet size
reduction occurs mainly by intense shock waves gener-
ated in close proximity to the tip. For large-scale appli-
cations, ultrasonic homogenizers can be used in the
continuous mode with a flow-cell.[33] In general, drop-
let size reduction in ultrasonic homogenizers is affected
by sonication intensity, viscosity of the mixture, emul-
sifier concentration, and time of sonication.[31,34] Fig. 9
shows the effect of increasing sonication power on
emulsion droplet size in liquid–liquid emulsification.[31]

Higher sonicating power resulted in smaller emulsion
droplets. At all power levels the droplet size reduced
dramatically, initially followed by a leveling-off phase.
Sonication is comparable to rotor-stator homogeniza-
tion if sufficient power is used. However, as liquid vis-
cosity increases, rotor-stator homogenization is more
efficient due to shear effects.[31]

EQUIPMENT CONSIDERATIONS

A variety of homogenizers capable of performing a
range of processes are available. Important considera-
tions during formulation development include the
feasibility and availability of pilot and production scale
equipment, which can reproduce the same results. A
sampling of homogenizers available from selected
manufacturers is given in Table 2. High-pressure
homogenizers and microfluidizers are available in a
wide range of capabilities ranging from bench-top
models to production equipment capable of handling
large amounts of material. These homogenizers are
limited in their handling of high viscosity fluids
compared to rotor-stator homogenizers, which are
designed to handle even thick pastes and creams.

However, particle size reduction is more efficiently car-
ried out using high-pressure homogenizers and micro-
fluidizers. Ultrasonic homogenizers are also capable of
handling large volumes by using the continuous or
flow-through approach. However higher intensities
are needed to cause cavitation and droplet reduction
in high viscosity fluids. As indicated in Table 2,
high-pressure homogenizers and microfluidizers can
be easily adapted for batch or continuous processing.
Rotor-stator homogenizers are available either as
batch processors or in-line dispersers, which can be
used continuously or by recirculating the product.
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INTRODUCTION

Hot-melt extrusion is one of the most widely applied
processing techniques in the plastics industry. Joseph
Brama invented the extrusion process for the manu-
facturing of lead pipes at the end of the eighteenth
century. However, hot-melt extrusion was not applied
in the plastics’ industry until the mid-nineteenth cen-
tury, when it was first introduced into a wire insulation
polymer coating process. Today, hot-melt extrusion is
not only widely applied in the production of polymeric
articles but also in polymer production and compound-
ing. Currently, more than half of all plastic products,
including plastic bags, sheets, and pipes, are manufac-
tured by this process.[1]

For pharmaceutical systems, several research
groups have recently demonstrated that the hot-melt
extrusion technique is a viable method to prepare
granules, sustained release tablets, and transdermal
and transmucosal drug delivery systems. Molten
thermoplastic polymers during the extrusion process
can function as ‘‘thermal binders and/or drug release
retardants’’ once they exit the extruder and solidify.
For film processing, a polymer can be shaped into a
film via the heating process rather than through the
traditional solvent-cast technique.

For pharmaceutical applications, hot-melt extrusion
offers many advantages over traditional processing
techniques. The advantages are as follows: 1) neither
solvents nor water are used in this process; 2) fewer
processing steps are needed, and, thus, time-consuming
drying steps are eliminated; 3) there are no require-
ments on the compressibility of the active ingredients,
and the entire procedure is simple, continuous, and
efficient; 4) the intense mixing and agitation during
processing cause suspended drug particles to de-
aggregate in the molten polymer, resulting in a more
uniform dispersion of fine particles; and 5) the bio-
availability of the drug substance could be improved
when it is dispersed at the molecular level in hot-melt
extruded dosage forms. To produce the pharmaceutical

dosage forms via hot-melt extrusion, a pharmaceutical
grade polymer must be selected that can be processed
at a relatively low temperature due to the thermal
sensitivity of most drugs. All components must be ther-
mally stable at the processing temperature during the
short duration of the heating process.

PROCESS AND EQUIPMENT

Hot-melt extrusion equipment consists of an extruder,
downstream auxiliary equipment, and other monitor-
ing tools used for performance and product quality
evaluation.[2] The extruder is typically composed of a
feeding hopper, barrel, screw, die, screw driving unit,
and a heating/cooling device. A diagram of a typical
extruder is shown in Fig. 1. Downstream equipment
is used to collect the extrudates prior to further proces-
sing. Monitoring devices on the equipment include
temperature gauges, a screw speed controller, an
extrusion torque monitor, and pressure gauges.

During the hot-melt extrusion process, different
zones of the barrel are preset to specific temperatures
before the extrusion process. A blend of the thermo-
plastic polymers and other processing aids is then fed
into the barrel of the extruder through the hopper.
The materials are transferred inside the heated barrel
by a rotating screw. Temperatures at different sections
of the barrel are normally controlled by electrical heat-
ing bands, and the temperature is monitored by ther-
mocouples. The materials inside the barrel are heated
mainly by the heat generated due to the shearing effect
of the rotating screw and the heat conducted from the
heated barrel. The molten mass is eventually pumped
through the die, which is attached to the end of the
barrel. The extrudates are then subject to further pro-
cessing by auxiliary downstream devices.

During a continuous extrusion process, the feed
stock is required to have good flow properties inside
the hopper. For the material to demonstrate good flow,
the angle between the side wall of the feeding hopper
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and a horizontal line needs to be larger than the angle
of repose of the feed stock. In the case of cohesive
materials or for very fine powders, the feed stock tends
to form a solid bridge at the throat of the hopper,
resulting in erratic powder flow. For these situations,
a force-feeding device is sometime used.

The design of the extrusion screw has a significant
influence on the efficiency of the hot-melt extrusion
process. The function of the screw is to transfer the
material inside the barrel and then to mix, to compress,
and to melt the polymeric materials and to pump the
molten mass through the die. Several parameters are used
to define the geometrical features of the screw (Fig. 2).

Most screws are made from stainless steel that is
surface-coated to withstand friction and potential
surface erosion and decay that may occur during the
extrusion process. Based on the geometrical design
and the function of the screw at each section, an
extruder is generally divided into three zones: feeding
section, melting or compression section, and metering
section, as seen in Fig. 1. Only single-screw extruders
were used during the early days of this technology.
Twin-screw extruders were invented in the late 1930s.
The two screws can either rotate in the same direction
(co-rotating extruder) or in the opposite direction
(counter-rotating screw). Twin-screw extruders possess
many advantages when compared to single-screw
extruders, such as easier material feed, more intensive
mixing, less tendency to overheat the materials, and a
shorter residence time.

The purpose of the feeding section is to compact
and to transfer the feed stock into the barrel of the
machine. The channel depth (Fig. 2) is normally great-
est in this section. The performance of the feeding
section depends on the external friction coefficient of
the feed stock at the surface of the screw and barrel.

The friction at the inner surface of the barrel is the
driving force for the material feed, whereas the friction
at the surface of the screw restricts the forward motion
of the material. A high friction coefficient in the barrel
and a low friction coefficient at the screw surface
would contribute to a more efficient transfer of the
materials in the feed section. Other properties of the
feed stock, such as bulk density, particle size, particle
shape, and material compactability, can also have an
impact on the performance of the feeding section.
The transfer of the material should be efficient in order
to maintain an increase in pressure in the compression
zone and the metering zone. The pressure rise in these

Screw

Barrel

Db

δ(f)

θ(r)

H

W(r)

Fig. 2 Geometrical diagram of an extruder screw: 1) diam-

eter of the barrel (Db): inside diameter of the barrel; 2) chan-
nel depth (H): distance from screw roots to barrel inner
surface; 3) flight clearance (df): the distance in between the

flight and the barrel inner surface; 4) channel width (W(r)):
distance in between two neighboring flights; and 5) helix
angle (yr): angle formed in between the flight and the direc-
tion perpendicular to the screw axis.
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Fig. 1 Schematic diagram of a single-screw extruder. (From Ref.[11].)
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zones should be high enough to provide an efficient
output rate of the extrudate. It is also possible to fine-
tune the barrel temperature at the feeding section in
order to optimize the friction at the surface of the bar-
rel. Inconsistent material feed may result in a ‘‘surge’’
phenomenon that will cause cyclical variations in the
output rate, head pressure, and product quality.

The polymer will begin to melt once the material
enters the compression section of the extruder. The
temperature of the melting section is normally set at
30–60�C above the glass transition temperature of
amorphous polymers or the melting point of a semi-
crystalline polymer.

Under typical processing conditions, polymer melts
behave as pseudoplastic fluids. The viscosity of a pesu-
doplastic fluid is shear rate dependent and is described
by the following power law [Eq. (1)]:

%1Z ¼ K � gn�1 ð1Þ

where Z represents the viscosity of the polymer melt; g is
the shear rate imposed on the polymer; K depends on
the properties of the polymer and is an exponential
function of the temperature; n is a constant (in the
range of 0.25–0.9 for the polymer melt) and depends
only on the properties of the polymer.

A minimum temperature of the barrel must be
reached in order to extrude the polymer. Otherwise,
the shear torque on the screw may overload the
capacity of the driving unit due to the high viscosity
of the polymer melt. The dependence of polymer melt
viscosity on the temperature at a given shear rate
follows the Arrhenius equation [Eq. (2)]:

%2Z ¼ K0 � ZEa=RT ð2Þ

In Eq. (2), K0 is a constant, depending on the structure
and the molecular weight of the polymer; Ea is the
activation energy of the polymer for the flow process,
and it is a constant for the same type of polymer; R
is the gas constant; and T is the temperature in degrees
Kelvin.

The heat conducted from the barrel contributes to
the melting process. However, most of the heat is
generated from viscous heat dissipation due to the
shearing of the polymer melt. Viscous heat generation
is a process of transforming the mechanical energy into
the thermal energy of the polymer melt. The rate of
heat generation per unit volume due to the viscous heat
dissipation is calculated from Eq. (3):

%3E ¼ m � gnþ1 ð3Þ

where m is a constant, g represents the shear rate, and
n is the power law constant.[3]

The efficiency of the melting process depends on the
properties of the polymer and the geometrical design of
the extruder. Generally, the melting process of poly-
mers of low viscosities and high thermal conductivities
is a more efficient process. Changes in the screw design
are sometimes warranted to improve the melting pro-
cess. A solidified plastic or polymer component may
block the channel if the melting step is insufficient.
This could also result in a ‘‘surge’’ of the extrudate.

Thermoplastic polymers primarily exist in a molten
state in the metering section. The output rate of the
extrudate is highly dependent on the channel depth
and the length of the metering section of the screw.
The metering section has a shallow channel. Similar
to the feeding section, the relative motion between
the stationary barrel and the rotating screw metering
section results in a velocity vector in the down channel
direction, are known as ‘‘drag flow.’’ However, the
flow of the polymer melt down in the channel is restric-
ted due to a pressure build-up in the die. This decrease
in output rate of the polymer melt due to this pressure
is called ‘‘pressure flow.’’ The total flow rate is the
difference between the ‘‘pressure flow’’ and the ‘‘drag
flow.’’[5]

The die is attached to the end of the barrel. The
geometrical design of the die will control the physical
shape of the molten extrudate. The cross section of
the extrudate increases due to swelling as the molten
mass exits the die. Due to its viscoelastic properties,
the polymer melt is able to recover some of the defor-
mation imposed by the screw inside the barrel during
the extrusion. This is referred to as ‘‘die swelling.’’

Hot-melt extrusion processing conditions depend
on the chemical stability and physical properties of
the thermal polymer such as molecular weight, glass
transition temperature, and the melting point (in the
case of a semicrystalline polymer). During the melt
extrusion process, polymers are subjected to a mechan-
ical shear stress imposed by the rotating screw and
thermal stress due to the relatively high processing
temperature. Under these stresses, polymeric materials
may undergo physical chain scission, chemical depoly-
merization, or thermal degradation. Techniques, such
as differential scanning calorimetry and gel permeation
chromatography, are widely used to monitor the stab-
ility of the polymer under the melt extrusion process.
In order to improve the stability of the polymer during
the extrusion process, plasticizers, antioxidants, and
other additives are often included in the formulation.

Different types of downstream processing equip-
ment are necessary for the hot-melt extrusion process.
For extruded film preparations, chill rolls are used to
cool down and control the film temperature before it
is taken up by the roller. The thickness of the film
can also be controlled by adjusting the rotating speed
of the chill rolls. Control of the chill roll temperature
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also influences the properties of the film. When the
extrudate is in a rod shape, it can be chilled through
a water bath or a cooling air tunnel and cut into gran-
ules by a pelletizer.

MATERIALS USED IN HOT-MELT EXTRUSION

The materials used in the production of hot-melt
extruded dosage forms must meet the same levels of
purity and safety as those used in traditional dosage
forms. Most of the compounds used in the production
of hot-melt extruded pharmaceuticals have been used
in the production of other solid dosage forms such as
tablets, pellets, and transdermals. The materials used
in hot-melt extruded products must possess some
degree of thermal stability in addition to acceptable
physical and chemical stability. The thermal stability
of each individual compound and the composite mix-
ture should be sufficient to withstand the production
process.

Hot-melt extruded dosage forms are complex mix-
tures of active medicaments and functional excipients.
The functional excipients may be broadly classified
as matrix carriers, release modifying agents, bulking
agents, and miscellaneous additives. The selection
and use of various excipients can impart specific
properties to hot-melt extruded pharmaceuticals in a
manner similar to those in traditional dosage forms.

The properties of the active drug substance often
limit the formulation and preparation options avail-
able to the pharmaceutical scientist in the development
of an acceptable dosage form. Hot-melt extrusion
offers many benefits over traditional processing tech-
niques. This is a relatively new technique to the phar-
maceutical industry. The process is anhydrous, thus
avoiding any potential drug degradation from hydroly-
sis following the addition of aqueous or hydroalcoholic
granulating media. In addition, poorly compactable
materials can be incorporated into tablets produced
by cutting an extruded rod, thus eliminating any poten-
tial tableting problems seen in traditional compressed
dosage forms. As an initial assessment, the thermal,
chemical, and physical properties of the drug substance
must be characterized. Depending on the unique
properties of the drug substance and the other exci-
pients in the formulation, the drug may be present
as undissolved particles, a solid solution, or a combi-
nation in the final dosage form. The state of the drug
in the dosage form may have a profound impact on
the processability and stability of the product.

In addition to thermal degradation, the active
compound may interfere with the functionality of the
other components in the formulation. Oxprenolol
hydrochloride was shown to melt under the hot-melt
extrusion processing conditions, thus decreasing the

viscosity of the extrudate to yield a material with poor
handling properties.[6] In similar work preparing dos-
age forms by injection molding, Cuff and Raouf[7]

reported that fenoprofen calcium inhibited the harden-
ing of a PEG–MCC matrix, thus resulting in an unusa-
ble product. Lidocaine was shown to effectively lower
the Tg of Eudragit� E/HDPE films,[8] and hydrocorti-
sone demonstrated a time-dependent lowering of the
glass transition temperature of hydroxypropylcellulose
(HPC) films.[9] These changes may be beneficial, as in
the last two examples, or detrimental, as in the first
two examples.

As mentioned previously, the drug may be pre-
sent in one of several forms in the final product. The
advantages and disadvantages of each form have been
discussed in both injection molding[7] and melt
extrusion[10] systems. Solid dispersion systems may
be more stable and more easily processed than solid
solution systems, but solid solution systems may be
produced that are transparent and have increased
bioavailability of poorly soluble compounds. Figs. 3
and 4 show the X-ray diffraction patterns for a poly-
mer film containing lidocaine. The absence of the lido-
caine peaks in the extruded samples, and the reported

Fig. 3 Wide angle X-ray diffraction scans of extruded
Eudragit E films showing the effect of plasticizer and drug
on the packing of polymer film. (From Ref.[8].)
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decrease in polymer Tg in these systems confirms that
the drug exists in a solid solution within the film
matrix.

In hot-melt extruded drug delivery systems, the
active compound is embedded in a carrier formulation
comprised of one or more meltable substances and
other functional excipients. The meltable substances
may be polymeric materials[6–12] or low melting point
waxes.[13,14] The selection of an appropriate carrier
compound is important in the formulation and design
of a hot-melt extruded dosage form. The properties of
the carrier material often dictate the processing con-
ditions necessary for the production of the dosage unit,
and the physical and chemical properties of the carrier
often modulate the release of the active compound
from the final dosage form. Table 1 lists some of the
properties of various carrier compounds used in the
production of hot-melt extruded dosage forms.

The use of polymeric carriers usually requires the
incorporation of a plasticizer into the formulation in
order to improve the processing conditions during

the manufacturing of the extruded dosage form or to
improve the physical and mechanical properties of the
final product. The choice of a suitable plasticizer will
depend on many factors, such as plasticizer-polymer
compatibility and plasticizer stability. Triacetin,[6] citrate
esters,[8–9] and low molecular weight polyethylene
glycols[6,9,12] have been investigated as plasticizers in
hot-melt extruded systems. As mentioned previously,
certain drug compounds were reported to function as
plasticizers in different hot-melt extruded systems.[6,8,9]

The plasticizer functions to reduce the glass transition
temperature Tg of the polymer and to reduce the pro-
cessing temperatures necessary for production. The
reduction in polymer Tg is dependent upon the plastici-
zer type and level. Fig. 5 demonstrates the effectiveness
of various plasticizers in lowering the Tg of hydroxypro-
pylcellulose films. The reduction in processing tempera-
tures may improve the stability profile of the active
compound[9] and/or the polymeric carrier.[6,12] Plastici-
zers also reduce the shear forces needed to extrude a
polymer, thus improving the processing of certain high
molecular weight polymers.[9,12] Table 2 demonstrates
the profound influence on the incorporation of PEG
3350 into hot-melt extruded tablets containing PEO
(MW 1,000,000) and chlorpheniramine maleate. The
incorporation of PEG 3350 into the carrier matrix
reduces the temperatures necessary for processing and
prevents the degradation of the polymer as noted by
an equivalent molecular weight. The stability of a plasti-
cized polymethacrylate system has been reported where
the residual monomer content only increased 0.003%
following extrusion using triacetin.[6] Ethyl cellulose was
also reported to be fairly stable following processing.[11]

The thermochemical stability and volatility of the
plasticizer during processing and storage must also
be taken into consideration.[9,15–17] Table 3 illustrates
these factors. Repka and McGinity demonstrated that
the amount of plasticizer remaining in hot-melt
extruded films over time was a function of the plastici-
zer type. The amount of plasticizer recovered in these
films was compared to the initial theoretical amount
added in all formulations. HPC films containing poly-
ethylene glycol 400 and 8000 (PEG 400, PEG 8000),
triethyl citrate (TEC) and acetyltributyl citrate
(ATBC) were tested at these two conditions: 25�C/
0% RH and 25�C/50% RH for 1-week (initial),
3-month, and 6-month testing intervals. As can be seen
from the results, both the citrate esters had a minimal
loss at both testing conditions for the duration of the
study. The most stable plasticizer for this 6-month
study was PEG 8000. However, the lower molecular
weight PEG had the greatest loss of any of the other
three plasticizers investigated. At the more rigorous
testing conditions of 25�C/50% RH, only 63% PEG
400 was detected in the HPC films for the duration
of the study. These results indicate the tendency of

Fig. 4 Wide angle X-ray diffraction scans of a physical
blend of Eudragit E100 with 5 and 10% lidocaine HCL com-

pared with lidocaine HCL crystals. (From Ref.[8].)
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PEG 400, and potentially other plasticizers, to evapor-
ate or degrade under hot-melt extrusion processing and
storage. It is also evident that these findings for PEG
400 explain changes upon mechanical testing of PEG
400-incorporated HPC films.[9]

Plasticizers may also be incorporated into hot-melt
extruded dosage forms to improve the physical–
mechanical properties of the final dosage form. In
transdermal films, the addition of a plasticizer to the

polymer matrix can improve the film’s flexibility.[8,9]

Plasticizers may also influence the product’s tensile
strength and elastic modulus. In addition to the plasti-
cizer’s effect on the performance of hot-melt extruded
polymer systems, the thermal history of the material
may impact the properties of the final dosage form.
The properties of high molecular weight polymers
often depend upon the processing and storage
conditions experienced prior to incorporation into

Table 1 Properties of selected carriers used in the design and production of hot-melt extruded dosage forms

Chemical name Trade name

Molecular

weight range(s)

Melting

point range(s)

Glass transition

temperature References

Polymeric carriers

Ethylcellulose Ethocel�Aqualon� EC N-7 to N-100
based on
viscosity

Decomposes
at >190�C

130–133�C [6,41]

Hydroxypropyl
cellulose

Klucel� 80,000–1,150,000 Chars at
260–275�C

Softens at 130�C [9,42]

Polyethylene glycol Carbowax� 1000–20,000 37–63�C �17�C for
MW 6000

[7,15,43]

Polyethylene oxide Polyox� WSR 100,000–7,000,000 65–80�C �40 to �60�C [4,44]

Polymethacrylates Eudragit�

RSPM Eduragit� E
>100,000 — 52�C 40�C [6,8,44]

Chemical name Melting point range Saponification

value

References

Non-polymeric
carriers

Carnuba wax 81–86�C 78–95 [13,14,45]
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Fig. 5 (A) Glass transition temperatures of HPC films containing PEG 8000 2%, TEC 2%, and ATBC 2% at 1 week, 3 months,
and 6 months; (B) glass transition temperatures of HPC films containing PEG 400 1%, HC 1%, and CPM 1% at 1 week, 3 months,
and 6 months. (From Ref.[9].)
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the final dosage forms. Exposure to heat and/or
moisture may influence the stability and processing
of different batches of polymeric materials. There have
been several reports on the influence of heating and
cooling on the physical and chemical properties of
PEG-containing systems.[16–21]

For systems employing nonpolymeric carrier mate-
rials, similar concerns must be addressed. The compati-
bility between the active substance and carrier should
be addressed. The incorporation of a low-melting point
compound into a low-melting point wax may result in
the formation of a eutectic mixture or a reduction in the
melting point of the material that may prevent the
formation of a solid dosage form. The production of
granules using carnauba wax has been reported.[13,14]

The granules contained diclofenac sodium and could
be produced at temperatures less than the reported
melting point of the wax material. The use of waxes
and wax-based materials may be advantageous due
to their reported chemical inertness.[13]

The drug release rate from hot-melt extruded dos-
age forms is highly dependent upon the characteristics
of the carrier material. Most of the materials reported
for use in hot-melt extruded dosage forms are water
insoluble[6,11,13,14] or have slow hydrating or gelling
rates.[9,12] To improve or to modulate drug release
from these systems, functional excipients may be
added. Depending upon the physical and chemical

properties of these additional excipients, various
release profiles may be achieved. Follonier and cowor-
kers[11] investigated a variety of compounds in several
polymeric systems using diltiazem hydrochloride as a
model compound. The additives were incorporated
into the formulation in an effort to increase the drug
release rate by increasing the porosity of the pellet
during dissolution. Viscosity inducing agents were
incorporated in the polymer matrix to limit the burst
effect often seen with matrix systems. The use of ionic
or pH-dependent polymers in the carrier matrix may
allow for zero-order drug release or pH-dependent
drug delivery. Swelling agents, such as AcDiSol� and
Explotab were also investigated as a method to modu-
late drug release. In contrast, it has been demonstrated
that Explotab could be used as a ‘‘super-absorbent’’ in
HPC hot-melt extruded films to facilitate moisture or
exudate uptake in wound care applications.[22] A simi-
lar approach of drug release modification was applied
to wax containing systems.[13,14] Hydroxypropylcellu-
lose, Eudragit L, and sodium chloride were incorpor-
ated into diclofenac sodium/carnauba wax matrices.
Increasing the content of the cellulose derivative or
methacrylic acid copolymer resulted in a substantial
increase in the release of diclofenac sodium. The
release of diclofenac sodium from hydroxypropyl
cellulose/wax matrices was less pH dependent than
the system containing wax/Eudragit L because the

Table 2 Stability of polyethylene oxide (MW 1,000,000) in hot-melt extruded tablet formulations containing 6 wt%
chlorpheniramine maleate processed at different temperatures

Formulation

PEO

(wt%)

PEG

3350 (wt%)

Zone 1

temperature

Zone 2

temperature

Die

temperature

Weight

average MW

Standard

deviation

1 94 0 100�C 115�C 130�C 710,000 50,000

2 54 40 70�C 75�C 85�C 900,000 100,000

Pure polymer 100 — — — — 920,000 80,000

(From Ref.[12].)

Table 3 Stability of plasticizers in hot-melt extruded HPC films processed at 180�C as a function of
storage conditions (n ¼ 6)

%Theoretical (25�C/0% RH) % Theoretical (25�C/50% RH)

Plasticizer type 1 wk 3 mon 6 mon 1 wk 3 mon 6 mon

TEC 94.4 93.6 92.3 94.1 93.1 92.8

(1.83) (0.77) (1.20) (2.21) (1.97) (2.33)

ATBC 92.8 91.4 90.0 91.5 90.1 88.3
(2.11) (1.65) (1.77) (1.36) (2.87) (2.53)

PEG 8000 97.3 97.1 96.6 97.1 96.5 96.6
(0.38) (1.36) (0.34) (0.56) (1.73) (1.43)

PEG 400 88.7 79.1 74.3 86.1 66.5 63.0
(3.15) (3.82) (2.67) (2.18) (2.08) (1.98)

Standard deviation denoted in parentheses.

(From Ref.[17].)
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methacrylic acid copolymer is insoluble in water or in
solutions with pH <6. The effect of sodium chloride
was less pronounced and was attributed to the negli-
gible swelling effect of this material.

The properties of poly(vinyl acetate) as a carrier for
theophylline from matrix dosage forms prepared by
hot-melt extrusion has been investigated.[23] The influ-
ence of granule size and drug loading level on the drug
release properties was studied. The thermal stability of
poly(vinyl acetate) was also investigated. In this study,
Zhang and McGinity ground the rod shaped extru-
dates and then compressed them into tablets with
various combinations of microcrystalline cellulose.
The influence of granule size on the release rate of
theophylline from the compressed tablets containing
the hot-melt extruded granules is seen in Fig. 6. As
the size of hot-melt extruded theophylline/PVAc gran-
ules was increased, there was a significant decrease in
the release rate of the theophylline. Because the drug
was released from the matrix by a diffusion mech-
anism, the decrease in the drug release rate from the
tablets containing larger granules was concluded to
be a result of a longer diffusion pathway. The influence
of theophylline loading on the release properties of
these tablets containing extruded granules is shown
in Fig. 7. The PVAc was demonstrated to have a high
solids carrying capacity when processed by hot-melt
extrusion. It is important to note that a powder
blend containing 50% theophylline could be readily
processed utilizing this hot-melt technique.

These same investigators studied the stability of
PVAc to shear stress using a Plasticorder� rheo-
meter.[23] As shown in Fig. 8, the initial peak indicated
the heating process of the added PVAc. The torque
gradually decreased as the temperature of the polymer
melt in the chamber was increased. No further change
in the torque was observed after the initial heating step.
This finding confirmed that PVAc was not susceptible
to degradation by either thermal or shearing stress
under the processing conditions.

Other materials may also be included in the formu-
lation of hot-melt extruded dosage forms. These mis-
cellaneous compounds include embodying agents and
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Fig. 6 Influence of the granule particle size on the theophyl-
line release properties of the tablets containing hot-melt
extruded granules (n ¼ 3). Tablets: 20% extruded granules

(Formula 3 : 25% theophylline, 2% PEG, and 73% PVAc),
79.5% Avicel� PH200, and 0.5% magnesium stearate (c)
Less than 125 mm; (&) 180–212 mm; (G) 300–425mm; (�)
500–600mm. (From Ref.[23].)
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Fig. 7 Influence of drug loading levels on theophylline

release properties of the tablets containing hot-melt extruded
granules (n ¼ 3). Tablets: 20%, 300–425 mm extruded gran-
ules (Formule 1–4: theophylline, 2% PEG and PVAc qs to
100%), 79.5% Avicel PH 200, and 0.5% magnesium stearate.

(c) 5% loading; (&) 15% loading; (G) 25% loading; (�) 50%
loading. (From Ref.[23].)
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antioxidants. Cuff and Raouf[7] reported the incorpor-
ation of microcrystalline cellulose into PEG 8000
matrices in order to improve the formulation viscosity
and plasticity of the resulting tablets formed by
injection molding. Excessive temperatures needed to
process unplasticized or underplasticized cellulose-
based polymers (i.e., hydroxypropyl-cellulose or
ethyl cellulose) may lead to polymer oxidation. One
manufacturer of these materials recommends the
incorporation of an antioxidant, such as butylated
hydroxytoluene or ascorbic acid, into formulations
containing low molecular weight hydroxypropylcellu-
lose.[24] Similarly, a combination of an antioxidant,
light absorber, and acid acceptor is recommended for
systems employing ethyl cellulose.[25] Poly(ethlyene
oxide) films have been reported to be protected from
free radical and oxidative degradation by the incorpora-
tion of an antioxidant.[26]

The materials used in the production of hot-melt
extruded dosage forms are the same pharmaceutical
compounds used in the production of more traditional
systems. Thermal stability of the individual com-
pounds is a prerequisite for the process, although the
short processing times encountered in this process
may not limit all thermolabile compounds. The incor-
poration of plasticizers may lower the processing
temperatures encountered in hot-melt extrusion, thus
reducing drug and carrier degradation. Drug release
from these systems can be modulated by the incorpor-
ation of various functional excipients. The dissolution
rate of the active compound can be increased or
decreased depending on the properties of the rate-
modifying agent. For systems that display oxidative
or free radical degradation during processing or sto-
rage, the addition of antioxidants, acid acceptors,
and/or light absorbers may be warranted.

APPLICATIONS

For over two decades, the value of ‘‘continuous pro-
cessing’’ in the pharmaceutical industry has been recog-
nized. The potential of automation, reduction of capital
investment, and the reduction in labor costs has made
hot-melt extrusion worthy of consideration.[27]

Conventional extrusion/spheronization is a signifi-
cant process in obtaining controlled release pellets, as
are solution/suspension techniques.[28,29] The quality
of these pellets or granules is important, as was recog-
nized by Gamlen et al.[10] and Lindberg et al. in the
mid-1980s.[30,31] However, control of porosity, content
uniformity, consistent pellet size distribution, as well as
achieving a true continuous process, were not easily
attained. Pellet technology has advanced in the 1990s
with the advent of new processing equipment. Such
developments have given the pharmaceutical scientist

numerous opportunities to apply scientific principles
to the design of novel dosage forms.

Until recently, hot-melt extrusion had not received
much attention in the pharmaceutical literature. Pellets
comprising cellulose acetate phthalate were prepared
using a rudimentary ram extruder in 1969 and studied
for dissolution rates in relation to pellet geometry.[32]

More recently, production of matrices based on poly-
ethylene and polycaprolactone were investigated using
extruders of laboratory scale.[33,34] Mank et al. reported
in 1989 and 1990 on the extrusion of a number of
thermoplastic polymers to produce sustained release
pellets.[35,36] A melt-extrusion process for manufactur-
ing matrix drug delivery systems was reported by
Sprockel and coworkers.[37] As one can see, a review
of the pharmaceutical scientific literature does not
elucidate many applications for hot-melt extrusion in
this field.

Follonier and coworkers in 1994 investigated the
possibility of using hot-melt extrusion technology to
produce sustained-release pellets.[6] Fig. 9 exhibits the
ram extruder used in their investigations. Again, it
was the researchers’ goal to provide a product in a
simple, single, and continuous manner. Thermal degra-
dation was recognized as a limitation of this hot-melt
process. Diltiazem hydrochloride, a relatively stable,
freely soluble drug, was incorporated into their polymer-
based pellets for sustained-release capsules. Prior to
formulation, polymers and plasticizers were selected to
optimize the possibility of a successful product. In this
report, ethyl cellulose (EC), cellulose acetate butyrate
(CAB), poly(ethyl acrylate/methyl-methacrylate/tri-
methyl ammonio ethyl methacrylate chloride) (Eudragit
RSPM), and poly(ethylene-co-vinyl acetate) (EVAC)
were the polymers utilized. Plasticizers used included
triacetin and diethyl phthalate. The porosity of the
formulations was assessed by mercury porosimetry.
Pellets that were produced exhibited a rather smooth
surface and low porosity, as demonstrated in Fig. 10.

Air inlet Valve

Resistance heater

Barrel Die

Temperature
regulatorThermocouple

Plunger

Extruder
body

Fig. 9 Schematic diagram of a laboratory ram extruder.
(From Ref.[6].)
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The in vitro release of diltiazem was biphasic, with the
CAB and EVAC pellets giving the slowest release rate,
as seen in Figs. 11 and 12. They also found that the sta-
bility of Eudragit RSPM was adequate for extrusion at a
temperature of 130�C. Not surprisingly, the type and
percent of plasticizer used, drying time of the polymers,
extrusion temperatures, and plasticization times varied
with each formulation. In a latter study, Follonier et al.
examined different parameters influencing the release of
diltiazem hydrochloride from hot-melt extruded pel-
lets.[11] These parameters included polymer type, drug/
polymer ratio, and pellet size. The authors also incorpo-
rated various polymer excipients into the pellet formula-
tions to vary the drug release rate, such as croscarmellose
sodium (Ac-Di-Sol�) and sodium starch glycolate
(Explotab). These pellets could be applicable for incor-
poration into hard gelatin capsules. With optimization
of techniques and formulations, it is apparent that hot-
melt extrusion of these and other sustained-release pel-
lets is a viable drug delivery technology.

Currently, the most frequent means of producing
thin films for transdermal/transmucosal drug delivery
and wound care is via film casting from organic or
aqueous solvents.[8] However, it is recognized that
there are numerous problems with these types of films.
For example, Gutierrez-Rocca and McGinity showed
that physical aging of both aqueous- and solvent-cast

acrylic films resulted in a decrease in elongation or
elasticity and an increase in the tensile strength. The
changes in the mechanical properties were related to
a relaxation of the polymer chains toward a state of
equilibrium.[16] Also, it has been demonstrated that
the type and level of plasticizers, curing time, and tem-
peratures will have a significant effect on the dissolu-
tion rate of drugs from films formed from aqueous
dispersions.[38–40]

Aitken-Nichol and coworkers investigated the
viability of hot-melt extrusion technology in 1996 for
the production of thin, flexible, acrylic films for topical
drug delivery.[8] One of the advantages that the
researchers pointed out was that the manufacturing
process is not restricted by solvent concerns. Although
a truly continuous operating mode was not utilized in
this investigation, the potential for one definitely exists.
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Fig. 10 Mercury infusion curves and pore size distributions

of Eudragit RSPM (A) and Elvaxr 40W (B) based pellets
containing diltiazem hydrochloride. (From Ref.[6].)
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(—). (From Ref.[6].)
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Fig. 11 Release profiles of diltiazem hydrochloride from
extruded pellets based on various polymers (polymer/drug

ratio: 1 : 1; size: 2 � 2 mm). (From Ref.[6].)
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The investigators compared a cast film with various
extruded films. The data in Table 4 illustrate the effects
of types and levels of plasticizers and model drugs used
in this study on the glass transition temperature
(Tg) and the mechanical properties of high density
polyethylene (HDPE) and Eudragit E-100extruded
films. Eudragit E-100 was the primary thermoplastic
polymer extruded. The authors found that hot-melt
extrusion was a viable technology for the production
of free films of this acrylic resin. Although triethyl
citrate was an acceptable plasticizer for this polymer,
these researchers showed that lidocaine HCl was
also able to plasticize the acrylic films. The authors
concluded that the differences in the dissolution and
ductile properties between cast films and extruded films
were due to the amount of drug dissolved in the poly-
mer. The dissolution rate of lidocaine HCl was affected
by the drug loading, in contrast to the solvent-cast
films tested.

Transdermal and transmucosal drug delivery sys-
tems are frequently produced by films cast from
organic or aqueous solvents. Repka and coworkers
discussed the numerous disadvantages accompanying
these techniques, including long processing times,
environmental concerns, and excessive costs.[9] Hot-
melt extrusion technology was used by these researches
to produce HPC films utilizing a Killion extruder.
Various plasticizers and two model drugs were incor-
porated into the HPC films. The influence of these
plasticizers and drugs on the physical–mechanical
properties of the films was investigated. The authors
observed that a pure HPC film could not be produced
without the incorporation of a plasticizer due to the
high stress exhibited in the extruder. The results in
Table 5 illustrate the effects of a number of conventional

plasticizers and two model drugs on the three mechan-
ical properties of HPC films. With the exception of
PEG 400, all plasticizers investigated demonstrated
adequate stability for the duration of the study. PEG
400, although initially exhibiting excellent plasticizer
qualities for the HPC films, was found to be unstable
in all parameters tested. The influence of processing
temperature and storage time on the two model drugs
was investigated and is outlined in Table 6. Besides the
fact that CPM proved to be an excellent plasticizer for
HPC, providing mechanically stability for the hot-melt
extruded film, it also proved to be chemically stable for
up to 12 months. In addition, it was demonstrated by
differential scanning calorimetry that CPM was fully
dissolved in the HPC film up to the 10% level
(Fig. 13).[17] As can be seen, CPM is amorphous within
the HPC film thus, a solid solution exists. Hydrocorti-
sone was shown to be a good plasticizer comparable to
that of the conventional plasticizers studied however,
the chemical stability of HC incorporated into the
HPC films was demonstrated to be a function of pro-
cessing temperature and residence time in the extruder.

Repka et al.[9] also found an inverse relationship
during film testing. All extruded films exhibited a
marked decrease in tensile strength, in contrast to a
large increase in percent elongation, when testing was
performed perpendicular to flow vs. in-the-direction
of flow, as seen in Fig. 14. This is in contrast to the
findings of Aitken-Nichol et al.[8]. These researchers
reported a 25- to 35-fold increase in both tensile
strength and percent elongation in a high density poly-
ethylene/Eudragit E100 (50 : 50 polymer ratio contain-
ing 5% lidocaine HCl) extruded film when tested in the
direction of orientation versus perpendicular to orien-
tation.[15] The differences between the findings in the

Table 4 Mechanical properties of Eudragit E100 films containing diphenhydramine HCL (DPH) and lidocaine HCL (L-HCL)

Polymer Plasticizer Drug Tg (�C) d-spacing (Å)

Peak stress(c)

r (kg/cm2)

Elongation

at break e (%)

E100 None None 40 4.76 N/A N/A

E100-Ex 15% TEC None 18 4.92 13.4 59.3

E100-Ex 12% triacetin None 25 4.76 29 47.9

E100-Ex 15% TEC 5% DPH 20 N/A 12.9 53.5

E100-Cast 15% TEC 5% L-HCL 20 5.03 3.65 549

E100-Ex 15% TEC 5% L-HCL 21 4.79 9.88 218

E100-Ex 15% TEC 10% L-HCL 10.5 4.80 2.47 376.8

HDPE-E100 None 5% L-HCL 35a 4.76b 77.7c 110.0c

1 : 1—Ex 3.0
d

3.0
d

Ex—Extruded
aTneck at 111�C.
bCrystalline peaks at 4.1, 3.60, and 2.49-Å.
cTested in the direction of orientation.
dTested perpendicular to orientation.

(From Ref.[8].)
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two studies, however, may be explained by the poor
compatibility of the two polymers. Such mechanical
property differences illustrate the importance of ‘‘flow
orientation’’ when designing delivery systems or
wound care applications utilizing extruded films.

Vitamin E TPGS NF (D-a-tocopheryl polyethylene
glycol 1000 succinate) has been utilized for numerous
applications in pharmaceutical dosage forms. Its

chemical structure contains both a lipophilic and a
hydrophilic moiety, making it similar to a conventional
surface-active agent. Due to TPGS’s unique properties
as a solubilizer, absorption enhancer, and a potential
controlled drug release vehicle, transdermal and trans-
mucosal applications have been shown to be possible via
hot-melt extrusion technology.[41] Repka and McGinity
prepared films containing hydroxypropylcellulose and

Table 5 Influence of plasticizers and drugs on tensile strength (TS), percent elongation (%E), and Young’s

modulus (YM) of HPC extruded films stored at 25�C

TS (initial) TS (3 mon) TS (6 mon)

PEG 8000 2% 13.7 (1.1) 13.2 (1.3) 12.2 (0.7)

TEC 2% 17.2 (1.7) 18.9 (1.1) 20.8 (0.7)

ATBC 2% 26.1 (2.6) 19.2 (1.5) 19.6 (1.4)

PEG 400 1% 37.6 (3.5) 29.9 (2.7) 27.9 (2.1)

HC 1% 26.7 (2.7) 33.0 (2.7) 34.1 (3.8)

CPM 1% 32.7 (3.4) 32.9 (3.1) 30.8 (1.8)

%E (initial) %E (3 mon) %E (6 mon)

PEG 8000 2% 5.01 (0.4) 4.45 (0.6) 4.39 (0.7)

TEC 2% 5.29 (0.4) 5.37 (0.4) 5.08 (0.6)

ATBC 2% 6.02 (0.6) 6.13 (0.5) 6.40 (0.7)

PEG 400 1% 6.62 (0.6) 5.25 (0.6) 5.05 (0.5)

HC 1% 5.40 (0.4) 4.82 (0.4) 4.55 (0.4)

CPM 1% 5.26 (0.4) 5.03 (0.7) 4.87 (0.7)

YM (initial) YM (3 mon) YM (6 mon)

PEG 8000 2% 4.25 (0.2) 4.31 (0.6) 4.21 (0.4)

TEC 2% 4.43 (0.3) 4.11 (0.4) 4.09 (0.4)

ATBC 2% 4.75 (0.6) 3.09 (0.5) 3.19 (0.4)

PEG 400 1% 4.05 (0.3) 7.13 (0.3) 6.15 (0.6)

HC 1% 6.57 (0.3) 7.98 (0.3) 8.60 (0.3)

CPM 1% 5.38 (0.3) 4.44 (0.4) 4.64 (0.3)

Standard deviations denoted in parenthesis; n ¼ 6.

(From Ref.[9].)

Table 6 Influence of processing temperature and storage at 25�C on percentage of chlorpheniramine maleate
(CPM) and hydrocortisone (HC) remaining in HPC extruded films (n ¼ 6)

(�C) CPM (1 wk) CPM (6 mon) CPM (12 mon)

170 98.6 (1.6) 98.5 (1.9) 98.4 (1.9)

180 98.5 (1.9) 98.5 (2.1) 98.1 (2.4)

190 98.1 (2.2) 97.6 (2.7) 97.3 (2.5)

200 97.9 (2.3) 97.7 (2.2) 97.6 (2.3)

(�C) HC (1 wk) HC (6 mon) HC (12 mon)

170 93.9 (2.3) 92.4 (3.0) 91.4 (2.4)

180 87.7 (2.2) 83.1 (2.8) 79.9 (2.2)

190 75.9 (3.2) 70.7 (2.7) 71.6 (2.4)

200 70.2 (3.8) 68.8 (3.3) 62.9 (3.1)

Standard deviations denoted in parenthesis.

(From Ref.[9].)
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polyethylene oxide (PEO) using a Randcastle extruder
(Model # 750) with and without Vitamin E TPGS as an
additive. As can be seen from Fig. 15, the addition of
1, 3, and 5% TPGS, respectively, decreased the glass
transition temperature of the extruded films containing
either a 50 : 50 or 80 : 20 ratio of HPC to PEO in an
almost linear fashion. The presence of 3% Vitamin E
TPGS lowered the Tg over 11�C when compared to
the HPC/PEO 50 : 50 blend film without TPGS, thus
functioning as a plasticizer. The films containing 3%
Vitamin E TPGS had similar mechanical properties
to that of the films containing 3% PEG 400 and a
three-fold increase in percent elongation when com-
pared to the films containing TEC 3% and ATBC
3%. In addition, the Vitamin E TPGS facilitated the
processing of the HPC/PEO films by decreasing the
barrel pressure, drive amps, and torque of the extruder
equipment (Table 7). The unique properties of Vitamin
E TPGS can function to promote more applications
and opportunities in wound care and in transdermal
and transmucosal drug delivery.

Another application of hot-melt extrusion was
described by Zhang and McGinity.[12] These research-
ers investigated the properties of polyethylene oxide
(PEO) as a drug carrier and studied the release mech-
anism of chlorpheniramine maleate (CPM) from
matrix tablets. In these extruded tablets, PEG 3350
was included as a plasticizer to facilitate processing.
In this study, the stability of the primary extruded
polymer, PEO, as a function of processing temperature
was reported (Table 2). Again, polymer type, tempera-
ture, and residence time in the extruder was shown to
be of great importance. These authors also reported

that the drug, polymer, and other ingredients must be
stable at the elevated processing temperature during
the approximately 2 min that the powder blend is
processed through the equipment. In addition, the
researchers showed that additional mixing of the com-
ponents occurred in the barrel of the extruder, because
the content uniformity of the extruded tablets was
within 99.0–101.0% of the theoretical content. The pro-
files in Fig. 16 illustrate the influence of PEG 3350 on
the release of CPM from the extruded matrix tablets. It
can be seen that as the percent of PEG 3350 increases,
the release rate of CPM increases. Polyethylene glycol
is composed of the same structural unit as PEO but has
a lower molecular weight than PEO. Thus, PEG 3350
hydrated and dissolved faster than the PEO. The
hydration and dissolution rates of the entire matrix
system were, thus, accelerated due to the presence of
the plasticizer. The influence of drug loading on the
release of CPM is shown in Fig. 17. When the drug
content was increased from 6 to 12%, no change in
the percentage of drug release with respect to time
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Fig. 13 Differential scanning calorimetry profiles of hot-
melt extruded films containing chlorpheniramine maleate
and hydroxypropylcellulose: (A) chlorpheniramine maleate
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film. (From Ref.[17].)
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was observed. There was only a slight increase when
the drug loading reached 20%. This study conveys
the reproducibility of dissolution data for the tablets
produced by hot-melt extrusion.

A bioadhesive hot-melt extruded film for intraoral
drug delivery and the processing thereof has been
patented.[42,43] Applications of these films may be uti-
lized in transmucosal drug delivery or even transder-
mal systems. The films may be produced separately
and layered after extrusion, or in some cases, a multi-
layered system may be extruded in one continuous pro-
cess. Currently on the market is an extruded film device
that is utilized as a denture adhesive. This system
includes thermoplastic polymers that have a bioadhe-
sive quality when the film is wetted. Before application
and wetting, however, this thin film may be held in
one’s hand and shaped or cut. This device is again pro-
duced by a one-step, continuous process using hot-melt
extrusion technology.

A polymeric film that possesses inherent bioadhe-
sive properties has the added benefit of simplifying
the dosage form design and reducing the preparation
cost, due to the elimination of the adhesive layer in

the system. It is desirable for the film to have adequate
adhesion strength so that desirable retention at the
application site can be achieved. Bioadhesion, how-
ever, has been a difficult phenomenon to measure.
The test method itself can be problematic as well
as the specific property being measured. Physical-
mechanical And bioadhesive characteristics are impor-
tant parameters in the product development of films,
for transdermal, transmucosal, and wound care appli-
cations. Repka and McGinity conducted bioadhesion
testing of hot-melt extruded HPC films, with various
additives in human subjects, utilizing a Chatillon
testing apparatus.[17,22] Fig. 18 shows a schematic of
the equipment used for this testing. Also illustrated is
an example of a force deflection profile obtained
from bioadhesion experiments in this study (Fig. 19).
These researchers found that the force of adhesion,
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Fig. 15 Glass transition temperatures of films containing
different levels of Vitamin E TPGS incorporated into two

formulations of HPC/PEO hot-melt extruded films (n ¼ 4).
(From Ref.[41].)

Table 7 Processing conditions for hot-melt extruded films containing a 50 : 50 ratio of
hydroxypropylcellulose to polyethylene oxide with vitamin E TPGS as an additive (n ¼ 4)

Vitamin E

TPGS (%)

Melt temparature

(�C)

Pressure

(psi) Drive amps

Torque

(N.m) Screw speed

0 180 >3000 >4.00 overload 25

0 190 2100 3.84 40 40

1 180 1800 3.06 33 40

3 180 1500 2.61 28 40

5 180 1100 2.07 21 40

(From Ref.[17].)
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Fig. 16 Influence of polyethylene glycol (3350) on the
release of chlorpheniramine maleate from matrix tablets
using USP method II at 37�C and 100 rpm in 900 ml purified
water: &, 6% CPM, 0% PEG (3,350) and 94% PEO (1.0 m);

�, 6% CPM, 0% PEG (3,350) and 88% PEO (1.0 m); `, 6%
CPM, 20% PEG (3,350) and 74% PEO (1.0 m); and &, 6%
CPM, 40% PEG (3,350) and 54% PEO (1.0 m). (From

Ref.[12].)
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elongation at adhesive failure, and modulus of
adhesion are a function of the type of additive in the
extruded film. Fig. 20 shows the force of adhesion of
the hot-melt extruded films tested. It can be seen that
the force of adhesion was highest for the films contain-
ing carbomer 971P (Carbopol� 971P) and a polycarbo-
phil (Noveon AA-1�). This study demonstrates that a
single layer HPC film may be produced with the bioad-
hesive incorporated into the matrix, thus eliminating a
separate ‘‘adhesive layer’’ and simplifying the process
of transdermal and transmucosal delivery systems.

Miyagawa, Sato, and coworkers studied the
controlled-release and mechanism of release of diclofe-
nac in studies conducted in 1996 and 1997.[13,14] These
researchers utilized a twin-screw compounding extruder

to prepare wax matrix granules composed of carnauba
wax, the model drug, and other rate controlling agents.
Their first investigation showed that a wax matrix with
high mechanical strength could be obtained even at
temperatures lower than the melting point of the wax.
Dissolution release profiles of diclofenac from the wax
matrix granules were strongly influenced by the formu-
lation of the granules. The rate-controlling additives that
were varied in the formulations included hydroxypropyl-
cellulose, methacrylic acid copolymer (Eudragit L-100),
and sodium chloride. The authors emphasized the
advantages of using the twin-screw extruder for wax
matrix tablets, such as the utilization of low tempera-
tures, high kneading and dispersing ability, and low resi-
dence time of materials in the extruder. The investigators
concluded in the second study[14] that the selection of
rate-controlling agents based on their physicochemical
properties, i.e., solubility and swelling characteristics,
had a significant impact on the properties of wax matrix
granules prepared from this extrusion process.
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Fig. 17 Influence of drug loading on the release of chlorphe-
niramine maleate from matrix tablets using USP method II
at 37�C and 100 rpm in 900 ml purified water during the first

6h: �, 6% CPM, 94% PEO (1.0 m); &, 12% CPM, 88% PEO
(1.0 m); and G, 20% CPM, 80% PEO (1.0 m). (From Ref.[12].)
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Fig. 18 Schematic of the Chatillon apparatus used to
perform butt bioadhesion experiments in vivo in human
subjects. (From Ref.[22].)
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films in vivo using a Chatillon digital force gauge attached

to a motorized test stand. (From Ref.[22].)
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Koleng and McGinity[44] utilized hot-melt extrusion
technology for the preparation of rapid release gran-
ules. In this investigation, a hot-melt extrusion process
was used to granulate acetaminophen and filler excipi-
ents with low molecular weight poly(ethylene glycol)s.
The resultant granules were then combined with
additional excipients (disintegrant and lubricant) and
compressed into tablet compacts. Table 8 lists the
release characteristics of the bulk granules and tablets
produced from hot-melt extruded granules for formu-
lations containing 15–25% polyethylene glycol 6000.
The granules displayed improved drug release com-
pared to the tablets. Tablets containing 15% poly
(ethylene glycol) released greater than 80% of the
incorporated acetaminophen after 30 min, as required
for acetaminophen tablets in the USP 23.

CONCLUSIONS

Although a relatively new technology in the pharma-
ceutical industry, hot-melt extrusion has been visua-
lized and employed to revolutionize the production
of many different dosage forms and systems. It has
demonstrated to be applicable to immediate release
and sustained release dosage forms including granules,
pellets, and tablets. It has also been shown to provide
numerous advantages in the production of thin films
for both drug delivery and wound care applications.
New chemical entities that demonstrate a low bio-
availability due to solubility issues are prime candi-
dates for hot-melt technologies. These drugs and
pharmaceutical devices encompass both prescription
products and over-the-counter medications. Hot-melt
extrusion technologies may offer numerous advantages
over traditional methods. Shorter and more efficient
processing times to the final product, environmental
advantages due to elimination of solvents in processing
(including the possibility of recycling), and increased
efficiency of drug delivery to the patient make hot-melt
extrusion an exciting challenge for the pharmaceutical
scientist.
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INTRODUCTION

Hydrogels are three-dimensional and hydrophilic poly-
mer networks capable of swelling in water or biological
fluids and retaining a large amount of fluids in the
swollen state.[1] The water content in the equilibrium
of swelling affects different properties of the hydrogels:
permeability, mechanical properties, surface proper-
ties, and biocompatibility. The utility of hydrogels as
biomaterials lies in the similarity of their physical
properties with those of living tissues. This resem-
blance is based on their water content, soft and rub-
bery consistency, and low interfacial tension with
water or biological fluids.[2]

Hydrogels can be prepared from a wide variety of
materials of natural origin obtained from plants and
animals, as well as from materials prepared by the
modification of the aforementioned natural structures
and from synthetic polymeric materials. Among the
natural polymers, proteins such as collagen[3] and
polysaccharides such as chitosan[4] or hyaluronic acid[5]

are used. Regarding synthetic polymers, due to the
singular properties that characterize them and as a
consequence of their vast structural versatility, they are
the materials that have experienced greater growth and
development in terms of their practical applications.[6]

Hydrogels, which in a dehydrated state have a crys-
talline aspect and are called xerogels, apart from their
immediate definition of being gels containing water,
are polymers or copolymers with particular character-
istics: They are hydrophilic and insoluble in water, and
they swell in its presence (or in the presence of any
aqueous fluid), increasing in volume and becoming soft
and elastic, but keeping their shape, until reaching a
physical–chemical balance. These characteristics are a
consequence of diverse factors:

� Their hydrophilic nature is due to the presence of
polar groups, such as –OH, –COOH, –CONH2,
–HSO3 along the polymer chains.

� Their insolubility in water is due to the existence of
a three-dimensional cross-linked network in their
structure. This cross-linking can be due to weak
cohesive forces (forces such as van der Waals and

hydrogen bridges) and due to covalent or ionic
bonds.

� Their elastic consistency is determined by the
hydrophilic monomer used and the low density of
the cross-linking of the polymer.

� The conservation of the shape is a result of the bal-
ance between the osmotic forces originated by the
water upon entering the polymer and the cohesive
forces exerted by the polymeric chains that resist
that expansion.[7]

SYNTHESIS

Hydrogels, based on synthetic monomers, are synthe-
sized through condensation polymerization or through
free-radical polymerization. In terms of condensation
polymerization,[8] it is characteristic of compounds
that contain reactive functional groups and it is pro-
duced between pairs of these functional groups, with
the consequent release of small molecules, such as
H2O, NH3, or HCl. A good example is the synthesis
of poly(ethylene glycol) (PEG), a polymer soluble in
water with numerous biomedical applications[9] such
as wound dressings and drug-delivery systems. Its molec-
ular weight is below 20,000; polymers with higher
molecular weights are called poly(ethylene oxide)
(PEO). Poly(ethylene glycol) hydrogels are often pre-
pared by radiation cross-linking of high molecular weight
PEO[10] or by chemical cross-linking by reaction of the
hydroxyl groups on the ends of PEG. Poly(ethylene
glycol) star polymer hydrogels have also been prepared
by using g-irradiation.[11,12]

Another form of polymeric synthesis is by free-
radical polymerization.[13] These types of polymers
are macromolecules formed by the incorporation of
unsaturated monomer molecules, in other words, with
a double bond, to the active center of a chain in
growth. In most cases, these macromolecules are vinyl
polymers. In Fig. 1, the chemical structure of some
monomers used in the synthesis of hydrogels is shown.

In the formation of addition polymers, a chain reac-
tion is produced with three well-differentiated stages:
(a) initiation; (b) propagation; and (c) termination.
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The beginning of the polymerization requires an
activation of the monomers, whether it is thermal,
photochemical, by free radicals, or ionic, which allows
the binding of the activated monomer in the propa-
gation stage; this way, lineal or branched polymeric
chains are produced, depending on the chemical
characteristics of the monomer used.

Regarding the initiation process of polymerization, it
can be started by g-radiation. It is a method that has
been used for the synthesis of hydrogels of PEO[12] as
well as hydrogels based on vinyl monomers;[14] in this
latter case, azo-compounds such as 2,2-azo-isobutyroni-
trile (AIBN)[15] or 2,20-azobis (2-amidine-propane)
dihydrochloride or V-50,[16] and aqueous salt solutions
such as aqueous ammonium peroxodisulfate[17] are also
used. Among the monomers most used in the prep-
aration of hydrogels through free-radical polymeriza-
tion are 2-hydroxyethyl methacrylate (HEMA)[18] and
N-vinyl-2-pyrrolidone (VP).[19]

On many occasions, the hydrogels are made up of
more than one monomer, in most cases by two types
of different monomers, in this case being copolymers.[8]

The chemical structure of the copolymers depends on
the concentration of the different monomers in the feed
mixture and on the reactivity of the functional groups
that participate in the polymerization. In general, the
copolymerization allows the mechanical properties
and the swelling of the hydrogels to be modified.
So, the copolymerization of HEMA with VP generates
hydrogels with a higher water content in the swelling

equilibrium than those of poly(2-hydroxyethyl meth-
acrylate) PHEMA and whose mechanical properties
worsen when the percentage of VP in the copolymer is
increased.[20] However, the copolymers of HEMA and
methyl methacrylate (MMA), a monomer less hydrophi-
lic than VP, are characterized by water content in the
swelling equilibrium less than PHEMA hydrogels.[21]

In the synthesis of a large number of hydrogels,
cross-linking agents are used, which interconnect the
lineal polymeric chains establishing a three-dimensional
network of strong chemical bonds among them.[18,19]

It is necessary that the polymer has certain groups in
its structure that can be used as anchor points in order
to form the network. The cross-linking agent, whose
choice depends on the selected monomers, must
have at least two reactive groups in its structure, in
order to be able to cross-link different polymeric
chains, normally tetrafunctional and hexafunctional
compounds, such as ethylene glycol dimethacrylate
(EGDMA)[22] and 1,1,1,trimethylolpropane trimetha-
crylate (TPT),[23] although other cross-linking agents
have also been used such as ethylenediaminetetraacetic
dianhydride (EDTAD)[24] and pentaerythritol triacry-
late (PETA)[25] (Fig. 2). The cross-linked polymers
exhibit considerable differences in their properties
depending on the degree of cross-linking and the prep-
aration method. In general, the degree of cross-linking
determines the degree of swelling, the pore size, the
total surface area, and the mechanical resistance of
the polymer.
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Fig. 1 Chemical structures of some monomers used in the synthesis of hydrogels.
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The large deformation capacity of the elastomeric
materials is due to the flexible nature of the polymeric
chains that form them. This molecular flexibility
(microscopic) allows its large macroscopic deformation
capacity. If the chains that make up the elastomeric
material are connected among themselves through
covalent links, which connect them to each other, then
the solid becomes a three-dimensional molecular net-
work, the deformation of the polymeric matrix is only
temporary (while the application of deforming force
lasts), and the recovery is reversible. These bonds or
cross-links give continuance to the material, preventing
the sliding of some chains with respect to others. The
elastic properties of the material depend on the pro-
portion of cross-links that are introduced in order to
form the three-dimensional network (Fig. 3).

The cross-linking density is the number of points of
cross-links present per unit volume of material. If the
cross-linking density is low, the network will be very
open and therefore, the chain sections that join two
consecutive cross-links are long and their flexibility is
hardly limited, causing the material to exhibit elastic

behavior. If the cross-linking density is high, the net-
work will be closely woven. In this case, the chain sec-
tions between cross-links are short and the chains are
anchored by many points, causing the material to lose
flexibility, and making it more rigid or stiffer.

However, the preparation of non-bond cross-linked
polymer hydrogels of VP by copolymerization with the
cross-linking agent cyclic octaethylene glycol fumarate,
a 29-membered ring, having a polymerizable double
bond has also been described. Treading of polymer
chains into the macrocyclic rings is the cause for the
cross-linking.[26]

Regardless of the polymerization reaction that leads
to the synthesis of a hydrogel, and that is basically con-
ditioned by the type of monomer or monomers that
make it up, there are several types of polymerization
processes for the preparation of hydrogels: bulk poly-
merization, suspension polymerization, and emulsion
polymerization. In the bulk polymerization, the system
is made up of the monomers, the cross-linking agent, if
a cross-linked gel is desired, and the initiator of the
reaction, which are situated in a recipient, where the
polymerization reaction is unleashed; this technique
allows one to obtain hydrogels with a wide variety of
morphologies in terms of the mold used for the
synthesis, the most common being the preparation of
cylinders[15,16] and films.[27] Some variants of this type
of polymerization processes allow one to obtain macro-
porous hydrogels.[28] Macroporosity can be introduced
into hydrophilic copolymer membranes by means of
porosigen technology; with this approach, monomers
are copolymerizedaround a crystalline matrix, which is
either dispersed or leached from the membrane after
polymerization. The preparation of macroporous mem-
branes by the freeze–thaw method requires the presence
of a chemically inert material, which can form a crys-
talline structure around which the monomers can be
polymerized; in the case of hydrophilic monomers, aque-
ous systems can be used, where the ice crystals constitute
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used in the synthesis of hydrogels.
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the crystalline matrices. Applying these technologies,
Professor Tighe’s group has prepared macroporous
membranes of poly(HEMA) or poly(acrylic acid).[28]

Other researchers have prepared porous networks of
poly(HEMA) using a thermally initiated free-radical
solution polymerization.[29]

In suspension polymerization, the drops of mono-
mer, containing the initiator, are dispersed in a
concentrated aqueous saline solution, which produces
hydrogel beads. Applying this technique, Professor
Ping I. Lee[30] has synthesized PHEMA hydrogels.
Hydrogels can also be prepared through emulsion
polymerization;[1,8] this way, emulsification methods
can be used to obtain spherically shaped hydrogels
from cross-linked polymers or copolymers.[31]

PROPERTIES

There is a direct relationship between the properties
of a hydrogel and its structure, in such a way that
both characteristics cannot be considered in an isolated
way because its polymeric composition and the
synthesis method decisively influence the structure of
the polymeric matrix as well as the final properties
that the gel will have (Fig. 4). Therefore, when the
properties of the hydrogels are presented, reference
must be made to the structural parameters that
condition them.

Swelling

Hydrogels are characterized, first by their capacity to
absorb water or aqueous solutions. The water content
in the swelling equilibrium of a hydrogel is affected,
fundamentally, by the nature of the monomer or
monomers that make it up, by the type and density
of the cross-link, and by other factors such as tem-
perature, ionic strength, and pH of the hydration
medium.

The amount of the aqueous medium incorporated in
a hydrogel is determined, generally, gravimetrically
and can be expressed in several ways. The fractional
hydration (W)[14] can be obtained as follows:

W ¼ ðw1 � w0Þ=w1

where w1 and w0 are the weights of swollen and dry
gels, respectively.

The swelling ratio (r)[16] is expressed as:

r ¼ ðw1 � w0Þ=w0

At a particular temperature, the volume fraction of
polymer (f2) within a hydrogel at swelling equilibrium
is given by:

f2 ¼ ðD0=DÞ3

MECHANICALPROPERTIES

PERMEABILITY

BIOCOMPATIBILITY

SELECTION:

-LINKING
AGENT

MONOMERS

Hydrogel

Structure Properties

Hydration degree
Bound water
Free water
Equilibrium swelling degree

MECHANICALPROPERTIESMechanical properties

PERMEABILITYPermeability

BIOCOMPATIBILITYBiocompatibility

Selection

Cross-linking
agent

Monomers
Fig. 4 Relationship between
structure and properties of

hydrogels. The selection of
monomers and cross-linking
agent determines hydrogel

properties. On the other hand,
a hydrogel with specific proper-
ties must be synthesized using

specific monomers and cross-
linking agent.
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in which D0 and D are the diameters of dry and
swollen equilibrium discs, respectively, which can be
determined using a micrometer or photographically.[32]

Hydrogels formed from hydrophilic monomers con-
tain larger percentages of water. So, for example, the
content of water in the equilibrium of HEMA and
VP copolymers increases when the content of VP in
the gel is increased, obtaining percentages of fractional
hydration of 38.3 wt% for hydrogels with a 25 wt% of
VP in the feed mixture of polymerization and of
59.3 wt% for those that contain 50 wt% of VP, both
cross-linked with 5 wt% of EGDMA.[33]

Another variable that directly influences the
capacity of the water absorption of hydrogels is the
degree of their cross-linking. The increase in the con-
tent of cross-linking agent decreases the percentage
of fractional swelling. So, for example, for PHEMA
hydrogels, these values vary from 36 wt% to 29 wt%
when the amount of the cross-linking agent (EGDMA)
is increased from 0.5 wt% to 5 wt%.[22] This same effect
has been described for numerous hydrogels, for
example, copolymers of HEMA and acrylamide (A)
cross-linked with EGDMA,[34] and copolymers of
N-isopropylacrylamide (NIPA) and acrylic acid (AA)
cross-linked with N,N 0-methylene bisacrylamide (BIS)
or with glyoxal bis(dially acetal) (GLY).[35]

Likewise, the type of cross-linking agent also affects
the water content in swelling equilibrium, so, for
example, PHEMA hydrogels cross-linked with TPT
(1 wt% of TPT) reach percentages of fractional swell-
ing which are lower (W ¼ 27–23 wt%) than those
cross-linked with EGDMA, in the same conditions of
synthesis.[23] Also, copolymers of NIPA and AA
experience greater swelling when they are cross-linked
with GLY than with BIS.[35]

There are hydrogels whose swelling is conditioned
by the temperature and by the pH of the medium.
Poly(N-isopropylacrylamide) (PNIPA) and its copoly-
mers have been extensively studied in the development
of thermoresponsive hydrogels. Cross-linked PNIPA
exhibits a volume phase transition temperature
(VPTT), at around 32�C in aqueous media. At tem-
peratures below its VPTT, the cross-linked PNIPA
matrix is superabsorbent and swells to form a hydro-
gel. On increasing the temperature above the VPTT,
the hydrogel undergoes a rapid shrinkage. The thermo-
sensitivity of the hydrogel is due to the hydrophilic–
hydrophobic balance of its constituent polymer chains
and is directly related to the lower critical solution
temperature (LCST) phenomenon that is exhibited by
linear PNIPA in aqueous solution.[36] Furthermore,
diverse copolymeric hydrogels of PNIPA have been
synthesized, which are temperature sensitive.[37,38] In
addition, temperature-sensitive hydrophilic gel micro-
capsules of poly(L-lysineisopropylamide-terephthalic

acid), containing water, have been obtained.[39] The
microcapsule changes its size between 33 and 35�C.
Below 33�C the microcapsules are fully spherical
while they are aggregated above 35�C; this thermo-
sensitive morphological change is reversible. Another
type of temperature-sensitive hydrogels has been pre-
pared by the group of Yoshida and Carenza, which
has synthesized poly(acryloyl-L-proline methyl ester)-
based hydrogels cross-linked with TPT,[40,41] which
swell between 74% and 63% (swollen hydrogel vol-
ume/dry hydrogel volume, %) at 4�C, and they shrink
at 37�C.

The pH sensitivity of the hydrogels is due to the
presence of weakly acidic and/or basic functional
groups on the backbone. Their water uptake properties
are provided by the ionization of the functional
groups, which depends on the pH and on the ionic
strength of the external medium. The Falamarzian
group has synthesized diverse hydrophobic/polyelec-
trolyte copolymer hydrogels. They have reported that
poly(methyl methacrylate/dimethylaminoethyl meth-
acrylate) [MMA/DMA] cross-linked with divinylben-
zene (DVB) hydrogels are polycationic pH-sensitive
hydrogels, which are quite hydrated in acidic pHs
while glassy in alkaline and neutral pHs.[42,43] Also,
chemically derived cross-linked polyacrylamide-
grafted guar gum microgels possessing weakly anionic
groups have been developed;[31] due to the presence of
ionizable carboxylic functional groups, these microgels
are sensitive to pH and ionic strength of the external
media. The rate of solvent diffusion increases consider-
ably at higher pH, i.e., above the pKa (pKa ¼ 4.6) of
the anionic microgels. At higher pH, above the pKa,
the –COOH groups may dissociate, thereby increa-
sing the osmotic pressure inside the microgels resulting
in a higher swelling. The electrostatic repulsion might
cause the cross-linked network to swell, thereby
allowing water molecules to enter into the matrix.
Another type of pH-sensitive hydrogel is made up of
copolymers of N-acryloyl-N0-methyl piperazine and
MMA cross-linked with EGDMA.[44] The high swell-
ing observed at low pH (pH ¼ 2.6) is due to the
protonation of the tertiary amine group of the pipera-
zine unit, which causes electrostatic repulsion thus
leading to increased swelling. The swelling of the gel
goes down in a solution of pH 7. Likewise, the hydro-
gels synthesized by cross-linking chitosan and poly-
vinyl pyrrolidone (PVP) blends with glutaraldehyde
to form a semi-interpenetrating polymer network are
pH sensitive;[45] an acidic environment (pH 1 and 2)
has a pronounced effect on the swelling profiles
of hydrogels compared with neutral or alkaline media.
Increased swelling of hydrogels, under acidic con-
ditions, is due to the protonation of a primary amino
group on chitosan.
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Mechanical Properties

The mechanical behavior of the hydrogels can be
described by the theories of rubber elasticity and vis-
coelasticity,[46] which are based on time-independent
and time-dependent recovery of the chain orientation
and structure, respectively. Mechanical properties due
to rubber elastic behavior of hydrogels can be deter-
mined by tensile measurements, while the viscoelastic
behavior can be determined through dynamic mechan-
ical analysis.

The Huglin’s group has determined the mechanical
properties of diverse hydrogels through compression–
strain measurements.[32,35,47,48] Young’s moduli of elas-
ticity (E) can be obtained as the slopes in plots of stress
(t) vs. strain (l � 1), where t is the applied force per
unit area of hydrogel and l is the ratio of deformed
length to undeformed length of hydrogel. These plots
are linear over the range of strain covered.

The compression moduli (G) are obtained as the
slope of t vs. (l � l�2) plot, at low strains:
t ¼ G(l � l�2). Once the compression modulus is
known, the effective cross-linked density (ne) can be
determined from the following equation:

G ¼ RT nef
�1=3
2

The effective cross-linked density is an experimental
quantity, unlike the theoretical cross-linking density
(nt), which is given by

nt ¼ Cf=2

where C (mol dm�1) is the concentration of added
cross-linking agent and f is its functionality.

Starting from the values of ne, the molar mass
between cross-links (Mc) can be calculated:

Mc ¼ r=ne

where r is the density of the hydrogel, which can be
obtained from the mass and the volume. The molar
mass between cross-links can also be determined
through the Peppas–Merril relationship.[49]

Likewise, starting from the values of ne, the poly-
mer–water interaction parameter (w) can be calculated
using the following expression:

lnð1 � f2Þ þ f2 þ wf2
2

þ neV 1ðf1=3
2 � 2f2 f�1Þ ¼ 0

where V1 is the molar volume of water (dm3 mol�1) at a
specific temperature.

The mechanical properties of the hydrogels depend,
fundamentally, on their composition and structure,
and on many occasions they are weak, for which many
of these materials cannot be used in load-bearing appli-
cations such as the replacement of damaged tissues.
Although the quantity of water absorbed in the poly-
meric matrix of a hydrogel plays a very important role
in its diffusion and permeability properties as well as
its biocompatibility, it can negatively affect its mechan-
ical properties in many cases. Furthermore, the state of
the water in the hydrogel also affects its mechanical
properties, because the increase in the proportion of
freezing water in the gel causes a worsening in its
mechanical resistance, since that water is going to act
as a plasticizer, decreasing the glass transition tempera-
ture of the system.[21] The strategies to improve the
mechanical properties of the hydrogels are, mainly,
the cross-linking and the copolymerization with hydro-
phobic monomers.

The highly hydrophilic hydrogels, such as those
consisting of PVP cross-linked with EGDMA
(0.5 wt%–5 wt%),[47] characterized by small values of
the interaction parameter w (w ¼ 0.49–0.57), present
small Young’s modulus (0.019 MPa–0.504 MPa) that
improve when the percentage of the cross-linking agent
is increased. The copolymerization of VP with a hydro-
phobic monomer such as n-butyl acrylate (BA)[48]

notably improves the mechanical properties of hydro-
gels, whose compression modulus (G) increases when
the amount of BA in the hydrogel is increased, from
0.046 MPa for hydrogels with 2 wt% of BA to
0.256 MPa for those with 60 wt% of BA, all of them
cross-linked with 1 wt% of TPT, which corresponds
to a decrease in their elasticity (E ¼ 0.148 MPa–
0.0829 MPa). Also in these hydrogels, the increase in
the cross-linking agent decreases elasticity, increasing
the compression modulus (G ¼ 0.439 MPa for hydro-
gels with 60 wt% BA and 2.5 wt% TPT), which is corre-
lated with a more effective cross-linking density
(ne ¼ 0.115 mol dm�3–0.195 mol dm�3 for hydrogels
with 60 wt% BA and 1 wt%–2.5 wt% TPT, respectively)
and therefore will lower the values of molar mass
between cross-links (Mc ¼ 9700 g mol�1–5700 g mol�1

for hydrogels with 60 wt% BA and 1 wt%–2.5 wt%
TPT, respectively).

The type of cross-linking agent also has an impor-
tant effect on the mechanical properties of the hydro-
gels. Thus, copolymeric hydrogels of NIPA and
AA[35] have better mechanical properties when they
are cross-linked with BIS, than with glyoxal bis(diallyl
acetal) (GLY). Therefore, for hydrogels with 10 mol%
of AA, the compression modulus is 6.68 kPa when they
are cross-linked with 2.5 mol% of BIS and 1.44 kPa
when it is done with the same percentage of GLY.
The compensation is that hydrogels cross-linked with
GLY exhibit much higher swelling ratios.
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The mechanical resistance of the hydrogels is, there-
fore, very variable, existing mechanically weak hydrogels
such as alginate hydrogels ionically cross-linked with
CaCO3 in the presence of D-glucono-d-lactone, whose
compression modulus reaches a value of 175 kPa.[50]

However, others are significantly mechanically resistant,
such as those formed of PVP/b-chitosan in the presence
of glutaraldehyde[51] or the semi-interpenetrating hydro-
gels based on poly(3-hydroxybutyrate) and net-PEG,[52]

whose tensile strength is 43.13 MPa and 350.6 MPa, in
the dry state, respectively. Hydrogels of poly(vinyl
alcohol) (PVA) called SalubriaTM[53] have compressive
modulus between 1 MPa and 18 MPa, and shear tangent
modulus between 0.1 MPa and 0.4 MPa, which is within
the range of the modulus of articular cartilage. Values of
network parameters of different hydrogels are shown in
Table 1.

BIOMEDICAL APPLICATIONS
OF HYDROGELS

Hydrogels have numerous applications in the field of
biomedicine because, as it has been previously indi-
cated, their characteristics can be modulated in terms

of their composition and preparation method. This
way, matrices with elevated swelling levels can be
obtained. In addition, they present mechanical proper-
ties which are suitable for a specific application, which
along with their characteristics of being made up of
biostable or biodegradable devices, it makes these ele-
ments very versatile and with very diverse applications,
some of which are shown in the following paragraphs.

Contact Lenses and Ocular Implants

Soft contact lenses are one of the most widely used
applications of hydrogels. One of the main characteris-
tics of these lenses is their comfort because they per-
fectly adapt to the global ocular curvature, and
furthermore they allow atmospheric oxygen to reach
the cornea by dissolving in the water of the lens and
then transported by diffusion, until reaching the per-
meability limits close to those of a hypothetical lens
of distilled water. Studies carried out by the Tighe
group[21] show that there is a correlation between the
equilibrium water content of a hydrogel and its per-
meability to oxygen; thus the copolymeric hydrogels
of HEMA and VP with equilibrium water content of
80% have a high permeability to oxygen, somewhat

Table 1 Network parameters of some hydrogels

Hydrogel }2

nt

(mol dm�3)

ne

(mol dm�3) E (kPa) G (kPa)

Mc

(g mol�1) v Ref.

PVP–EGDMA 0.5% 0.039 62 � 10�3 5.7 � 10�3 19 216,000 0.491 [47]

PVP–EGDMA 5% 0.227 616 � 10�3 114 � 10�3 504 10,700 0.572

VP/BA (98/2)–TPT 1% 0.100 94.3 � 10�3 40.4 � 10�3 148 46 30,200 0.507 [48]

VP/BA (40/60)–TPT 1% 0.758 86.2 � 10�3 114.8 � 10�3 82.9 256 9,700 1.148

VP/BA (40/60)–TPT 2.5% 0.782 215.6 � 10�3 194.8 � 10�3 1399 439 5,700 1.208

NIPA/AA (90/10)–BIS 2.5% 0.15 0.508 18.4 � 10�3 22 6.68 60.4 0.57 [35]

NIPA/AA (90/10)–GLY 2.5% 0.18 1.05 5.71 � 10�3 4.54 1.44 204 0.57

LH alginate(4.5 w/v)–1.5 � CaCO3 175 [50]

PVA (75% water) 1,000–18,000 [53]

PEO (1.5 g dL�1)–0.47 kGy hr�1 12,000 [12]

PEO (1.5 g dL�1)–6.1 kGy hr�1 10,200

PEO (2 g dL�1)–0.47 kGy hr�1 9,800

PEO (2 g dL�1)–6.1 kGy hr�1 6,100

PVA–EDTAD 5% 5.5 � 10�3 3 [27]

PVA–EDTAD 25% 202 � 10�3 199

PEGDA : PETA (10:0) 62.4 [25]

PEGDA : PETA (10:2) 39.8

VP: N-vinyl-2-pyrrolidone; PVP: polyVP; EGDMA: ethylene glycol dimethacrylate; BA: butyl acrylate; TPT: 1,1,1-trimethylolpropane trimetha-

crylate; NIPA: N-isopropyl acrylamide; AA: acrylic acid; BIS: N,N0-methylene bisacrylamide; PVA: polyvinyl alcohol; EDTAD: ethylenediamine-

tetraacetic dianhydride; PEGDA: polyethyleneglycol diacrylate; PETA: pentaerythritol triacrylate.

f2: volume fraction of polymer; nt: theoretical cross-linking density; ne: effective cross-linking density; E: Young’s modulus; G: compression

modulus; Mc: molar mass between cross-links; w: polymer–water interaction parameter.
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higher than copolymeric hydrogels of HEMA–VP–
styrene, whose equilibrium water content is around 70%.

The first contact lenses were developed at the begin-
ning of the 1970s by Wichterle as a consequence of his
work with hydrogels based on glycolmethacrylates.[54]

The first soft contact lenses marketed with real success
were those made up of PHEMA, whose water content
was 38%. Several companies subsequently developed a
range of hydrogel lens materials containing various
monomers such as VP, methacrylic acid (MAA),
MMA, and glyceryl methacrylate (GM), among
others,[55,56] in the attempt of obtaining materials with
an elevated water content and suitable mechanical
properties, which allow them to resist the force of the
eye lid, along with an elevated permeability to oxygen
(Table 2). The permeability of oxygen is a very impor-
tant factor when considering that hydrogel lenses
can induce limbal hyperemia, which is a consequence
of a localized hypoxia.[57] It is considered that the
oxygen transmissibility should be greater than 125 �
10�9 Dk L�1 in order to prevent stromal anoxia in
the closed eye.[58] This is achieved with hydrogel mate-
rials of high oxygen permeability such as silicone
hydrogel lenses with values of Dk of 140 (Lotrafilon
A—CIBA Vision).[57]

The substitution of the crystalline lens for a trans-
parent intraocular lens (IOL) has become an integral
part of almost all cataract operations. Because the
implantation of the IOL is done through a small
incision, foldable lenses have been developed, some
of which are PHEMA hydrogels (refractive index,
1.44; water content, 38%) or HEMA copolymers with

MMA (refractive index, 1.47; water content, 20%) or
with 6-hydroxyhexyl methacrylate (refractive index,
1.47; water content, 18%),[59] because there is evidence
that hydrophilic materials are less damaging to the cor-
neal endothelium and produce lower levels of inflam-
matory response.

The vitreous humor of the eye is a hydrophilic gel
with water content above 99%, formed by a network
of collagen and hyaluronic acid, which in some patho-
logical situations becomes dysfunctional. For this rea-
son, some hydrogels have been tested as substitutes for
the vitreous humor of the eye, among them hydrogels
of PVP, polyacrylamide (PA) and PVA, although no
truly satisfactory result has been achieved.[60]

Tissue Prosthesis and Tissue
Regeneration

Among the applications of hydrogels as materials for
tissue replacement, its possible use for replacing articu-
lar cartilage stands out. The importance of this use is
obvious if we consider the millions of people who suf-
fer from degenerative joint diseases, which make it
necessary to have effective treatments available to
repair cartilage damaged by pathological processes or
from injuries. Among the possible treatments would
be the replacement of the cartilage by arthroscopy,
using a material that is similar to natural cartilage.
This natural cartilage consists of a matrix of proteogly-
cans, able to retain water molecules due to the negative
charges of the glycosaminoglycans present in their

Table 2 Selected soft contact lens materials

Trade Name Principal components

Water

content (%)

Oxygen

permeability

(Dk)

Refractive

index Manufacturer

Optima FW Polymacon (HEMA) 38.6 8.4 � 10�11 1.43 Bausch & Lomb

Soflens66 Alphafilcon A (HEMA/VP/TBCM) 66 32 � 10�11 1.39 Bausch & Lomb

Soflens Hilafilcon A (HEMA/VP) 70 33 � 10�11 1.38 Bausch & Lomb

Purevision Balafilcon A (SVC/VP/VA) 36 99 � 10�11 1.426 Bausch & Lomb

Focus Nelfilcon A (PVA/NFMA) 69 26 � 10�11 1.38 Ciba Vision

Cibasoft Tefilcon (HEMA) 37.5 8.9 � 10�11 1.43 Ciba Vision

Focus Monthly Visitint Vifilcon A (HEMA/EDMA/MAA) 55 16.0 � 10�11 1.415 Ciba Vision

Focus Night and Day Lotrafilcon A [fluoro-silicone hydrogel] 24 140 � 10�11 — Ciba Vision

Acuvue Etafilcon A (HEMA/MAA) 58 28 � 10�11 1.40 Vistakon

Horizon 55EW Methafilcon A (HEMA) 55 18.8 � 10�11 1.41 Westcon
Contact Lens

Proclear Omafilcon (HEMA/MCOE-PC) 59 — — Biocompatibles

International

HEMA: 2-hydroxyethyl methacrylate; VP: N-vinyl-2-pyrrolidone; TBCM: 4-t-butyl-2-hydroxycyclohexyl methacrylate; SVC: silicone vinyl car-

bamate; VA: vinyl alanine; NFMA: N-formylmethyl acrylamide; EDMA: ethylene dimethacrylate; MAA: methacrylic acid; MCOE-PC: 2-metha-

cryloyloxyethyl-phosphorylcholine.
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structure. These water molecules are eliminated from
the matrix when it is exposed to pressure, this way
cushioning the force exerted on it. For this reason, it
can be considered that, from a practical point of view,
the cartilage functions biomechanically as a specia-
lized, physicochemically active biological hydrogel,[61]

and hydrogels can be used as model systems for quan-
titatively studying the influence of the intrinsic swelling
parameter on the consolidation behavior, and thus
obtain information on the fundamental parameters
that control the biomechanical properties of the articu-
lar cartilage.

Regarding what was previously presented, it is
understood that there is a clear interest in finding a
material, with hydrogel characteristics, that can substi-
tute polyethylene (PE), which is used in partial or total
replacement of articular cartilage. For this reason,
researchers at the University of Kyoto have studied
hydrogels of PVA with mechanical characteristics
and suitable lubrication because these hydrogels have
a thicker fluid film under pressure than PE and also
their wear factor is approximately five times higher
than that of PE. In the in vivo studies, after maintain-
ing the implants up to 52 weeks, no tissue degeneration
was seen in the surrounding tissue[62] and the biocom-
patibility with respect to the implants of ultrahigh
molecular weight polyethylene (UHMWPE) seems
to improve.[63,64] Other researchers have come close
to preparing a material that substitutes this tissue
through the preparation of semi-interpenetrating
hydrogels, with mechanical properties that are similar
to those of cartilage.[65] The mechanical characteristics
of friction and wear of hydrogels of PHEMA have
also been studied as possible substitutes of articular
cartilage.[66] However, the most promising hydrogels
in this application seem to be those of PVA, prepared
by freeze–thaw techniques,[67] one of which is called
SalubriaTM[53] and its water content and mechanical
characteristics are notably similar to those of arti-
cular cartilage.

Other studies are centered on the development of
hydrogels that include helicoidal fibers of poly(ethyl-
ene terephthalate), in an attempt to simulate natural
collagen fibers, in order to generate a material that
has mechanical characteristics close to those of the
ligaments and can be used as connective replacement
tissue.[68]

Hydrogels are also used as breast prostheses, due to
their swelling characteristics, which make them similar
to live tissue. Medical follow-ups of implanted women
indicate that these implants remain soft after 18–48
months.[69] However, all the results are not equally
concordant because breast prostheses with textured
surfaces and filled with PVP hydrogel undergo a sig-
nificant increase in volume when implanted in patients
as a consequence of osmosis.[70]

There is high interest in the use of hydrogels in the
regeneration of the central nervous system (CNS).
Therefore, chemically cross-linked PHEMA tubes have
been synthesized by applying centrifugal forces, whose
outer diameter is 2.4 mm and wall thickness is 40 mm–
400 mm, which could be used for guided regeneration
in the nervous system.[71] On the other hand, the
Woerly group has studied hydrogels as macromolec-
ular networks that may act as extracellular matrices
to induce tissue growth and organization during the
healing process, thus promoting tissue restructuring
and axonal regeneration in the damaged CNS. They
have studied the possibility of tissue replacement in
the CNS by means of polymer–cell hybrid constructs
in which dissociated cells are included within a stable
three-dimensional polymer matrix with sufficient void
volume for cell biomass accumulation and a sufficient
surface area for cell growth.[72] For this, they have used
hydrogels of N-(2-hydroxypropyl) methacrylamide
(HPMA) cross-linked with BIS, which contain col-
lagen, in which embryonic neurons, neonatal astro-
cytes, and Schwann cells have been immobilized,
which in most cases were viable and were differentiated
within the polymeric matrices. Initial studies of
implantation of these hydrogels in rat neocortex
showed that the polymers did indeed interact with
the host as evidenced by the migration of host non-
neuronal cells into the gels.[73] The inclusion of amino
sugar or peptide sequences in this type of hydrogels
increases their adhesion properties with host neural
tissue, apart from experiencing vascularization and
being infiltrated by host non-neuronal cells, such as
astrocytes and macrophages; the presence of a high
number of axons has also been detected.[74] This type
of hydrogels containing nervous tissue cells can be used
for repairing and regenerating the CNS.

Tissue Engineering

The objective of tissue engineering is to develop parts
of the body as alternatives for tissue and organ trans-
plants. It is essential to have a scaffolding material that
guides cellular adhesion, the growth and the formation
of new tissues in this development. Recently, hydrogels
have been explored as scaffolding materials for appli-
cations in tissue engineering.

Among the possible materials that can be used for
the preparation of hydrogels used in tissue engineering
are the polysaccharides. The formation of hydrogels
based on polysaccharides can be achieved, in general,
through hydrogen links or by ionic interactions.
Hydrogels of agarose and chitosan are among the first,
and hydrogels of alginates and carrageenans are
among the second.[75] Chitosan can be processed
through freezing and lyophilizing chitosan–acetic acid
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solutions in suitable molds, in order to form porous
structures that can be used in cell transplantation
and tissue regeneration;[76] because the size and the
orientation of the pores can be controlled, and as a
result the mechanical properties of chitosan scaffolds.
One of the applications described for chitosan-based
hydrogels is in cartilage tissue engineering.[75] Alginate
hydrogels ionically cross-linked with calcium carbon-
ate, calcium sulfate, and D-glucono-d-lactona have also
been developed, which generate homogenous matrices,
with appropriate mechanical properties that allow the
incorporation of cells, specifically osteoblasts, and
their culture in three dimensions.[50]

Another type of hydrogel is that of poly(ethylene
oxide) dimethacrylate (PEODM), obtained by photo-
polymerization in the presence of 2-hydroxy-1-
[4-(hydroxyethoxy) phenyl]-2-methyl-1-propanone as
UV photoinitiator, which encapsules chondrocytes
and can be used as scaffolds for cartilage growth.[77]

With the aim of increasing cellular adhesion or help-
ing a biospecific cellular adhesion, synthetic biomate-
rials modified with peptide sequences that constitute
ligands of cellular adhesion have been prepared.[78]

Following this strategy, hydrogels of polyethylene
glycol diacrylate with acryloyl-polyethylene glycol–
RGDS have been synthesized, where RGDS is a
peptide, which include TGF–b1 (transforming growth
factor-b1) conjugated with PEG, because TGF-b
increases the production of extracellular matrix pro-
teins by vascular smooth muscle cells. The smooth
muscle cells from the thoracic aorta of rats included
in the PEG-based hydrogel grow better in this type
of hydrogels, compared to those that lack TGF-b.
Furthermore, this compound significantly improves
the mechanical properties of the hydrogel.[79]

The use of hydrogels in the preparation of scaffolds
for other applications such as dental pulp tissue
replacement[80] or mandible condylar reconstruction
has also been tackled.[81]

Biosensors

Hydrogels are used in the preparation of biosensors,
acting as supports for the immobilization of enzymes.
The Veronese group has prepared diverse biosensors
for enzyme immobilization, one of them being an
amperometric sensor constructed by using PEG-
modified glucose oxidase immobilized in a PVA cryo-
gel membrane, obtained by a freezing–thawing cyclic
process. This sensor allows for the determination of
glucose electrochemically by measuring the hydrogen
peroxide production as a result of the enzymatic reac-
tion, which can be used in the determination of serum
glucose.[82] Likewise, considering the clinical interest
in determining acetylcholine, they have developed a

specific biosensor through the immobilization of ace-
tylcholinesterase and choline oxidase (as PEG-modified
choline oxidase) in a PVA cryogel membrane. This
biosensor allows amperometrical determination of the
hydrogen peroxide formed after the hydrolysis of ace-
tylcholine by the acetylcholinesterase, which produces
choline, in which the choline oxidase acts on generating
hydrogen peroxide.[83] The PEGylation step is the criti-
cal step to increase the enzyme size needed to improve
retention inside the gel and to convey at the same time
the solubility of the enzyme inside the matrix. This
fact is also confirmed in the immobilization of lipase,
previously conjugated with PEG, in PVA hydrogels,
designed for biocatalytic applications.[84]

Because the determination of hydrogen peroxide is
in itself of interest, hydrogel-modified graphite electro-
des have been prepared through the inclusion of
diverse redox enzymes in hydrogels of poly(vinylimida-
zole) complexed with Os(4,40-dimethylbipyridine)2Cl
cross-linked with poly(ethylene glycol) diglycidyl ether
(PEGDGE), as biosensors for the detection of hydro-
gen peroxide. Of all the biosensors prepared, the most
sensitive H2O2 biosensor was that contained the newly
purified sweet potato peroxidase.[85]

Another compound whose measurement is of inter-
est in clinical and forensic laboratories, as well as in
food and beverage industries, is ethanol. Hydrogels
of poly(carbamoyl)sulfonate (PCS) have been used
for the immobilization of alcohol oxidase in order to
make a biosensor that acts as an amperometric trans-
ductor for the detection of alcohols.[86]

Wound Dressings

Hydrogels are used to aid in the regeneration of ulcer-
ous and burn wounds because they create a permanent
moist medium in the wound, therefore, stimulating the
cellular activity in all the stages of the cicatrization
process. Furthermore, they absorb exudation and
secretions. The moist atmosphere created by the hydro-
gel softens and detaches the necrotic tissue, helping
tissue regeneration in the granulation stage, absorbing
the secretions, and creating a favorable atmosphere for
the division and cellular activity of the epithelial tissue.
At the same time, this type of dressing does not adhere
to the wound, which is an advantage for the patient.
Likewise, they prevent bacterial contamination of the
wounds, being able to even incorporate some type of
antibiotic, and furthermore they are permeable to oxy-
gen. To attain satisfactory conditions at the wound site,
the dressing should possess a suitable water vapor trans-
mission rate.[87] Studies carried out with experimental
animals confirm that wound dressing based on hydrogels
induced a significantly enhanced healing rate in the
impaired wound.[88]
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Several laboratories have marketed hydrogel-type
dressings (Table 3), all of them characterized by their
high water content, greater than 95% in weight in some
cases. In terms of their composition, there is a wide
variety, they consist of: polyurethane, polyacrylate,
polyacrylamide and agar, cross-linked polymers
derived from acrylates substituted with groups of
amine and nitrile, chitosan and PVP, as well as with
derivatives of hyaluronic acid with or without alginates.

Dressings prepared from gelatine sponges that
incorporate epidermic growth factor (EGF) are being
studied, to help cellular proliferation and the epithelial
regeneration process, and that are situated between
elastomeric polyurethane membranes. The in vivo stu-
dies in rabbits indicate that these dressings provide a
higher degree of reduction in the wound areas.[89]

Wound dressings with antimicrobian compounds have
also been prepared; this wound dressing has the
capacity to absorb the wound exudates thanks to its
layer of carboxymethyl-chitin hydrogel, while its anti-
microbian capacity resides in the chlorhexidine gluco-
nate impregnated in a layer of chitosan acetate
foam.[90] Other wound dressings are made up of cross-
linked hydrogels formed from blends of PVP with
PEG and agar.[91] Polyvinyl alcohol and PVP blended
hydrogels,[92] as well as PEO and PEO/PVA blend
hydrogels[93] for wound dressings have also been pre-
pared. Poly(2-hydroxyethyl methacrylate)-based arti-
ficial skin for advanced wound dressing usage through
the inclusion of weaved and knitted fabrics and fibers
in soft PHEMA matrix has also been prepared.[94]

Drug-Delivery Systems

The efficacy of the drug of a pharmaceutical product
depends, to a large extent, on its dosage form, in other
words, on its bioavailability. Currently, it is generally

accepted that the pharmacological activity of a
compound is not, in itself, enough to ensure a good
therapy, but an optimal therapeutic effect depends on
appropriate dosage systems, on the type of formu-
lation, and on the selection of a specific release system
for the drug.

The efficacy of a drug in a specific application
requires the maintenance of some appropriate concen-
tration levels (generally plasmatic) of this compound
during a prolonged period of time. However, the con-
ventional administration of drugs gives, in most cases,
a very poor control of the concentration of these sub-
stances in plasma, because they give rise to variations
in the concentration of the bioactive product once a
specific dose has been applied. The conventional dos-
age systems can give rise to alternative periods of inef-
ficacy or toxicity. These difficulties have called for the
development of new administration techniques for
bioactive compounds, directed towards attaining that
with a single dose the concentration of the drug in
the organism (or even better in their target) is main-
tained out of the extreme limits of inefficacy and
toxicity, during the appropriate period of time.[95]

Drug-delivery systems allow the release of a drug
during a dilated period of time or at a specific moment
in the treatment. Furthermore, through these systems,
the drug can be released in its target in the organism,
being able to decrease its side effects and also prevent
biological barriers that stop it from acceding the tar-
get.[96] Among the possible drug-delivery systems,
hydrogels have been extensively studied as drug-
delivery devices[96,97] due to their excellent capacity of
absorbing water and their swelling and permeability
characteristics that enable them to undergo struc-
tural changes in response to different physical, chemi-
cal, or biological stimuli,[97,98] for which they have
been named ‘‘intelligent’’ or stimuli-responsive drug-
delivery systems.

Table 3 Selected wound dressing materials

Trade name Principal components Manufacturer

Tenderwet Polyacrylate Hartmann

Hidrosorb Polyurethane Hartmann

Geliprem Polyacrylamide/agar Inibsa

Hyflex Hypan� (acrylate derivatives composed of several

sequences of units with pedant hydrophilic groups
and several sequences of units with pedant nitrile groups)

Hymedix

Aquatrix II Chitosan derivatives /PVP, polyethylenimine/PVP Hydromer

Clear Hydrogel Films Polysaccharide-based hydrogels Veraco International

Hyalofill Hyaff (hyaluronic acid-based hydrogels) Convatec, S.A.

Jaloskin Hyaff Convatec, S.A.

Hyalogran Hyaff Convatec, S.A.

Hyalgin Hyaff Convatec, S.A.
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General characteristics

Hydrogels loaded with an active substance are
especially useful in the administration of this substance
in accessible regions of the organism, such as the buc-
cal, nasal, and vaginal region, as well as for oral or
transdermal administration. They can also be placed
subcutaneously or in the environs of the target of the
bioactive compound, through a surgical incision.[97]

The inclusion of a drug or active substance in a
hydrogel can be carried out in two ways. One of them
is through physical methods, introducing the dry gel
(xerogel) in a concentrated solution of the drug, fol-
lowed by the dehydration of the hydrogel once it has
reached the swelling equilibrium,[14,15] in other words,
by equilibrium partitioning; or, if the drug is stable
enough in the required synthesis condition, including
it in the initial polymerization feed mixture, in order
to, this way, directly obtain the gel loaded with the
drug.[17] The second form of inclusion of a substance
in a hydrogel uses chemical mechanisms, consisting
of the immobilization of the substance in the hydrogel
matrix through the formation of ester, anhydride or
amide type bonds that are later hydrolyzed in aqueous
medium, this way getting the release of the drug.[99]

The release of a drug dispersed in a hydrogel, which
is initially in a dehydrated state (xerogel), is produced
through the diffusion of the drug from and through
the polymeric matrix, initially in a glassy state, by dif-
fusion to the crosscurrent of water or biological
fluids.[100] When the xerogel loaded with the drug is
put in contact with the aqueous medium, the water
penetrates the matrix and the gel begins to swell,
decreasing the glass transition temperature of the poly-
mer and reaching a rubbery state, which increases the
permeability of the polymer to the drug and allows it
to spread to the exterior.[101]

In order to interpret the kinetics of swelling of a
hydrogel, as well as the release of a drug from a hydro-
gel, the concept of that sorption of water into glassy
hydrogels generally exhibits anomalous behavior ran-
ging from Fickian to Case II diffusion has been used.
Fickian and non-Fickian behavior, for swelling as well
as for drug release, depends on the rate of polymer
relaxation at the glassy–rubbery transition at the swell-
ing interface. To characterize the various types of
solute diffusion in polymers, the following equation
can be used, for at least the short-time period:[101]

Mt=M1 ¼ ktn

where Mt and M1 are the mass of water taken up at
time t and infinite time in sorption experiments,
respectively. In drug release experiments, Mt and M1
are the amounts of drug released at time t and the
maximum amount of drug released, respectively, k is

a constant which incorporates the structural and
geometrical characteristics of the device, and n is the
diffusional exponent that determines the release
mechanism. For devices with slab geometry, n ¼ 0.5
represents a Fickian diffusion mechanism, in this case
the drug release is controlled by diffusion; while that
when n ¼ 1 the drug release is independent of time,
and corresponds to a zero-order kinetics, and is called
Case II transport. In this case the drug release is con-
trolled by swelling. Values of n between 0.5 and 1 cor-
respond to an anomalous transport, which indicates
that the drug release is produced by mechanisms con-
trolled by diffusion as well as by swelling. In the case
of polymeric devices with geometries in the shape of
a sphere or cylinder, n ¼ 0.43 (sphere) or 0.45 (cylin-
der) indicates Fickian diffusion, while n ¼ 0.85
(sphere) or 0.89 (cylinder) corresponds to drug release
mechanism of Case II transport; the anomalous
transport would be indicated by intermediate values
of n.[102]

Another criterion for predicting if the transport in
polymeric gels is controlled by diffusion (Fickian) or
by relaxation, is to determine the diffusional Deborah
number (De), which is a ratio between the character-
istic polymer relaxation time of the polymer (l) when
it is subject to a swelling stress and a characteristic dif-
fusion time (y), defined as the coefficient between the
square of the sample thickness (h) and the coefficient
of water diffusion in the polymeric gel (D):[103]

De ¼ l=y ¼ l=ðh2=DÞ

if the swelling process is controlled by the relaxation
time (De � 1) or by water diffusion (De � 1), the
diffusion is Fickian. However, if De � 1, both pro-
cesses will be produced simultaneously and it will be
an anomalous transport.

Another parameter that indicates the characteristics
of diffusion in polymers is the swelling interface
number (Sw), a dimensionless number that describes
the balance between solvent penetration and drug
release:[103]

Sw ¼ vd=D

where v is the velocity of the moving glassy/rubbery
front, d is the thickness of the swollen gel layer, and
D is the diffusion coefficient of drug in the polymer.
When Sw � 1 the swelling front advances more
quickly than the drug release, for which the release is
Fickian. On the contrary, values of Sw � 1 indicate
a zero-order release, since the transport speed of the
drug through the solvated region is quicker than the
speed of the glassy–rubbery front. When Sw � 1
anomalous behavior prevails.
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When the systems have a Fickian diffusion, the
solution of the differential form of Fick’s Law, consi-
dering one-dimensional diffusion from a very thin gel
phase with slab geometry and a constant diffusion
coefficient D, is:[104]

Mt

M1
¼ 1 �

X

1

n¼0

8

ð2n þ 1Þ2p2

� exp
�Dð2n þ 1Þ2p2t

h2

 !

where h is the thickness of the dry hydrogel and t is the
time.

This equation can be approached for early and
moderate times of diffusion through the reduced
expression:

Mt=M1 � 4ðDt=ph2Þ1=2; Mt=M1 � 0:6

One criterion of Fickian behavior holds that Mt/M1
vs. t1/2 plot should be linear up to 60% reduced sorption.

Diffusion coefficients can also be calculated from
the late-time approximation:

Mt=M1 ¼ 1 � ½ð8=p2Þ exp ð�p2Dt=h2Þ	;
Mt=M1 
 0:4

This equation is more appropriate for determining
drug diffusion coefficients of high-molecular-weight
drugs.[105]

Values of the diffusional exponent n close to
0.50 have been determined for the swelling of hydro-
gels of poly(2-hydroxyethyl methacrylate-co-acryl-
amide) [p(HEMA-co-A)],[34] as well as for poly
(2-hydroxyethyl methacrylate-co-methyl methacrylate)
[p(HEMA-co-MMA)],[105] among others. In general,
the increase of the hydrophilic monomer in a copoly-
meric hydrogel gives rise to higher diffusion coefficients,
which indicate a faster swelling as, for example, hydro-
gels with 80 wt% of HEMA and 20 wt% of A, cross-
linked with 5 wt% of EGDMA, have diffusion coeffi-
cients for saline solution (NaCl, 0.9 wt%) uptake of
9.27 � 10�11 m2 sec�1 (9.27 � 10�7 cm2 sec�1), while
that for hydrogels of 60 wt% HEMA and 40 wt% A,
with the same percentage of cross-linking agent, the
diffusion coefficient is of 15.0 � 10�11 m2 sec�1

(15.0 � 10�7 cm2 sec�1).[34] The increase of the hydro-
phobic monomer (MMA) in copolymeric gels of
p(HEMA-co-MMA) decreases the value of the diffusion
coefficient for water uptake, whose values are
3.03 � 10�7 cm2 sec�1 for the samples with 75 mol%
of HEMA, and 1.78 � 10�7 m2 sec�1 for those with
60 mol% of HEMA.[105]

Drug release from a hydrogel is determined by the
physical and chemical characteristics of the polymeric
matrix and by the nature of the drug included. In gen-
eral, the increase of the hydrophilic monomer in a
copolymer helps the drug release,[34] and the decrease
of the pore size of the matrix, produced by an increase
of the cross-linking, slows the release, which results in
smaller values of the diffusion coefficient of the
drug.[33] The chemical nature of the drug also condi-
tions those diffusion coefficient values. Thus, for
example, the release of cytarabine from hydrogels
of poly(acrylamide-co-monomethyl itaconate) [p(A-co-
MMI)], specifically from the 75A/25MMI composi-
tion, has diffusion coefficient values of 8.25 � 10�11

m2 sec�1,[106] while the diffusion coefficient for the release
of 5-fluorouracil, from the same hydrogels is 13.3 �
10�11 m2 sec�1.[107] A complete study of the effect of
the size of different drugs in the value of their diffusion
coefficient from different hydrogels has been carried
out by the Peppas’ group.[105] Some drugs released from
different hydrogels are shown in Table 4.

Stimuli-responsive devices

Because hydrogels can be synthesized from monomers
that give them sensitivity to different environmental
stimuli, this characteristic can be used to release drugs
or bioactive compounds included in hydrogels in
response to those stimuli.

One of the stimuli that a hydrogel can be sensitive to
is temperature. Within this group, we find examples
such as thermosensitive hydrogels of poly(acryloyl-L-
proline-methyl ester) [p(A-ProOMe)] which have been
used for releasing gentamicin, used in the treatment
of infectious diseases, isoniazid, for the treatment of
tuberculosis, and insulin, for the treatment of dia-
betes.[41] Hydrogel shrinking or swelling was found to
play a relevant role in high-molecular-weight drug
release. Thus, in the case of insulin, the release is affec-
ted by the temperature-sensitive properties of the
hydrogel. However, these properties do not permit
the control of the release of compounds of low molecu-
lar weight, such as gentamicin or isoniazid from these
hydrogels. There are other compounds that have also
been released from thermosensitive hydrogels. Such is
the case of streptokinase, an antithrombotic agent,
from block copolymers of poly(N-isopropyl acryl-
amide) and poly-(methacrylic acid) (PMAA).[108] Like-
wise, the hormone calcitonin has been included in
poly(N-isopropyl acrylamide-co-butylmethacrylate-
co-acrylic acid) hydrogel, which responds to changes
of pH and temperature.[109]

Some of the temperature-sensitive hydrogels are
also pH sensitive.[108,109] The pH sensitivity of the
hydrogels is due to the presence of weakly acidic
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and/or basic functional groups on the backbone, and
in many cases, they have been designed for the release
of substances in areas of the organism with character-
istic pH values, such as the stomach, where the pH is
very acidic, or the intestine whose pH is neutral or
basic. Thus, diltiazem hydrochloride and nifedipine,
two antihypertensive drugs, have been released from
cross-linked hydrogels of polyacrylamide-grafted guar
gum (pAAm-g-GG) in simulated gastric and intestinal
pH conditions,[31] observing that the release was faster
in pH 7.4 than in an acidic medium. The diffusion
characteristics of aminopyrine, caffeine and theobro-
mide, all of them weak bases whose maximum solu-
bility reaches pH 1.2, and that have different
solubility in water, from p(MMA/DMA) hydrogels
cross-linked with DVB,[110] a polycationic hydrogel
that is in a hydrated state at acid pH and is dehydrated
and stiff at neutral pH, have also been studied. A pH-
sensitive hydrogel whose maximum swelling produces
low acidic conditions is the semi-interpenetrant gel
based on chitosan/PVP,[45] which has been studied as
a device for releasing the antibiotic amoxicillin in the
acidic conditions of the stomach.

Other hydrogels have been designed incorporating
different compounds, generally enzymes, which allow
them to respond to specific molecules. Thus, hydrogels
of poly(diethylaminoethyl-g-ethylene glycol)
[p(DEAEM-g-EG)] that contain immobilized glucose
oxidase, which gives them glucose sensitivity, have
been synthesized. Catalase has also been immobilized
in these gels, with the intention that it decreases the
amount of hydrogen peroxide formed in the reaction
of the glucose oxidase and the amount of available
oxygen is increased for the formation of acid. The
enzymes are active in the gels and produce an acidic
environment in the hydrogel, which causes the swelling
of the polymeric matrix.[111] The aim of these systems is
to achieve a feedback-controlled release of insulin, in
such a way that it can control the release of insulin
absorbed in the gels through changes in their swelling
modulated by glucose.

Other systems have been designed that respond, for
example, to calcium, such as in the case of a starch–
cellulose matrix that contains a-amylase, and whose
degradation is produced in the presence of calcium,
which allows the release of the drugs incorporated in

Table 4 Drugs released from different hydrogels

Hydrogel Drug Reference

Poly(2-hydroxyethyl methacrylate) Thiamine HCl [30]
L-Ascorbic acid [15]
Cytarabine [17,18]
5-Fluorouracil [22,23]

Poly(2-hydroxyethyl methacrylate-co-acrylamide) 5-Fluorouracil [126]

Cytarabine [34]

Poly(2-hydroxyethyl methacrylate-co-methyl methacrylate) Theophylline, triamterene, oxprenolol,
buflomedil, vitamin B12, inulin, myoglobin

[105]

Poly(2-hydroxyethyl methacrylate-co-N-vinyl-2-pyrrolidone) Cytarabine [33,127]

Poly[2-hydroxyethyl methacrylate-co-N,N 0-dimethyl-N-
methacryloyloxyethyl-N-(3-sulfopropyl) ammonium]

Sodium salicilate [14]

Poly(methyl methacrylate-co-dimethylaminoethyl

methacrylate)

Aminopyrine, caffeine, theobromine [110]

Poly(ethylacrylate methyl methacrylate) (Eudragit) Metoprolol tartrate [117]

Poly(acrylic acid-co-acrylamide) Methotrexate [128]

Poly(acrylamide-co-monomethyl itaconate) 5-Fluorouracil [107]
Cytarabine [106]

Poly(acrylic acid-co-n-alkyl methacrylate) Theophylline, aminophylline [16]

Modified polyacrylamide-g-guar gum Ditiazem, nifedipine [31]

Poly(acryloyl-L-proline-methyl ester) Gentamicin, isoniazid, insulin [41]

Poly(methacrylated inulin-co-bis(methacryloylamino)

azobenzene-co-2-hydroxyethyl methacrylate)

Prednisolone [124]

Poly(ethylene oxide) Salicilic acid [12]

Poly(ethylene glycol) diacrylate Bovine serum albumin (BSA) [25]

Chitosan Capsaicin, nomivamide [129]

Chitosan/poly(N-vinyl-2-pyrrolidone) Amoxicillin [45]
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the matrix.[112] Hydrogels based on PVA that release
antibiotics only in the presence of infection, due to
the fact that they are thrombin sensitive,[113] have also
been synthesized. Another system for the release of
drugs or bioactive substances consists of an antigen-
responsive hydrogel formed by an antibody-grafted
linear polyacrylamide and the cross-linked polyacryl-
amide grafted with the corresponding antigen.[114]

Routes of drug delivery

The aim of many of the hydrogels that have been
designed for controlled drug release is to have their
administration through different routes, for example,
oral, nasal, vaginal, subcutaneous, or transdermal.[97]

The oral administration of drugs through hydrogels
is one of the routes that has aroused the most interest
among researchers, who have tackled this form of
administration, mainly through two strategies.

Mucoadhesive Hydrogels. One of these strategies is
the development of mucoadhesive hydrogels[115] that
interact with the mucus as a result of physical entangle-
ment and secondary bonding, mainly through hydro-
gen bonding and van der Waals forces, due to the
presence of hydroxyl, carboxyl, amine, and amide
groups in the surface of the polymeric matrix,[116] this
way prolonging the residence time of the dosage form
on the site of absorption.

The use of the buccal cavity for placing devices of
controlled drug release allows it to avoid the first-pass
metabolism and prevents the degradation of the drug
in the gastrointestinal tract. With this aim, Eudragit
buccal patches, a neutral copolymer of poly(ethylacry-
late methylmethacrylate), with hydrophilic polymers that
confer it bioadhesiveness, for the controlled release of
metoprolol, a drug for the treatment of hypertension,
have been prepared. The release of metoprolol is modi-
fied by the addition of hydrophilic polymers, due to their
capacity of absorbing water.[117]

Diverse materials that stimulate the bioadhesion
with mucus have been studied. The bioadhesiveness
of chitosan microspheres and starch microspheres has
been studied through nasal administration in human
volunteers, with the aim of characterizing them as
bioadhesive nasal delivery systems. The studies indi-
cate that chitosan delivery systems can reduce the rate
of clearance from the nasal cavity, notably increasing
the contact time between the release system and the
nasal cavity.[118] The adhesion characteristics of poly-
ampholytic hydrogels formed by blends of deacety-
lated and O-carboxymethylated chitins have also
been studied, observing that they are governed by the
aqueous content of these hydrogels, those with a lower
water content presenting greater adhesion strength.[119]

The bioadhesive properties of hydrogels of
poly(N,N-dimethylaminoethyl methacrylate-co-methyl
methacrylate) [p(DMA/MMA)] cross-linked with
DVB have been studied in vitro using pig gastric, sub-
lingual, vaginal, and intestinal mucus. These hydro-
phobic polybasic gels have good adhesive properties
in all of the mucus studied, which makes them candi-
dates for the controlled release of drugs in these
places.[120]

Due to the turnover of the mucus gel layer of the
mucus surface, which in some tissues such as the intes-
tine is very fast, the adhesion of mucoadhesive devices
of drug release is more difficult. This fact, along with
the non-specificity of adhesion of these devices has
caused this to be researched in the development of
release systems that include lectins and lectin-like
molecules, which can directly interact with the cellular
membrane in such a way that a cytoadhesion inde-
pendent of mucus turnover is produced.[121]

Sensitivity to pH Changes. The second strategy
developed for the oral administration of drugs through
hydrogels is based on their sensitivity to changes in pH
in different areas of the digestive tract,[31,45,110,122,123]

which allows them to swell to acid or neutral pH and
to release the bioactive compound in areas such as
the stomach or intestine.

Another approximation to make the oral adminis-
tration of drugs through hydrogels specific has con-
sisted of the design of drug release systems in the
colon, taking advantage of the presence of specific bac-
teria, which form part of the bacteria flora, in this
region. These bacteria secrete enzymes capable of
hydrolyzing some polysaccharides, such as dextrano
or inulin, and they are also able to reduce azo-
compounds. These azo-inulin and azo-dextran gels
can be hydrolyzed specifically by inulinase and dextra-
nase, respectively, in the colon.[124,125]

Another route of drug administration using hydro-
gels is done through subcutaneous implantation. In
this case, the amount of water of the hydrogel is an
important factor when considering its biocompatibil-
ity, because the greater the amount is, the more similar
the hydrogel is to the individual’s tissues. The presence
or not of a thin fibrous capsule around the hydrogel
discs implanted subcutaneously largely depends on
their water content in the swelling equilibrium, which
also affects the period of time necessary to its forma-
tion.[126] When the drugs are administered through
hydrogels subcutaneously, their plasmatic half-life
is notably increased. Thus, for example, the adminis-
tration of 5-fluorouracil through hydrogels of
p(HEMA-co-A), cross-linked with EGDMA, increases
the half-life of the drug 98 times (t1/2 ¼ 25.11 hr),
compared to its administration by intraperitonal injec-
tion (t1/2 ¼ 0.257 hr).[126] An equivalent behavior is
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noticeable when the antineoplasic cytarabine is
administered subcutaneously through its inclusion in
hydrogels of PHEMA and poly(2-hydroxyethyl meth-
acrylate-co-N-vinyl-2-pyrrolidone) [p(HEMA-co-VP)]
cross-linked with EGDMA, because its presence is
detected in plasma between 4 and 16 days, despite
the fact that the plasmatic half-life of it is 2.6 hr when
it is administered by injection.[127]

The administration of drugs through the skin
through transdermal release from hydrogels means
an advantage in the treatment of some illnesses. Thus,
the iontophoretic delivery of methotrexate from hydro-
gels of AA and its copolymers with acrylamide has
been studied, because this antineoplasic is used in the
treatment of psoriasis. These hydrogels seem to be suit-
able for the topical administration of methotrexate,
which would prevent secondary effects, fundamentally
hepatotoxic, which are caused when it is administered
orally.[128] Other drugs included in hydrogels, whose
transdermal administration has been studied, are cap-
saicin and non-ivamide, which are used topically in
the treatment of rheumatoid arthritis.[129] Likewise,
chitosan-based transdermal drug-delivery systems have
been designed for releasing propranolol hydrochlo-
ride,[130] a drug that is used in the treatment of tachy-
cardia, trembling, and cardiac arrhythmias.

Hydrogels can be synthesized with a wide variety of
characteristics, obtaining biostable as well as biode-
gradable polymeric matrices, whose mechanical
properties and degree of swelling fit with a specific
application. This makes them a group of materials with
a wide and diverse spectrum of uses, which gives them
a promising future in the field of biomedicine.
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INTRODUCTION

The term ‘‘hydrolysis’’ describes a chemical reaction in
which a chemical bond is split (lysis) via the addition of
water. This reaction is one of the most important
routes of drug decomposition, as it occurs frequently
in active ingredients and excipients of pharmaceutical
dosage forms. A search of the scientific literature, per-
formed with a popular electronic database and using
the combination of keywords ‘‘hydrolysis’’ and
‘‘drugs,’’ yielded over 3300 articles from January
1989 to September 1999. A more selective analysis of
a collection of stability data on 91 drugs[1] shows that
70 of these undergo hydrolytic degradation reactions.
Of these, 61% can be classified as reactions of car-
boxylic acid derivatives, 4.3% of phosphoric acid deri-
vatives, 20% of carbonyl derivatives, and 14.3% are
nucleophilic displacements, often on the aliphatic car-
bon. These classes are discussed in the subsequent sec-
tions of this chapter.

HYDROLYTIC REACTIONS AND
MECHANISMS

Carboxylic Acid Derivatives

Some drugs contain an acyl group, RCO� in the com-
pound RCOX, where X is called the leaving group.
The most important types of acyl or carboxylic com-
pounds, also called carboxylic acid derivatives are
given in Table 1. The characteristic reaction of acyl
compounds involves cleavage of the C–X bond. The
net result of the attack of a nucleophile Y� on an acyl
compound is cleavage of the C–X bond and formation
of the C–Y bond; these reactions, shown in Eq. (1), are,
therefore, called acyl transfers.

In a hydrolysis, H2O (or OH�) is the attacking
nucleophile, and hydrolysis of a carboxylic acid deriva-
tive is an acyl transfer to water, as in Eq. (2).

An important example of acyl transfer reactions is
ester hydrolysis, where two sites of bond cleavage, both
leading to the same product, are possible. The possibi-
lities, shown in structure 1, are denoted acyl–oxygen
fission (Ac) and alkyl–oxygen fission (Al).

Alkyl–oxygen fission constitutes a nucleophilic sub-
stitution on carbon, shown in Eq. (3).

R0CH2�OCOR þ Y� �! R0CH2�Y þ RCOO� ð3Þ

Several experimental methods have been devised to
establish the type of cleavage in ester hydrolysis; in
nearly all cases, it is found to be acyl–oxygen cleavage
via nucleophilic attack on the carboxyl group. Ester
reaction mechanisms are often discussed in terms
introduced by Ingold,[2] who classified the type of bond
fission (Ac or Al), the reaction molecularity (1 or 2),
and the ionic form of the substrate (A for the conjugate
acid RC(OH)ORþ and B for the conjugate base
RCOOR). Ingold’s classification is shown in Table 2.

For the bimolecular reaction with Ac cleavage, two
reasonable mechanisms have been suggested. The
first is a direct displacement analogous to the SN2
mechanism of aliphatic nucleophilic substitution.
This route is shown in Eq. (4); structure 2 is the tran-
sition state (z), although it is oversimplified because
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it does not incorporate electronic redistribution of the
carbon–oxygen z double bond.

The second mechanism is the two-step addition–
elimination pathway shown in Eq. (5); it invokes the
formation, by nucleophilic addition to the carboxyl
group, of tetrahedral intermediate, 3.

In 1951, Bender provided the first diagnostic test of
mechanism for these reactions.[3] The alkaline hydroly-
sis of several benzoate esters, a BAc2 reaction, was stud-
ied with esters enriched in 18O at the carbonyl oxygen.
If the SN2 mechanism in Eq. (6) is operative, no 18O
exchange with the solvent during hydrolysis would be
expected, because the carbonyl oxygen does not engage
in any reversible step. The tetrahedral intermediate

Table 1 Carboxylic acid derivatives

Structure Chemical class Comments

Acid chloride

Acid anhydride

Imide May also be cyclic and
may be substituted

Lactam May be substituted

Lactone

Carboxylic acid

Ester Aliphatic or aromatic,

depending on R0

Amide Unsubstituted as shown or substituted
by replacement of H

Thiol ester

Table 2 Classification of ester hydrolysis reactions

Type of fission

Conjugate form Acyl Alkyl

Acid AAc1 AAl (SN1)
AAc2 AAl2 (unknown)

Base BAc1 (unknown) BAl1 (SN1)
BAc2 BAl2 (SN2)
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mechanism, however, provides a route for 18O
exchange, concurrent with hydrolysis, by the symmetri-
cal partitioning shown in Eq. (7).

When ethyl benzoate carbonyl- 18O was subjected
to alkaline hydrolysis, samples of ester isolated
during the progress of the reaction were found
to contain less 18O than the initial ester. This dem-
onstration of concurrent oxygen exchange and
hydrolysis is strong (though not definitive) evidence
for the tetrahedral-intermediate mechanism. In
other reactions, evidence of different kinds sup-
ports the tetrahedral-intermediate mechanism; for
example, the intermediate has been detected spectro-
scopically in certain instances. In some reactions,
it has been possible to identify a change in the
rate-determining step as the pH is changed; this
observation can be explained only by invoking a
two-step reaction mechanism.

The two-step addition–elimination is taken here
as a mechanistic description of the hydrolysis reac-
tion. Alkaline ester hydrolysis is the example given
in Eq. (8).

The differential rate equation for the intermediate
(I) is given by Eq. (9).

d½I�
dt
¼ k1

�

OH�
�

�

RCOOR0
�

� ðk�1 þ k2Þ½I� ð9Þ

Because the intermediate is consumed as rapidly as
it is produced, its concentration is invariant over the
time course of the reaction, and the steady state
approximation can be applied to give Eq. (10).

½I� ¼ k1½RCOOR0�½OH��
k�1 þ k2

ð10Þ

The rate of ester hydrolysis is n ¼ k2[I] or as in
Eq. (11).

n ¼ k1½RCOOR0�½OH��
k�1=k2 þ 1

ð11Þ

The ratio k�1/k2 describes the ‘‘partitioning’’ of the
tetrahedral intermediate between the reactant and the
product states. The experimental rate equation is
shown in Eq. (12)

n ¼ k ½RCOOR0�½OH�� ð12Þ

where k is the observed second-order rate constant. It
follows that Eq. (13) holds that

k ¼ k1

ðk�1=k2Þ þ 1
ð13Þ

If k2 � k�1, then k ffi k1 and the first step is the
rate-determining step (rds) of the reaction; if
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k2 � k�1, then k ffi k1k2/k�1, and the second step
(decomposition of the tetrahedral intermediate) is the
rds. Eq. (13) provides a basis for the interpretation of
structural effects on reactivity. Eq. (8) can be general-
ized to give Eq. (14)

Eq. (13) applies to this kinetic scheme. Changes in
the structures of R, X, and Y� affect k through their
separate effects on k1 and k�1/k2.[4] The carboxyl
group is polarized, as shown in structure 4.

Attack by the nucleophile Y�, which may be OH�

or H2O in hydrolyses, therefore, takes place at the
electron-deficient carboxyl carbon and is aided by elec-
tron withdrawal at R and X. Such effects increase k1,
and, hence, k. At the same time, these structural effects
influence k�1/k2. Increased electron withdrawal by R
should make it more difficult for both X� and Y� to
leave the tetrahedral intermediate, resulting in
decreases in both k�1 and k2, with little change in the
ratio k�1/k2. Structural changes that increase the
electron-withdrawing ability of X, however, tend to
decrease k�1 and increase k2, thus decreasing k�1/k2.
The resultant effect on k depends upon the magnitude
of k�1/k2 relative to unity, as in Eq. (13); in most cases,
it appears k is dominated by k1.

The previous discussion can be used to interpret
the hydrolytic behavior of a series of compounds
that possess the same acyl group but varied leaving
groups. For example, the order of hydrolytic reactivity
for an amide, an ester, an anhydride, and an acid
chloride is:

RCOCL > RCOOCOR > RCOOR > RCONH2

Such a series exhibits great variations in k1 and
k�1/k2. The effect on k1 in this series is a combination

of inductive and resonance effects; the latter releases
electrons from the leaving group to the acyl group,
as indicated in structure 5.

These effects make k1 smaller for amides than for
esters, for example. At the same time k�1/k2 is affected
by the ability of the leaving group (its ‘‘nucleofugal-
ity’’). In the reverse of the k2 step, that is, an attack
by the nucleophile X�, the more basic X�, the more
effective it is as a nucleophile. Hence, the more basic
the leaving group X�, the less effective it is as a leaving
group, and the smaller is k2. The order of increasing
basicity of the leaving groups in the above series is
Cl� < RCO2

� < RO� < NH2
�, and, therefore, k2

is smaller for the amide than for the ester and so on.
The ratio k�1/k2 is highest for the amide, and k, the
hydrolytic rate constant, is the smallest. Because the
basicity of the leaving group can be measured by
the pKa of its conjugate acid, correlations of reactivity
(expressed as log k) with the pKa of the leaving group
(for a constant acyl group) are often successful. Thus,
aromatic esters (leaving group a phenoxide ion) are
more reactive than are aliphatic ester (leaving group
an alkoxide ion.)

A very important example of ester hydrolysis of
a pharmaceutical is that of the anion of aspirin, 6,
given in Eq. (15)

The marked instability of aspirin is due to two
structural features: one, that it is an aromatic ester
and, for reasons previously discussed, it is, therefore,
more labile than an aliphatic ester and two, the ortho
relationship of the acetoxy group to the carboxylate.
Owing to this proximity, aspirin is subject to intra-
molecular catalysis of the ester hydrolysis. The pKa

of aspirin is 3.6, and, therefore, it exists predominately
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in the anionic form above pH 5. This intramolecularly
catalyzed reaction accounts for the hydrolytic
instability of aspirin in neutral solutions. Additional
pharmaceutical examples of hydrolysis of a lactone (a
cyclic ester), an amide, and a lactam (a cyclic amide)
are warfarin, acetaminophen, and the penicillins,
respectively. Equations for these reactions are given
in the first edition of this encyclopedia.[5]

Phosphoric acid derivatives can be conveniently dis-
cussed with the carboxylic acid derivatives, owing to
their similar reaction mechanisms. The structural
class is extremely important biologically,[6] but few
pharmaceutical examples within it exist. For discus-
sions of hydrolytic reactions of the phosphoric acid
derivatives, the reader is referred to the first edition
of this encyclopedia.[5]

Derivatives of Carbonyl Compounds

The characteristic reaction of an acyl (carboxyl) com-
pound RCOX is cleavage of the C–X bond. The reac-
tions of carbonyl compounds, such as aldehydes
RCHO and ketones R2CO, do not involve cleavage
of the C–R or C–H bonds. Many drugs are derivatives
of carbonyl compounds, though their parentage may
not be obvious.

Carbonyl addition reactions take place with bond
formation between the carbonyl carbon (which is elec-
trophilic) and the nucleophilic portion of an adding
species. The reaction of a reagent with a single dissoci-
able proton can be described by Eq. (16).

This is a simple addition. If the reagent has two
protons, a two-step addition-elimination occurs, as in
Eq. (17).

Eq. (17) is a condensation reaction. The reverse of
a condensation reaction is a hydrolysis of the C–X
bond, the process of interest here. This is shown

in Eq. (18), where the product of the reaction is a
hydrate.

Carbonyl compounds can form hemiacetals, 7,
which in the presence of acids can form acetals, as
shown in Eq. (19), and they are subject to hydrolysis.

The hydrolysis of acetals (8, R2 ¼ H), ketals,
and ortho esters (8, R2 ¼ OR) has been thoroughly
investigated.[7]

The overall reaction is given in Eq. (20):

The pathway, a unimolecular reaction of the conju-
gate acid (or A1 mechanism), is shown in Eqs. (21)–(24).
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Much of the interest in acetal chemistry is related to
carbohydrates, because polyhydroxyaldehydes exist
predominantly as cyclic hemiacetals.[8] Digoxin, for
example, possesses acetal functions subject to hydrolysis.

The hydrolysis of imines is the reverse of the
addition of amines to carbonyls, and the two-step
scheme of Eq. (25) applies.

The kinetic behavior of this process depends upon
the pH of the medium. In the alkaline region, the
addition of water is rate-determining, and the reaction
probably involves attack of the hydroxide ion on the
protonated amine (which is kinetically equivalent to
attack by water on the neutral imine), as shown in
Eq. (26).

At a somewhat lower pH, as the fraction of proto-
nated imine increases (typical pKa values are 6–7) and
the concentration of hydroxide decreases, the attack of
water on the protonated imine becomes important, as
shown in Eq. (27).

The rate becomes briefly pH independent when all
of the imine is protonated, but with further decrease
in pH, the rate-determining step shifts to loss of amine
from the carbinolamine intermediate, as in Eq. (28).

The hydrolysis of nitrofurantoin, 9, an example of
the hydrolysis of an imine, is shown in Eq. (29).

Nucleophilic Substitution

Several classes of nucleophilic substitution reactions
can be distinguished (in addition to similar processes,
such as acyl transfer to a nucleophile): substitution
on aliphatic carbons, on aromatic carbons, and on ele-
ments other than carbon, such as metals in metal-
ligand coordination complexes. Of these, substitution
on aliphatic carbon is most frequently encountered.
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The reaction is of the type shown in Eq. (30)

where the nucleophile Y�may be anionic or neutral. In
hydrolysis reactions, the nucleophile is H2O or OH�;
the hydrolysis of an alkyl halide, given in Eq. (31) is
typical:

OH� þ C2H5Br �! C2H5OH þ Br ð31Þ

In aliphatic nucleophilic substitutions two mechan-
istic routes have been clearly identified; one is the
two-step process shown in Eqs. (32) and (33).

R�X Ð
slow

Rþ þ X� ð32Þ

Rþ þ Y� Ð
fast

R�Y ð33Þ

The first step, which is rate-determining, is an ioni-
zation to a carbocation intermediate that reacts with
the nucleophile in the second step. Because the tran-
sition state for the rds includes R-X but not Y�, the
reaction is unimolecular and is labeled SN1 (substi-
tution nucleophilic unimolecular). First-order kinetics
are observed, with the rate being independent of the
nucleophilic identity and concentration.

The second mechanism is a one-step direct displace-
ment reaction, shown in Eq. (34).

Y� þ R�X �! ½Y����R����X�z�

�! R�Y þ X� ð34Þ

This bimolecular process is called the SN2 mech-
anism. It yields second-order kinetics, unless the
nucleophile is the solvent, in which case apparent
first-order kinetics are seen. The species in brackets is
the transition state.

The SN reactions have been very carefully stud-
ied.[9,10] The SN1 mechanism is favored by structural
features that lead to stabilization of the carbocation,
and, therefore, tertiary aliphatic substrates tend to
react via the SN1 route. Primary substrates react by
the SN2 mechanism. Secondary substrates may react

by the SN1 or SN2 mechanism, depending the details
of the reaction; alternatively, secondary substrates
may proceed by a ‘‘borderline’’ mechanism having
some features of both SN1 and SN2. In solvolyses,
the distinguishing characteristic of the SN2 route is
the covalent participation in the rds. The extent of such
participation, which is absent in a pure SN1 reaction,
can be estimated by studying solvent effects[11] or the
pressure effects[12] on reaction rates.

A pharmaceutical example of a nucleophilic substi-
tution reaction is thiamine hydrochloride, 10, which is
cleaved, as shown in Eq. (35). The cationic moiety can
support the electron transfer and is a good leaving
group.

HYDROLYTIC KINETIC PHENOMENA

In the experimental study and interpretation of
hydrolytic reaction rates, many kinetic effects provide
opportunities for probing the detailed nature of the
reaction or have significant practical consequences on
drug stability. The topics of temperature dependence,
catalysis and solvent effects, were discussed in the first
edition of this encyclopedia.[5]
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INTRODUCTION

Immunoanalytical methods that are based on the
selective, reversible binding of small molecules (drugs)
or macromolecules by biologically derived antibodies
have revolutionized the field of biomedical analysis.
Immunoassays have allowed the determination of
very small amounts of analytes that were previously
unassayable in biological matrices by other techniques.
Since the original work on the analysis of insulin by
Berson and Yalow,[1] immunoassay methods have been
developed for the determination of a wide variety of
drugs, pesticides, hormones, and biological proteins.
Immunoassays are relatively simple procedurally.
This has led to the development of many ‘‘kit-type’’
immunoassay systems that are used routinely for home
diagnostics.

Antibodies that are used as reagents in immunoas-
says are, in general, molecules of the immunoglobulin G
(IgG) type. They are produced by white blood cells in
response to foreign substances introduced in mammalian
species. Millions of years of vertebrate evolution have
developed immunoglobulins into exquisitely discriminat-
ing devices capable of recognizing subtle differences
between molecules; for example, a mouse can generate
millions of different immunoglobulin specificities. These
immunoglobulins combine specifically with the sub-
stances (antigens) that elicited their formation. This then
triggers processes by which the foreign antigens are
cleared from the organism, which is the ultimate goal
of the immune process.[2]

These molecules are heterogeneous, bifunctional
glycoproteins in which the variable amino acid
sequence in the polypeptide component provides its
biologic activity. This polypeptide component is made
up of two heavy or H chains (50,000 Da) and two light
or L chains (20,000 Da), held together by disulfide
bonds. The two binding sites of the antibody molecule
appear to reside on the NH2 terminal ends of the
polypeptide chains.[3] Antibodies produced by injection
of foreign antigens into a host animal are structurally
heterogeneous and respond to different aspects of the
same antigen with different binding strengths and

specificities. If the antibody-producing blood cell can
be isolated in a pure cell culture, however, only one
particular antibody structure will be produced.[4]

Antibodies harvested from pure cell cultures are
referred to as monoclonal antibodies, are homogeneous
and react with only one or a few closely related anti-
gens. The antibody producing cells which can be grown
in culture are produced by cell fusion techniques and
provide superior antibodies for use in immunoassays
because of their identical specificities and binding
strengths. Antigens must have molecular weights in
excess of 104 Da in order to evoke antibody production.
However, small molecules, such as drugs, can be bound
to macromolecular carriers and some of the antibodies
produced from these will respond to the drug (hapten).

All immunoassay procedures take advantage of the
specific reactions between antibodies and antigens.
They involve measurement, directly or indirectly, of
the extent of binding between antibodies (reagents)
and antigens (analytes). Labels are used in conjunction
with the antigens or antibodies so that the concentra-
tions of molecular species can be measured instrumen-
tally. Labels are entities that impart some measurable
signal, such as radioactivity, fluorescence, chemilumi-
nescence, on electrochemical or enzyme activity to
the antibody or antigen to which it is attached. The
determination of the extent of antibody binding
requires measurements of the amounts of labeled anti-
gen or antibody in the complexed (bound) and in the
free forms. This is generally expressed as the bound/
free (b/f) concentration ratio, which is related to the
concentration of analyte.[5] The measured signal can
be either directly or inversely proportional to the b/f
ratio depending on the chemistry of the system used.
There are two ways to determine the amount of anti-
gen present: one using a limited amount of reagent
(competitive assays), the other using an excess amount
of reagent (non-competitive assays).

The competitive assay uses a limited amount of anti-
body, which is insufficient to bind all of the antigen.
The antigen competes with a fixed amount of labeled
antigen for the limited number of antibody binding
sites. From the proportion of bound (or free) labeled
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antigen, the concentration of unlabeled antigen can be
determined.

The non-competitive assay uses an excess of anti-
body. Different approaches to detect the bound antigen
have been developed, the most common use an
antibody, in excess, coupled to a solid phase. The
bound antigen is then detected with a second antibody
labeled in a way that aids detection (e.g., radioactive,
fluorophore, etc.). The amount of antigen in the sample
is then directly proportional to the amount of labeled
antibody captured on the solid phase.

Both assays require differentiation of bound label
from free label. This can be achieved by two methods:
heterogeneous assay or homogeneous assay. Hetero-
geneous assay separates bound label from free label
using a means of removing the antibody. Homogenous
assay compares the signal of the label when antigen
is bound to antibody compared to when the antigen
is free.

RADIOLABELED IMMUNOASSAYS

The earliest[1] immunoassays made use of radioactively
labeled antigens or antibodies. These analytes are
referred to as radiolabeled immunoassays. Antibody
binding sites are extremely specific and to retain this
specifity the best option would be to replace a non-
radioactive isotope in the tracer molecule by its radio-
isotope (e.g., replace hydrogen by 3H). However when
the substitution is made in a part of the molecule away
from the antibody binding site, the choice of radio-
isotope can be governed by other considerations, such
as half-life, availability, high activity, and radiochemical
purity.

The most common radioactive label is 125I, which is
bound to antibodies and antigens by a variety of
techniques including chloramine-T, iodogen, or lac-
toperoxidase iodination. Iodination with 125I is the
preferred radiolabeling technique because the isotope
is a g-emitter, inexpensive, can be easily detected, has
an appropriate half-life for most analytical purposes,
and can be obtained in preparations with high specific
activity. Problems occasionally associated with radio
iodination include loss of immunoreactivity due to
the size of the label or chemical alteration of reagents
due to the high energy of decay.[6] Use of beta-emitting
isotopes (14C and 3H) may resolve these problems, but
require more complicated scintillation counting for
label measurement.

Labeled Antigen Radioimmunoassays

Labeled antigen radioimmunoassays involve com-
petition between a labeled antigen and an unlabeled

antigen (analyte) for a limited number of antibody-
combining sites as shown in the following reactions:

Ag��Ab þ Ag 0 Ag�Ab þ Ag�

where Ag� is labeled reagent antigen, Ag is analyte
antigen, and Ab is antibody against Ag.

The Ag� and Ab are analytical reagents with
concentrations fixed so that when a sample containing
Ag is added, competition between Ag and Ag� for Ab
binding sites occurs. Increasing concentrations of Ag
result in a lesser degree of binding of Ag� and the
measurement of radioactivity of the binding or free
fraction can be used to determine the amount of Ag
present in a sample.

Determination of the distribution of Ag� between
the antibody-bound and free fractions, in radioimmu-
noassay procedures, requires a separation step which
isolates Ag� from Ag�–Ab. Once separated, measure-
ment of the radioactivity of the label in one or both
the fractions provides a signal that is approximately
exponentially related to the concentration of unlabeled
antigen. The graphical relationship can have either a
positive or a negative slope depending on whether
the antibody-bound or free fraction is measured. The
exact shape of the calibration curve however, is depen-
dent on the antibody-binding equilibrium constant.[7]

A variety of methods has been applied to the separa-
tion of bound and free Ag�. These include precipitation,
solid phase attachment, capillary electrophoresis, chro-
matography, and microfiltration. Originally, precipitation
and solid-phase extraction were the most common types
of separations techniques. However the ease of auto-
mation of capillary electrophoresis and flow-injection
analysis (chromatography) makes these two techniques
very interesting.

Precipitation

Precipitation techniques can be categorized into two
general classes, non-specific and specific. The non-
specific separations involve the addition of a salt or
solvent that decreases the solubility of the antigen–
antibody complex under conditions that do not affect
the free-labeled antigen. After addition, the immune
complexes can be precipitated by centrifugation and
the radioactivity in either the supernatant solution
or the precipitate can be measured. Examples of
precipitation reagents used in immunoassays include
alcohol, ammonium sulfate, polyethylene, and dioxane.
Care must be taken to avoid coprecipitation of the
unbound label.

Specific precipitation is a technique that has been
devised to overcome some of the problems associated
with non-specific techniques. In this approach, a
second antibody (Ab0), specific to the analytical
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antibody is added in excess to cause precipitation of the
primary antigen–antibody complex as shown below:

Ag��Ab þ Ab00 ½Ag��Ab�Ab0

The method has been termed the double-antibody
technique and can be used for a wide variety of
analytes.[8] The double antibody techniques generally
require more time because the second antibody reac-
tion can require days to reach equilibrium. The speed
of precipitation clearly depends on the concentration
of the second antibody. Polyethylene glycol has been
used as a cosolvent to increase the precipitation rate.

Solid phase techniques

Many early immunoassays used solid phases to separ-
ate the labeled antigen from the complex by differential
adsorption of the former. Examples of the solid phases
uses are dextran-coated charcoal, ion-exchange resins,
and cellulose powder. Once the labeled antigen has
been adsorbed, the bound, labeled antigen could be
decanted to allow the measurement of the radioactivity
of the bound and/or free-labeled materials separately.
Because of problems with non-specific adsorption and
errors due to stripping of the labeled antigen from the
solid, these types of separations have been largely
replaced by those employing solid phases in which
the reagent is covalently bound to the solid, as for
example, in the solid phase attachment of a specific
antibody (AbSP), which binds labeled and unlabeled
antigen competitively as shown below:

AbSP�Ag� þ Ag 0 AbSP�Ag þ Ag�

The solid phase to which the antibody is bound can
be either suspended in solution, on particles such as
cellulose, agarose, or dextran beads or can be attached
to the surface of a test tube or a microtiter plate. The
stationary solid phases eliminate the centrifugation
step that is necessary with the suspended beads
although plastic solid phases have a limited capacity
of binding proteins.

Capillary electrophoresis

This technique has proven to be a powerful separation
technique for the separation of macromolecules, such
as antibodies, for two reasons: the near flat plug flow
profile and the small diffusion constant of the anti-
bodies. These characteristics eliminate band broadening.
With both superior separation power and high detection
sensitivity, capillary electrophoresis (CE) can separate
free Ab and Ag from bound Ab and Ag rapidly and
is suitable for immunoassays. CE can combine immuno-
logic recognition with on-line quantitation, microscale

analysis, and automatic instrumentation to offer unique
advantages for immunoassays. In immunoassays CE
can be coupled to all of the existing CE detection tech-
niques from UV and laser induced fluorescence (LIF) to
mass spectrometry (MS). CE coupled to LIF has been
applied to the determination of a variety of compounds
including therapeutic drugs, peptides, and antibodies.[9]

Flow-injection analysis

This technique introduces a sample into a flow of
reagents. The reaction proceeds during transport in a
reactor, after which the product is measured down-
stream in a detector. By combining immunoassays with
flow-injection analysis (FIA), the long incubation times
usually associated with heterogeneous assays become
irrelevant, since FIA exploits non-equilibrium con-
ditions. The washing steps are performed automatically
by the continuous flow of buffer. Besides the irrelevance
of incubation times, another advantage over normal
immunoassays is that the reactor can be used several
times because regeneration by using a suitable agent
(e.g., glycine HCl) is possible. Sequential injections can
be used to deliver reagents, substrate (if necessary),
and regeneration agents to the immunoreactor. Many
different assays using electrochemical, fluorescent and
chemiluminescent detection have been developed.

Labeled Antibody Radioimmunoassays
(Immunoradiometric Assays)

The problem of binding proteins to solid phases can be
avoided by employing a solid phase antigen (AgSP) and
a labeled antibody (Ab�) as shown in the following
reactions:

AgSP þ Ab�0 Ab��AgSP

Ag þ Ab�0 Ab��Ag

Where the unlabeled antigen (the analyte) competes for
antibody binding sites with the solid phase antigen.
This approach may have some difficulties caused by
the requirement for purification of the immunospecific
antibody. Because monoclonal antibodies are pro-
duced as essentially immunospecifically pure popula-
tions, they are ideal for labeled antibody techniques.

Another approach that utilizes labeled antibodies is
the so-called ‘‘sandwich technique.’’[10] In this method,
the analyte antigen is bound both by an antibody that
is attached to a solid phase (AbSP) and a labeled
antibody as follows:

AbSP þ Ag þ Ab�0 AbSP�Ag�Ab�
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The reaction is non-competitive and thus, the con-
centration of unlabeled antigen has a direct relationship
with the amount of label bound in the complex. The
sandwich radioimmunoassays are both sensitive and
convenient but are limited to analytes which are, at
least, bivalent; i.e., antigens that can provide at least
two sites for antibody attachment. Also, highly purified
antibodies are required for the sandwich technique.

ENZYME IMMUNOASSAYS

Early work demonstrated the use of enzymes coupled
to antibodies or antigens as reagents in immunoassay.
Enzyme activity can be measured in a variety of ways,
each with certain advantages, which makes a variety
of enzymes good labeling substances. Most assay
methods are based on spectroscopic properties derived
from an enzymatically transformed substrate. These
methods are colorimetry, flurorometry, luminometry,
and electrometry.

The development of enzyme immunoassays was
pioneered in 1972 by Engvall and Perlmann[11] and
by Van Weemen and Schuurs[12] and is translated into
a wide variety of enzyme-based systems used both in
research and in routine analysis with sensitivities
approaching those of radioimmunoassays. Enzyme
immunoassays (EIAs) can be divided into two major
classes, homogeneous and heterogeneous.

Homogeneous Enzyme Immunoassays

Homogeneous immunoassay (HOIA) does not require
physical separation of the free and antibody-bound
antigen because the measured physical signal derived
form the antibody-bound, labeled material may be
significantly different from that of the unbound entity.
There may be an enhancement or an inhibition of
enzyme activity upon binding of the antibody to the
antigen. HOIA are simple to perform and automation
can be carried out easily.[13] Elimination of the separa-
tion step avoids a major source of imprecision in
the assay. However selectivity may be compromised
since interfering substances are not eliminated in the
separation step.

HOIA using an enzyme labeled antigen

Rubenstein, Schneider, and Ullman[14] described a
HOIA method for morphine using lysozyme as the
enzyme label. The covalent enzyme labeled antigen
(AgE) competes with sample antigen (Ag) for a limited
concentration of antibody (Ab) to form a complex.
The resultant complex exhibits very little enzyme
activity because of either steric hindrance[14] or

allosteric inhibition[15] caused by the bound antibody.
In the presence of Ag there is competition for the Ab
leaving more AgE uncomplexed and free to catalyze
the conversion of substrate to product. Thus, the
enzyme activity, which can be measured by either the
appearance of product (P) or disappearance of sub-
strate (S), is directly proportional to the amount of
free antigen in the sample.[16]

Ab þ AgE 0 Ab�AgE

Ab�AgE þ Ag 0 Ab�Ag þ AgE

AgE þ S! P

Ab�AgE þ S! No reaction

HOIAs based on this principle have been developed
for a number of therapeutic agents and endogenous
compounds using glucose-6-phosphate dehydrogenase
(G-6PDH) under the name EMITR (Enzyme Mediated
Immunoassay Technique). Enzyme activity is conve-
niently measured by absorption spectroscopy following
the production of NADH from NAD which absorbs
light strongly at 340 nm. The assay is rapid and sensi-
tive to picomole levels.[17]

HOIA using an antigen labeled
enzyme modulator

This method is based on stability of an antigen labeled
with an enzyme modulator (AgM) to modulate the
activity of an indicator enzyme. The AgM competes
with free antigen (Ag) for a limited amount of anti-
body (Ab). The AgM, on binding with Ab, is unable
to modulate the activity of the indicator enzyme. As
the concentration of analyte increases it competes
successfully for binding sites on the antibody, leaving
more AgM free to complex with indicator enzyme,
thereby, modulating its activity.[18,19] A positive modu-
lator will increase while a negative modulator will
decrease enzyme activity. Thus, in the case of a positive
modulator the enzyme activity will be directly
proportional to the concentration of the analyte and
for a negative modulator the activity will be inversely
proportional to the concentration of the analyte.

AgM þ Ab 0 AgM�Ab

AgM�Ab þ Ag 0 Ag�Ab þ AgM

AgM þ S! P

AgM�Ab þ S! No reaction

Immunoassay 2051



H
ydrogels–

Inhalation

Based on this principle, practical assays for human
serum thyroxine[20] and theophylline[21] have been
developed and different distinct classes of modulators
have been investigated.

HOIA using an antigen labeled with
a fluorogenic enzyme substrate

This method was originally developed by Burd and
Wong.[22] The antigen is linked to a fluorogenic enzyme
substrate (AgFS) to form a stable conjugate, which
competes with the sample antigen (Ag) for a limited
concentration of antibody (Ab). The antigen conju-
gated substrate is a fluorogenic substrate for the
enzyme that reacts only when it is not bound to the
Ab. Thus, at high concentrations of sample antigen,
more of the AgFS would remain free to act as the
substrate for the enzyme and more products would
be formed. Thus, fluorescence intensity increases with
increasing concentration of the sample antigen.

AgFS þ Ab 0 AgFS�Ab

AgFS�Ab þ Ag 0 Ag�Ab þ AgFS

AgFS þ E! P ðfluorescentÞ

AgFS�Ab þ E! No reaction

A derivative of umbelliferyl-b-galactoside serves as
a fluorogenic substrate for E. coli b-galactosidase in
this system[23] and solid-phase reagent strips based on
this method have been developed.[24]

HOIA using cloned enzyme donor
immunoassay (CEDIAR)

This technique uses two different inactive enzyme frag-
ments, a large fragment called enzyme acceptor (EA)
and a very small fragment called enzyme donor
(ED).[25] Those fragments can associate to give an
active enzyme.

In this technique, the antigen is labeled with enzyme
donor (AgED) capable of contributing to enzyme acti-
vation with enzyme acceptor (AD). When the labeled
antigen binds to an antibody (Ab), the enzymatic
activity is lost. The AgED conjugate competes with
sample antigen (Ag) for antibody complex formation.
An increase in sample antigen concentration, therefore,
leads to increased displacement of AgED, leaving more
free AgED to associate with EA, resulting in more
enzyme activation to form product (P). The enzyme

activity is directly proportional to the amount of free
sample antigen.

AgED þ Ab 0 AgED�Ab

AgED�Ab þ Ag 0 Ag�Ab þ AgED

AgED þ EA! E

E þ S! P

CEDIAs are available for the important relevant
therapeutic drugs and most have picomolar detection
limits.

Heterogeneous Enzyme Immunoassays

Heterogeneous immunoassays (HEIA) have at least
one separation step which allows the differentiation
of bound from free material. The enzyme-linked
immunosorbent assay (ELISA), is a heterogeneous
immunoassay which has been widely used. In this
method, either antigen or antibody is immobilized on a
solid phase. An essential difference from HOIA is that
in HEIA the enzyme label is designed to retain its
activity even after its reaction with the antibody. In com-
parison with RIA, non-isotopic HEIA such as enzyme
labeled assay has several important advantages, includ-
ing better reagent shelf life, fewer health hazards and
simpler equipment required. HEIA can be divided into
the classes of competitive and non-competitive assays.

Competitive assays

Enzyme-Labeled Antigen Conjugate. In this assay, the
enzyme labeled antigen (AgE) competes with sample
antigen for a limited amount of antibody which has
been immobilized on a solid-phase, for example, poly-
styrene (AbSP). After incubation, the unbound AgE is
separated by washing with a detergent solution. The
solid phase AbSP containing bound labeled and
unlabeled antigen isincubated with a substrate (S)
and the product concentration is determined using a
colorimeter or fluorimeter.

The enzyme activity or product concentration is
inversely proportional to the concentration of sample
antigen.

AbSP þ AgE 0 AbSP�AgE

AbSP�AgE þ Ag 0 AgSP�Ag
ðSeparateÞ

þ AgE

AbSP�AgE þ S! P
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This method is very important for the measurement
of low-molecular mass analytes such as steroids or mel-
atonin or drugs such as cocaine.[26] The most sensitive
of these assays can detect <1 fmol analyte.

Enzyme-Labeled Antibody. This assay employs labeled
antibody (AbE) and the antigen is attached to the solid
phase (AgSP). The binding of AgSP to AbE is decreased
by the addition of sample Ag.

AbE þ AgSP 0 AbE�AgSP

AbE�AgSP þ Ag 0 AgSP þ AbE

ðSeparateÞ
�Ag

AbE�AgSP þ S! P

The enzyme activity is inversely proportional to the
concentration of sample Ag. Human IgG at the pico-
mole level has been quantified in less than 1.5 h with
this method.[27] Estrone-3-glucuronide at the femto-
mole level has been quantified with this method.

Non-competitive assays

Enzyme-Labeled Antigen. In this method, the sample
is first incubated with a moderate excess of solid-phase
immobilized antibody (AbSP). After washing, excess
enzyme-labeled antigen (AgE) is allowed to bind to
unreacted AbSP.

AbSP þ Ag 0 AbSP�Ag

AbSP ðunreactedÞ þ Ag 0 AbSP�AgE

AbSP�AgE þ S! P

The concentration of P is inversely proportional to
the concentration of standard or test antigen.

Enzyme-Labeled Antibody. The sample antigen (Ag)
is incubated with a moderate excess of enzyme-labeled
antibody (AbE). The mixture is then added to an excess of
immobilized antigen (AgSP) to remove unreacted AbE.

Ag þ AbE 0 AbE�Ag

AgSP�AbE 0 AbE�AgSP

ðSeparateÞ

AbE�AgSP þ S! P

The enzyme activity is inversely proportional to the
concentration of sample and the procedure has been
used to measure a-fetoprotein.[28]

Sandwich or Double Antibody. This method is used
with antigens having multiple antibody binding sites

(epitopes). Immobilized unlabeled antibody (AbSP), in
excess, is incubated with sample or antigen. After
washing, the antibody–antigen complex is then incu-
bated with an excess of enzyme-labeled antibody
(AbE) which binds to one or more antigenic sites to
form a sandwich type complex.

AbSP�Ag þ AbE 0 AbSP�Ag�AbE

In this case, the concentration of enzyme product is
directly proportional to the concentration of sample
antigen.

Sandwich type assay is well suited for quantifying
antigens with multiple antigenic determinants, such
as antibodies, rheumatoid factors, polypeptide hor-
mones, proteins, and hepatitis B surface antigens.
The results obtained with sandwich type immunoas-
says are comparable to those obtained with those using
radiolabels in term of precision, convenience and sensi-
tivity. Highly sensitive thyroid-stimulating hormones
assays are developed, as well as assays to measure
estrogen and estradiol at attomole levels.[29]

Avidin–Biotin Systems

An integral necessity of every enzyme immunoassay is
the availability of enzyme-labeled antibody or antigen
conjugates. The assays discussed in the first part of this
article used chemical methods for forming these conju-
gates. An alternative approach has been widely
employed that is based on the avidin–biotin reaction.
Avidin is a protein of molecular weight about 60,000
that is found in egg white. It consists of 4 identical sub-
units. Each subunit binds biotin with an extremely high
affinity. A dissociation constant of 10�15 correspond-
ing to a dissociation half-life of about 160 days was
reported. Hence, from a practical point of view, this
binding can be regarded as almost irreversible in
nature.

The rationale behind the use of the biotin–avidin
system in immunochemistry is that avidin binds biotin
substituted structures. Peptides and proteins can be
easily biotinylated via their amino groups by using
activated biotin-N-hydroxysuccinimide.

Reagents for biotinylation of proteins and peptides
are commercially available and allow the fast and
efficient derivatization of antibodies and enzymes with-
out the loss of enzyme or antibody activity. Several
reagents are also available for the biotinylation of
sulfhydryl groups aldehydes, nucleic acids and carbo-
hydrates. Hence, in addition to proteins and peptides,
a variety of antigens can be labeled with biotin.

Avidin can be coupled to enzymes by covalent
binding techniques or by employing the so-called
avidin–biotin complex (ABC). In the latter case,
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a complex between avidin and polybiotinylated
enzyme is formed. The ratios of avidin to polybiotiny-
lated enzymes are chosen in such a way that the result-
ing complex incorporates a number of enzyme
molecules, but retains free biotin binding sites for the
interaction with biotinylated antibody or antigen struc-
tures. A great selection of ABC complexes for a great
variety of different enzymes is commercially available.
The possibility of easily making biotinylated antibody
or antigen structures and the availability of a variety of
enzyme-labeled avidin derivatives or complexes facili-
tates the flexible design of enzyme immunoassays.

The most frequently used assay version uses a pri-
mary antibody which is immobilized to a solid support
(e.g., the surface of a microtiter plate). In the first step,
the antigen (analyte) is added to the wells. After the
antigen is bound to the immobilized antibody, the
wells are washed and a biotinylated second antibody
is added to the tubes. The resulting sandwich between
immobilized antibody; antigen and biotinylated anti-
body is incubated with the ABC complex. After wash-
ing, the antibody–antigen–biotinylated antibody–ABC
complex is detected by addition of the enzyme
substrate. The non-competitive nature of this assay in
conjunction with the extremely high amplification of
the signal by the ABC complex results in an assay (in
the femtomole range), that often exceeds the sensitivity
of radioimmunoassays.

Competitive immunoassays based on the avidin–
biotin approach have also been described. In this case,
the antibody is immobilized on microtiter plates. Wells
are incubated with a constant concentration of biotiny-
lated antigen in the presence of different concentrations
of standards or the sample. After washing, the ABC
complex is added. The formed antibody–biotinylated
antigen–ABC sandwich is then detected by the addition
of enzyme substrate. The immobilized enzyme–activity
is inversely proportional to the concentration of analyte
in the sample, resulting in a typical sigmoidal cali-
bration curve.

FLUORESCENCE IMMUNOASSAYS

Fluorescence immunoassay (FIA) entails the measure-
ment of the photoexcited fluorescence from an antibody
or antigen which participates in an immunochemical
binding system, and whose spectral properties vary with
the concentration of the analyte. Because few naturally
occurring antigens and antibodies have the requisite
fluorescent properties, they are usually substituted with
fluorescent labels. Fluorescent labels are used in homo-
geneous and heterogeneous immunoassay systems and
may be bound to competing (labeled and unlabeled)
antigens; antibodies or solid phases or they may exist
in solution as parts of enzyme substrates.

The fluorogenic molecules used to covalently label
the antigens or the antibodies to be used in a fluores-
cence immunoassay are called fluorescent probes or
labels. Fluorescent probes are small molecules whose
fluorescent properties are altered subsequent to inter-
actions with proteins or other macromolecules.

In quantitative immunoassay using fluorescent
labels, there are several chemical and spectroscopic
properties that the fluorochrome should possess. The
labeled ligand should have a relatively high water solu-
bility because immunoassays are usually carried out in
the aqueous environment in which the antibodies are
stable. The presence of certain functional groups on
the fluorochrome will facilitate its conjugation to the
ligand. Derivatives of the fluorochromes containing
reactive groups such as acid chlorides, isothiocyanates
and diazonium salts can be used for the conjugation of
the label to the ligand. A major concern in labeling a
ligand with a fluorescent probe is the possibility of
altering the specificity of the ligand for its antibody.
Consequently the site of the conjugation chosen should
provide maximum exposure of functional groups
necessary for antibody recognition. In addition, the
stability and shelf life are also important considerations.

The spectral characteristics of greatest importance
in the selection of a fluorochrome are the molar
absorptivity at the selected wavelength of excitation,
the quantum yield of fluorescence of the labeled spe-
cies, the spectral regions of absorption and emission
of radiation, and the Stokes’ shift. Ideally, the fluor-
escent label should have an absorption spectrum with
a high molar absorptivity in the visible region of the
electromagnetic spectrum, well removed from the
excitation spectra of proteins and other endogenous
interferences normally present in biological fluids.
The emission wavelength should also lie well into the
visible region with Stokes’ shift (displacement of the
fluorescence maximum from the longest wavelength
absorption maximum) of at least 50 nm. A high quan-
tum yield of fluorescence in the antibody-bound or free
labeled ligand is also desirable.

The labels most commonly used are fluorescein iso-
thiocyanate (FITC) and a number of reactive rhoda-
mine dyes. Fluorescein isothiocyanate has a relatively
high quantum yield and can be conjugated to drugs
and other ligands under fairly mild conditions.[30,31]

Ligand labeling with fluorescent metal chelates has
created a versatile class of fluorescent probes. The che-
lates of rare earth metals have unique emission charac-
teristics in that, upon excitation of aromatic portions
of the ligands of the lanthanide complex, the energy
of excitation is efficiently transferred to the lanthanide
ion. This causes f–f transitions that produce very
narrow almost line-like emission bands that permit
all of the emitted light to be collected by the detector
with narrow emission slits. In addition, the rare earth
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chelates possess large quantum yields in combination
with very large Stokes’ shifts. The excitation region
of these chelates is fairly broad and these aspects of
the lanthanide luminescence permit excellent sensitivity
and selectivity by enabling the use of fairly wide
bandwidths for excitation and narrow bandwidths
for emission. With the proper combination of rare
earth chelate and fluorimetric technique, very sensitive
immunoassays can be developed that avoid a large
number of interferences commonly encountered in
the immunoassay process.

Homogeneous Fluorescence Immunoassay

Because of the extreme sensitivity of the quantum yield
and spectral position of fluorescence to the microenvi-
ronment of the fluorophore, fluorescence immunoassay
often lends itself well to homogeneous techniques. The
elimination of the necessity of a step for the separation
of bound and free ligand represents one of the major
advantages of fluorescence immunoassay and provides
the opportunity for simple, fast and reliable quantita-
tion. The free and antibody-bound ligands reside in dif-
ferent microenvironments. In the aqueous environment,
the free labeled antigen will experience strong polarizing
forces as a result of interactions with water molecules.
These forces will be exerted to different degrees in the
ground and excited states of the labeled antigen because
these electronic states have different dipole moments.
Also, certain functional groups on the fluorophore
may be free to rotate prior to and subsequent to the flu-
orescent transition in water. In the hydrophobic
environment of an antibody binding site, the dielectric
strength is low and rotation of functional groups on
the fluorophore is severely restricted. The solvation
and restricted rotational freedom of the antibody-
bound labeled antigen usually cause this species to fluo-
resce at shorter wavelengths than the free labeled antigen
because the relative stabilization of the excited state of
the latter by strong electrostatic and electromeric
interactions is much greater than in the bound labeled
antigen. Moreover, the weak solvation and restricted
rotational freedom of the antibody-bound probe also
cause the bound probe to fluoresce more intensely than
the free probe because the bound probe is somewhat
shielded from internal conversion which competes with
fluorescence for deactivation of the excited state.

If the fluorescent emission spectrum of the bound
labeled ligand is sufficiently displaced, enhanced or
decreased in intensity (quenched) relative to that of
the free labeled ligand, the resulting spectroscopic
measurements can be used for quantitation without a
separation step. Additionally, the techniques previously
described in enzyme immunoassays, such as reactant-
labeled immunoassay, can form the bases of fluorescent

immunoassay. For example the fluorophore, from
whose optical properties quantitation is derived, can
be generated or consumed in an enzymatic reaction.

Two rather interesting variations on fluorescence
immunoassay that do not require the fluorescence
spectra of free and bound labeled materials to have
different spectral positions have fairly recently become
rather popular in clinical analysis. These are fluores-
cence polarization immunoassay and time-resolved
fluorescence immunoassay.

Fluorescence polarization immunoassay (FPIA)

The physical principle underlying fluorescence polari-
zation immunoassay involves the selective elimination
of light waves whose electric vectors do not all lie in
a single plane. This is accomplished by passing the
exciting light through a polarizing filter. The resulting
polarized radiation will selectively excite (photoselect)
those molecules whose absorption transition moments
have a significant component in the plane of the
electrical vector of the exciting beam.[32] As a result,
molecules excited with polarized light will emit radi-
ation that is polarized in the same direction as the
exciting light, to a degree inversely related to the
amount of Brownian rotation occurring during the
interval between absorption and emission of light.[33]

This means that the photoselected molecules originally
excited by polarized light and having fairly small
volumes (i.e., free labeled antigen) will have random
orientations with respect to the plane of polarization of
the exciting light because they will rotate faster than they
fluoresce. They therefore, will display very little polar-
ized fluorescence. However, photoselected molecules
having very large volumes such as the antibody proteins
and their complexes, will rotate at a rate comparable
to or slower than the rate at which they fluoresce.
Consequently, randomization of fluorescent transitions
moments will not occur in these large molecules and
substantial fluorescence polarization will be observed.

On binding of an antigen to an antibody there
will be a reduction or a restriction in the rotational
Brownian motion of the fluorescent label. This will cause
considerable polarization of the fluorescence along or
perpendicular to the optical axis of the excitation polar-
izer, depending upon whether the fluorescence transition
moment of the molecule is oriented closer to 0 or 90� to
the transition moment associated with the absorption
band excited. Let us first consider the case where the
transition moments for excitation and fluorescence are
parallel (or nearly so).

If a second polarizing film (emission polarizer) is
placed between the fluorescing sample and the
photodetector of the fluorimeter, with its optical axis
perpendicular to that of the polarizing film between
the lamp and the sample, a much greater fraction of
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the highly polarized fluorescence from the antibody-
labeled ligand will be filtered than would be of the
unpolarized fluorescence from the same concentration
of free labeled ligand excited under the same condi-
tions. If the optical axes of both polarizers are parallel
and the excitation and emission moments of the fluoro-
phore are parallel, or nearly so, the emission polarizer
will pass relatively more radiation from the bound
labeled ligand than from the free labeled ligand, to
the detector, because the unpolarized emission will be
dispersed over all angles to the optical axis of the
emission polarizer and some will therefore be filtered.
Regardless of the orientation of the optical axis of
the second polarizer with respect to the first, the fluo-
rescence intensity registered by the detector should,
ideally, be the same for unpolarized fluorescence (i.e.,
that of the free labeled ligand) while, in the case of par-
allel absorption and fluorescence transition moments,
the intensity of the polarized fluorescence, from the
bound labeled ligand, measured when the optical axes
of the polarizers are parallel (Fk) should be greater than
when theoptical axes of the polarizers are perpendicu-
lar (F?). In the case of perpendicular absorption and
fluorescence transition moments, for the free labeled
ligand Fk ¼ F? (unpolarized fluorescence) and for the
bound labeled ligand F? > Fk (polarized fluorescence).
We now define the degree of polarization as:

P ¼ ðFk � F?Þ=ðFk þ F?Þ ð1Þ

For a free labeled ligand Fk ¼ F? so that P ¼ 0 at
all excitation wavelengths. For a bound labeled ligand
it is possible to have þ1/2 > P > �1/3, depending
upon the wavelength of excitation. However, if a
system is contrived which originally contains all
antibody-bound, labeled ligand, upon addition of the
unlabeled ligand the labeled drug will be displaced.
The relative increase in unpolarized fluorescence and
decrease in polarized fluorescence from the solution
will cause a net decrease in P as calculated from its
operational definition in [Eq. (1)]. If all the labeled
ligand were ultimately displaced from the antibody
complex, P would fall to zero. Depending on the extent
of binding of the labeled ligand, the degree of polariza-
tion varies between some non-zero value and zero. This
permits the construction of a calibration curve of
degree of fluorescence polarization versus concen-
tration of unlabeled ligand and permits the execution
of a homogeneous immunoassay.

The use of polarized fluorescence for the quantita-
tion of several antigen–antibody reactions is widely
used. Two assays of particular interest are those
applied to the measurement of serum levels of gentami-
cin and phenytoin.[30,34,35] The use of fluorescence
polarization as a method for routine drug level

determinations is limited by the light energy losses in
the polarizing films and the background interferences
that result in reduction of sensitivity.

Time-resolved fluoroimmunoassay

All of the fluorimetric techniques, so far considered,
have been based on the measurement of the intensity
of fluorescence produced under ‘‘steady state’’ condi-
tions. ‘‘Steady-state’’ fluorimetry is derived from the
excitation of the sample with a continuous temporal
output of exciting radiation. The lamps and their
power supplies used in conventional fluorimeters are
sources of continuous radiation. After a short period
of initial excitation of the sample, a steady state is
established in which the rate of excitation of the ana-
lyte is equal to the sum of the rates of all processes
deactivating the lowest excited singlet state (fluores-
cence, internal conversion, and intersystem crossing).
When the steady state is established, the observed
fluorescence intensity becomes time invariant and pro-
duces the temporally constant signal which is measured
by the photodetector. With the development of mod-
ern electro-optics however, it has become possible to
excite a potentially fluorescent sample with a thyratron
pulsed flash lamp which emits its radiation in bursts of
2–10 ns duration with about 0.2 ms between pulses or
with a pulsed laser whose pulses occur with durations
upward of a few picoseconds. A fluorescent sample
excited with such a pulsed source will not fluoresce
continuously. Rather, its fluorescence intensity, excited
by a single pulse will decay exponentially until the next
pulse again excites the sample. The pulsed source then
acts very much as does a mechanical chopper in phos-
phorimetry. The fluorescence from the sample excited
by the pulsed source can be represented, after detec-
tion, as a function of time on a fast sampling oscillo-
scope or on an x–y plotter used in conjuntion with a
multichannel pulse analyzer. The former approach is
called pulsed-source fluorimetry and the latter, time-
correlated single photon counting. In either case, fluo-
rescence with decay times much longer than the lamp
pulse characteristics can be treated in the same way
that radioactive decay curves are analyzed. A semilo-
garithmic plot of fluorescence intensity against time
will yield a straight line (or a series of intersecting lines
if several fluorophores have comparable, but not
identical decay times) whose slope is proportional to
the decay time and whose vertical axis intercept can
be compared with that of a standard solution of the
fluorophore for quantitative analysis. If, however, the
lamp pulse time and the decay–time of the fluorophore
are comparable, the lamp characteristics must be
substracted from the observed signal to obtain the fluor-
ophore’s decay characteristics. This is usually accom-
plished by using a computer to solve a deconvolution
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integral representing the composite temporal character-
istics of the lamp and the fluorophore output.

The pulsed-source (time-resolved) method, then
effects spectroscopic separation of the emission of
several fluorescing species by taking advantage of dif-
ferences in their decay times rather than their fluores-
cence intensities. This means that several overlapping
fluorescences, such as those of free and antibody-
bound ligand can be quantified simultaneously. Lan-
thanide chelate-labeled antibodies, which have long
lifetimes (in the 1 ¼ ms to 1 ¼ ms range) form the
basis of a time-resolved FIA, for which instrumen-
tation is commercially available.

Heterogeneous Assays

Most research and development of fluorescence immu-
noassays, to date, have been concentrated in the area
of homogenous assay. Unfortunately, homogeneous
assays may not always provide optimum analytical sen-
sitivity. This may be due to the endogenous background
fluorescence of proteinaceous materials, Rayleigh and
Raman scatter caused by proteins or to the lack of
environmental sensitivity of the emission from the fluo-
rescent label. Notwithstanding the speed and simplicity
of the homogenous assay procedures, it is occasionally
desirable to circumvent these problems by physically
separating the antibody–ligand complex from other
species in the sample before fluorimetric quantitation.

The separation of the antibody-bound ligands from
free ligands and other fluorescing species present in sol-
ution can be accomplished by various methods based
on the chemical, physical or immunological differences
between the free ligand and the antibody–ligand com-
plex and include gel permeation chromatography,
chemical precipitation with inorganic salts or organic
solvents and double antibody methods as well as the
use of a solid phase support to which the antibody is
either adsorped or bonded covalently. In the latter
method, the solid material may be paper discs, the
walls of test tubes, glass or plastic beads, cross-linked
dextrans or agaroses. Once the antibodies are immobi-
lized on the solid support, the labeled and unlabeled
ligands are introduced and allowed to compete for
available binding sites on the antibody. The bound,
labeled fraction is then separated from the free labeled
ligand by washing. The labeled ligand complexed to
the antibody can then be measured directly, without
removal from the solid phase, by a fluorimeter with a
front-surface fluorescence attachment.[36]

CHEMILUMINESCENCE IMMUNOASSAYS

In all exergonic reactions energy is released. This
energy is generally emitted as heat. In some reactions,

however, this energy is released as light, a phenomenon
known as chemiluminescence. During the course of
chemiluminescence reactions, one or more of the result-
ing products is formed in an electronically excited state.
Light is then emitted from the excited molecules by the
process of fluorescence. Chemiluminescent reactions are
almost invariably oxidation–reduction reactions. A
number of compounds that show chemiluminescence
of an intensity that is suitable for analytical detection
systems or that are catalysts or reagents in chemilumi-
nescent reactions have been investigated to be used in
chemiluminescence immunoassays. Among these are
synthetic organic compounds (e.g., phthalazinediones,
acridinium esters), cofactors in bioluminescent reactions
(NAD and ATP) and enzymes (peroxidase, oxidases,
kinases, luciferases).

Covalent linking to either the antigen or antibody
is carried out by chemical modification of the label
(e.g., diazotisation or reaction with isothiocyanate,
N-hydroxysuccinimide, hemisuccinate, imidoesters),
by chemical modification of antigen or antibody (e.g.,
by reaction with hemisuccinate, glutaraldehayde), or
by conjugation using bifunctional reagents (e.g., mixed
anhydride carbodiimide, bis (N-hydroxy succinimides)
or azidosuccinimides).

One of the most intensely chemiluminescent com-
pounds is luminol (5-amino-2,3-dihydrophthalazine-1,
4-dione). If the amino group is linked to position 6
of the aromatic ring, the molecule is called isoluminol.
Isoluminol can be easily attached to antibodies or anti-
gens via alkyl spacer groups. Aminobutylethylisolumi-
nol (ABEI) has been shown to be very effective as a
chemiluminescence labeling group, since the activity
is generally not changed by coupling to low- or high-
molecular-weight compounds. It can be easily coupled
to activated carboxylic groups of immunologically rel-
evant compounds using the mixed anhydride reac-
tion.[37] Proteins such as antibodies can be labeled
sufficiently with ABEI through reaction of free amino
groups of the proteins with an ABEI-isothiocyanate
derivative.[38]

The oxidative reactions of luminol and isoluminol
derivatives at high pH result in the formation of
3-aminophthalate or 4-aminophthalate and nitrogen
via an electronically excited state. The transition from
the excited to the ground state induces the emission of
light having a wavelength maximum of 425 nm. Quan-
titation is possible at picomolar or even attomolar
levels of the aminophthalhydrazide.

In aprotic solvents, only oxygen and a base are
necessary for the oxidation. In protic solvents a
catalyst has to be present, in addition. As catalysts,
enzymes such as horseradish peroxidase are frequently
employed.

Acridinium esters are used also in immunological
procedures. They have the advantage that no catalyst
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is necessary for the luminescence reaction. The solution
has to be adjusted to a pH of 6–7 before the oxidant
peroxide is added in order to ensure the highest
activity.

Direct Chemiluminescence Immunoassays

The above reactions can be used in an immunological
assay by coupling the chemiluminescent compound to
an antigen or antibody; under the assumption that the
immunological and chemiluminescent properties of the
derived coupling product are not substantially chan-
ged. The approach to coupling chemiluminescent
molecules to the required ligand obviously depends
on the nature of the two species. When both species
are small molecules, conventional synthetic organic
chemistry can be used. A problem arises however when
one or both molecules are more complex (e.g., pro-
teins). Since the functionality of these molecules is
determined by the chemical and physical environment,
the range of chemistries that can be used is limited. As
an example of direct chemiluminescence immunoassay,
antibody might be immobilized onto a solid support
and antigen allowed to bind to this antibody. After
subsequent washing, a second chemiluminescent-
labeled antibody that recognizes a different epitope
of the antigen is added. After further washing, the che-
miluminescent label is activated and the emitted light is
quantified. Since this assay is based on the sandwich
principle, increasing amounts of analyte will produce
increased light emission.

A chemiluminescent assay using competitive immu-
nological techniques can be easily designed when
chemiluminescent antigens are employed. In this case
chemiluminescent antigen and sample compete for
immobilized antibodies. Depending on the nature of
the reaction antigen, bound and unbound label can
also be separated by adsorption onto charcoal.

Indirect (Enzyme-Mediated)
Chemiluminescence Immunoassays

An indirect chemiluminescence immunoassay is an
assay, with another component than the primary
chemiluminescent emitter coupled to the antigen or
antibody. This can be a cofactor or a catalyst or even a
molecule capable of converting a non-chemiluminescent
precursor to a chemiluminescent or potentially chemi-
luminescent species. Most indirect assays are enzyme
mediated.

One widely used enzyme mediated chemilumi-
nescence immunoassay[39] uses the firefly enzyme
luciferase that catalyzes the oxidation of D-Luciferin
in the presence of ATP. D-luciferin, but not luciferin
esters such as phosphates, is oxidized in the presence

of the enzyme. An antigen or antibody-enzyme conju-
gate (e.g., alkaline phosphatase conjugate) is bound to
a solid support by an antigen–antibody reaction. The
immobilized enzyme enzymatically releases D-luciferin,
which subsequently is quantified in a luciferase based
luminometric assay, here described for the determi-
nation of alkaline phosphatase.

The chemiluminescent signals of luminol derivatives
can be enhanced by the addition of firefly luciferin
to the reaction mixture using hydrogen peroxide as
oxidant and horseradish peroxidase as catalyst.[40]

This causes prolongation of the light production.
Benzothiazoles, such as dehydroluciferin and 6-
hydroxybenzothiazole derivatives also enhance the
light emission by a factor of about 500 to 1000-fold
and show a more constant light emission over time
than luminol. A relatively constant emission of light
over a period of 15 min has been observed for these
derivatives.[41] This constant and prolonged light emis-
sion pattern simplifies the analytical procedures as
multiple reactions can be initiated outside of the lumino-
meter without the necessity of initiating the chemi-
luminescence reaction in front of the photomultiplier.

Another chemiluminescent enzyme system is based
on the use of stabilized dioxetane substrates. Dio-
xetanes are intermediates in many chemiluminescent
reactions. It’s possible to synthesize stabilized dio-
xetanes (phosphatase and b-galactose moieties) that
do not spontaneously react. When exposed to the right
enzyme (alkaline phosphatase and b-galactosidase,
respectively) the dioxetane will be destabilized and
spontaneously undergo a chemiluminescence reaction.[42]

ELECTROCHEMICAL IMMUNOASSAYS

Electrochemical immunoassays include a wide variety
of devices based on the coupling of immunological
reactions with electrochemical transduction. All of
them involve the immobilization of an immunoreagent
component on the surface of the electrode transducer.
Electrochemical detection is based on the direct intrin-
sic redox behavior either of an analyte species or of
some reporter molecule. For the detection no expensive
equipment is needed, with the measurement of either a
simple current or a voltage charge. Different elect-
rochemical detection strategies are used, but ampero-
metric detection is most widely used. Potentiometric
and conductometric detection are applied in different
assays as well.

For the detection different electrode supports and a
great variety of immobilization procedures have been
used. Gold electrodes, screen-printed electrodes and
carbon materials (such as graphite and glassy carbon)
have been frequently used. The sensing phase is
constructed onto the surface of the electrode by means
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of covalent linkage, physical adsorption or membrane
entrapping of the specific immunoreagent.

The major advantage of electrochemical immuno-
assays is the fact that it’s based on the use of a
non-optical detection system, which makes it possible
to detect signals in the presence of whole blood
samples. There are three different ways in which elec-
trochemistry is used in a detection system.

Direct monitoring of the antigen–antibody reaction

This is by far the simplest approach to electrochemical
immunoassay, because there is no label needed. There
are several methods demonstrated by analyzing simple
solutions, however, considerable work will be neces-
sary for detection when sensors are exposed to bio-
logical sample matrices.

Using electroactive compounds as labels

In order to be used as an immunoassay label, an elec-
trochemically active compound has to possess suitable
electrochemical properties. It has to be soluble in
aqueous media and should be stable in solution over
a wide pH range. To be detectable, it must allow highly
selective electrochemical detection or possess chemical
properties to allow selective membranes to be used in
the measurement electrode.

One of the advantages of an intrinsically electroac-
tive label is that there is no need for substrate, cofactor
or the special incubation steps for an enzyme label.
However a consequence is the loss of enzyme signal
amplification which increases the demands on detec-
tion sensitivity. Human serum albumin has been
detected in a competitive heterogeneous assay using
indium ions.[43]

Using enzymes as amplification labels with
the enzyme monitored by measurement
of an electro-active product or substrate

The direct detection of electrochemical labels entails
problems with sensitivity. For this reason the majority
of electrochemical immunoassay development has
focused on the measurement of enzyme labels by detec-
tion of electroactive products arising from enzyme cat-
alyzed reactions. A wide variety of enzyme labels have
been used for electrochemical immunoassays. These
include glucose oxidase, glucose-6-phosphate dehydro-
genase and alkaline phosphatase.[44]

Glucose oxidase catalyses the conversion of glucose
to gluconic acid with reduction of oxygen to hydrogen
peroxide. In principle, either the consumption of
oxygen or the liberation of hydrogen peroxide can be
monitored to detect the activity of glucose oxidase.
However due to the high background level of oxygen

in biological fluids, hydrogen peroxide monitoring is
more often used. Other glucose oxidase assays have been
used (e.g., ferrocene and 1,4-benzoquinone), where oxy-
gen is replaced by an alternative electron acceptor
because of faster reaction rates, lower oxidation potential
and the detection system is less sensitive to the levels of
oxygen in the sample. A homogenous assay based on
ferrocene was developed for digoxin.[45]

Glucose-6-phosphate dehydrogenase catalyses the
conversion of glucose-6- phosphate to 6-phosphoglu-
conate while reducing NADþ to NADH. However
the direct electrochemical measurement of NAD(P)H
is rather difficult, owing to by a high overvoltage that
is required for the electrode reaction and by electrode
fouling. By using redox mediators (e.g. quinones,
ferrocenes, and phenoxazine) these problems can be
overcome. Theophylline, and phenytoin have been
detected using glucose-6-hydrogenase.

Alkaline phosphatase is one of the most suitable
enzymes for electrochemical immunoassays owing to
its high turnover number and broad substrate specificity.
Different substrates have been used, but 4-aminophenyl
phosphate is most suitable, since the reaction product,
4-aminophenol is easily oxidized without fouling of the
electrode surface. Thyroxine-binding globulin, cortisol,
and prostatic acid phosphatase have been detected by
using alkaline phosphatase.

LIPOSOME IMMUNOASSAYS

Liposomes are formed when phospholipid molecules
spontaneously self-assemble in aqueous solution to
produce spheres in which an aqueous cavity is enclosed
by one or more phospholipid bilayer membranes. This
cavity can be used to entrap a variety of materials. For
immunoassays, a variety of detectable labels, called
markers, have been encapsulated. The markers used
range from inorganic salts [e.g., KCl, K4Fe(CN)6]
for electrochemical detection, through widely used
fluorescent markers (e.g., calcein, carboxyfluorescein,
sulforhodamine B and chelates) to enzymes (e.g.,
alkaline phosphatase, horseradish peroxidase, and
glucose-6-phosphate dehydrogenase). A wide range of
detection methods and substrates is available for these
enzymes. The amount of the encapsulated molecule is
directly related to the amount of antigen. To achieve
the lowest limit of detection the amount of encapsu-
lated molecule (marker) should be as high as possible.
Fluorescent markers are most commonly used because
these markers can be measured easily and very sensi-
tively. Besides these mostly small fluorescent molecules
larger molecules, as enzymes and enzyme cofactors
are also entrapped. The advantage of using larger
molecules is that they tend to leak less through the
liposome membrane. Most markers are water soluble,
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but lipophilic markers (e.g., perylene derivatives) can
also be incorporated in liposomes.[46] These markers
are mainly incorporated in the membrane which elim-
inates leakage.

The amount of liposome-encapsulated marker has
to be related to the amount of antigen, therefore the
liposome has to be conjugated to the antigen. This
can be done either directly or indirectly. With the
direct approach the liposome is bound to the antigen.
The indirect approach either uses an antibody or a
secondary molecule bound to the liposome.

Homogeneous Liposome Immunoassays

Because of the special structural characteristics of
liposomes it’s possible to develop adapted schemes
exploiting these characteristics. It’s essential that the
liposomes retain their structural integrity in the pres-
ence of lytic agents, which might be present in biologi-
cal fluids. However most liposome immunoassays use a
natural lytic agent, the two most frequently used are
complement[47] and mellitin.[48]

When foreign cells enter the human body they are
captured by antibodies, which attach themselves to
the cell membrane surface. Complement binds to these
antibodies in a specific order, after which the target
cells are lysed. Because the liposome bilayer is structur-
ally similar to the cell wall, complement can be used to
completely lyse antibody-bound liposomes. Attention
has to be paid to the fact that although complement
is specific, some liposomes are susceptible to comp-
lement lysis, without being bound to an antibody.
Most liposome immunoassays are homogeneous
complement-based assays.

Mellitin is also able to lyse liposomes completely,
although rather slowly, it is found in bee venom and
its biological task is cell destruction. Cytolysin mediated
assays use a conjugate of mellitin with the antigen. The
conjugate is free and able to lyse the liposomes or bound
to an antibody and unable to lyse the liposomes. The
activity is thus reversed, proportional to the amount of
antibody present in the sample. The disadvantage of
mellitin-based assays is that the range of antigens is
limited in size, because the presence of a large antigen
will inhibit the activity of mellitin. Biotin and digoxin
have been analyzed by a homogeneous liposome immu-
noassay using mellitin as lytic agent.

Homogeneous liposome immunoassays using lytic
agents other than complement and mellitin have also
been used. Phospholipase C catalyzes the dephosphoryla-
tion of phospholipids, which in turn destabilizes the
liposome. The assay is based on the inhibition of the lytic
activity by an antibody binding to an antigen conjugated
to phospholipase C.[49] Gentamicin is analyzed by this
method.

Assays that use liposomes coated with murine
monoclonal antibodies and magnetic particles coated
with antimurine monoclonal antibodies, have been
developed. Incubation of these two components results
in destabilization of the liposome by binding to the
magnetic particles. As a result the entrapped marker
will be released.[50]

Heterogeneous Liposome Immunoassays

Compared to homogeneous assays only a small num-
ber of heterogeneous assays have been developed. As
all heterogeneous assays, a heterogeneous liposome
immunoassay or a liposome immunosorbent assay
always use one or more steps to separate the specifi-
cally bound liposomes from the free liposomes by
washing. After washing lysis of the liposomes can be
performed with a detergent which effectively and
quickly lyse all liposomes, such as Triton X-100. These
assays can be regarded as modifications of enzyme-
linked immunoassays.

We have presented in this article a brief overview
of existing immunological assays. New drug develop-
ments will, in the future, require more versatile and
sensitive assays. It can be said with certainty that
immunological assays will retain their importance for
achieving these goals.
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INTRODUCTION

The aim of this article is to investigate:

� The notions of in vitro in vivo correlation (IVIVC).
� IVIVC in drug formulation and development.
� Uses of IVIVC in establishing quality control (QC)

tests.
� Regulatory aspects of IVIVC.

Correlations between in vitro and in vivo data have
long been sought in biopharmaceutics as a means of
modeling the human organism, or at least the processes
that take place there, and thereby monitor and optimize
dosage forms with the fewest possible trials in Man.
These methods require sound mathematical processing
and have certain limits. IVIVC are now widely used in
development, and many publications about IVIVC exist
in the pharmaceutical field. More than 400 referenced
papers have been published over the last 10 years with
an increasing number every five years from 23 between
1980 and 1985 to 225 between 2001 and now,[1] these
and the extensive research performed in this area show
its importance. However, what is a correlation?

IVIVC is not only a tool for drug dosage form
development in order to reduce time and in vivo
experiment, but also a recommendation for regulatory
purposes. As presented in the different guidelines,[2–6] a
successful correlation can assist in the selection of
appropriate dissolution acceptance criteria including
widening dissolution specifications depending on the
predictivity of a given IVIVC and can be used as a
surrogate for further bioequivalence studies.

IVIVC should be applied to all drug dosage
forms and routes of administration. Nevertheless, most
applications are for oral route and sustained release
drug dosage forms. In this article, we will focus on
the methodology that should be used to develop a
Level A IVIVC by presenting the following points suc-
cessively: (i) definitions and correlation levels; (ii)
determination of in vivo and in vitro data; (iii) IVIVC
methodology with emphasis on Level A; and (iv)
examples with specific application to non-classical
formulations.

DEFINITIONS AND LEVELS

Definition

The word correlation has two different definitions, one
strictly mathematical and the other biopharmaceutical.

Mathematically, a correlation is a measure of the
relation between two or more quantitative variables.[7]

A linear correlation is characterized by a slope and an
intercept, and the closeness of the relationship is
measured in terms of a coefficient of correlation. From
a biopharmaceutical standpoint, correlation simply
means relationships observed between parameters
derived from in vitro and in vivo studies, irrespective
of the mathematical definition of the term.

Various definitions of IVIVC have been proposed by
the International Pharmaceutical Federation (FIP), The
United States Pharmacopeia (USP) working group, and
by regulatory authorities such as the Food and Drug
Administration (FDA) or European Medicines Agency
(EMEA).[2–6,8] The FDA defined the IVIVC as: ‘‘A pre-
dictive mathematical model describing the relationship
between an in vitro property of an extended release dosage
form (usually the rate or extent of drug dissolution or
release) and a relevant in vivo response, e.g., plasma
drug concentration or amount of drug absorbed.’’

In contrast, the European Agency uses the term in vari-
ous notes for guidance without giving an exact definition.

The USP[9] gives the following definition: ‘‘The
establishment of a relationship between a biological
property or a parameter derived from a biological
property produced by a dosage form, and a physico-
chemical characteristic of the same dosage form.’’

Levels

The advantage of the definitions proposed by the FDA
and USP is that they state that the parameters to be
correlated, namely the in vitro dissolution rate and in
vivo input rate of active material.

From these definitions, various levels of correlation
have been defined. The concept of a correlation level is
based on the ability of the correlation to reflect the
complete plasma level profile, which will result from

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120042219
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administration of the given dosage form. The FDA
defines three main levels.

Level A

‘‘A Level A correlation is usually estimated by a two-
stage procedure: deconvolution followed by comparison
of the fraction of drug absorbed to the fraction of drug
dissolved. A correlation of this type is generally linear
and represents a point-to-point relationship between in
vitro dissolution and the in vivo input rate (e.g., the in
vivo dissolution of the drug from the dosage form). In
a linear correlation, the in vitro dissolution and in vivo
input curves may be directly superimposable or may be
made to be superimposable by the use of a scaling factor.
Non-linear correlations, while uncommon, may also be
appropriate. Alternative approaches to developing a
Level A IVIVC are possible. One alternative is based
on a convolution procedure that models the relationship
between in vitro dissolution and plasma concentration in
a single step. Plasma concentrations predicted from the
model and those observed are compared directly. For
these methods, a reference treatment is desirable, but
the lack of one does not preclude the ability to develop
an IVIVC. Whatever the method used to establish a
Level A IVIVC, the model should predict the entire in
vivo time course from the in vitro data. In this context,
the model refers to the relationship between in vitro
dissolution of an extended release (ER) dosage form and
an in vivo response such as plasma drug concentration
or amount of drug absorbed.’’

Level B

‘‘A Level B IVIVC uses the principles of statistical
moment analysis. The mean in vitro dissolution time
is compared either to the mean residence time or to
the mean in vivo dissolution time. A Level B corre-
lation, like a Level A, uses all of the in vitro and in vivo
data, but is not considered to be a point-to-point cor-
relation. A Level B correlation does not uniquely
reflect the actual in vivo plasma level curve, because

a number of different in vivo curves will produce simi-
lar mean residence time values.’’

Level C

‘‘A Level C IVIVC establishes a single-point relationship
between a dissolution parameter, for example, T 50% dis-
solved in four hours and a pharmacokinetic parameter
[e.g., 50% area under the curve (AUC), Cmax, Tmax].
A Level C correlation does not reflect the complete shape
of the plasma concentration time curve, which is the criti-
cal factor that defines the performance of ER products.’’

In addition to these three levels, a combination of
various levels C is also described by multiple Level
C: ‘‘A multiple Level C correlation relates one or
several pharmacokinetic parameters of interest to the
amount of drug dissolved at several time points of
the dissolution profile.’’

The establishment of correlation needs, as described
in the FDA or USP definitions, to use various para-
meters summarized in Table 1.

The simple reading of these definitions allows the
distinction between two main types of correlations to
be made. Level A correlations that use all the informa-
tion of the dissolution and absorption curve (Table 1
and Fig. 1). For Level A, each regression line represents
a set of information relation to one type or one formu-
lation. For Levels B or C, the establishment of a rela-
tionship implies the use of many formulations, each of
them giving one pair of data (vitro and vivo, Table 1,
Fig. 2). The establishment of Level B and C needs
more data and, as they do not use all the information
related to vitro and vivo behavior of the formulation,
they are less powerful. The FDA ranked the levels as
follows: ‘‘A Level A IVIVC is considered to be the most
informative and is recommended, if possible. Multiple
Level C correlations can be as useful as Level A corre-
lations. However, if a multiple Level C correlation is
possible, then a Level A correlation is also likely and is
preferred. Level C correlations can be useful in the early
stages of formulation development when pilot formula-
tions are being selected. Level B correlations are least

Table 1 Various parameters used in IVIVC depending on the level

Level In vitro In vivo

A Dissolution curve Input (absorption) curves

B Statistical moments: mean
dissolution time (MDT)

Statistical moments: mean
residence time (MRT), mean absorption time (MAT), etc

C Disintegration time, time to have
10%, 50%, 90% dissolved, dissolution rate,
dissolution efficiency (DE)

Maximum observed concentration (Cmax),
observed at time (Tmax), absorption constante (Ka), Time
to have 10, 50, 90% absorbed, AUC

(total or cumulative)

A: one-to-one relationship between in vitro and in vivo data, e.g., in vitro dissolution vs. in vivo absorption, B: correlation based on statistical

moments, e.g., in vitro MDT vs. in vivo MRT or MAT, C: point-to-point relationship between a dissolution and a pharmacokinetic parameter,

e.g., in vitro T50% vs. in vivo Tmax, Multiple C: relationship between one or several PK parameters and amount dissolved at several time points.

In Vitro–In Vivo Correlation 2063



H
ydrogels–

Inhalation

useful for regulatory purposes.’’ It should be added that
to be useful, multiple Level C must be based on all the
bioequivalence parameters leading, as stated by FDA,
to a potential underlined Level A correlation.

IN VIVO DATA

The plasma concentration curve is a global representa-
tion; it depends on drug input within the blood flow,
which depends on the dosage form and the properties
of the drug [such as solubility, dissolution rate, particle
size, crystal shape, polymorphism, pKa, and stability in
gastrointestinal tract (GIT), and thereafter its pharma-
cokinetics input processes [First Pass Effect (FPE),
location and type of absorption]. The disposition of the
drug afterwards depends only on the drug and patient.
According to the type of dosage form, the different steps
following oral drug administration can be summarized in
Fig. 3. The in vivo data are usually obtained after admin-
istration of the formulation(s) to healthy volunteers.
Classical pharmacokinetic parameters[10] can be calcu-
lated for Level B or C, these are the model-independent
parameters derived from the curve such as AUC, Cmax,
Tmax to estimate, respectively, the amount and rate
(bioequivalence parameters), MRT and other parameters

such as half value duration (HVD: duration over Cmax/2)
or Cmax/AUC, for example. If Level A correlations
are foreseeable, the absorption curve must be calcu-
lated as per the definition.

After in vivo administration of a dosage form, the
absorption is the result of the various biopharmaceuti-
cal and pharmacokinetic processes. The Fig. 4 shows
what happens after administration of oral formula-
tions. As in all chains of phenomena, the observation
made at the end of the chain is limited by the slowest
phenomenon in the whole chain. According to the
type of drug dosage form, the drug release is more or
less complex: (i) In the case of an oral solution, the
drug is already dissolved and is available for absorption,
the slowest phenomenon in the chain of absorption is the
absorption itself. (ii) In the case of a tablet, the release of
the active ingredient results from various phenomena
from rapid disintegration to slow release diffusion
through a matrix system. In this case, if the absorption
of the drug is limited by the release mechanism, the
observed in vivo absorption simply reflects in vivo dis-
solution of the drug. In vivo dissolution and in vivo
absorption are linked; the release of the active ingredient
and its dissolution allows its absorption as in most cases
only the non-ionized dissolved active ingredient can cross
the membranes. The in vivo data obtained represent the
apparent absorption that reflect the release from the
dosage form and the drug absorption.

The absorption curves can be calculated by various
methods as stated by the FDA[4] ‘‘estimate the in vivo
absorption or dissolution time course using an appropri-
ate deconvolution technique for each formulation and
subject (e.g., Wagner-Nelson, numerical deconvolution).’’
The usual techniques are presented in Table 2.[10–14] After
the calculations are performed, the input curve known as
absorption curve is presented through the percent of the
fraction of dose (%FD) absorbed vs. time (Fig. 5).
Various type of software exist to calculate all the phar-
macokinetic parameters, Langenbucher[15,16] describes
excel routines to assess these input kinetics.

Quality of In Vivo Data

Success in establishing a Level A IVIVC is depen-
dant on the quality of the in vivo data obtained.
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Fig. 1 IVIVC Level A for formulation X, each square
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Fig. 2 IVIVC Level C for a set of formulations.

Fig. 3 Main phenomena after administration of various for-
mulations.
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Some limitations in the IVIVC arising from the in vivo
data could easily be understood:

� More than one dosage form is needed and if possi-
ble intravenous or solution is essential to calculate
deconvolution.

� Pharmacokinetics and absorption of the drug
should be ‘‘linear.’’ If the pharmacokinetic processes
are dependent on the fraction of dose reaching
the systemic blood flow (or of the dose administered)
or on the rate of absorption, comparison between
formulation and simulation cannot be made.
This non-linearity may be owing to saturable absorp-
tion processes (active absorption), induction or
inhibition of the metabolism, the first past effect,
which is rate/absorption dependent, etc. Those
points must be studied before any attempt to estab-
lish an IVIVC.

� Absorption should not be the limiting factor, if the
solubility is not the limiting factor in comparison to
the drug release, an IVIVC may be attempted. The
release must depend on the formulation, and must
be the slowest phenomenon vs. dissolution and
absorption.

IVIVC AND THE BIOPHARMACEUTICAL
CLASSIFICATION SYSTEM

When a drug is administered orally (tablet for
example), various phenomena occur in addition to

the biopharmaceutical process of drug release from the
dosage form. The solubilization of the active ingredient
will depend on its physicochemical characteristics
(polymorphism, size of particle, pKa, Log P, etc.) as
well as its absorbability (pKa-pH, Log P); its absorp-
tion will depend on its permeability, the mechanism
(passive, active, etc.) of absorption, and also on the
presence or not of efflux. Solubility and permeability
are the two main parameters for classified drugs in
the biopharmaceutics classification system (BCS),
taking into account the therapeutic dose. The BCS
introduced in the mid-1990s[17] is defined in the FDA
guidelines as follows:[2]

‘‘The BCS is a scientific framework for classifying
drug substances based on their aqueous solubility
and intestinal permeability.[2] When combined with
the dissolution of the drug product, the BCS takes into
account three major factors that govern the rate and
extent of drug absorption from immediate release
(IR) solid oral dosage forms: dissolution, solubility,
and intestinal permeability. According to the BCS,
drug substances are classified as follows:

� Class 1: High Solubility—High Permeability
� Class 2: Low Solubility—High Permeability
� Class 3: High Solubility—Low Permeability
� Class 4: Low Solubility—Low Permeability

According to the class of the drug, depending on the
limiting factor, the establishment of an IVIVC is more
or less realistic: (i) Class 1 drug, correlation is possible

Fig. 4 Various phenomena observed after administration of tablets.

Table 2 Various methods used to determine the input (absorption) kinetic

Model First order input Other order input

1 compartment Residual (EV)
Wagner Nelson (EV)
Deconvolution [EV þ intravenous (IV)]

Wagner Nelson (EV)
Deconvolution (EV þ IV)

2 compartments Residual
Loo-Riegelman (EV þ IV)

Incremental (EV)
Deconvolution (EV þ IV)

Loo-Riegelman (EV þ IV)
Incremental (EV)

Deconvolution (EV þ IV)

>2 compartments Residual (EV)
Deconvolution (EV þ IV)

Deconvolution (EV þ IV)

EV, only the extra vascular (EV) administration is needed; IV þ EV, EV and IV administration or at least per os solution and EV administration

are needed simultaneously.
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only if the rate of dissolution/release is slower than
the absorption rate; (ii) Class 2 drug, correlation is
possible if the release is slower than the dissolution
itself; (iii) Class 3 drug, no correlation is possible as
the absorption is the limiting step; and (iv) Class 4
drug, correlation is possible in limited cases.[18]

The influence of galenical formulation and excipi-
ents has also to be taken into account in order to adjust
this classification.[19–21] The incorporation of the drug
in a sustained release dosage form will change the solu-
bility classification into a ‘‘release characteristic’’ that
could radically change the drug class and the feasibility
of establishing IVIVC. If absorption is the limiting fac-
tor, modifications to the release rate will barely affect
absorption kinetics and consequent in vivo behavior
of the drug. When the drug dissolution is the limiting
factor, the drug alone forms a modified or slow release
form. Absorption will depend in this case on the dissolu-
tion rate and solubility and thereafter on the physico-
chemical characteristics of the drug. For Class 2 and 4
(if permeability is faster than the dissolution rate as far
as equality between the two), increasing solubility by
physico or chemical or galenical processes may be of
interest as biological studies have shown that the gas-
trointestinal (GI) tract acts as a natural sink: the drug
could be absorbed as soon as it dissolves in Class 2
especially. IVIVC could only be ascertained if the
drugs have a relatively good bioavailability (F) and
no solubility nor absorption problems in regards
to the release from the formulation that must be the
limiting factor.

IN VITRO DATA

To compare the in vivo absorption profile as presented
in Fig. 6 with in vitro data, an in vitro profile must be
obtained. Various in vitro dissolution tests exist. Any
method which can discriminate between the formula-
tions can be used but certain techniques tend to be
preferred, i.e., paddle, flow through cell, and basket
(USP II, IV, I). In addition, aqueous media is preferred
(pH not exceeding 6.8 or 7.2); the addition of surfactant
is possible for poorly soluble drugs. Some media are

designed to be specific to fasted or fed state such as
the fasted state simulated intestinal fluid (Fassif) and
fed state simulated intestinal fluid (Fessif) media.[22–24]

In order to compare the results, the same method must
be used for all the formulations. Analysis of the dis-
solution curves (expressed as the percentage dissolved
vs. time) enables the calculation of some derived para-
meters (such as time to have 10, 50, or 90 dissolved,
called T10%, T50%, and T90%) or the DE [Eq. (1)]
or MDT.[25,26] DE is obtained by plotting the
amount of data remaining to be dissolved vs. time and
then calculating the AUC.

DE ¼ AUCinvitro

AUCrectangle
� 100 ð1Þ

The AUC in vitro is the area under the in vitro
curve, the AUC rectangle is the AUC delimited
from 0 to last time (X axis) and to maximum dissolved
(Y axis: 100%).

The classical in vitro curves obtained are presented
as in Fig. 6.

Comparison of Figs. 5 and 6 shows immediately the
similarity between absorption and dissolution shapes.

Alternative apparatus exists that can be used in
development of new drug or drug dosage form in parti-
cular to assess food influence not only on dissolution
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Fig. 5 Calculation of the input (absorp-
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Fig. 6 In vitro dissolution curve.
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by means of simulated intestinal fluids (Fessif ), but
also on the direct drug–food interaction. Those models
are linked to dialysis membranes, which allow
the absorbable fraction of dose to be estimated. These
systems belong to the class of Artificial Digestive
Systems (ADS). As opposed to the classical dissolution
systems, they can meet the following physiological
requirements:[27] (i) sequential use of enzymes in
physiological amounts; (ii) appropriate pH for the
enzymes; (iii) removal of the products of digestion;
(iv) appropriate mixing at each stage of digestion; (v)
physiological transit times for each step of digestion;
and (vi) a peristaltic dynamic approach.

The main system of this class is the TNO Intestinal
Model (TIM1: Fig. 7), a novel in vitro system
developed at TNO Nutrition and Food Research
(Zeist, the Netherlands) simulating the GI tract in
Man.[28] This ADS fulfills all the requirements men-
tioned above. In addition, this in vitro model offers
the possibility of introducing a solid meal to investigate
all food–drug interactions and food impact on the
behavior of the drug dosage form. If TIM1 has been
widely used in nutrition studies, few examples of drug
dosage forms have been studied.

The different points described in this section empha-
size the numerous dissolution techniques that can be
used to evaluate a new formulation in vitro. To ascer-
tain IVIVC, the scientist must try numerous methods
(apparatus, conditions, and media) in order to find
the one, which gives the closest results to the in vivo
dissolution/absorption curve. A dissolution test must
reflect the in vivo behavior of the drug. A good dissolu-
tion technique is a method, which is simple to handle

and able to distinguish the differences between formu-
lations that might impact on in vivo performances.
Often it is simpler to find the appropriate dissolution
method where some in vivo data exist that can lead
the dissolution technique to an expected profile.

IVIVC METHODOLOGY

In this section, the various correlations will be
described with the focus on Level A correlation. Level
A is the one offering biggest scope. This correlation
that uses all the available data is the only one to allow
a full in vivo profile to be simulated from a set of in
vitro data. For this reason, this level and only this
one is recognized to allow in vitro data to be a surro-
gate of in vivo for postapproval change.[4–6]

Numerous requirements exist for establishing corre-
lations and many of them have been described in the
previous sections:

� A relationship between pharmacokinetic data and
pharmacodynamic activity is assumed. There is no
interest in predicting variations in plasma concen-
tration using a correlation if these have no measurable
influence on pharmacodynamic and pharmacological
activity, and therefore none on therapeutic effec-
tiveness. In addition the moiety responsible of the
therapeutic activity must be known.

� All analytical methods must be established and vali-
dated: drug or its active metabolite in the plasma
and drug in vitro.

Fig. 7 Description of the TIMI system.
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� Interindividual variability must be quantifiable as
well as intraindividual variability (and if possible,
limited in extent). If the variability is extensive,
modifications in the drug dosage form may be hid-
den by the variability, or vice versa, modification
observed in vivo may only be owing to variability
and not the formulation.

� The pharmacokinetic of the drug must be linear as
well as its input (absorption). If the first pass effect
depends on the input rate of the drug in the organ-
ism, the drug may have linear pharmacokinetics but
non-linear input kinetics. The drug absorption must
be a passive, windowless, non-saturable process.

� Absorption must be limited by release of the drug
from the drug dosage form.

� Intravenous injection or a solution is necessary to be
able to compute convolutions and deconvolutions.
In some rare cases, only the formulation under
interest may be needed: if the apparent model is a
one-compartment model.

� Numerous dissolution methods (not limited to those
officially prescribed) must be available to ensure
proper discrimination as well as the use of various
media. The preferred dissolution apparatus is USP
I (basket), II (paddle), or IV (flow through cell).
USP apparatus III (reciprocating cylinder) could
be considered in some cases. An aqueous medium,
either water or a buffered solution preferably not
exceeding pH 6.8 (or 7.2), is recommended, other
pH must be justified. For poorly soluble drugs, the
addition of a surfactant may be necessary.

� Twelve individual dosage units from each batch
should be used for dissolution. The sampling points
should reflect the dissolution profile. The coefficient
of variation (CV) for mean dissolution profiles of a
single batch should be less than 10%.

� More than one formulation must be used to estab-
lish and thereafter validate the correlation.

� Establishment of a Level A correlation is appropriate
only after single administration, as it is a pharma-
ceutical parameter. Steady-state correlations may be
indicated in some rare cases (analytical problems),
but it should be assumed that the phenomena
and relationships observed after single adminis-
tration persist in a steady state in the same extent
and form.

� IVIVCs are usually developed in the fasted state.
When a drug is not tolerated in the fasted state,
studies may be conducted in the fed state.

In addition, correlations are also limited by numer-
ous factors:

� Correlation established for a type of dosage form
cannot be extrapolated to another type of dosage
form.

� Correlation established for a route of administra-
tion cannot be extrapolated to another one.

� Correlation cannot be established if release is not
the limiting factor.

The IVIVCs must be established as early as possible
in the development of a modified release pharmaceutical
dosage form. This is important for understanding the
biopharmaceutical fate and accelerating the develop-
ment. It also implies that the type of dosage form being
developed has to be defined and known as early as poss-
ible. For a given drug, a correlation is related to the dos-
age form or type of form. Modification of the excipient
and formulation should not radically modify the product
design and release mechanism in order to use the same
IVIVC equation. The IVIVC equation is nothing more
complicated than a linear relationship between in vitro
results (expressed as X as assumed to be less variable)
and in vivo results (expressed as Y). The use of non-
linear model are allowed but must be justified.

Level A Correlations Methodology

The purpose of Level A correlations is to define a
direct relationship between in vitro and in vivo data
so that measurement of the in vitro dissolution rate
alone is sufficient to determine the biopharmaceutical
fate of the dosage form. IVIVCs should be sought as
early as possible during the dosage form development
(a priori correlations). In some cases, formulation
has been undertaken rapidly and correlations sought
on the finished product from subsequent in vitro tests.
The predictive power of these correlations (a posteriori
correlations) is thus limited, and they require
additional validation.

The way of combining the data is presented in Fig. 8
and the main possible linear relationship in Fig. 9.

In Fig. 9, Type 1 is the ideal case, a ‘‘one to one rela-
tionship’’ between (Y ¼ bx) in vitro and in vivo data.
Type 2 [(y ¼ bx � a), lower line] represents the case
where a dissolution exists in vitro without any absorption
in vivo. This case is physiologically possible and could
possibly be explained by a time lag for example. The
FDA suggests in this case a time scaling on condition
that the time scaling factor is the same for all formula-
tions. Different time scales for each formulation indicate
the absence of an IVIVC. Another possibility would be
to modify the dissolution technique. Type 3 (y ¼ bx
þ a, upper line) represents an impossible case where
the drug is dissolved and absorbed in vivo before any
in vitro dissolution. This case implies an inappropriate
dissolution technique that must be modified.[29]

The correlation coefficient is of little interest; the
calculation of a confidence interval for both para-
meters (slope and intercept) and of the probabilities

2068 In Vitro–In Vivo Correlation
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associated with both t tests (vs. 0 and 1) is more rel-
evant. These calculations allow estimation to be made
in particular if 1 is included in the confidence interval
of the slope and 0 in the confidence interval of the
intercept.

Predictability of Level A Correlations

The major aim of IVIVC as presented in the previous
steps is the power of predictability of the simulations
based on this relationship (Fig. 10). IVIVC must predict

the in vivo bioavailability results from in vitro dissolu-
tion data and this simulation must reflect the in vivo
behavior of the various formulations. The error associa-
ted with this prediction must be known and is evaluated
using the predictability. Two types of predictability are
referenced: internal predictability based on the initial
data and external predictability based on a new set of
data (new formulations), this latter predictability being
really a validation process. For external predictability,
new formulations are needed, i.e., to establish IVIVC
and then to initiate and validate it at minimum three
to four formulations are needed. Predictability is not
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Fig. 8 Scheme of the IVIVC.
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needed if in vitro release is independent of the con-
ditions (apparatus and pH), and in this case one formu-
lation may be enough (e.g., a certain type of osmotic
release oral system (OROS�) tablets). The note for guid-
ance indicates that external predictability may be omit-
ted if the evaluation of internal predictability indicates
acceptable results, but with drug exhibiting narrow
therapeutic index an external validation (predictability)
is mandatory in all cases. That leads to the conclusion
that external predictability is more informative than
internal predictability.

Internal predictability is established for each formu-
lation used to develop the IVIVC model. Based on in
vitro data, the IVIVC relationship is used to recalcu-
late the initial in vivo curves, and then the predicted
bioavailability is compared to the observed bioavail-
ability for each formulation and a determination of
the error prediction is made. Internal predictability is
acceptable when the average percent prediction error
is below 10% for Cmax and AUC, and none of the for-
mulations have a prediction error greater than 15%. If
the results are not acceptable, then external formu-
lation with new test data are needed corresponding
to an external predictability process.

External predictability (Fig. 10) is extremely impor-
tant and demonstrates the real predictive power of the
IVIVC. This prediction is important when using an
IVIVC as a surrogate for bioequivalence studies.
External predictability is really a validation in the
mathematical sense. This involves a new formulation
with known in vivo performances that have not been
used to develop the IVIVC. The IVIVC will be used
based on the in vitro dissolution profile of this new for-
mulation to predict the in vivo performances. The
external predictability will be accepted if with a new
formulation average percent prediction error is lower
than 10% for Cmax and AUC. In the case of the aver-
age percentage prediction error being between 10 and
20%, results will be considered as inconclusive and
additional sets of data will be needed. If average

percentage prediction error is greater than 20%, the pre-
dictability is inadequate and IVIVC must be revised.

Application of Level A Correlations to Set
Dissolution Limits

We have seen that Level A correlations are a powerful
development tool. They gain time and guarantee in vivo
performances. In addition, they provide one of the
tools used to guarantee the full process and quality
of the final product.

Classically in the absence of IVIVCs, the recom-
mended range at any dissolution time point specifi-
cation is �10% deviation from the mean dissolution
profile obtained from the clinical/bioavailability
batches. In certain cases, reasonable deviations from
the �10% range can be accepted provided the range
at any time point does not exceed 25%. Widening spe-
cifications based on scale-up, stability, or other lots for
which bioavailability data are unavailable are not
recommended.

In the presence of an IVIVC, the FDA stated that
‘‘If an in vitro in vivo correlation is established, the dis-
solution test—after proper validation—can be used as
a qualifying control method with the in vivo relevance,
while in case of the absence of an IVIVC, the dissolu-
tion test can be used only as quality control method.’’
In this case, the limits are set after calculating the
plasma concentration time profile using convolution
techniques or other appropriate modeling techniques,
and determining whether the batches with the fastest
and slowest release rates allowed by the dissolution
specifications result in a maximal difference of 20%
in the predicted Cmax and AUC. Of course an estab-
lished IVIVC may allow the setting of wider dissolu-
tion specifications than the usual �10%. This would
be dependent on the predictions of the IVIVC (i.e.,
20% differences in the predicted Cmax and AUC)
(Fig. 11).

Level B/C Correlation Methodology

The purpose of Level B or C correlations is to establish
a direct relationship between in vitro and in vivo para-
meters. As it is a point-to-point relationship of in vitro
parameters vs. in vivo parameters, each point reflects
one formulation. The possible parameters can be
MRT vs. MDT for Level B and Cmax vs. T50 for
Level C (Fig. 2 and Table 1).

Level C IVIVC presents anyway some interest as
defined in the FDA note for guidance: ‘‘A single point
Level C correlation allows a dissolution specification
to be set at the specified time point. While the infor-
mation may be useful in formulation development,
waiver of an in vivo bioequivalence study (biowaiver)
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Fig. 9 Type of linear relationship that may be obtained.
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is generally not possible if only a single-point corre-
lation is available.’’

Level B correlations are based on statistical moment
techniques and not on more classical PK or in vitro
parameters. PK classical parameters can reflect all the

bioequivalence parameters and give a good description
of the curves whereas a number of different in vivo
curves will produce similar mean residence time values.

If a correlation is established with all the classical
bioequivalence parameters (AUC, Cmax, and Tmax) vs.

in vivo data
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dissolution parameters, we obtain what is called
multiple-point Level C correlation. This correlation
‘‘may be used to justify a biowaiver, provided corre-
lation that the correlation has been established over
the entire dissolution profile with one or more phar-
macokinetic parameters of interest.’’ But if all the
parameters describing the input rate and amount of
drug in the body are used to establish a multiple
Level C correlation, then a Level A correlation may
exist and must be sought.

IVIVC Examples

Most published examples of IVIVC concern oral
administration and sustained release products.[22,23,29,30]

The following examples demonstrate the application
to non-classical formulation and the use of a new in
vitro approach for Level A, as well as a classical
formulation for Levels B and C.

Example of Level A Correlations:
Non-Classical Formulation

IVIVCs are often indicated only for obtaining oral for-
mulations. Various data have been presented in the
cases of less-classical formulations such as intrauterine
devices, chewing gums, ocular inserts, suppositories,
etc.[31] For example, for suppositories two main types
of formulations exist: one based on hydrophilic excipi-
ents and the second on lipophilic excipients. The first
step is the dissolution of the mass. This means a fusion
of the lipophilic base at human body temperature
(36–39.5�C) or dissolution for the water-soluble base
(even with a high melting point) in the rectal fluid,

the pH of which is around 6.5 and the volume, 2 to
3.5 ml. The second step consists of the formation of a
film containing the crystals or the solution of the drug
and then in a third step appends the dissolution of the
drug and diffusion across the membrane to the blood
flow. For rectal capsules, the dissolution is in four simi-
lar steps; Step 1: gelatin shell dissolution, Step 2: exit of
the base, Step 3: film formed by the base and Step 4:
drug dissolution and diffusion. Various classical tests
are proposed on rectal formulations such as melting
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Fig. 12 Intrinsic validation for Indomethacin suppositories.

Fig. 13 Results obtained with ADS for a Class 1 drug.
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rate or dissolution, liquefaction time, disintegration,
and resistance to rupture. In pharmacopeias, various
type of dissolution apparatus are described, which
allow full dissolution of either hydrophilic or lipophilic
bases, the most convenient being USP IV, with a spe-
cial cell designed for dissolution of suppositories.

An IVIVC correlation was tried on indomethacin
suppositories containing either suppocire (lipophilic)
or poly ethylene glycol(PEG: hydrophilic) as the main
excipient. For both formulations, in vitro dissolution
was performed with USP IV apparatus and a correlation
was attempted, the results of the intrinsic validation are
presented in Fig. 12 and show good predictability of the
plasma concentrations in both cases.

EXAMPLE OF LEVEL A CORRELATIONS:
A NEW APPROACH USING ADS

Although conventional dissolution tests try to reflect
either one or a combination of the following factors:
pH, ionic strength of GI fluid, and the agitation inten-
sity (motility) of the GI tract, methods that show the
effect of a mechanical destructive force on drug release
are relatively limited. Therefore, in vitro studies using
the conventional methods are sometimes unable to pre-
dict drug behavior in vivo, particularly in the fed state.
To estimate this influence, a multicompartmental,
dynamic, computer-controlled system that simulates

the human GI tract (called TIM1) was used (Fig. 7).
To estimate the efficacy of ADS in mimicking GI
motility and the mechanical destructive force on drug
release, the drug concentration was measured in jejunal
and ileal dialysis fluids, following its passive diffusion
through the hollow fiber membranes connected to the
two compartments representing the jejunum and the
ileum, respectively.

The study was performed with a Class 1 member in
the form of tablets. Changes in pH have no effects
while changes in agitation intensity for USP apparatus
II and IV have shown clear influences on the tablet ero-
sion and subsequently on its release. Finally to simu-
late the fasted and fed state in vivo, fasted state
stimulated intestinal fluid(Fassif) and fed state simu-
lated intestinal fluid(Fessif) media were used. None
of the USP traditional apparatus show a clear relation-
ship with the in vivo results, especially in the fed con-
ditions. In vitro data obtained by the ADS in the
fasted state were consistent with those in vivo, as well
as in the fed state after a slight time adjustment
allowed in the FDA notes of guidance. A Level A of
IVIVC was easily established with a good correlation
coefficient in the fasted and fed states, respectively.
The main results are presented in Fig. 13.

This method is the only method that can be used to
study the impact of solid food on drug release and
absorption. This study showed the possible use of ADS
during the development of an innovative drug dosage
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Fig. 14 Level B (A) and C (B) cor-

relations for four formulations of
Aspirin.

Table 3 In vitro and in vivo parameters of aspirin formulations

Formulation A B C D IV Solution

MDT vitro (h) 1.84 1.71 2.77 2.40

MRT vivo (h) 5.40 5.56 6.73 6.65 3.93 3.93

MDT vivo (h) 1.39 1.64 2.81 2.73

MAT vivo (h) 1.75 1.91 3.08 3.00

Cmax (mg/ml) 58.54 58.55 44.88 49.07
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form before proceeding to any in vivo tests, particularly
for drugs, which have a narrow therapeutic range. This
system can be considered as a very useful complementary
tool in classical in vitro dissolution techniques.

Example of Level B/C Correlations

In this trial, four different oral formulations, an oral solu-
tion, and an intravenous solution of Aspirin were tested
in vivo.[32] Numerous methods were tested in vitro, and
paddle method was selected. The main metabolite Sali-
cylic acid was measured in vivo, and the unchanged drug
Aspirin in vitro. The results are presented in Table 3.
The Level B and C correlations are presented in Fig. 14.

The main observations to be made from the tested
correlations are that the observed differences in the
bioavailability in vivo were also found in vitro. In
addition, the various relationships were found to be
suitable to discriminate between the formulations. In
this case, we might be able to use them as a control
for development and production, but new investigation
and the test of the predictive power of the relationship
must be investigated.

CONCLUSIONS

IVIVCs define the relationship between an in vitro pro-
perty defined by either the full dissolution curve or a
parameter of a dosage form and an in vivo response
described either by the full input (absorption) profile
or a parameter. This relationship can be used to make
a simulation based on in vitro data of the in vivo per-
formance of new formulation or batches using the
same release mechanism and excipients. For this rea-
son, authorities recommend trying to establish cor-
relations and in particular Level A correlations
during the development of new formulations that are
also an aid in understanding the release mechanism.
However, some constraints exist to establish IVIVCs,
the main one being that the release of the drug from
the drug dosage form must be the limiting factor. Uses
of correlations are a help to establish dissolution
specification and allow the use of in vitro data as a
surrogate of in vivo study in the case of a priori
Level A correlation.
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Inhalation: Dry Powder
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INTRODUCTION

Drug delivery to the lung has been historically aimed
at controlling local respiratory disease where the
central airways may be as suitable a target for drug
deposition as the deeper lung. With little exception,
currently marketed inhalation products provide ther-
apy for asthma, chronic obstructive pulmonary disease
(COPD), and bronchitis. More recently, however, there
has been significant interest in using the lung, and in
particular the deep lung alveolar surface, as a portal
to the systemic circulation for drugs not readily
administered orally. Therapeutic targets have therefore
broadened substantially because pulmonary delivery is
recognized for its potential to provide a non-invasive
alternative to injection. New delivery systems capable
of delivering drug in particles or droplets small enough
to reach the peripheral or deep lung are under intense
development to meet these new therapeutic targets.

Delivery of drugs to the lung depends on administra-
tion by any one of three methods: nebulizer, metered-
dose inhaler (MDI), or dry powder inhaler (DPI). The
nature of the drug substance and its therapeutic target
may dictate which lung-delivery dosage form is more
appropriate for the drug. Nebulization, for example,
requires that the drug dissolve well in an aqueous
medium at a concentration suitable for convenient dos-
ing. Drugs developed as MDIs must dissolve or suspend
well in a non-aqueous propellant medium at a concen-
tration appropriate for doses metered in volumes gener-
ally less than 100ml. For DPIs, the physical properties of
the drug substance determine the ease with which proces-
sing will yield a stable powder that can be effectively
aerosolized in milligram quantities by the inhaler device
to deliver the proper drug dosage.

Nebulizers

Nebulizers have a long history in pulmonary delivery.
Although generally effective, traditional nebulizer
systems require lengthy (10–20 min) administration
periods during which drug solution is delivered with
relative inefficiency using an external power source.

More convenient hand-held systems are currently in
development and offer the convenience of portability
and metered-dose administration.[1] Depending on
drug solubility and dose, these systems may require
multiple actuations to deliver an effective dose.

MDIs

Since the 1970s, MDIs have dominated inhalation
delivery, especially in the United States. MDIs are
more convenient to use than nebulizers, generally
offering 100–300 metered doses per pocket-sized
canister. Limitations to the reliability of their ther-
apeutic effectiveness, however, typically arise from
the need for the patient to coordinate MDI actuation
with breath inhalation[2] and from the deposition of a
sometimes significant amount of drug, driven by the
propellant blast, to the back of the throat instead of
the lung. Then, in the late 1980s, the chlorofluorocar-
bon (CFC) propellants used in MDIs were identified
as agents contributing to the depletion of the ozone
layer. This led to industry-wide reformulation efforts
still underway to replace CFCs with environmentally
more friendly propellants.

DPIs

The technical challenges of MDI reformulation have
contributed to a growing interest in the potential of
DPI technology for the development of new products
that satisfy similar therapeutic, market, and environ-
mental needs.

The DPI device presents medication to the patient
as a dry powder in a form that can be inhaled orally
for delivery to the target lung tissues. The delivery sys-
tem should assist in the generation of very fine particu-
lates of medication in a way that enables them to avoid
the impaction barriers that normally operate in the
lung to prevent the ingress of potentially harmful par-
ticles. These barriers include the oropharynx and, for
deep lung delivery, the air-conducting bronchi and
bronchioles.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100200036
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Studies have shown that to clear the oropharyngeal
impaction barrier (comprising the mouth, throat, and
pharynx), particles with aerodynamic diameters smal-
ler than 5 mm are required.[3,4] Only particles with
aerodynamic diameters less than 3 mm will reach the
terminal bronchi and the alveoli in significant num-
bers.[5] Therefore, the particle diameter required to be
produced by the delivery system will depend to a great
extent on the intended target lung tissue. Lung depo-
sition is also affected substantially by the specific
inhalation dynamics of the patient, which, in turn,
are influenced by the delivery device. This article
addresses various attributes of the dry powder inha-
lation product, from intrinsic material properties to
final product performance.

More simple in concept than implementation, DPI
technology is rapidly expanding to address a broaden-
ing therapeutic need as well as market opportunity.
Characteristics of the ideal DPI system will include
most or all of the following attributes:

� Simple and comfortable to use;
� Compact and economical to produce;
� Highly reproducible fine-particle dosing;
� Reproducible emitted dose;
� Physically and chemically stable powder;
� Minimal extrapulmonary loss of drug, with low

oropharyngeal deposition, low device retention,
and low exhaled loss;

� Multidose system;
� Powder protected from external environment and

can be used in all climates and protected from moist
exhaled air;

� Overdose protection; and
� Indicate number of doses delivered and/or

remaining.

Outline

Fine particle powders can be produced by various
methods such as micronization or spray drying. The
physicochemical nature of these fine particles generally
defines the stability of the bulk powder, which in turn
is critical to the long-term effective performance of the
dry powder product. The section Fine Particles and
the Solid State is an introduction to better understand-
ing the fundamental properties that underlie the
behavior of bulk powders. Commentary on the various
means of producing fine powders follows in the section
Powder Production: Formulation and Processing.

Drug containment in DPIs falls into two categories:
unit dose, in which the dose is premetered during
manufacture, and reservoir, in which the drug dose is
metered during dose administration. Some devices
store multiple unit doses for convenience. These are

addressed in the section Filling and Packaging. The
next section, Devices: Forming the Dry Powder Aerosol,
considers the various means of aerosolizing powder in
the context of device design history and functionality.
Advantages and disadvantages of different design types
are considered.

Performance and Regulatory Requirements
describes various ways of characterizing the dry pow-
der aerosols and provides information on product
quality performance requirements and how these attri-
butes must be reflected in registration applications.

The Role of DPIs in Therapy briefly addresses fac-
tors affecting the therapeutic profiles of drugs delivered
by DPI profiles. The article concludes with DPIs: A
Burgeoning Industry, which surveys the DPI products
on the market in 1999 and a selection of those known
to be under development. Thoughts on the potential of
the DPI dosage form in future therapeutic applications
conclude the article.

FINE PARTICLES AND THE SOLID STATE

Crystalline and Amorphous (Glassy) States

Pharmaceutical solids can generally be described as
either crystalline or amorphous (or glassy). In fact,
the actual solid phase composition of a pharmaceutical
formulation is usually characterized by an intermediate
composition composed of both crystalline and
amorphous character. In a multicomponent system
such as a solid formulation comprising drug and exci-
pient(s), certain components or even a single compo-
nent may be amorphous. Because the amorphous
form of a material is always a less stable, higher-energy
form than its crystalline counterpart, the distinction
between these forms relates to thermodynamic stability
of the solid.

Crystalline materials are characterized by a three-
dimensional, long-range order that translates into a
distinct and unique molecular pattern that can be char-
acterized by X-ray diffraction (XRD).[6] The molecular
arrangement of the glassy state resembles that of the
liquid state and lacks three-dimensional order. Thus,
the classically glassy state has been designated as
amorphous, that is, without structure. Pharmaceutical
operations commonly used in the manufacture of DPI
formulations, such as milling, spray drying, and lyo-
philization (freeze drying), produce materials posses-
sing amorphous character.[7]

Milling of crystalline materials introduces or
increases amorphous character as the result of the sig-
nificant mechanical activation that takes place during
the process, including friction, deformation, attrition,
and agglomeration.[8] The extent of disorder, or
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amorphous character, introduced by the milling
process depends on the behavior of the material and
its inherent resistance to the milling-imposed stresses,
the amount of energy imposed by the process, and
the time scale of energy release. Solid particles formed
from the liquid phase, as in spray drying or freeze dry-
ing product from solution, are predominantly amor-
phous materials.

Crystalline materials exhibit a characteristic melting
point at which they convert into a liquid form, whereas
amorphous materials show no such defined transition.
Rather, amorphous materials change on heating from
a brittle glassy state to a rubbery state over a narrow
temperature range known as the glass transition tem-
perature, or Tg. Orders of magnitude of change
in properties such as viscosity and molecular mobility
take place near the Tg for amorphous materials; the
temperature dependence of these properties near the
Tg is typically non-Arrhenius.[9] Glassy to rubbery
transition is also associated with a stepwise change in
the heat capacity. Thus, the Tg of an amorphous
material may be determined using a differential scan-
ning calorimeter where a stepwise change in heat flow
(corresponding to a change in heat capacity) is
observed during sample heating.[10] For many hydro-
philic drugs and excipients, water acts as a plasticizer,
increases molecular mobility, and reduces the glass
transition temperature. It is not uncommon for as little
as 2–3 wt% water to depress the Tg by 30–40�C. The
physical and chemical stability of a glassy material
decreases as it approaches the Tg because of that
mobility. Thus, the presence of water promotes insta-
bility. The rate at which a compound crystallizes from
an amorphous state will likewise increase as the
temperature of storage approaches Tg and as moisture
content is increased.[11,12]

Effect of Physical State on Stability
of Dry Powder Formulations

The impact of even subtle changes in physical proper-
ties of a DPI formulation can lead to substantial
changes in aerosol behavior. Moisture uptake by the
hydrophilic components of the formulation can lead
to surface dissolution and liquid bridging between
particles. This in turn leads to crystal growth, particle
fusion, and an increase in particle size, which can result
in strongly diminished aerosol performance.[13] Powder
densification under vibration during unit dose or reser-
voir filling, as well as product shipping, can also affect
the observed aerosol behavior of dry powders.

Because of their greater molecular mobility in the
solid state, amorphous systems generally exhibit greater
physical and chemical instability at any given tem-
perature compared with their crystalline counterparts.

Thus, DPI formulations are desirably prepared in a
crystalline state. The low molecular weight of drugs
in DPI products currently marketed supports their
crystalline nature. Since the late 1980s, there has been
increased interest in delivering drugs of biological ori-
gin, such as proteins for systemic uptake. These mole-
cules typically do not crystallize and tend to remain
amorphous. In freeze-dried and spray-dried biologicals
for pulmonary delivery, excipients that act as protec-
tants such as sugars must also remain amorphous to
interact with the protein and/or provide a rigid matrix
around the protein molecules to restrict and stabilize
their motion. As with any amorphous product, physi-
cal change can be minimized by storage at tempera-
tures well below the Tg and protection from moisture
during handling and storage.

The chemical stability of an amorphous formulation
also is usually a function of its storage temperature
relative to Tg. The enhanced molecular mobility
achieved near the glass transition translates into an
increase in translational diffusion-dependent degra-
dation pathways such as aggregation in proteins. It
should be recognized that the reaction kinetics near
the Tg do not obey Arrhenius kinetics and that extra-
polation of the accelerated stability data generated
near the Tg to stability at the storage temperature
should be viewed with extreme caution. Amorphous
materials must be stored well below the glass transition
(at least 10�C and typically 40–50�C below Tg) to main-
tain their physical and chemical stability.

When dealing with partially crystalline materials
such as those produced by milling, the impact of water
uptake is exaggerated. The amorphous component
likely absorbs greater quantities of water than its crys-
talline counterpart, leading to reduced Tg, increased
molecular mobility and both physical and chemical
instability.

Bulk Powder Properties

The respirable powders of a DPI cannot be character-
ized adequately by single particle studies alone; bulk
properties must also be assessed because they contrib-
ute to ease of manufacture and affect maximal system
performance. Primary bulk properties include particle
size, particle size distribution, bulk density, and surface
area. These properties, along with particle electro-
statics, shape, surface morphology, etc., affect second-
ary bulk powder characteristics such as powder flow,
handling, consolidation, and dispersibility.

The characterization and control of primary particle
size and the particle size distribution of drug-contain-
ing particles are perhaps the most important factors
in the design and manufacture of dry powders for
inhalation. The size, density, and shape of a particle
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determine its aerodynamic behavior and therefore its
likelihood of depositing in the desired region of the
lung. The mean (average) or median (50th percentile)
particle size may be based on the number of particles,
the mass (or volume) of particles, or even the surface
area of particles. The particle size distribution
describes the range or frequency of particle sizes
occurring in a sample or the width of the particle
size distribution in a sample. The variation in these size
parameters owing to sampling errors must be con-
sidered in characterizing blended powders, powders
stored for prolonged periods, or powders that have
been mechanically agitated.

Mass median diameter (MMD) is the most common
descriptor of primary particle size and may be determ-
ined by sieving or centrifugal sedimentation. Volume
median diameter, as determined by laser diffraction,
may be used as an approximation of MMD provided
the particle density is known and does not vary with
size and the particle shape is near spherical. The
MMD of a powder can be used as a predictor of aero-
dynamic diameter by:

MMAD ¼ MMD � r1=2
true

where MMAD is the mass median aerodynamic
diameter, and rtrue is the true density of the particle,
usually determined by helium pycnometry. Cohesion/
adhesion between particles normally results in the
MMAD being larger than predicted. Values of
MMAD less than 5mm are considered necessary to
facilitate airborne particle transit past the larynx and
deposition within the lung. Powders intended for deliv-
ery to the deep lung, such as treatments for asthma or
for systemic delivery, require aerodynamic behavior
reflected by MMAD values between 1 and 3 mm.[14]

Particles of MMAD less than approximately 0.5 mm
are likely to be exhaled.

Surface area is a bulk powder characteristic directly
dependent on particle size distribution, porosity, and
morphology. It is commonly determined by nitrogen
adsorption, whereby the adsorption isotherm data
are fit to a suitable mathematical model from which
surface area is derived. If the particle size distribution
is sufficiently narrow and the particles are not hollow
or porous, the surface area can be used as a measure
of change in average particle rugosity or shape. Surface
area may be a more sensitive means of monitoring
process control during fine particle manufacturing
(jet milling or spray drying) than are particle sizing
techniques.

Bulk powder density, porosity, and consolidation
rate are used as characteristics of powder structure
and ease of flow. These properties are typically more
difficult to determine for fine respirable powders than

for coarse particles owing to the formation of bridging
structures caused by high interparticulate interaction.
These forces must be overcome by introducing energy,
such as ultrasonic vibration or mechanical agitation,
to fluidize micron-sized powders in a controllable
manner. Carrier-based powder formulations are
designed in part to overcome the inherent cohesion
of micron-sized particles. In these formulations, the
microfine drug adheres to larger carrier particles,
improving powder flow and metering capability. For
effective delivery, the drug particles must, of course,
separate from their carrier on aerosolization and/or
inhalation.

Pelletization is often used to improve the flow
properties of micron-sized powders. Pelletization con-
verts an ensemble of single particles into larger
agglomerates through the formation of weak solid
bridges between particles. This process also results in
increased bulk powder density (rbulk). The solid
bridges formed during pelletization may aid powder
flow and metering but must be overcome during aero-
solization.[15]

Bulk powder density must be distinguished clearly
from the true density of particles. Bulk powder density
is simply the mass of a powder bed divided by its
volume. The volume of the powder bed includes the
spaces between agglomerates, between primary parti-
cles, and the volume of micropores within the particles.
These voids within the powder bed volume are collec-
tively the powder porosity. Powder porosity (F) is
calculated as:

F ¼ ð1 � rtrue=rbulkÞ

The average number of contact points between parti-
cles increases as bulk density increases, and the inter-
particulate forces at these contact points must be
overcome to produce a dispersed aerosol cloud. There-
fore, a powder of low bulk density may be more easily
dispersed as an aerosol than an otherwise identical
powder of high bulk density.

However, a powder with low bulk density may be
more prone to consolidation than a powder with high
bulk density. Powder consolidation can be envisioned
as a process of densification or packing of the particles.
Consolidation occurs most rapidly during the powder
agitation that accompanies powder filling or product
shipping; even the imperceptible vibrations a powder
experiences during seemingly static storage cause con-
solidation with time. The rate and extent of consoli-
dation are dependent on particle size distribution and
particle shape and can be used to describe the dynamic
behavior of powder structures. The extent of powder
consolidation, or compressibility, can be evaluated by
performing tap density measurements, and using the
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following relationship:

100 � ðrtap � raeratedÞ=rtap ¼ % compressibility

where rtap is the tapped bulk density, and raerated is the
aerated bulk density.

An understanding of the behavior of a powder dur-
ing the manufacturing process, e.g., during blending,
may aid in the identification of an optimal filling and
packaging process. Blended powders may also undergo
segregation of active particles from carrier particles
concurrently with consolidation. Although segregation
can lead to poor drug content uniformity, it is in fact
desirable in the case of aerosolizing a powder com-
posed of drug blended with a larger particle size carrier.

POWDER PRODUCTION: FORMULATION
AND PROCESSING

The primary factor influencing the manufacture of
DPI powders is the need to produce material that
can penetrate into the lung. The manufacturing of fine
particles is challenging, especially with regard to
reproducibility. This challenge has resulted in the
development of various approaches to the controlled
production of fine particles, primarily depending on
the nature of the drug. Of the processes described later,
micronization and blending and, more recently, spray
drying are used most often.

Once manufactured, small particles present another
challenge. At small particle diameters, gravity ceases to
be the major force exerted on the particles, and instead,
interparticle forces become more prominent. The
resultant increase in the cohesive and adhesive nature
of the particles produces problems such as poor flow-
ability, fillability, and dispersibility. These problems
are typically minimized by blending with larger, less
cohesive excipient particles such as lactose or pelletiza-
tion of the individual drug particles. The cohesive nat-
ure of particles can be reduced further by modifying
the particle surface, the goal of several emerging
technologies.

Secondary processing techniques are often
employed in powder production to ensure that the
stability of the manufactured drug product is ensured.
These major technologies are addressed in more detail
later.

Formulation

Formulation of dry powders for inhalation must rely
on a very short list of excipients to fulfill the customary
roles of diluent, stabilizer, solubilizer, processing aid,
and property modifier (e.g., flow sustain release agent).

Only a few materials are approved in the United States
for use in inhalation products, and of those (e.g., pro-
pellants, surfactants), many are of little help in dry
powder formulation.

Where dose requirements and drug properties allow,
drug may be processed in the absence of any excipient,
e.g., Astra’s Pulmicort Turbuhaler. Most DPIs mar-
keted or under development, however, rely on the
addition of lactose as filler and flow enhancer (see
Blending). Given the proprietary nature of product
development, it is not known what additional excipient
materials will immerge in the future as safe for inha-
lation. It is likely, however, that the expansion of inha-
lation technology to systemic delivery will call for the
addition of sugars, buffer salts, and other excipients
common to parenteral dosage forms to the list of
acceptable inhalation excipients.

Controlled Crystallization or Precipitation

Crystallization, or precipitation, is the process by
which particles are produced from solution of the
material in a suitable solvent. The level of control over
this process determines the physical nature and size
of the finished particles. Most pharmaceutical bulk
material is produced through crystallization as the final
stage of the manufacturing process. The formation of a
stable, crystalline material is normally the target of this
final step.

In the production of materials for use in DPI
products, however, the particle size of the crystallized
product is normally too large. Subsequent reduction
in particle size is then necessary and can significantly
alter the physical nature of the material[16]

Micronization

Micronization is a high-energy particle-size reduction
technique that can convert coarse-diameter particles
into particles of less than 5 mm in diameter. Different
types of equipment can micronize particles, for
example, jet or fluid energy mills and ball mills.
Although the different equipment have different oper-
ating parameters, the fundamental method of reducing
the particle size is thesame. All techniques involve
applying a force on the particle, typically in the form
of a collision, either particle–particle or particle–equip-
ment. The force acts at imperfections in the crystal sur-
face, initiating crack propagation through the particle.
As the size of the particle decreases, the number of
imperfections decreases, thereby making the task of
reducing particle size more difficult.

Micronization has been used for the past 50 years
to produce small particles for inhalation therapy.
However, only in recent years have batch-to-batch

Inhalation: Dry Powder 2081



H
ydrogels–

Inhalation

reproducibility and stability problems been associated
with the technique. Batch-to-batch variations can be
caused by morphological differences in starting
material; thus, it is critical that a reproducible raw
material supply be available. Stability issues typically
derive from changes to the varying quantities of
amorphous material that are produced by the microniz-
ing process on the surface of the resulting particles.[17]

This can be minimized through careful control of the
micronization process, including processing condi-
tions, batch size, and feed rate, or by the addition of
a secondary processing procedure. In addition, micro-
nization can cause decomposition of some materials.[18]

The issues associated with micronization are forcing
many companies to investigate alternative methods of
producing small particles.

Blending

The most commonly used method for improving the
flowability, fillability, and dispersibility of small cohe-
sive particles is blending the drug with excipient parti-
cles, most commonly lactose, of considerably larger
particle size. Typically, these large excipient particles
are greater than 60 mm, and the small drug particles
are less than 5 mm. The objective of the mixing process
is to produce an ordered powder in which the
small particles attach themselves to the surface of lar-
ger ‘‘carrier’’ particles. The challenge is to ensure that
the force of adhesion between the drug and carrier is
strong enough to withstand segregation during blend-
ing and product storage and weak enough to allow sep-
aration of the drug particles from thecarrier surface on
aerosolization.[19,20] During formulation feasibility, the
blends are made by mortar and pestle and/or geo-
metric mixing in a tumbling blender. For high-volume
production, the process generally involves a high-shear
mixer.

The final product performance of a powder blend in
a DPI is ultimately dependent on the individual drug
and carrier properties as well on the process by which
they are blended.[21,22] Small changes in carrier mor-
phology can result in significant variations in the dose
received by a patient.[16] Again, control of the raw
material supply is critical to successful product devel-
opment. Moreover, secondary processing may be
required to ensure that carrier particles behave consist-
ently from batch to batch. Steps that involve transport
or storage of the finished blend should be monitored
closely to avoid segregation, which occurs when the
drug separates from the carrier or when carriers of
different sizes separate. Segregation can be minimized
by the careful selection of formulation and process
equipment. For example, hopper design can play a
significant role in minimizing segregation.

Pelletization

Pelletization, which often does not require the use of
excipients, may offer an alternative to blending for
high-dose therapeutics. The process involves deliberate
agglomeration of the fine drug material into less cohe-
sive, larger units.[23] Pelletization is usually achieved by
vibratory sieving or any process that tumbles powder.
All processes require particular attention to time and
energy parameters to ensure a consistent product.
The resultant pellets must be used in a system capable
of deaggregating to an appropriate particle size for
aerosol drug delivery.[15]

Secondary Processing

As discussed, materials used in dry powder inhalation
are predominantly crystalline in nature, with varying
degrees of amorphicity. This typically results from
the high-energy milling process, which introduces
regions of amorphous material within a crystalline
material. Occasionally, however, the converse is true.
Minimizing any change over time and ensuring that
the material is physically stable before final packaging
are major formulation challenges. These stability issues
tend to be physical in nature, but occasionally chemical
changes such as impurity formation also occur.

The technique generally used to minimize the degree
of change in crystallinity of the milled product is to
eliminate the water or other solvents from the product,
usually by packaging the material within a suitable
barrier (for example, aluminum foil laminate). Other
techniques include the production of a 100% crystalline
material, which may eliminate the effects of moisture.
This technique, however, may require a secondary pro-
duction stage of annealing or a quarantine period to
allow the product to equilibrate under controlled sto-
rage conditions.

The final measure of crystallization effects is
assessed by appropriate rigorous stability data [for
example, 6 months accelerated stability at 40�C/75%
relative humidity (RH)]. This may seem excessive,
but measuring the degree of crystallinity is inherently
difficult because of low analytical sensitivity (for
example, amorphous components below 5 wt%), and
pure single-phase standards are difficult to prepare
and, subsequently, to measure.

Spray Drying

Spray drying, a process typically used in the pro-
duction of coarser (up to 500 mm) food, pharmaceuti-
cal, and industrial powders, can also be used to
prepare microparticulate powders for DPIs.[13,24–26] A
typical first step involves creating a solution of the
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excipients and drug. Dissolving the excipients and drug
ensures a uniform distribution of all the excipients and
the active drug in the finished powder in contrast to the
heterogeneous nature of blended powders. The sol-
ution is then atomized and mixed with a drying
medium, usually air, or an inert gas if the feed consists
of an organic solvent. The solvent is evaporated and
removed from the drug solids.

Each spray-dried droplet forms a single particle
whose size is determined by the droplet size, the dis-
solved solids of the feed solution, and the density of
the resulting solid particle. For a given formulation
and process, both the solid content and density of
the powder remain constant within a batch and from
batch to batch. Therefore, the distribution of the
primary particle size is determined by the droplet size
distribution. A narrowly distributed particle size can
be achieved with a well-designed atomizer and well-
controlled atomizer process parameters.

The droplet has a relatively short residence time (on
the order of seconds) in the spray dryer, which mini-
mizes the degradation of heat-sensitive components.
In addition, the drug is exposed to a temperature much
lower than that at the drying inlet owing to the cooling
effect of the solvent evaporation. Control of droplet
residence time and the lower temperature defines the
amorphous versus crystalline nature of the material.

A spray dryer consists of a feed tank, a rotary or
nozzle atomizer, an air heater, a drying chamber, and
a cyclone to separate the powder from the air. A rotary
atomizer uses centrifugal energy to form the droplet.
Pressure nozzle atomizers feed solution to a nozzle
under pressure, which forms the droplet. Two fluid
nozzles feed solution separately into a nozzle head,
which produces high-speed atomizing air that breaks
the solution into tiny droplets. Both the feed solution
and the drying air are fed into the drying chamber in
a standard cocurrent flow.[27]

Lyophilization

Lyophilization, although a relatively expensive pro-
cess, can be a good process for relatively unstable com-
pounds. In lyophilization, the solvent (usually water) is
frozen and then removed by sublimation in a vacuum
environment. The low temperature maintained during
the entire process minimizes thermal degradation of
the drug compound.

Typically, the drying process can be divided into
primary and secondary phases. During the primary
phase, the drug solution is filled into vials and
then placed within a temperature-controlled drying
chamber. There, the solution is frozen according to
physiochemical principles as the shelf temperature is
lowered to below freezing. The shelf temperature is

subsequently increased but maintained below the freez-
ing point. A vacuum is applied to the chamber to sub-
limate the solvent. This phase of the drying process
extracts the majority of the solvent (50–80%).

During the secondary drying phase, the remainder
of the solvent is removed at an elevated but still sub-
freezing temperature. During freezing, supercooling is
necessary to encourage crystallization of the drug
compound. The extent to which the compound is
supercooled depends on the nature of the compound,
the temperature program of the shelf, the heat transfer
properties of the container, and the presence of
particulates in the solution. The degree of supercooling
determines the size of the solvent crystal and, subse-
quently, the size of the channel formed during primary
drying. Consequently, the degree of supercooling affects
the rate of sublimation, the rate of secondary drying,
and, eventually, the surface area of the finished powder.
A goal of secondary drying is to minimize product
moisture content.

Therefore, it is most important to select a cooling
temperature profile to achieve the desired objective(s).
The objective could be simply to achieve a uniform
degree of supercooling and freezing or to add an
annealing process to allow the solute to crystallize or
the ice crystal to grow. The possibility of allowing a
long annealing process gives great flexibility to achieve
the desired solid-state property for the powder.

The lyophilized cake must then be milled. Com-
pared with particles generated by spray drying, the par-
ticle size of milled lyophilized powders generally has a
broader distribution than does spray-dried powder,
which is formed one particle at a time in a continuous
process. Despite the longer processing time necessary
to create a dry powder through lyophilization (and
the consequent economic implications), this process
can provide the formulator with better control of the
powder in its solid state.

Supercritical Fluid Technology

Extraction by supercritical fluids, carbon dioxide and
propane in particular, is currently being investigated
as a means of controlling the size and shape of particles
for inhalation. Supercritical fluids are liquids above
their critical pressure and temperature.[28] Under these
conditions, the molecules exhibit the flow, polarity,
and solvency properties common of liquids but have
the diffusivities and reactivities characteristic of gases.

Precipitation of the particles occurs by two methods
involving atomization of a feed: 1) rapid expansion of
supercritical solutions containing dissolved drug, and
2) gas antisolvent recrystallization, the supercritical
fluid acting as an antisolvent for dissolved drug con-
tained in droplets of another miscible or partially
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miscible liquid (for example, ethanol, methanol, and
acetone).

The second technique, sometimes described as
SEDS (solution-enhanced dispersion by supercritical
fluids), has been scaled up successfully for an inha-
lation application to pilot plant manufacture. As with
spray drying, this technique is a single-step process.
The drug material must show solvency in the cosolvent
but complete insolubility in the supercritical carbon
dioxide. The resultant solvent-free particles are less
cohesive than micronized material as high crystallinity
is achieved, leading to decreased charging effects.[29]

Particle size distributions for these powders are
reported to be narrow, with small median aerodynamic
diameters (<2.5 mm). In addition, regular particle
morphologies are obtained for these thermodynami-
cally stable powders, making them amenable to further
processing steps and handling.[30]

FILLING AND PACKAGING

The primary consideration when developing systems
for packaging dry powders for dose delivery is the goal
of delivering the correct drug dosage to the patient.
When dealing with drug powders intended for use in
DPIs, some basic issues must be considered—specifi-
cally, that the drug usually must be delivered in a small
volume, which is often difficult to handle owing to
small particle size.

The greatest challenge faced in developing packag-
ing systems for dry powders relate to maintaining

dispersibility in packaging, which can be affected by
compression and electrical charge. Compression of the
drug powder, which can be a consequence of excessive
handling, can result in an unintended increase in drug
concentration. The small drug particles are also vulner-
able to alteration in electrical charge, which can result
from the motion of particles, against both themselves
and the packaging equipment, and from the unintended
absorption of water by the drug powder.

Package dose metering can be accomplished by
weight or by volume. Dry powders developed for DPIs
are formulated to deliver a specific dose of drug per a
given unit of drug powder. Drug powders can be pack-
aged either in unit dose or in reservoir systems, each of
which has certain advantages (Table 1).

Unit-Dose Systems

Unit-dose systems package drug powders into individ-
ual-use packages that contain a known quantity of
drug. Patients may use single or multiple units of the
drug to obtain a given dose. The greatest advantage
of unit-dose systems is that a greater degree of control
at the manufacturing level can be maintained. Individ-
ual drug doses can be metered by weight or volume.
Although metering by weight results in a high degree
of accuracy, it is a slow process. Thus, more com-
monly, unit-dose packaging is metered by volume.

Metering by volume, although offering a reliable
means for high-volume production, has disadvantages
related to the dispersibility of the drug powder, which

Table 1 Primary packaging for DPI drug formulation

Dosing system Advantages Disadvantages

Unit-dose Simpler, cheaper device, less prone to malfunction Patient must handle and load individual
unit-dose packages into the device before dosing

Protects powder up to the time when it will be

delivered to the patient as an aerosol

Dose titration is limited to dose-quantity

available from drug supplier (similar to pills)

Multidose More convenient for the patient The device becomes more complex because
means to load multiple doses are required
Also, means for displaying number of doses

left are required
Device may be more prone to malfunction owing
to jamming or improper indexing

Reservoir Multidose and dose titration easy to

implement
Convenient—no separate
unit-dose blisters to worry about

Powder not generally well protected after reservoir

is opened; physical and/or chemical characteristics
may deteriorate with time

Biological contamination may be an issue
Metering of the dose is carried out by the device,
which increases the device complexity; metering

often is not adequately controlled because the
physical characteristics of the powder are often
unknown at the time of dosing

2084 Inhalation: Dry Powder



H
yd

ro
ge

ls
–

In
ha

la
ti

on

in turn can affect the accuracy and precision of the
drug dose. Dispersibility can be managed by devising
filling processes that optimize powder flow, which will
vary by drug compound; by minimizing handling and
thereby compression of the drug powder; and by mini-
mizing the relative motion of drug particles against
other drug particles and against the filling equipment.
Minimizing drug powder motion can reduce
electrostatic charging of particles and consequent
equipment malfunctions and problems with packaging,
which include dose-extraction difficulties and particle
dispersion at the time of drug administration.

Unit-dose systems typically rely on blister packag-
ing or capsules to contain the drug until it is dispersed
by the delivery device. Blister packages have several
advantages over capsules. Those constructed of alumi-
num are generally impervious to moisture. Inner lin-
ings of either polyvinyl chloride or polypropylene
create means for sealing the package. Gelatin capsules
generally contain approximately 12% water under
ambient conditions and thus are a potential source of
moisture to powder not equilibrated to ambient
relative humidities.

Reservoir Systems

Reservoir systems offer the advantage of variable dos-
ing, generate less waste, are less expensive to manufac-
ture, and are simpler to use than unit-dose systems.
Relying on a metering system contained within the
delivery device, they may be less precise in their drug
delivery. Because the drug reservoir must be accessed
repeatedly, these systems encounter an increased dif-
ficulty in maintaining moisture level. Maintaining a
highly flowable drug powder in this system may also
lead to greater drug formulation challenges.

DEVICES: FORMING THE DRY
POWDER AEROSOL

Design Objectives and Constraints

The ultimate goal of all pulmonary delivery devices is
to reproducibly deposit the required quantity of drug
in the target lung tissues. Many factors influence the
selection of a particular DPI design, including the
characteristics of the drug to be delivered, its powder
formulation, and its associated therapeutic regime.
Other factors that must be considered include drug
cost, desired dose, market factors, and expected degree
of patient compliance.

Drug cost plays an important role in determining
the economic feasibility of a device by determining
how much of a drug may be lost in administration

and routine device use. Drug dose and side effects
may determine the reproducibility bounds of particle
size and mass of drug delivered that are necessary for
effective therapy. The drug target tissue may determine
the importance of achieving a very small particle
size; local delivery of drugs to the upper airway may
allow for a larger particle size than delivery of particles
to the deep lung for systemic absorption. The degree
of cohesiveness of the powder particles will determine
how much energy the device must transfer to produce
a particle of a given size. The therapeutic regime and
a range of market factors, such as degree of con-
venience and cost of other available drugs and/or
therapies, may determine how portable or inexpensive
the device must be. The anticipated degree of patient
compliance may favor some technological solutions
over others.

DPIs cannot be considered devices alone but must
be considered as components of a larger delivery sys-
tem, which also includes the formulation of the drug
powder, its manufacturing processes, and packaging.

Functional Description

Several DPI designs have been proposed, developed,
and successfully marketed in the past 3 decades.
Although these devices vary widely in characteristics
and operation, they all perform certain basic functions.
A DPI must extract the dose from the bulk powder
drug package, generate a fine cloud of drug particles
by deagglomerating the powder and diluting it with
air, and deliver the drug cloud to the patients’ airways.

Bulk Powder Drug Package

The first task for a device in delivering a dose is
extracting the dose from the drug package. As
addressed earlier, two primary alternatives are avail-
able: 1) a number of doses may be stored in a powder
reservoir, and 2) each dose may be individually pack-
aged as a unit dose. Reservoir systems are inherently
multidose. With unit-dose systems, the device may
require individual loading of a unit-dose package
before inhalation or loading of several unit-dose
packages into the device for multidosing.

Energy Sources

Energy input is required to extract the powder from its
packaging, generate the fine particle cloud, and dilute it
with air. Historically, this energy comes from the
patient’s inhalation effort (Table 2). In some cases,
the energy for extracting/metering the powder comes
from the mechanical manipulation of the device by
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the patient.[31,32] More recent designs use concepts
borrowed from the MDI industry or novel approaches
involving other technologies.

Uncontrolled vs. on-demand aerosol generation

DPI devices that rely on patient inhalation are inher-
ently on-demand, that is, only when the patient inhales
is the aerosol delivered. In contrast, MDIs are inher-
ently uncontrolled, and the patient’s breathing maneu-
ver has to be carefully synchronized to the aerosol
generation event for effective dosing (Table 3).

DPI devices that rely on sources of energy other
than patient inhalation effort may face similar pro-
blems as MDIs. Devices may ‘‘trigger’’ the aerosol
generation event, which then follows uncontrollably.
Alternatively, the delivery of energy to the powder
may be modulated by the device and controlled based
on monitoring of the patient inhalation maneuver.
Table 3 gives some advantages and disadvantages to
both approaches.

Homogeneous Powders and Blends

Dry powders must be able to flow readily to leave the
capsule or powder reservoir but also must generate a
fine aerosol so that the patient can inhale a proper
dose. These two requirements are often difficult to
achieve simultaneously. Fine powders tend to be
cohesive and have poor flow properties. Blending with
a carrier phase, pelletization, and other approaches
have been used to overcome these limitations. The
use of blends and homogeneous powders is compared
in Table 4 from a DPI device perspective.

PERFORMANCE AND REGULATORY
REQUIREMENTS FOR DPIs

Performance Characterization

Two critical attributes characterize the performance of
DPIs: the uniformity of the delivered dose and the

Table 2 Energy sources for delivery

Patient inhalation Other (air pump, metered propellant, electrical, other)

Advantages Disadvantages Advantages Disadvantages

No need to coordinate

aerosol generation with
patient inhalation

Delivery, dispersion performance

and thus dose is affected by
the patient’s ability to inhale
at a suitable high flow rate

Decouples aerosol generation

from patient ability to perform
a correct inhalation maneuver

Adds complexity and cost

to the device by increasing
the number of subsystems
in it

Device is generally very
simple in many cases,

no moving parts are
involved in powder
deagglomeration

Allows the extraction and
deagglomeration of more

cohesive powders because
additional energy can be
applied in the process

Table 3 Control of aerosol generation

Uncontrolled On-demand

Advantages Disadvantages Advantages Disadvantages

Device is simpler; no

feed-back systems are
required to monitor
the patient.

More prone to patient

misuse

Aerosol is delivered when

patient can inhale it most
effectively

Device is more complex

because feed-back systems
(mechanical or electronic)
are required

‘‘Violent’’ aerosol generation
processes are allowable,

permitting the delivery
of large amounts of
energy to the powder

in a very short period
of time

Typically requires the
use of a holding chamber

to store the aerosol in
between generation and
patient inhalation,

resulting in a larger-size
device

Better dose control Energy delivery to the powder
has to be very well-controlled

Device may be more prone
to failure
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aerodynamic assessment of particle size distribution.
To determine delivered-dose uniformity, an apparatus
capable of quantitatively retaining the delivered dose
leaving the device is used. For aerodynamic particle
size assessment, a multistage liquid impinger or cas-
cade impactor is used. All aerosol performance testing
must be conducted under defined temperature and
humidity conditions.

Performance Specifications

Currently, the United States, European, and British
pharmacopoeias specify different requirements for
delivered-dose uniformity. Table 5 details these
requirements as well as proposed U.S. Food and Drug
Administration (FDA) expectations.[33] The Japanese
Pharmacopoeia does not specify a delivered-dose
uniformity requirement. Current compendia should
be consulted as references.

Of the four pharmacopoeias, the U.S. Pharma-
copeia (USP) has the strictest requirements for
delivered-dose uniformity. Although the British Phar-
macopeia (BP) allows the same performance range,
the USP defines the range around the label claim,
and the BP defines the range around the average value.
FDA expectations for delivered-dose uniformity is
currently tighter than those specified in all the phar-
macopeias.

The various pharmacopoeias outline appropriate
methods for aerodynamic assessment of particle size
distribution. The USP defines the size distribution
through mass median aerodynamic diameter (MMAD)
and geometric standard deviation (GSD). None of the
pharmacopoeias specify a requirement for particle size.
However, the particle size specifications that are set
should be appropriate for the intended use of the pro-
duct. For example, if the particles are intended to reach
the deep lung, the MMAD of particles exiting the

device should be less than 5 mm. In general, the smaller
the aerosol MMAD, the greater the deposition in the
lung.

Two recent trends originating with the FDA may
influence the assessment and reporting of aerodynamic
particle size distribution. The first is determining the
particle size distribution from a single or unit-emitted
dose. This may pose an analytical challenge in some
cases because the amount of active ingredient in each
stage may be present only in trace amounts. The
second is setting a drug quantity specification for each
stage of the impinger or cascade impactor.

RELEASE AND STABILITY TESTING
PARAMETERS

Various dry powder attributes are assessed at release
and on stability. These include physical characteristics
such as powder appearance, content uniformity, deliv-
ered dose uniformity, and particle size distribution.
Chemical attributes that may be assessed include drug
content, purity, and identity as well as the water con-
tent of a powder. Dry powders may also undergo
microscopic evaluation for foreign particulate matter,
unusual agglomeration, and particle size. Microbial
limits also should be examined, including the total
aerobic, yeast, and mold counts. The presence of spe-
cific pathogens should be ruled out. The dry powders
also may be dissolved to test for pH level. In addition,
certain compendial requirements for content and deliv-
ered-dose uniformity should also be measured.

The USP and European Pharmacopoeia (EP)
propose that the total aerobic count not exceed
100 CFU/g, that the total yeast count and mold count
not exceed 10 CFU/g, and that no specific pathogens
be detectable. Specifications for the other attributes
should be based on the intended use and the historical

Table 4 Influence of powder behavior on device design

Blends (lactose carrier) Homogeneous powders

Advantages Disadvantages Advantages Disadvantages

Powder can be easily

extracted from its
packaging

On delivery, coughing and

other unpleasant sensations
may be induced because the
carrier particles deposit in
the mouth and throat

Little mouth and throat

deposition; patient does
not ‘‘feel’’ he/she is inhaling
an aerosol

Formulation process becomes

a key factor in the development
of the product; the properties
of the compound to be delivered
dominate the performance of

the resulting powder

Inclusion of the carrier
phase usually facilitates
dispersion

A larger amount of powder
needs to be moved and
dispersed; in terms of energy

requirements, united dispersion
may be offset by the increase
in payload
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performance of the product. As with other dosage
forms, specifications must be met throughout the
intended shelf life of the product.

The International Conference on Harmonization
(ICH) has identified stability requirements for
room temperature storage and testing intervals. It
recommends that dry powders be stored at 25�C and
60% RH for real-time conditions; at 40�C and 75%
RH for accelerated conditions; and 30�C and 60%
RH if significant change is observed at accelerated
conditions. The ICH recommends testing samples
every 3 months for the first year, every 6 months for
the second year, and yearly thereafter. In addition to
these requirements, the FDA suggests a storage con-
dition at 25�C and 75% RH if significant change is
observed at the accelerated condition. Six-month
data would be required at the time of the New Drug
Application (NDA) submission, and the study must
cover 1 year.

When an NDA is submitted, the FDA requires that
12 months of data be collected at real-time conditions
and 6 months of data be collected under accelerated
conditions. If significant change is observed at 6
months for the accelerated condition, 6-month data
at the 30�C and 60% RH condition must be submitted,
and the study must cover 1 year.

ROLE OF DPIs IN THERAPY

Some direct comparisons of DPI and MDI for the
same drug have been made in the interest of developing
alternative but comparable products for patients. The
therapeutic performance of inhalation delivery systems
is as dependent on the patient as it is on the product
itself. Therefore, some demonstration of clinical
comparability is generally required to support product
substitution.

Table 6 Earliest dry powder inhalation systems

Year introduced Name Manufacturer Indication Packaging/metering Energy source(s) Blend

1949 Aerohaler Abbott Asthma, COPD Unit dose; ‘‘sifter’’
cartridge

Mechanical, patient
inspiration

No

1971 Spinhaler Fisons
(now Aventis)

Asthma, COPD Unit dose; hard
gelatin capsule

Mechanical, patient
inspiration

Yes

1977 Rotahaler Allen and

Hanburys
(now Glaxo)

Asthma, COPD Unit dose; hard

gelatin capsule

Mechanical, patient

inspiration

Yes

1988 Turbuhaler Astra Asthma, COPD Reservoir Mechanical, patient
inspiration

No

Diskhaler Allen and

Hanburys
(now Glaxo)

Asthma, COPD Multidose blister Mechanical, patient

inspiration

Yes

Inhalator Boehringer–Ingelheim Asthma, COPD Unit dose; hard

gelatin capsule

Mechanical, patient

inspiration

Yes

Table 7 More recent dry powder inhalation systemsa

Name Manufacturer Packaging/metering Energy source(s)

Pulvinal Chiesi Reservoir Mechanical, patient inspiration

Easyhaler Orion Reservoir Mechanical, patient inspiration

Clickhaler ML Labs Reservoir Mechanical, patient inspiration

Discus Glaxo Multidose blister Mechanical, patient inspiration

Monohaler Astra Unit dose Mechanical, patient inspiration

AIRb Alkermes Unit dose Mechanical, patient inspiration

Spirosb Dura Multidose blisters Mechanical, not driven by
patient inspiration

InhanceTM Pulmonary Delivery System Inhale Unit dose Mechanical, not driven by

patient inspiration
aThis list is not exhaustive. Many other manufacturers, in both the United States and Europe, are also developing dry powder inhalation

drug-delivery systems.
bIn clinical trials; not yet on the market.
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The deposition pattern of the inhaled dry powder
aerosol can be strongly influenced by the patient’s
inhalation dynamics and lung anatomy. At high inha-
lation flow rates, a given particle will have a greater
tendency to impact the back of the throat or to deposit
in the upper airways. For those delivery systems
requiring high flow to deaggregate the powder parti-
cles, deep lung deposition is less accessible. The pro-
liferation of device designs has been in part the result
of attempts to minimize dosing variability regardless
of source.[34]

The target for lung deposition varies depending on
the therapy under consideration. In the treatment of
asthma by b-adrenergic agonists, the Central airways
are generally targeted. On the other hand, therapies
intended to treat alveolar disease, chronic obstructive
pulmonary disease, or systemic conditions must reach
the peripheral regions of the deep lung.

Among the pharmacokinetic advantages offered by
delivery to the lung are fast onset of action and lack of
first-pass effect. Doses to the lung can prove 10–20
times more effective than oral dosing and for local
therapy can result in substantially reduced side effects.

In a study, three different fluticasone propionate
products—an MDI and two DPI products, Diskhaler
and Diskus—were directly compared in healthy volun-
teers and patients.[35] The systemic drug bioavailability
was highest for the MDI, whereas the bioavailability
was similar for the two DPIs. The pharmacokinetic
results are consistent with the in vitro evaluation in
which the MDI gave the highest fine particle dose
(FPD), whereas the two DPIs had similar FPD values.
It was also reported that in a separate study using
healthy volunteers, the pharmacokinetics of a non-
chlorofluorocarbon formulation have been shown to
be similar to that for the original chlorofluorocarbon
formulation for a fluticasone propionate MDI pro-
duct. Consistent with their similar pharmacokinetic
results, the clinical performance of Diskhaler and
Diskus is similar in both children and adults.[36,37]

DPIs: A Burgeoning Industry

The first commercially available DPI system appeared
on the market in 1949, developed and marketed by
Abbott under the name Aerohaler. Like all pulmonary
drug-delivery methods that existed before now, it deliv-
ered small molecule compounds (brochodilators or
inhaled corticosteroids) to the airway (not necessarily
to the deep lung) for the treatment of asthma or
chronic obstructive pulmonary disease. Table 6 lists
some of the early DPI systems and their basic charac-
teristics.

Table 7 presents some of the newer entrants in the
DPI field, most still focusing on local delivery of small

molecule drugs to the airway for asthma or COPD but
some in clinical trials for systemic delivery of macro-
molecules such as insulin via the deep lung.

New DPI technologies in development by Inhale
Therapeutic Systems and Alkermes are enabling the
delivery of macromolecules to the deep lung. Leading
this field is Inhale’s insulin product, currently in the
phase 3 trials with Pfizer. In the next years, it is
expected that dry powder inhalation will become a
broadly accepted and effective means of delivering a
wide variety of therapeutics–antibiotics, analgesics,
antibodies, hormones, proteins, and perhaps gene ther-
apeutics. The potential of this technology continues to
be explored.
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INTRODUCTION

Using the inhalation route to deliver therapeutic aero-
sols is a common practice in the treatment of patients
with various airway diseases. Drug delivery via inha-
lation offers many advantages in the administration
of pharmaceutical compounds, because the drugs are
delivered directly to the site of action. Therefore, the
required therapeutic dose for each treatment is lower
than if the dose is administrated via oral or parenteral
routes. As a consequence, the inhalation route reduces
adverse effects due to systemic absorption and intensifies
the amount of drug deposited to the targeted tissue. In
the U.S. market, bronchodilator, anticholinergic, anti-
inflammatory, and corticosteroid drugs are common
inhaled dosage forms used for the treatment of respir-
atory diseases, such as asthma and COPD. Additional
drug classes, such as antibiotics, antifungals, and anti-
viral compounds, are also used or under development
for topical delivery via inhalation. Further, new inhaled
applications are being developed for the treatment
of systemic diseases. These products include both small
and macromolecules. Pulmonary delivery of peptides
and proteins is a rapidly growing area of inhaled drug
delivery, spearheaded by the development of inhaled
insulin for treatment of diabetes.

An aerosol is defined in its simplest form as a collec-
tion of solid or liquid particles suspended in a gas such
as air. Aerosols are two-phase systems consisting of the
particulates and the gas in which they are suspended.[1]

Aerosol science has been studied for many decades in
various disciplines, especially related to environmental
sciences, to understand the health effects associated
with exposure to air pollutants. These activities have
improved our understanding of the dynamic behavior
of aerosol particles and their relative effects on human
health, but also laid the foundation for the pharmaceu-
tical industry to use inhalation of aerosols for thera-
peutic purposes. Pharmaceutical aerosols deliver
therapeutically active drug compounds to the human
respiratory tract for local orsystemic actions. This dos-
age form is intended to beinhaled through either the
mouth or the nose. The increasing use of inhalation

therapy has been mainly driven by the confluence of
three factors:

1. Advances in aerosol generation technology,
which provide more efficient and controlled
delivery of aerosolized pharmaceutical com-
pounds into the human respiratory airway;

2. Advances in biotechnology, with the development
of new therapeutic agents that are often difficult
to deliver by other routes of administration;

3. A better understanding of the pathophysiology
of disease, which allows physicians and scien-
tists to envision a broader range of therapeutic
options.

Those involved with the pulmonary delivery of
therapeutic agents are challenged in all three areas,
especially the first two. We can now develop new thera-
pies, but we must be certain that we can reproducibly
deliver those therapeutic agents to the desired site, in
the dosage and form in which they will be most
effective.[2]

The benefit of using the respiratory airways as a
route for drug delivery has been increasingly explored
over the last 10 years.[3] The large surface area of the
human respiratory system, sometimes compared to
the size of a tennis court (�100 m2), is an attractive tar-
get site for pulmonary delivery of drugs intended for
absorption into the blood. Drug administration via
inhalation has many advantages for the systemic deliv-
ery of pharmaceutical compounds such as proteins and
peptides, which are often degraded when delivered
through the GI tract and avoid the need for repeated
injections.[4]

Inhaled aerosols also provide high drug concentra-
tions in the respiratory tract. The treatment of airway
diseases by aerosol inhalation is beneficial because of
intensified localized drug deposition and fewer side
effects. Consequently, smaller doses are needed to
achieve the therapeutic level in the lungs via inhalation
thereby avoiding high systemic levels of the drug.
Therefore, inhaled drug aerosols have become the
standard clinical approach for managing asthma,

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100200041
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respiratory distress syndrome (RDS), chronic obstruc-
tive pulmonary disease (COPD), cystic fibrosis, and
other respiratory tract diseases.[5] Despite the spectrum
of opportunities that now exists for new inhaled thera-
pies, successful development of pulmonary drug products
is a challenging task. The problems and barriers are
multidisciplinary in nature, perhaps explaining why this
field has not accelerated faster.[6]

Using aerosolization to administer drugs to the res-
piratory airway dates back to the early part of the
20th century, when the pneumatic nebulizer was used
as a drug delivery device. Fig. 1A shows some exam-
ples of the first types of nebulizers used, the simplest
of which were powered by squeezing the bulb attached
to the device. Fig.1B shows more modern units such
as pMDIs.

The nebulization principle for the squeeze-bulb
nebulizers is the same as many conventional nebulizers.
Liquid is forced through a small critical orifice. The
particle size of aerosol generated from the early
squeeze-bulb nebulizers was generally large (due to
the inability to accurately machine small holes) and,
therefore, largely unsuitable for human inhalation.
However, the concept of delivering drug products via
inhalation was an important milestone that established
the foundation for developing better pulmonary drug
delivery technology.

The modern pressurized metered dose inhaler
(pMDI) was developed between 1955 and 1956. How-
ever, the pMDI had its roots in research carried out
many years before.[7] During the 1930s and 1940s, the
discovery of liquefied propellants (chlorinated-fluoro-
carbons or freon propellants) such as CFC12,
CFC114, CFC11, and CFC22 was a major step in
the realization of a portable inhaler. However, the first
pMDI was not invented until 1956, when the metering
valve used in the device was developed and patented.[7]

The invention of the first pMDI by Riker Labora-
tories (now 3M Pharmaceuticals) was described in
detail recently, and was approved by the FDA in
March 1956.[8] The Medihaler-EptTM and Medihaler-
IsoTM were launched at the same time. Illustrations

from the first brochure of these inhalers are presented
in Fig. 2. The Medihaler-Iso was changed to accommo-
date suspension formulations during 1957. This proved
particularly useful for formulating difficult to solubi-
lize drugs, such as many of the steroids later developed
for the treatment of asthma. The successful innovation
of the pMDI established the foundation for the devel-
opment of drug delivery via respiratory airways and
remained the primary small volume nebulizer for the
next 40 years.

Successful administration of any pharmaceutical
compound to the human respiratory airway requires
the generation and delivery of the drug in the form
of an suitable for human inhalation. The human air-
way is a very complex structure that has evolved to
serve two purposes: 1) exchanging gases vital to metab-
olism (O2 and CO2) and 2) defending against foreign
particulates from entering the lungs. The generation
of drug aerosols and their site of deposition in human
lungs are dependent on many factors, such as the
physical and chemical properties of aerosol particles,
the mechanism of action and quality of performance
of the drug delivery device, the patient’s breathing pat-
tern, and the morphometry of the human lungs. These
factors are significant because:

� Aerosol properties, such as particle size distri-
bution, aerosol velocity, and hygroscopicity, affect
aerosol deposition in the human lungs. Aerosol size
distribution, including mass median aerodynamic
diameter (MMAD) and geometric standard devia-
tion (GSD), is one of the most important variables
in governing the site of droplet or particle depo-
sition in the lungs.[3]

� Device characteristics play an important role in the
delivery of pharmaceutical compounds to human
lungs. The mechanism by which aerosols are created
affect particle size distribution, kinetics of aerosol
delivery, and the reproducibility of drug dosing
from the delivery device. These factors are key to
controlling the delivery of a constant amount of
drug aerosol acrossa diverse patient population.

Fig. 1 Drug delivery devices. (A) Squeezing bulb nebulizers (courtesy of Bruce McVeety) and (B) pMDIs.
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� The breathing patterns or maneuvers of a patient
can also significantly affect the site of aerosol depo-
sition in the human lungs, even of aerosols with
similar characteristics (e.g., MMAD and GSD).
Aerosol deposition mechanisms in the airway
mainly consist of sedimentation, inertial impaction,
and diffusion. Pharmaceutical aerosols deposit
mainly by sedimentation and impaction. Therefore,
aerosols delivered under high velocity conditions,
either due to high ballistic velocity produced by
the device or due to high patient inspiratory flow
rates, result predominantly in deposition due to
inertial impaction, markedly enhancing conducting
airway deposition. Conversely, deposition in the
peripheral lung can be promoted by decreasing the
velocity of an aerosol during inhalation. Further,
deposition of these particles that reach the deep
lung can be enhanced by a postinspiratory pause
(i.e., breath-hold), allowing particles to settle more
completely.

� Morphometry of the upper and lower airways will
also affect the drug deposition in the lungs. Ana-
tomical conditions such as airway size, disease
status, and degree of obstruction are different from
patient to patient; thus there will be variability in
the site of drug deposition between patients.

The inhalation drug delivery devices currently avail-
able commercially consist of metered dose inhalers
(MDIs), dry powder inhalers (DPIs), and nebulizers.
The advantages and disadvantages of those devices
have been reviewed extensively in the literature. This
article will focus on the inhalation of aerosols gener-
ated from liquid systems using either small volume
inhalers, or larger home or clinical nebulizers. Aerosols
produced in powder form are covered in another
chapter. Various drug delivery devices, including those
available commercially and those under development,
will be discussed in detail, so that the reader will have

a better understanding of the advantages and disad-
vantages of those devices for pulmonary drug delivery.
An emphasis will be given to new pulmonary drug
delivery device technology in development, and its
potential application to deliver pharmaceutical com-
pounds for both local targeting and systemic absorp-
tion of drugs intended to act outside the lung. Over
the last 10 years, many innovations have occurred in
the area of inhalation drug delivery stimulated by
advances in aerosol generation technology and the
demand created by new biopharmaceuticals.

COMMERCIALLY AVAILABLE PULMONARY
DELIVERY TECHNOLOGY

The inhalation drug delivery devices currently avail-
able commercially consist of metered dose inhalers
(MDIs), dry powder inhalers (DPIs) and nebulizers.
The effective performance (or lack thereof) of the inha-
lation devices is well recognized as being crucial in how
effective a pulmonary delivered drug is in the treatment
of diseases, both topical and systemic disorders. In
order for a drug to be effective by inhalation, the gen-
erated aerosol must be of proper size to be deposited in
the targeted location. The patient needs to inhale the
drug formulation properly, and the drug must be
deposited with sufficient quantity at the action site so
that it can be absorbed or distributed effectively. The
drug delivery devices available commercially have been
used widely for the treatment of airway diseases such
as asthma and chronic obstructive pulmonary diseases
(COPDs). Such treatment is effective mainly because
of the wide therapeutic index of the drug compounds.
It is useful to review the advantages and disadvantages
of current device technologies to provide a better
understanding of how the devices are used by patients
and what kind of improvements are needed to deliver
various drug compounds by inhalation. This article is

Fig. 2 The metered dose inhaler. (A) Medihaler-Ept and (B) Medihaler-Iso. (Courtesy of Charles Thiel.)
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limited to discussion of devices that generate liquid
drug aerosols as solutions, suspensions, and emulsionsa.

There are several ways to categorize drug delivery
devices. The inhalation drug delivery devices discussed
in this article are categorized according to their operat-
ing principles or fundamental mechanism of generating
aerosols.

Pressure-Driven Devices

Jet nebulizers

The jet nebulizer has been used for many years to treat
airway diseases both in the clinical setting and in home
use. The jet nebulizer utilizes compressed gas from an
air source either from a hospital air line or from a port-
able compressor to convert the liquid drug solution
into small droplets by forcing the liquid through a
small hole known as a critical orifice. Atomization
occurs as a result of the disruption of the surface
tension holding the liquid together by the action of
internal and external forces. In the absence of such
disruptive forces, surface tension tends to pull the
liquid into the form of a sphere, since this has the mini-
mum amount of surface energy.[9] The droplets produced
by atomization contain many large drops, which will
undergo further disruption to form small particles. The
particle size of the droplets will depend not only on
the kinetic energy used during the nebulization, but also
the pore diameter of the critical orifice and on the physi-
cal properties of the liquid formulation.

The jet nebulizer is driven by air pressurized
typically at 20–40 psi. The compressed air accelerates
through an arrow orifice to break the bulk liquid into
sheets, jets, films, or streams. Those ligaments are accel-
erated to a velocity sufficient to impact on baffles or on
the nebulizer wall. The outgoing air becomes saturated
with water vapors derived from the liquid retained in
the nebulizer, and this has two important consequences:

1. The nebulizer is cooled and reaches an equilib-
rium temperature approximately 10�C below
ambient, so that the patient inhales a relatively
cool aerosol cloud.

2. The evaporation of water causes the concen-
tration of solutes to increase with time as the
vehicle carrier evaporates.[10]

Droplet Formation. A general theory for the forma-
tion of droplets by nebulization has not been fully
developed, although the understanding of the nebuliza-
tion principle has been improved with mathematical

modeling. A rigorous mathematical description of
droplet formation requires knowledge of distribution
of aerodynamic pressure on the droplet surface and
the interaction of this pressure with internal forces
acting on the droplets. Therefore, before further
discussing of the effect of various parameters on the
nebulization performance, it is beneficial to consider
briefly the various ways in which a single droplet of
liquid can break up under the action of aerodynamic
forces. Once the droplets are generated using a com-
pressed air source during the primary atomization,
unstable droplets experience further disintegration to
form smaller particles, which is referred to as ‘‘second-
ary atomization.’’ The formation of a single droplet
under the aerodynamic forces exerted by the external
sources, together with the internal forces of the liquid
formulation, such as surface tension and viscosity,
dictate the formation of the droplet. The relationship
between these forces was described by Klusener,[11]

who offered the following equation:

P1 ¼ Pa þ Ps ¼ constant ð1Þ

where P1 is the internal pressure at any point on the
droplet surface, Pa is the external aerodynamic pres-
sure due to the compressed air source, and Ps is the
pressure caused by the surface tension. From the equa-
tion, it is observed that a droplet can maintain its
stability as long as the change in the air pressure, Pa,
is balanced by a corresponding change in the pressure
caused by surface tension, so that the internal pressure
remain constant. When the aerodynamic pressure is
greater than the pressure due to surface tension, the
external pressure will deform the droplet in order to
reduce the pressure by surface tension to maintain the
constant internal pressure. This deformation will con-
tinue to break up the droplet into smaller particles.[9]

For a formulation with low viscosity, such as aque-
ous formulation, the viscous force is relatively small
compared with the surface tension force. Under such
relative conditions, a dimensionless parameter can be
obtained, as shown in Eq. (2).[8] For a given liquid with
low viscosity, the critical condition for the droplet to
break up occurs when the aerodynamic force equals
the surface tension, expressed as

CD
pd2

4
0:5rV 2 ¼ pds ð2Þ

where CD is the coefficient of drag, d is the diameter of
the droplet, r and s are the density and surface
tension of the liquid, respectively. From the above
equation one can calculate the maximum stable droplet

aDevices producing liquid dry powder aerosols is discussed in Inha-

lation, Dry Powder, page 1529–1544.
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diameter,

dmax ¼
8s

CDrV 2

� �

ð3Þ

and the critical velocity at which the droplet will
disrupt

Vcrit ¼
8s

CDrd

� �0:5

ð4Þ

The equation can also be expressed as the dimension-
less parameter called the Weber number, as

Wecrit ¼
rV 2d

s

� �

crit ¼ 8

CD
ð5Þ

which is the ratio of external aerodynamic force to
surface tension force. Using the above equations,
the maximum diameter at a particular critical velocity
can be estimated. However, it should be noted that
the estimated diameter results from only the process
of primary atomization. Secondly, atomization will
generally decrease and exaggerate the particle size dis-
tribution. Additionally, when a droplet impacts a baffle
immediately after the primary atomization, the droplet
diameter drops sharply. Baffles are used in nebulizer
systems to help control the particle size distribution
of the droplets so that generated aerosols are within
a desired particle size range, usually with mean values
that are less than 10 mm and preferably less than 5 mm,
for effective deposition in the human lungs.

Effect of Physical Properties of Formulation. The
physical properties of the formulation, such as vis-
cosity and surface tension, are important parameters
that affect the process of nebulization. Surface tension
can be considered as a consolidating influence that
attempts to minimize the production of increased sur-
face area, and the liquid viscosity exerts a stabilizing
influence by opposing any change in the shape of drop-
lets as they are produced.[12] Studies[13] have shown
that the droplet size is proportional to the liquid sur-
face tension for low-viscosity liquids, while the density
has only a small effect on the droplet size. The effect of
viscosity on the droplet size seems to be complex.
Research by Searls and Snyder[14] showed that high-
viscosity liquids not only have increased nebulization
time (decreasing the mass output), but also reduced
mean particle size. However, Hinds, Macher, and
First[15] reported little change in droplet size with vis-
cosity ranged from 17 to over 100 cP using a Laskin
aerosol generator operated at 20 psi.

An extensive study was conducted by McCallion
et al.[16] investigating the effects of different physico-
chemical properties on the performance of the jet
nebulizer. Materials with different viscosity and

surface tension were nebulized using three different
nebulizers, Pari LC (Pari-Werk GmbH, Starnberg,
Germany), Sidestream (Medic Aid, Pagham, United
Kingdom), and Cirrus (Intersurgical Complete Respi-
ratory Care, Workingham, United Kingdom). How-
ever, only data from the Pari LC nebulizer were
presented in the paper. The particle size distribution
of the aerosols was quantified using laser diffraction,
which has been shown by Clack[17] to be a robust
and reliable technique having good correlation with
in vivo deposition data. Table 1 shows the experi-
mental data for different formulations obtained using
the Pari LC jet nebulizer. The mass median diameters
were obtained using two nebulization flow rates, 6 and
8 L/min, respectively. The authors concluded that the
more viscous fluids tended to produce smaller droplets.
Within a specific range of the surface tension, of
approximately 70 dyne/cm (70.0–72.9 dyne/cm), the
mass median diameter decreased from 3.2 to 2.5mm as
the viscosity increased from 1.0 to about 6.0 centipoise.
The same was true for surface tension of approximately
20 dyne/cm: as the viscosity increased, the particle size
decreased. The effect of surface tension on particle size
distribution was not as clear. However, the authors
pointed out that a correlation between surface tension
and mass median diameter appeared to exist when the
fluid systems were analyzed separately. In glycerol and
propylene glycol solutions, surface tension was directly
proportional to droplet size, while the converse was true
for silicone fluids. A trend was reported for the other two
nebulizers tested, but no data were presented.[18,19]

Drug Concentration Effects. Because of the large
volume of air used during nebulization, there is con-
tinuous evaporative loss of any solvent, such as water.
This phenomenon has been described in several
studies.[20–23] Theoretically, the increase in drug con-
centration will continue until the solute concentration
in the reservoir reaches the limit of drug solubility, at
which point precipitation may occur. In practice, many
drugs used in nebulizers (such as bronchodilators) are
very hydrophilic, and the nebulizer solutions are for-
mulated at concentrations well below the solubility
limit,[3] so there is little issue with precipitation. How-
ever, this results in changing particle size distribution
with variable deposition patterns, and a change in
the unit dose given per unit time. Collectively, this pro-
duces variable and unpredictable deposited doses for
many drug products. The magnitude of the change in
solution concentration is difficult to quantitatively
predict and depends strongly on the formulation, neb-
ulization condition, and type of nebulizers. Niven[12]

has recently derived a mathematical equation based
upon the early work by Mercer[21] to describe the
relationship of drug concentration in the nebulizer as
a function of time. The drug concentration obtained
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by Mercer[21] was expressed as

CðtÞ ¼ C0
V0

V0 � ðW þ SÞFt

� � W=WþSð Þ
ð6Þ

where W and S are the solution output and solvent out-
put per liter of air (ml/L air) respectively as shown in
Fig. 3. V0 is the initial fill volume into the nebulizer,
and F is the nebulization flow rate. A more user-
friendly version of the equation was derived[12] and
expressed in terms of drug mass output that might be
of more practical use in predicting drug output from
a nebulizer for a range of operation conditions as
claimed by the author:

Mout ¼ M0 1 � V

V0

� � W=WþSð Þ
" #

ð7Þ

where M0 is the initial amount of drug in the solution,
and V is the solution volume at any time, t, expressed
as

V ¼ V0 �
�

W þ S
�

Ft ð8Þ

Newman et al.[24] evaluated the concentration change
using four different jet nebulizers, with a gentamicin
solution, which is used to treat patients for cystic
fibrosis. The types of nebulizers used were the
Bird micronebulizer, DeVilbiss 646, Bard Inspiron
mini-neb, and Medic-Aid Upmist. All were operated

at four different air flow rates: 6, 8, 10, and 12 L/min.
Nebulization time was defined as 30 s after the last
visible release of aerosol. The concentration of the drug
solution left in the nebulizers was then measured using
an Osmometer. The initial drug concentration was
40 mg/ml for both fill volumes. Table 2 shows the
final concentration of gentamicin solution at different
nebulization flow rates.

It was found that the ratio of final to initial drug
concentration ranged from 1.35 to 1.70 for the 2 ml fill
volume, and from 1.45 to 1.96 for the 4 ml fill volume.
The ratio did not vary significantly between the four
different nebulization flow rates, but was significantly
higher (p < 0.01) for the 4 ml fill volume than for
the 2 ml fill volume, indicating that the larger volume
allowed more time to concentrate the reservoir drug
solution. The same phenomenon was observed using
a albuterol solution, and the drug concentration
increased after the nebulization.[25] It was also found
that the concentration ratio decreased with the increase
in solution fill volume, which is different from the
results shown in Table 2. However the discrepancy
may result from the different nebulization sources,
where dry oxygen vs. an electric powered air com-
pressor were used in the experiment.[25]

Temperature Effects. It is well known that the nebuli-
zer solution cools during nebulization, because a large
amount of compressed air is used to generate aerosol
particles.[20,21] The temperature of the nebulizer

Table 1 Average mass median diameter for fluids nebulized in a Pari LC nebulizer

Mass median diameter (lm)

Fluid Viscosity (cP) Surface tension (dyne/cm) 6 L/min 8 L/min

Water 1.00 72.8 3.6 3.1

Ethanol 1.19 24.1 3.0 2.5

Glycerol 10% 1.31 72.9 3.1 2.9

Glycerol 25% 2.09 72.2 2.6 2.4

Glycerol 50% 6.03 70.0 2.5 2.0

P. Glycol 10% 1.50 62.0 1.9 1.6

P. Glycol 30% 3.00 52.0 1.6 1.5

P. Glycol 50% 6.50 45.0 1.3 1.2

S.F. 200/0.65 cs 0.49 15.9 3.3 2.9

S.F. 200/1 cs 0.82 7.4 2.4 2.0

S.F. 200/5 cs 4.60 19.7 1.6 1.3

S.F. 200/10 cs 9.40 20.1 1.7 1.7

S.F. 200/20 cs 19.00 20.6 1.7 1.5

S.F. 200/50 cs 48.00 20.8 1.2 1.1

S.F. 200/100 cs 97.00 20.9 1.4 1.4

P. Glycol ¼ propylene glycol; S.F. ¼ silicon fluid.

(Adapted from Ref.[16].)
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solution decreases several degrees (5–10�C) due to the
evaporation of solvent in the solution during the first
several minutes of nebulization until a new heat bal-
ance is established. Some cooling of the solution in
the nebulizer due to adiabatic expansion of the com-
pressed air source may be absorbed by the thermal
energy released by break-up and impact of the
liquid.[26] The magnitude of temperature change in the
nebulization solution depends on many factors, such as

heat capacity, properties of nebulizer material, ambient
conditions, and the humidity and temperature of the
compressed air. Fig. 4 shows the change in solution
temperature as a function of nebulization time.[20]

Four different types of nebulizers were used together
with different air compressors to aerosolize a sodium
chloride solution. The solutions in the nebulizers
were initially at ambient temperatures (approximately
of 23�C).

Different nebulizers had different temperature
reduction profiles, depending on the compressed air
flow rate applied during the nebulization, as pointed
out by the authors. The solution temperature falls
to a steady value, Ts, which is 5–6�C below the
ambient temperature at the nebulization flow rate of
6.3–5.0 L/min, and 11–15�C at 8 L/min air flow rate.

Drug Aerosol Delivery Efficiency and Particle Size
Distribution. Delivery efficiency of aerosolized drug
product and particle size distribution are the two most
important parameters in assessing the performance of
a nebulizer for aerosol therapy. The aerosol output
from the nebulizer depends mainly on the nebulizer
type, drug formulation, solution volume placed in the
nebulizer, and the applied air pressure (and hence the
airflow through the nebulizer). The simplest method
to calculate the output from a nebulizer is to weigh
the nebulizer before and after the nebulization, often
expressed as the solution volume output per unit time
(i.e., mg/min). However, this method of calculation is
subject to at least two possible error sources: 1)
neglecting the change in solution density when it is
used to transfer the mass output per unit time to vol-
ume output per unit time and 2) neglecting the change
in solution concentration as discussed previously.
The delivery efficiency of the nebulizer can be

Fig. 3 Schematic diagram of nebulizer output. Droplets

small enough will be carried out by air stream (route A),
and the large droplets will be either recycled to the nebulizer
reservoir (route B) or carried out by the outgoing air stream

(route B1). Some of the solvent will be evaporated (route C).
(Adapted from Ref.[12].)
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Fig. 4 Nebulizer solution temperature below ambient
(23�C) vs. nebulization time. (Adapted from Ref.[20].)

Table 2 Final drug concentration (mg/ml) in the

nebulizer reservoirs

Nebulization flow rate

Nebulizer type 6 L/min 8 L/min 10 L/min 12 L/min

Solution fill volume: 2 ml
Bird 54.4 62.0 57.2 58.4
DeVilbiss 55.6 60.4 56.0 65.6
Inspiron 58.4 65.2 68.0 68.0

Upmist 64.4 58.0 58.0 58.0

Solution fill volume: 4 ml
Bird 59.2 65.6 58.0 64.0
DeVilbiss 78.4 77.2 71.6 75.2

Inspiron 71.2 69.2 74.0 74.8
Upmist 76.8 75.6 62.8 62.8

(Adapted from Ref.[24].)

2098 Inhalation: Liquids



H
yd

ro
ge

ls
–

In
ha

la
ti

on

expressed simply as

E ¼ Mp � Md

Mp
ð9Þ

where E represents the nebulizer delivery efficiency, Mp

is the drug amount loaded into the nebulizer before
nebulization, and Md is the drug amount left in the
nebulizer after the nebulization. Nebulizers are often
operated until there is no visible aerosol or ‘‘sputter-
ing,’’ and a significant reduction in the nebulizer out-
put occurs when the solution volume in the nebulizer
reservoir becomes so low that it fails to maintain a con-
tinuous liquid supply to the nebulizer orifice. However,
these are very crude measures and provide no indi-
cation of the amount of aerosolized drug a patient
inhales.

The delivery efficiency, or the nebulizer output, can
be expressed in many different ways, as widely docu-
mented in the literature. Sometimes it is represented
as the volume output, or solution mass output. How-
ever, it is more practical to use the drug mass emitted
from the nebulizer at or near the mouthpiece to esti-
mate the nebulizer output, because the amount of aero-
solized drug mass at this point in the system is the best
measure of how much drug the patient has available to
inhale.

Nebulizer output depends mainly on three variables:
the type of the nebulizer, the operating conditions dur-
ing nebulization, and the solution to be nebulized.
Although solution density and viscosity play minor
roles in nebulizer output for the majority of aqueous
formulation, viscosity becomes an issue when aeroso-
lizing highly viscous solutions. For any given solution
and nebulizer, the operating pressure primarily deter-
mines the nebulizer output. Increasing the nebulization
pressure usually increases nebulizer output. Increasing
nebulizer output typically has a clinical benefit: it can
reduce the time required to nebulize an effective dose,
particularly for young patients who are less tolerant
of the treatment procedure. As drug mass delivered
per unit time is increased, treatment time is reduced
leading to better acceptability and improved clinical
outcome.[27] Fig. 5 correlates drug mass output as a
function of operating pressure.[28]

A Pari LC Plus jet nebulizer (Fig. 6) was used in the
study. The nebulizer was operated using a specially
designed electronic unit to regulate the compressed
air supplied to the nebulizer. The nebulizer was oper-
ated in a pulse mode, in which the time of nebulization
was set at 3 s for each aerosol generation. The drug
output was generally greater with each incremental
increase in operating pressure. These increases were
significant (p < 0.05) over a range of nebulization
operating pressures of 27–45 psi. Additional increases

in operating pressure of 45 to 60 psi did not signifi-
cantly increase aerosol drug output.

Finlay, Stapleton, and Zuberbuhler[29] recently
tested 15 different jet nebulizers available commercially
to investigate the performance of nebulizers. The drug
compound used in the study was a 2.5 ml unit dose of
Ventolin� (containing 1 mg/ml of salbutamol sulfate),
which corresponds to a 2.5 mg in nominal dose per
drug container. Table 3 shows the experimental results
for the different nebulizers.

Nebulizers fitted with a T-mouthpiece have an
unrestricted flow of ambient air passing through the
nebulizer output, supplying inhaled air flow, which
effectively increases drug output. In vented nebulizers,
the inhaled air must flow through the droplet pro-
duction region. Therefore, the breathing pattern of
the patient has an effect on the aerosol characteristics
produced by such devices. The delivery efficiency of
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Fig. 5 Emitted dose per generation from the nebulizer vs.

the nebulization pressure. (Adapted from Ref.[28].)

Fig. 6 The diagram of the Pari LC Plus jet nebulizer. (Cour-
tesy of Pari GmbH.)
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the commercial nebulizers tested ranged from 6 to 30%
of the nominal dose loaded into the nebulizers. For
conventional nebulizers, the inhaled dose is approxi-
mated by the amount of drug leaving the nebulizer div-
ided by 2, since inhalation is assumed to occupy half of
the breathing cycle.[29] However, this remains a very
crude measure of delivered or inhaled dose.

The importance of particle size distribution in deter-
mining the site of the deposition of pharmaceutical
compounds within the respiratory tract has been dis-
cussed extensively in the literature).[1–7,10,12,20,24,27,30]

For any given inhaled dose of aerosolized drug, the
particle size distribution of drug aerosol, aerosol velo-
city, the breathing pattern (inspiratory flow and vol-
ume), and lung morphology, determine the location
the aerosol is deposited in the respiratory airways. It
is generally well accepted that the particle size of
drug aerosols generated for inhalation should be
within 1–5 mm in diameter. Because of polydispersity
of the aerosol, the mass median aerodynamic diameter
(MMAD) and geometrical standard deviation (GSD)
are often used to describe the distribution of aerosol
particles. The MMAD is defined as the mass median
of the distribution of mass with respect to aerodynamic
diameter.[1] The mass median diameter (MMD) and
GSD of the salbutamol aerosol generated by 15
different nebulizers[29] are shown in Table 4, where
MMD ¼ MMAD/(density)1/2.

The size distribution of aerosols generated using
most commercial nebulizers is typically highly variable
with somewhat large mean diameters. This not only

results in poor transfer efficiency but poor and highly
variable respiratory deposition patterns between and
within patient populations.

Metered dose inhalers

Pressurized metered dose inhalers (pMDIs) have been
widely used in the treatment of asthma and COPD.
These devices are more popular than nebulizers and
dry powder inhalers. The popularity of the pMDI
has steadily increased since the 1950s due mainly to
its compact and portable size, self-contained power
source, and other rapid therapeutic effects in the use
of bronchodilators. pMDIs appear to be simple to
use, although this appearance is in fact deceptive.
Many patients are not adequately trained to correctly
use pMDIs or find it nearly impossible to effectively
coordinate their breathing with the high velocity release
of the aerosol. High ejection velocity of the aerosol at
the mouthpiece (usually near 30 m/s) is the single lar-
gest deficit of pMDIs. At these high ballistic velocities,
most of the drug aerosol impacts in the mouth or throat
and can not be readily entrained within the respiratory
flow (even when coordinated with aerosol release).
Typically, about 60–90% of the emitted drug will be
deposited in the oral-pharyngeal region. This not only
reduces the amount of drug that reaches the intended
action site, but often contributes to unwanted systemic
side effects due to oral absorption. Spacers have been
developed that help mitigate this problem. The spacers
are placed in front of the pMDIs actuator to reduce the

Table 3 Mass output of different nebulizers

Flow rate
In vitro inhaled dose

Nebulizer name Supplier (L/min) (mg) % Nominal dose Methodsa

AirLife Baxter, Valencia, CA 5.5 0.60 � 0.02 24.1 � 0.9 A

Disposible Sidestream Medic-Aid, Pagham, U.K. 6.7 0.35 � 0.01 13.8 � 0.8 B

Sidestream Medic-Aid, Pagham, U.K. 8.0 0.35 � 0.02 24.1 � 0.9 B

Ventstream Medic-Aid, Pagham, U.K. 8.0 0.59 � 0.01 23.6 � 0.5 B

LCJetþ (ProNeb) Pari, Richmond, VA 3.6 0.60 � 0.02 23.9 � 0.8 B

LCJetþ (Pulmo-Aid) Pari, Richmond, VA 4.8 0.65 � 0.02 26.0 � 0.6 B

Pulmo-Neb DeVilbiss, Somerset, PA 6.2 0.60 � 0.02 24.0 � 0.8 A

646 DeVilbiss, Somerset, PA 7.8 0.14 � 0.02 5.5 � 0.9 B

Raindrop Puritan Bennett, Lenexa, KS 6.2 0.56 � 0.02 22.3 � 0.9 A

Salter Salter Labs, Arvin, CA 6.1 0.65 � 0.02 25.9 � 0.6 B

T-Updraft Hudson RCI, Temecula, CA 6.1 0.34 � 0.02 13.8 � 0.6 A

T-Updraft II Hudson RCI, Temecula, CA 5.7 0.74 � 0.02 29.7 � 0.9 A

Up-Mist Hospitak, Lindenhurst, NY 7.5 0.48 � 0.02 19.1 � 0.9 A

1405 Avion, Burlington, Ont. 6.2 0.47 � 0.02 18.5 � 0.9 A

1807 Avion, Burlington, Ont. 6.5 0.50 � 0.02 19.8 � 0.8 A
aA is a conventional T-mouthpiece, and B is a vented nebulizer.

(Adapted from Ref.[29].)
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aerosol velocity, and reduce the number of large diam-
eter droplets before entering into the airway. However,
this occurs at the expense of delivery efficiency, further
reducing the dose of drug inhaled.

A typical pMDI consists of a drug reservoir con-
taining the drug compound suspended or solubilized
in liquefied propellant, a metering valve, and an actu-
ator that connects with the metering valve through a
stem. The propellants historically have been chloro-
fluorocarbons (CFCs) which have high vapor pressures
and are generally biologically inert. The pMDI delivers
a metered dose of active drug compound using the pro-
pellants as a power source. In the rest position, the
metering chamber is connected with the formulation
reservoir. Depressing the drug canister activates the
metering chamber and the formulation reservoir is then
closed. Simultaneously, a connection is opened between
the valve stem orifice and the metering chamber. The
formulation contained in the metering chamber quickly
escapes through the stem valve and spray orifice,

atomizing the formulation. As the liquid CFCs vapor-
ize, they generate sufficient energy to produce efficient
two-phase atomization, without the need for an exter-
nal power source.[7]

The primary factors that will influence the perform-
ance of the pMDI are the propellant used, the physical
properties of drug formulation, which partially governs
droplet formation and drug uniformity, and the device
itself.

Propellants. The propellants used in the pMDIs consist
of CFCs with different molecular formulas. The propel-
lants commonly used in inhalers to disperse the liquid
into aerosols are CFC-11 (CCl3F), CFC-12 (CCl2F2),
and CFC-114 (CClF2-CClF2).

[31,32] These three propel-
lants have been used for decades in pMDI products
because of their unique properties, which include low
toxicity, excellent physical and chemical stability, ideal
vapor pressure, and generally good compatibility with
drug compounds and surfactants. These propellants
possess an appropriate degree of solvency that solubilizes
the surfactants typically used in pMDI systems such as
oleic acid, sorbitan trioleate, and soya lecithin, yet dis-
solve low quantities of most drugs. This combination of
surfactant solubility and drug insolubility in the pMDI
formulation is essential for maintaining uniform suspen-
sions of appropriate particle size. The physical properties
of these three propellants are shown in Table 5.

The vapor pressure of the formulation in a pMDI
can be adjusted to a targeted value by mixing propel-
lants with different vapor pressures. Propellants offer
the additional advantage of having a narrow density
range that may be adjusted to balance the density of
the drug particle in suspension.[33]

Morén[32] investigated the influence of vapor pres-
sure on the characteristics of aerosols generated using
pMDIs. In these studies, nine healthy volunteers
inhaled eight doses at one-minute intervals coordi-
nated with the dose firing, and the amount of drug
deposited in the actuator, extension tube, and mouth
was determined spectrophotometrically. It was found
that an increase in vapor pressure results in higher
initial velocity of the aerosols, smaller initial aerosol
particle size, and more rapid propellant evaporation.
The amount of drug deposited in the actuator
increased at the higher vapor pressure of 502 kPa,

Table 4 Particle size distribution of different nebulizers

Particle size

distribution

Nebulizer name

Flow rate

(L/min)

MMD

(lm) GSD

AirLife 5.5 5.8 � 1.0 1.7

Disposible Sidestream 6.7 4.2 � 0.2 1.5

Sidestream 8.0 4.3 � 0.4 1.5

Ventstream 8.0 4.7 � 0.4 1.5

LCJet þ (ProNeb) 3.6 6.2 � 0.4 1.7

LCJet þ (Pulmo-Aid) 4.8 6.2 � 0.3 1.7

Pulmo-Neb 6.2 5.6 � 0.2 1.6

646 7.8 6.8 � 0.6 1.7

Raindrop 6.2 5.0 � 0.4 1.6

Salter 6.1 6.1 � 0.9 1.7

T-Updraft 6.1 5.3 � 0.5 1.7

T-Updraft II 5.7 5.9 � 0.3 1.7

Up-Mist 7.5 4.5 � 0.7 1.6

1405 6.2 5.0 � 0.6 1.6

1807 6.5 6.1 � 0.5 1.6

(Adapted from Ref.[29].)

Table 5 Physical properties of CFCs propellants commonly used in pMDIs

Propellants Molecular weight

Density

(g/cm3) at 21�C
Vapor pressure

(psig) at 20�C
Boiling point

(�C) at 1 atm

Atmospheric

life (years)

CFC-11 137.4 1.49 �1.8 23.8 75

CFC-12 120.9 1.33 67.6 �29.8 111

CFC-114 170.9 1.47 11.9 3.6 200–300
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which was likely due to the high velocity of the aerosol
exiting the spray nozzle and a wide spray angle.

Aerosol Formation. Aerosol formation from pMDIs
is a complex process influenced not only by the propel-
lant as discussed above, but also by properties of the
formulation and device design (e.g., valve volume
and orifice size). After aerosol droplets form at the exit
of the spray nozzle, an aerosol plume begins to expand,
and large particles travel along the axis of the actuator.
Fig. 7 shows photographs of aerosol formation using a
commercially available pMDI.

Most large droplets fall out from the aerosol cloud,
and those droplets are deposited in the mouthpiece or
in the oral-pharyngeal region of the respiratory air-
ways when the inhaler is used by a patient. When
spaces are used, many large particles are collected
within the spacers. The remaining aerosol cloud con-
tinues to evaporate, and the velocity of the aerosol
reduces dramatically from about 35 m/s at 5 cm from
the spray orifice to about 10 m/s at 20 cm.[34] During
aerosolization, surfactant molecules, used as dispersing
agents and valve lubricants, will influence the evapor-
ation rate of the propellants.[33] The dimension and
shape of the aerosol cloud significantly influence the
transport efficiency of aerosol to the respiratory tract.

Physical Stability of Drug Suspension. The physical
stability of the non-polar drug suspensions formulated
in pMDIs again depends on many parameters, such as
propellant type, chemical properties of the drug com-
pounds, and the surfactants used in the formulation.
A suspension is a liquid system in which insoluble solid
particles are dispersed in a liquid medium. Suspensions
can be divided into colloidal suspensions, in which the

solid particles are less than 1 mm, and coarse suspen-
sions, where particles are larger than 1mm.[35] The
physical stability of a suspension can also be classified
according to whether the formulation is flocculated or
deflocculated. In a deflocculated system, the solid drug
particles settle down slowly and form irreversible
aggregates. As a result the particles form a distinct
cake on the bottom of a container. The deflocculated
system is impossible to redisperse by simple shaking,
and the suspension is unlikely to be of use after caking.
Therefore, it is necessary to develop the flocculated
formulation systems for pMDIs. In flocculated sys-
tems, the particles form large aggregates, so that the
solid particles can be resuspended upon shaking. The
formulation of a flocculated system requires reducing
or neutralizing the zeta potential around the drug com-
pound. This means that repelling forces between the
particles are neutralized and the particles can then
interact with each other to form large aggregates which
rapidly settle but, can be easily redispersed.[36] In for-
mulating a suspension for pMDI use, the drug particles
are usually less dense compared with the suspension
media. Therefore, in an unshaken inhaler the drug
gradually separates as a layer, which floats on the
propellant and surfactant mixture, and is resuspended
immediately after shaking. The solubility of the drug
compound in the propellant also plays an important
role in the physical stability of the pMDI formulation.
An extremely low solubility of drug compound is
required in the non-polar system. Therefore, pMDI
formulations usually require a polar salt to be incor-
porated, because significant drug solubility in the
propellant can lead to crystal growth, often associated
with the caking of the suspension and a reduced
amount of fine particles.[37]

Fig. 7 Formation of the aerosol plume as a function of time. Each frame has a time interval of 30 mins.
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Sedimentation ratio is often used to assess suspen-
sion stability. Byron[37] reported the sedimentation
ratios for a 1% sodium fluoresein suspension formu-
lation with different amounts of surfactant (sorbitan
trioleate) after standing for 20 days at room tempera-
ture. The suspension formulation with the lowest
sedimentation ratio had thebest-flocculated system.
However, all formulations were easily redispersible:
one complete revolution of the container was sufficient
to produce a homogeneous dispersion. There was no
clear difference in the times taken to reach apparent
sedimentation equilibrium. Physical stability of the
formulation was determined according to:

� Whether the drug material was adequately deaggre-
gated during manufacture,

� Whether redispersibility was easy and allowed
doses to be metered reproducibly,

� Surfactant concentration-drug combination gave
the greatest respirable fraction of the aerosols.[37]

Determination of Dose and Particle Size Distribu-
tion. The amount of drug reproducibly delivered
from pMDIs per actuation is one of the most fre-
quently reported performance parameters of these pro-
ducts. Several experimental configurations are used to
characterize the pMDI’s emitted dose. One of the most
commonly used experimental protocols is described in
the Official Compendia of Standards published by U.S.
Pharmacopeia.[38] The pMDI device is fitted with a
sampling tube at one end, and a vacuum pump is con-
nected with a filter holder at the other end. A continu-
ous airflow is drawn through the sampling tube to
avoid the loss of the drug material into the atmosphere.
The active compound delivered from the pMDI is
recovered from the filter and the sampling tube to
determine the mass output from the device. There are
no universal definitions for different terminologies used
to express dosages provided by pMDIs, and the label-
ing requirements for pMDIs differ among nations.[37]

In the United States, the emitted dose (label claim) is

defined as the amount of drug leaving the device,
excluding the drug mass left in the actuator and valve
stem of the device. However, in other nations, the
metered dose is often used, which includes the amount
left in the actuator but not that retained in the valve
stem.[37] Descriptions of the emitted dose often use
different terms, which are often used for different
purposes.[39,40] Because of the lack of consistency in
the terminology used in the literatures and by regulat-
ory agencies, it is often difficult to compare the experi-
mental results between different research groups,
devices, and experimental methods and procedures.
Therefore, it would be beneficial to harmonize the
terminology commonly used to describe drug doses
from different parts of the pMDIs, and efforts are
currently underway to standardize the way delivered
dose and device performance are measured and
reported. Table 6 shows the definitions for the various
doses frequently used in the literatures.

However, even with a clear understanding of the
dose delivered by a pMDI, there is no direct or consis-
tent correlation to the amount of drug delivered to the
patient’s lungs. A typical drug distribution within
patients and from devices is shown in Table 7.[41] The
table is based on an experiment conducted on healthy
volunteers with an average FEV1 at 105% of predicted
(range 92–119%). A terbutaline formulation was
labeled with 99mTc and administrated to patients using
a pMDI. The average inspiratory flow rate was
33.8 L/min, (SD ¼ 6.7), and the total inspired volume
averaged 2.86 L (SD ¼ 0.87), with an average of
(SD ¼ 0.7) 9.1s breath-hold. The inter-subject vari-
ability in the patients’ breathing patterns was relatively
small, contributable to on-line monitoring of breathing
patterns using a spirometer.

The amount of drug deposited in the lungs
expressed as percentage of emitted dose (including drug
left on actuator) was about 16.7% (SD ¼ 9.6), and
the percentage of emitted dose deposited in the oral-
pharynx was 68.3% (SD ¼ 10.2). The percentage of
emitted dose deposited in the actuator was 13.4%

Table 6 Definition of various doses

Terminology Description

Nominal dose (metered dose) The dose represents the actual amount of the drug loaded into the pMDI device.

It can be calculated using drug concentration times the metering valve volume

Emitted dose (ex-valve dose) The amount of drug emitted from the device, including the drug deposited on the
actuator and inhaled dose

Inhaled dose (label claim) The amount of drug emitted from the device, not including the drug left on the
actuator. This amount of drug is available for inhalation by patient

Fine particle dose The amount of drug with particle diameter less than 5.0 mm, which is a portion

of the inhaled dose

Deposited dose The amount of drug deposited in the respiratory airways, which can further be
divided into the drug amount in the oropharyngeal region and lungs
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(SD ¼ 2.1). The intersubject variability for the per-
centage of emitted dose found in the actuator and
oral-pharynx was 15.3 and 14.9%, and the variability
for the total lung deposition was 57.7%. These large
variations in the total lung deposition are typical of
clinical results when inhaled drugs are given using
pMDIs.

The particle size distribution of drug aerosol gener-
ated from the pMDI is another important performance
parameter of the drug delivery device, which depends
on the combination of the propellants and surfactants,
the original size of the drug particle, and the design of
the device (metering valve, orifice, actuator). The initial
atomization process and subsequent spray evaporation
govern the amount of drug aerosol deposited both in
the oral-pharyngeal and pulmonary regions. Aerosol
particles ejected from the pMDI experience constant
changes in size due mainly to the drug formulation.
Fig. 8 shows the change in particle size as a function
of the distance from the actuator orifice. The experi-
ment was conducted using a pMDI obtained commer-
cially, and a laser diffraction instrument (Malvern,

Mastersizer X) was used to determine the size of drug
aerosol. The device was mounted on a platform, and
the distances between the actuator and the center of
the laser beam were chosen to be about 5, 10, 15, 20,
and 25 cm. The pMDI was operated according to the
instructions given by the manufacturer, and five mea-
surements were repeated for each chosen distance.

The size of the drug particle was about 8 mm at 5 cm
between the actuator orifice, and gradually decreased
to about 2.5 mm at 35 cm from the actuator orifice
due to the evaporational shrinkage. The particle diam-
eter was about 6.5 mm at a distance of 10 cm, which was
about the distance to the oral-pharyngeal region from
the actuator orifice. The amount of drug deposited in
the oral-pharyngeal region is mainly due to the inertial
impaction; therefore it depends more on particle size
than on particle velocity. The inertial impaction is pro-
portional to the square of the particle diameter, and is
linearly proportional to the particle velocity. The
decreases in particle diameter followed exponentially
with the distance from the actuator orifice. The expo-
nential decrease rate of particle diameter differs with
different drug formulations (vapor pressure, non-
volatile concentration, etc.).

High Frequency Oscillating Devices

Ultrasonic nebulizer

Ultrasonic nebulizers utilize high frequency sonic
energy to convert liquid drug formulations into aerosol
clouds. Although these devices have been used in clini-
cal settings since the 1960s, they are not as widely used
as the jet nebulizer and pMDIs. Ultrasonic nebulizers
typically have higher drug mass output and signifi-
cantly larger particle size distributions at the point
of aerosolization compared with jet nebulizers.[42]

Table 7 Deposition of radioactive drug after inhaling via pMDI

Regional lung

Subject Actuator Throat Total lung Central Intermediate Peripheral P/C ratio Exhaled

1 15.5 76.3 7.1 1.7 2.4 3.1 1.87 1.1

2 10.4 81.8 6.1 1.2 1.9 3.0 2.54 1.6

3 15.6 66.2 12.5 2.9 4.3 5.4 1.86 5.8

4 12.8 75.6 10.9 3.2 3.9 3.8 1.2 0.8

5 11.7 66.3 21.8 6.5 7.1 8.2 1.27 0.2

6 11.8 57.6 30.0 7.8 9.3 12.9 1.65 0.6

7 13.1 71.7 15.0 4.1 5.5 5.4 1.31 0.3

8 16.0 51.0 30.0 6.3 11.2 12.6 2.00 3.0

Mean 13.4 68.3 16.7 4.2 5.7 6.8 1.71 1.7

SD 2.1 10.2 9.6 2.4 3.3 4.0 0.45 1.9

(Adapted from Ref.[41].)
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Fig. 8 The change in particle size vs. the distance from the
actuator orifice.
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Advantages and disadvantages of the ultrasonic nebu-
lizer for the delivery of pharmaceutical compounds to
the human respiratory airways are listed in Table 8.
The output of drug compound leaving the ultrasonic
nebulizer is at a relatively slow velocity compared with
the jet nebulizer. Therefore, less patient coordination is
required during treatment.

The reservoir temperature in the ultrasonic nebuli-
zer increases rapidly during operation. In the study
by Phipps, Paul, and Gonda[20] the solution in the
nebulizer increased from room temperature (�23�C)
to greater than 30�C after about 5 min of operation,
and exceeded 40�C after 30 min of nebulization. This
significant temperature increase may cause some phar-
maceutical compounds to be degraded during aerosoli-
zation.[43] Changes in drug potency due to delivery by
ultrasonic nebulizer have been reported in the litera-
ture, with degradation more profound for protein
and peptide therapeutics compared to more stable
small molecules.

Mechanism of Aerosol Generation. Ultrasonic nebuli-
zers generate aerosols using a piezoelectric transducer
that vibrates when subjected to high-frequency electric
energy. When liquid is fed continuously through or
over the vibrating surface, a wave pattern is formed
as the liquid spreads over the liquid surface. Liquid
droplets are formed when the amplitude of the vibrat-
ing surface increases to the point at which the capillary
wave becomes unstable and collapses.[44] An empirical
equation to calculate the droplet diameter (D) pro-
duced from an ultrasonic nebulizer was described by
Lang.[44] The diameter is approximately proportional
to the capillary wave length (l), density (r) and surface
tension (s) of the liquid, and the excitation frequency (F).

D ¼ 0:34l ¼ 0:996
s

rF2
ð10Þ

As with jet nebulizers and pMDIs, the formulation
characteristics include liquid density, surface tension,
viscosity, and vapor pressure. Many of these that
effect nebulizer performance of formulation properties
are described in the above equation. The configuration

of the device, such as the location of the baffles,
mechanisms in the transport of the liquid formulation
to the piezoelectric transducer, and the size of medi-
cation chamber, also affect the performance. The units
frequency and amplitude of vibration, control the mass
output and the particle size distribution permitting
some adjustment in aerosol characteristics.

Performance Characteristics. Greenspan[42] summar-
ized the performance of commonly used ultrasonic
nebulizers. The excitation frequency ranged from 1.3
to about 2.6 MHz, and the MMAD of the produced
aerosols was approximately 1–7 mm. Several ultrasonic
nebulizers generated relatively large aerosol particles,
which were usually associated with low excitation fre-
quency. Hager, Gober, and Löhr[45] characterized the
performance of two ultrasonic nebulizers using a pen-
tamidine solution, which is used to treat Pneumocystis
carinii pneumonia associated with acquired immuno-
deficiency syndrome (AIDs). The ultrasonic nebulizers
used in the study were Fiso Neb (model FZV 40
BAMKI, Fisons) and Porta-Sonic (model 8500GB,
Devilbiss). It was found that the mass output for FISO
Neb at airflow rate of 6 L/min were 201.4 and 36.7 mg
for drug concentrations of 50 and 10 mg/mL, respect-
ively. Corresponding outputs decreased to 85.2 and
23.6 mg for Porta-Sonic nebulizer. However the
MMD of aerosol generated from the Fiso Neb was
5.8–6.93 mm, and 1.96–3.04 mm for Porta-Sonic nebuli-
zer. The higher mass output from the Fiso Neb com-
pared to the Porta-Neb was due to the presence of
larger aerosol particles produced by the Fiso Neb
nebulizer. However, these larger droplets are typically
non-respirable, if they are transported at all to the
patient inhalation port. Therefore, the overall dose
efficiency of ultrasonic nebulizers tend to be poorer
than jet nebulizers.

ADVANCED DRUG DELIVERY
TECHNOLOGIES

Using the various drug delivery devices, such as
pMDIs, nebulizers, and DPIs, discussed in the first half

Table 8 Characteristics of ultrasonic nebulizer

Advantages Disadvantages

Little patient coordination Large particle size and less efficient

Aerosol exited with low velocity Microbiological contamination risk

Small dead volume and quite operation Possibility of degrading drug compound

High dose output and fast drug delivery Poor portability and is expensive

No propellants requirements Requirement of electric power supplier
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of this article, has had an enormous impact on patient
quality of life, as inhaled drugs play an important role
in the management of airway diseases. However, past
successes in topical delivery of drugs to the lung owe
more to the therapeutic properties of the drugs used
than to the delivery device itself.[30] Currently used
delivery devices tend to be inefficient, with small
amounts of drug delivered to the site of action, with a
large portion of the drug compound lost in the device
or deposited orally, often causing unwanted side effects.

The shortcomings described for the current devices
limit their ability to meet the demands created by
advancements in more potent small molecules and
biotechnology therapies. More and more new drugs
are potential inhalation candidate therapies to treat
various diseases, including non-airway diseases such
as diabetes. There is an urgent need for more advanced
drug delivery technology, which can deliver the drug
more precisely to the targeted area for action, with
better efficiency and improved reproducibility. Over
the last 10 years, many innovations have occurred in
the field of inhalation drug delivery with advances in
aerosol technology and electronics, spurred by the
demand created by new drug compounds. Most of
the technologies have tried to tackle problems such
as reducing the ballistic velocity of aerosol released
from pMDIs by breath activated functions and devel-
oping new propellants with lower ejection pressures.
Focus has shifted to defining and developing a more
‘‘ideal’’ inhaler to administering various pharmaceuti-
cal compounds for different diseases. The following
describes many of the features these new pulmonary
drug delivery devices are designed to include.[30]

� Aerosol generation independent of the patient’s
inhalation.

� Duration of aerosol dose generation should occupy
a substantial part of a slow inhalation cycle. A gen-
eration time of greater than 1 s will permit the
patient to better coordinate aerosol delivery effec-
tively during inhalation.

� The aerosol cloud should consist largely of particles
of less than 5 mm in size. Fine aerosols are necessary
for delivery to the lung periphery if this is the site of
action or if systemic delivery is the objective. The
ability to vary and then control the mean particle
size distribution of the aerosol would be an added
advantage for targeting deposition within different
regions of the respiratory tract.

� The velocity of the aerosol should be minimal to
reduce oral-pharyngeal deposition and provide
maximum delivery to the lungs.

� The inhaler should be simple to use, require little
patient coordination and preferably should be
breath-actuate.

� The inhaler should have dimensions similar to those
of the pMDIs, fitting the pocket or the handbag
and permitting discrete use.

� The inhaler should contain a large number of doses
(>50 doses).

� A dose counter should be included.
� The device should be easy to manufacture and

reasonably priced.
� The device should generate uniform doses through-

out its life, be resistant to microbial and other con-
tamination, and have a suitable shelf life.

� Propellants should be avoided, or designed for low
environmental impact.

Pressure Driven Devices

New generation pressurized metered
dose inhaler

Asthma affects an estimated 100 million people world-
wide, including over 15 million in the United States,[45]

and while the pMDI has many disadvantages, it still is
the most prescribed drug product for the treatment of
asthma. The long-term dominance of pMDIs in inha-
lation drug delivery is mainly due to its convenience.
However, it is extremely difficult to use effectively.
Everard[46] pointed out that the pharmaceutical indus-
try elected to perpetuate the failings of the pMDI and
develop replacements for CFCs, rather than develop
novel devices to meet current demands. Extensive
resources have been invested to preserve the pMDI
when the industry was challenged with phasing out
CFC propellants, and to reduce the oral-pharyngeal
deposition by methods such as using attached spacers
and breath-actuated devices.

pMDIs with New Propellants. Since 1974, the CFCs
have been believed to contribute to erosion of the
earth’s stratospheric ozone. Coyne[47] summarizes the
history and progress of the Montreal Protocol negotia-
tions and formation in great detail, and introduces the
objectives and history of the Pharmaceutical Aerosol
CFC Coalition (PACC) in the United States and the
International Pharmaceutical Aerosol Consortium
(IPAC) in Europe. The objectives of the organizations
are to find replacements for CFC propellants that can
be used in pMDIs.

Reformulation of drugs used in pMDIs to
avoid CFC propellants presented numerous obstacles,
because no approved alternative pharmaceutical
propellants were available.[48] Replacement of the
propellants used in pMDIs requires changes in many
fundamental aspects of formulation, device design,
device components, and manufacturing. Several classes
of propellants have been considered as alternatives for
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use in pMDIs, but each has its disadvantages, as shown
below, in a listing based on Leach.[49]

Alternative propellant Disadvantage(s)

Dimethylether Flammable

Hydrocarbons Flammable, high
volatile organic compound

content

Hydrochlorofluorocarbons Some ozone depleting
potential

Compressed gases
(e.g., carbon

dioxide and nitrogen)

Inconsistent pressure
throughout the

product life

So far, two alternative propellants, tetrafluoro-
ethane (HFA-134a, CF3CH2F) and heptafluoropropane
(HFA-227, CF3CHFCF3), have been successfully tested
and developed as propellants in pMDIs. The physical
properties of these two propellants are compared with
those of CFCs in Table 9.

There are many similarities between pMDIs formu-
lated with CFCs and HFAs, such as the operating
principles and basic components. However, due to dif-
ferences in the physical properties such as vapor pres-
sure, density, and solvency characteristics, the pMDIs
powered with HFA propellants encounter complex
formulation challenges and the need for new hardware
designs. The surfactants commonly used in the CFC-
based pMDIs are oleic acid, sorbitan trioleate, and
soya lecithin, which not only help to stabilize the for-
mulation, but also help lubricate the metering valve
system. These surfactants exhibit lower solubility when
formulated with HFAs compared to CFCs. Therefore,
sometimes a cosolvent will be added to the HFA for-
mulation. New surfactants may need to be identified
for drug formulations when using HFAs as propel-
lants. However, with each change in product formu-
lation, extensive testing is required before the product
is approved for general clinical use.

Therefore, the phasing out of CFCs in pMDIs has
provided an opportunity to improve the performance
of the pMDIs and address the shortcomings of pMDI
technology. Keller[50] compared the performance of three

different active compounds, beclomethasone dipropio-
nate (BDP), budesonide, and di-sodium-cromo-glycate
(DSCG), formulated with both CFC and HFA pro-
pellants. The HFA formulations were compared with
three types of commercial devices, Becotide 100�,
Pulmicort�, and Intal�. The amount of drug
deposited on the mouthpiece and USP throat was
measured, and particle size distribution and fine par-
ticle dose were also determined accordingly. Table 10
compares the performance of the pMDIs using for-
mulations with CFCs and HFAs propellants.

For the BDP formulation, the fine particle dose
increased from 27 to about 61 mg and the drug lost in
the mouthpiece and USP throat was reduced from
17 mg and 55 mg to about 8 mg and 22 mg respectively,
when using the non-CFC formulation. The increase
in the fine particle dose resulted from the reduction
in the MMAD, which changed from 3.1 to about
1.4 mm. The particle size distribution of a suspension
formulation is expected to be controlled mainly by
the drug powder particles used in the formulation.
For a solution formulation, particle size distribution
is dictated by other factors such as formulation and
device configurations. The fine particle dose was also
increased for the budesonide formulation associated
with a decrease in the amount of drug deposited in
the USP throat, and the particle size distribution of
budesonide delivered from both pMDIs changed
slightly since both formulations were suspensions.
Similar results were achieved for the DSCG compared
with the Intal pMDI, except that the increase in fine
particle dose was likely due to the decrease in the drug
amount deposited in the mouthpiece.

These performance changes typically reduce the
drug deposition in the oral-pharyngeal region, provid-
ing an added advantage of producing fewer steroid side
effects such as candida infection and hoarseness of the
throat.[49]

pMDIs with Breath Activated Function. The firing of
the pMDI and inhalation by the patient have to be
coordinated or ‘‘synchronized,’’ because the drug
aerosol is produced by the pMDI for a very short time
only, in the order of milliseconds. This presents a

Table 9 Physical properties of propellants (CFCs and HFAs)

Propellants

Density (g/cm3)

at 21�C
Vapor pressure

(psig) at 20�C
Boiling point

(�C) at 1 atm

CFC-11 1.49 �1.8 23.8

CFC-12 1.33 67.6 �29.8

CFC-114 1.47 11.9 3.6

HFA-134a (replace CFC-12) 1.21 81 �27

HFA-227 (replace CFC-12, CFC-114) 1.41 43 �17
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challenge for patients to inhale and capture the aerosol
as it is generated. It has been estimated that more than
half of the patients (47–89%) receive little benefit from
their pMDIs because of failure to coordinate the firing
of the pMDIs and inhalation.[51,52] A breath-activated
pMDI (Autohaler, 3 M Riker) has been developed to
minimize the need for the actuation-inhalation coordi-
nation. This device is intended to reduce the perform-
ance variability of the pMDIs caused by differences
in use techniques. The Autohaler is triggered by the
patient’s inhalation flow rate. To use the Autohaler,
the patient turns a level on the top of the device that
engages a spring mechanism to load the canister
against a vane mechanism that is used between the can-
ister and the actuator. When the patient’s inspiratory
flow rate exceeds 30 L/min, the vane moves and allows
the canister to be pressed into the actuator to deliver
the drug.

Newman[53] conducted a clinical study to compare
the performance of conventional pMDIs with the
Autohaler using a scintigraphic technique to measure
the drug deposition in the different sites of interest.
The patients who participated in the study were div-
ided into two groups classified as good coordinators
and poor coordinators. Initially, patients used their
own inhalers as baseline deposition values. The deposi-
tions were then measured after those patients were
instructed about the proper inhalation technique
when using their own inhaler and after using the Auto-
haler. Table 11 shows the percentage of the aerosol
dose located at various locations after inhalation by
good coordinators (n ¼ 10) and by poor coordinators
(n ¼ 8).

For the good coordinators, the deposition patterns
were very similar for the patients using their own
pMDIs and Autohaler, in which about 18% of the
aerosol dose was deposited in the lungs and about
60% of the dose was deposited in the oral-pharyngeal
region. There was a trend toward less deposition
in the lungs after the patients had been taught the
proper pMDI technique. It was possible that the

patients had different abilities to familiarize themselves
with the new technique as instructed during the study.
There was a clear improvement in the lung deposition for
the poor coordinators after they were given instruction
or when they used the Autohaler, in which over 20% of
the aerosol dose was deposited in the lungs. The
increased lung deposition contributed to the improve-
ment in the pulmonary function parameter, in which
the FEV1 increased significantly from the baseline.

New Pressure Driven Devices

RespimatTM

The agreement to eliminate the use of CFCs in pMDIs
for respiratory medication has stimulated interest in
the development of propellant-free inhaled drug deliv-
ery technology. The Respimat developed by Boehrin-
ger Ingelheim (Ingelheim am Rhein, Germany) is one
of the technologies under development.[54–58] The
device consists of a Uniblock, spring, drug cartridge
with a capillary tube, and a non-return valve. The
Uniblock is the major component of the device, which
contains two nozzles positioned at opposing angles.
The spring is the power source. Turning the lower part
of the device, the rotation movement is transferred to a
liner movement, which simultaneously tightens the
spring and pushes the capillary tube with the non-
return valve to the lower position. During this move-
ment, about 13.5 ml of drug solution is drawn through
the capillary to a pump chamber. When the patients
press the release button, the mechanical force stored
in the spring pushes the capillary tube and non-return
valve to the upper position, driving the metered
volume of drug solution through the two jet nozzles
in the Uniblock, which generates two jets of liquid.
The two jets are directed toward each other at a care-
fully controlled angle, and aerosol is generated by the
impaction of the two jets.

Newman[55] examined the deposition profiles in
patients of several developmental Respimat prototypes
using gamma scintigraphic techniques. In these studies,
the deposition of the bronchodilator fenoterol and the
corticosteroid flunisolide were examined. Fenoterol in
the Respimat was formulated in an aqueous medium,
and flunisolide was formulated in 96% ethanol. The
experimental data from these studies are shown in
Table 12.

The performance of the Respimat was clearly
improved for the final prototype compared with Proto-
type III. Drug deposition in the lungs increased from
approximately 31% to 39% for the fenoterol, and from
about 40% to 45% for the drug compound of fluniso-
lide respectively. At the same time, the oral-pharyngeal
deposition decreased from approximately 54% to 37%

Table 11 Percentage deposition at different sites

Deposition site Own MDI Taught MDI Autohaler

Good coordinators
Lungs 18.6 (2.9) 12.8 (1.8) 17.5 (2.8)
Oropharynx 64.4 (3.8) 71.1 (2.5) 61.2 (4.5)
Actuator 16.1 (2.0) 15.8 (1.2) 21.0 (2.8)

Exhaled 0.7 (0.4) 0.3 (0.1) 0.3 (0.1)

Poor coordinators
Lungs 7.2 (3.4) 22.8 (2.5) 20.8 (1.7)
Oropharynx 67.7 (4.7) 59.3 (2.3) 60.7 (2.2)

Actuator 23.5 (3.8) 17.6 (0.9) 18.2 (1.3)
Exhaled 1.7 (0.9) 0.3 (0.1) 0.2 (0.1)

(Adapted from Ref.[53].)
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for the fenoterol, and from 40% to about 16% for the
flunisolide. Comparing the deposition data for the
aqueous and ethanolic formulations, it can be seen that
the ethanolic formulation had better performance,
which may be due to the different particle size distri-
bution for the formulations. The MMADs of the aero-
sols used in the Respimat were 2.0 � 0.4 mm for the
aqueous formulation and 1.0 � 0.3 mm for the ethano-
lic formulation.[53] The overall deposition efficiency of
this device was apperently two to three times better
than typically seen with pMDIs.

AeroEclipseTM

The AeroEclipse (Monaghan/Trudell International)
shown in Fig. 9, is a nebulizer powered by compressed
air, which can be operated in both continuous nebuli-
zation and breath-actuated modes. The nebulizer was
characterized, in vitro, using different breathing pat-
terns, with either continuous nebulization or breath-
actuated nebulization.[59] A piston pump was used to

mimic a range of breathing patterns in pediatric
patients.

Table 13 shows the experimental data. The average
drug mass for the three breathing patterns were
11.1 � 0.74% (P1), 22.9 � 2.74% (P2), and
36.3 � 1.22% (P3). The average mass median aero-
dynamic diameter was 3.55 � 0.07 mm with the
geometric standard deviation of 2.55. The test was also
conducted to compare the device performance with
other small-volume nebulizers,[60] and found to be
more efficient in the delivery rate (mass out per minute)
than that of other SVNs.

AERxTM

The AERx, developed by Aradigm (Hayward, CA), is
a metered dose liquid inhaler designed to deliver vari-
ous pharmaceutical compounds to the peripheral
lungs. The system, as shown in Fig. 10, consists of a
unit dose disposable container equipped with a nozzle
array, a piston assembly, and electronics associated
with breath actuation and compliance monitoring
functions.[61]

The unit dose package contains the unit dose reser-
voir and an array of laser drilled nozzles, and the res-
ervoir and nozzle array are connected with a heat seal
that allows the formulation to flow from the reservoir
to the nozzle after the seal is ruptured. The piston
assembly consists of a motor, a piston, and a cam,
which compresses the unit dose packet to extrude the
drug under pressure through the nozzle array to pro-
duce aerosols suitable for inhalation. The AERx also
has internal electronic monitoring, which measures
the patient’s inspiratory flow rate as a function of time
of inspiration and triggers the dispensing of the dose at
a predetermined inspiratory flow rate and time for

Fig. 9 The schematic diagram of the AeroEclipse nebulizer.

(Courtesy of Monaghan/Trudell International.)

Table 12 Average deposition data using the Respimat (% of the emitted dose)

Device Formulation Lung deposition Oropharynx deposition References

Prototype III Fenoterol (100 mg, aqueous) 31.1 53.7 [55]

Prototype III Flunisolide (250 mg, ethanolic) 39.7 39.9 [56]

Final Prototype Fenoterol (100 mg, aqueous) 39.2 37.1 [57]

Final prototype Flunisolide (250mg, ethanolic) 44.6 26.2 [57]

(Adapted from Ref.[55].)

Table 13 Breathing patterns

Pattern

Tidal

volume (ml)

Breathing

frequency (1/min) Nebulization

P1 50 40 Continuous

P2 200 25 Continuous

P3 440 19 Breath-activated

(Adapted from Ref.[60].)
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optimal delivery. The dosage administered is also
logged, thereby providing a record of treatments and
an indication of patient compliance with therapy.[62]

The performance of the AERx has been character-
ized both in vitro and in vivo.[63–67] Schuster et al.[61]

reported in vitro experimental data of emitted dose
as a function of inhalation flow rates from 20 to
100 L/min, and Table 14 shows the emitted dose
expressed as the percentage of loaded dose at different
inhalation flow rates. The emitted dose was consistent
at inhalation flow rates ranging from 30 to 70 L/min,
which averaged approximately 60–70% of the loaded
dose emitted from the device. The percentage of loaded
dose emitted from the device was about 51% at the
inhalation flow rate of 20L/min. When the device
was used at this low flow rate, the aerosol was not
efficiently entrained into the air, which was confirmed
by a large fraction of the drug compound recovered
from the air channel opposite the nozzle.[61] The emitted
dose was also decreased with the increase in the inha-
lation flow rate, which may have been due to increase
in turbulent deposition as explained by the authors.

A study was also conducted both in vitro and in
vivo to compare the performance of the AERx with
a pMDI device that was operated with a SmartMistTM

system for in vivo study using the scintigraphic tech-
nique.[64] Table 15 shows the in vitro experimental data
for both the AERx and the pMDI devices.

The in vitro data showed that the fine particle frac-
tion for the AERx was approximately 91% of emitted
dose compared with 71% for the pMDI at the compa-
rable emitted dose. The mass median aerodynamic
diameter was 2.6 mm for the AERx and 1.2 mm for
the pMDI, with a slightly larger GSD. An experiment
was conducted to compare the in vivo performance of
both devices using scintigraphy.[64] The average deposi-
tions (expressed as the percentage of loaded dose for
the AERx and percentage of ex-valve dose for the
pMDI) in the oral-pharynx and stomach were 6.9%
with a relative standard deviation (RSD) of 47% for
the AERx and 42% with a RSD of 16% for the pMDI
respectively. The average depositions in the lungs were
53.3% (RSD ¼ 10.9%) and 21.7 (RSD ¼ 30.9%) for
the AERx and the pMDI, respectively. The experi-
mental data also showed that uniform drug distri-
bution in the lungs was achieved while using the
AERx (c/p ¼ 1.15) as compared with that of the
pMDI (c/p ¼ 1.66), where the c/p ratio is defined
as the ratio of drug deposition in the central region
to that of peripheral region.

HaloLiteTM

HaloLite, shown in Fig. 11, is a hand-held drug deliv-
ery system developed by Medic-Aid (Bognor Regis,
United Kingdom). The device, which uses compressed
air, consists of a medication chamber, a control unit,
and an aerosol generation assembly that is operated
by a portable, dedicated compressor. The aerosol is
generated based upon conventional nebulization prin-
ciples. The control unit allows the patient to select a

Fig. 10 The metered dose liquid inhaler as shown in
Aradigm Corporation’s website (www.aradigm.com).

Table 15 In vitro performance of solution MDI and

AERx system

Solution MDI

(n ¼ 4)

AERx system

(n ¼ 4)

Mean SD Mean SD

Emitted dose (%)a 63.2 8.2 60.8 7.1

FPF (%)b 71.0 5.6 90.6 1.6

MMAD (mm) 1.2 0.1 2.6 0.1

GSD 1.8 <0.1 1.5 0.3
aPercentage of radioactivity contained in the AERx dosage form or

ex-valve dose for the MDI.
bFPF ¼ Amount of aerosolized radioactivity in droplets with less

than 5.7mm.

(Adapted from Ref.[63].)

Table 14 Emitted dose (% of loaded dose) vs. inhalation
flow rate (n ¼ 5)

Flow rate (L/min)

Emitted dose

(% loaded dose)

20 50.6 � 2.0

30 68.6 � 3.0

45 72.3 � 2.5

60 70.9 � 1.5

70 68.5 � 1.3

85 66.1 � 5.1

100 61.5 � 1.9

(Adapted from Ref.[61].)
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budenoside nebulizing suspension, salbutamol, or ter-
butaline, since the device is calibrated to deliver preset
doses of 50 mg of budenoside, 200 mg of salbutamol, or
500 mg of terbutaline from commercially available pre-
mixed solution formulations of each drug.[68] The
device has the capability to analyze the patient’s
breathing pattern (flow rate, frequency, etc.) to deter-
mine a) the aerosol pulse time for each inhalation; b)
whether the patient is inhaling or exhaling; c) the start
of inhalation; and d) trigger the aerosolization process.

In vitro experimental data show that the fine par-
ticle fraction (<5.0 mm) ranged from 70% to 80% of
the device output, and the coefficient of variation for
the dose output was 6% at a preset dose of 63 mg of
1% NaF solution.[69] The device was also evaluated
in vivo using healthy volunteers and asthmatics, and
the coefficient of variations were 11% for the healthy
volunteers and 21% for the asthmatics.

New High Frequency Oscillating Devices

AeroDoseTM

The AeroDose is a battery-operated drug delivery device
under development by AeroGen, Inc. (Sunnyvale, CA),
which uses vibrating orifice technology to produce drug

aerosols suitable for human inhalation. The schematic
diagram of the device and its operation principle are illu-
strated in Fig. 12. The device consists of a drug canister,
aerosol generator assembly, and electronic control unit.
The aerosol generator contains a dome-shaped aperture
plate with 600 tapered holes that vibrate due to the
attachment to a piezoelectric crystal. The piezoelectric
material will undergo small physical displacement at
ultrasonic frequency to generate aerosols with low velo-
city. During each use, a droplet of formulation (�15mL)
is dispensed from a multidose canister to an aperture
plate by a metering pump, as shown in Fig. 12, and an
aerosol is then generated by breath activation.

Three AeroDose devices were characterized to
determine the in vitro performance using albuterol sul-
fate with a nominal dose of 120 mg per actuation.[70,71]

The average liquid volume dispensed for three devices
was 15.2 ml with a coefficient of variation (cv) of 2.7%.
The emitted dose expressed as percentages of nominal
doses were 80% (cv 5.9%), 81% (cv 3.7%), and 79% (cv
4.0%). The MMADs were 2.0 mm (cv 13%), 2.0 mm
(cv 5.7%), and 1.9 mm (cv 21%), with GSDs of 2.1 (cv
7.2%), 2.2 (cv 4.5%), and 2.4 (cv 4.7%) for the three
devices tested. A lung deposition study using 99mTc
radiolabeled albuterol sulfate was also conducted to
determine the amount of drug deposited in the lungs
for both the AeroDose and the conventional pMDI.
The average lung deposition was 18% (cv 32%)
of the emitted dose for the pMDI and 70% (cv 28%)
of the emitted dose or an overall delivery efficiency of
approximately 56% for the AeroDose for the six volun-
teers who participated in the study.

Metered solution inhaler (MSI)

The metered solution inhaler (MSI), under develop-
ment by Sheffield Pharmaceuticals, uses the same
aerosolization principle as the AeroDose. The MSI is
a portable, hand-held drug delivery device, as shown
in Fig. 13. Using a motorized pump, drug solution is
delivered to the surface of a ultrasonic horn powered

The HaloLite adaptive aerosol
delivery system

Mouthpiece

Baffle

Medication chamber

Programmed
selection
buttons

Reset button

Air supply tubing

Handpiece

Fig. 11 The schematic diagram of the Halolite. (Courtesy of
Medic-Aid.)

Fig. 12 The schematic diagram of AeroDoseTM as shown in
AeroGen, Inc.’s website (www.aerogen.com).
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by a piezoelectric crystal upon actuation, and is then
aerosolized in about 1 s.[72,73]

The performance of the MSI was characterized in
vivo using morphine sulfate for systemic absorption.[72]

A total of 1.25 mg of morphine sulfate was delivered in
five doses of 250 mg per actuation to the healthy volun-
teers. The average amount of drug deposited was
approximately 800 mg in the lungs and less than about
500 mg in the oral-pharynx; therefore the average
respiratory deposition efficiency was approximately
64% of the inhaled dose. The average amount of drug
deposited in the peripheral respire to region was
slightly over 300 mg, a little less than 300 mg was
deposited in the intermediate lung, and about 200 mg
was deposited in the central region. The ratio of depo-
sition in the peripheral to central regions ranged from
1.1 to 2.2. The morphine sulfate concentration in the
plasma reached a peak within 3 min after inhalation,
compared with 15 min for the subcutaneous injection.
The peak plasma concentration level for the inhalation
route was more than double compared to the subcuta-
neous route.

Vibrating membrane nebulizer

The vibrating membrane nebulizer is currently under
development by Pari GmbH, (Germany), which is
based upon the TouchSpray technology developed by
The Technology Partnership plc (United Kingdom).
The main aerosol generation principle is similar to that

of AeroDose, which uses piezoelectric material as a
power source to vibrate a surface having on it a droplet
of drug solution. The vibrating membrane nebulizer
consists of two major components, a membrane and a
piezoelectric ring, as shown in Fig. 14. The membrane
is a circular, wafer-thin metal plate with small holes.
A ring-shaped piezoelectric actuator excites the mem-
brane to vibrate, thus ejecting the fluid through the
holes as droplets and creating aerosols. Unlike the
AeroDose, which is a single-dose device, the vibrating
membrane nebulizer is a continuous generation device
similar to the conventional nebulizer, which produces
aerosols during both inhalation and exhalation.[74,75]

Experimental data obtained from in vitro testing
using a functional model of the vibrating membrane
nebulizer showed that the average percentage of emit-
ted dose for a continuous aerosolization in approxi-
mately 8 min was about 79% of dose loaded in the
device, and the output rate of the delivery device was
found to be about 238 mg/min. The mass median diam-
eter measured by the Malvern Diffraction Sizer was
4.6 mm. It was also found that the cumulative output
from the device was linearly proportional to the time
of aerosolization, which implied a constant output
rate throughout the entire aerosolization process.[75]

Experimental data obtained from a prototype device
developed based upon the functional model showed a
reduction from 79 to about 50% in the emitted dose
of the device. The amount of drug left in the device
increased from 477 to about 1060 mg, which changed
from 19 to 43% in terms of percentage to the loaded
dose. The increase in the drug amount left in the device
reduced the delivery efficiency of the device. The deliv-
ery efficiency can be improved by redesigning the flow
channel and incorporating a breath-activated function
to eliminate the aerosolization process during exha-
lation, as suggested by the authors.[74]

Fig. 13 The metered solution inhaler as shown in Sheffield
Pharmaceutical’s website (www.sheffieldpharm.com).

Fig. 14 Hand–held EHD device being developed by BPT.
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Novel Electrohydrodynamic (EHD) Devices

Electrohydrodynamic (EHD) aerosolization is a pro-
cess of the disruption of a liquid surface into a spray
of droplets when subjected to an electric field. The
liquid meniscus at the outlet of a capillary tube takes
a conical shape under the action of the electric field.
The cone tip breaks up into a spray of fine, charged
aerosol.[76] The cone-jet mode offers the appealing
feature of aerosol monodispersity. It can produce
droplets/particles over a wide size range, from sub-
micron to hundreds of microns in size, depending on
liquid flow rate, applied voltages, and physical and
chemical properties of the liquid. When considering
the size range of interest to pulmonary drug delivery
(1–5 mm), the production of monodispersed aerosols
with relative ease by EHD aerosolization technology
is unmatched by any other aerosol generation process.
Additionally, the aerosols are generated from capillary
nozzles having relatively large diameters (e.g., 100 mm),
which are therefore, unlikely to clog at the atomization
site or during the metering of each dose. When con-
sidering the particle size range of 1–5 mm, the capacity
to produce monodispersed aerosols with relative ease
by EHD is also unmatched by any other aerosol genera-
tion process.[77] The particle size distribution of the
aerosol can be controlled by adjusting a number of
variables, such as physical and chemical properties of
drug formulations, operating conditions, and electric
field. Another key clinical and technical attribute
of the EHD technology is that it delivers a soft (iso-
kinetic) aerosol cloud of nearly monodispersed particles
to the patient, because aerosol formation does not
require any liquid propellants or other pressurized sys-
tems. The EHD process can aerosolize a broad range
of drug formulations, requires low precision manufac-
turing (i.e., low-cost production), and is amenable to
miniaturization. These fundamental features underpin
the ability of EHD pulmonary drug delivery devices
to aerosolize a wide array of drug formulations, and
provide accurate, reproducible drug delivery with
targeted dosing to the human respiratory tract. Battelle
Pulmonary Therapeutics, Inc. (BPT) is currently devel-
oping an array of EHD pulmonary devices, ranging
from small hand-held disposable units, home table-
top aerosol delivery devices, to large benchtop clinical
devices designed to operate continuously with high
outputs (Fig. 15).

In vitro performance

Prior to clinical evaluations, comprehensive studies
were conducted to characterize prototype EHD
pulmonary drug delivery devices for emitted dose
uniformity and reproducibility of particle size
distribution.[78] Table 16 shows the dose uniformity.

The nominal dose is defined as the amount of active
drug metered as a liquid solution from the device.
The emitted dose is the amount of aerosolized drug
obtained at the exit of the mouthpiece, and the device
delivery efficiency is the ratio of the emitted to nominal
dose. The mean delivery efficiency was approximately
94% (SD ¼ 3.2) with a 3.4% coefficient of variation.
The delivery efficiency for the two devices tested was
93% (SD ¼ 3.60, n ¼ 5) and 95% (SD ¼ 2.8,
n ¼ 5), respectively. The intradevice variation was
1.7% (coefficient of variation, n ¼ 2 prototypes).
There were no significant differences (p > 0.05) in
the drug mass output within the device throughout
its life cycle, nor between devices tested in the study.

Fig. 15 shows the drug mass recovered from the
various stages of the impactor and device at a nominal
drug dose of 75 mg per actuation. The amount of drug
deposited on each stage was used to calculate the
MMAD and GSD. The calculated MMAD was
2.85 mm with a GSD of 1.6. The fine particle fraction
(FPF) of the aerosol was 90% (<5.8 mm) of the emitted
dose, and 95% (<5.8 mm) of the dose distal to the USP
throat.

In vivo performance

A Phase I clinical study was conducted to evaluate the
performance of the prototype EHD pulmonary drug
delivery device in healthy volunteers.[78] The EHD
device was compared with a commercially available
capsule dry powder inhaler (DPI). The NCE was pre-
pared in two formulations. The first was a powder for-
mulation specific for the DPI, and the second was
formulated in a liquid solution for the EHD device.
Each formulation was radiolabelled with 99mTc, and
the amount of drug deposited in the lungs from each
device was quantified using gamma scintigraphy. Each
volunteer was administered one dose of drug using the

35

M
ou

th
pi

ec
e

%
 o

f 
m

as
s 

de
po

si
te

d 
on

th
e 

im
pa

ct
or

 s
ta

ge
s

U
SP

 th
ro

at

St
ag

e 
0

St
ag

e 
1

St
ag

e 
2

St
ag

e 
3

St
ag

e 
4

St
ag

e 
5

St
ag

e 
6

St
ag

e 
7

Fi
lte

r

30

25

20

15

10

5

0

Fig. 15 Particle size distribution of a NCE from EHD
device. (Adapted from Ref.[78].)
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DPI and three different doses using the EHD device.
The nominal doses were 1000 mg for the DPI and
150, 250, and 400 mg for the EHD device. Multiple
blood samples were collected from each subject up to
8 h after dosing to measure plasma drug concentration.
An interval of 1 week was used between administration
of the four doses.

The average whole lung deposition efficiency for
the EHD device expressed as the percentage of the
emitted dose was approximately 78% (cv 7.3%) for
the 400 mg dose.

Fig. 16 shows representative scintigraphic images
from both the DPI and the EHD pulmonary drug
delivery device. It can be seen that the EHD pulmon-
ary drug delivery device produced a uniform depo-
sition distribution through the lung field with only

�16% deposition in the oral-pharyngeal region, and
virtually no drug in the GI tract. However, the amount
of drug deposited in the oral-pharyngeal region using
the DPI averaged 67% of metered dose, which was
nearly 6 times higher compared with that of the high
dose delivered using the EHD device. The AUC for
plasma drug concentration with the DPI was approxi-
mately 20% higher than that of the EHD device for a
comparable deposited pulmonary dose. It appeared
that the higher systemic exposure resulting from the
DPI was likely due to absorption from the throat
and GI tract.

Performance Comparisons

Comparison of the performance of various drug
delivery devices based upon the data published in the
literature is often difficult because of inconsistency in
the experimental methods used in the characterization
of those devices as well as differences in the devices.
However it is also extremely important to understand
the different features of the devices to help select the
best device for a drug compound intended for delivery
through the human respiratory tract. Table 17 sum-
marizes the performance of devices currently under
development.

The selection of a drug delivery system suitable for
the administration of a particular drug compound to
human respiratory airways depends not only on the
device performance, but also on many other factors
such as drug properties, formulation excipient,
intended site of action, marketing preference, and
regulatory requirements. It is important to fully under-
stand the drug properties during the formulation

Table 16 Dose uniformity of a NCE delivered EHD pulmonary drug delivery device

Device ID Actuation number

Nominal dose

(lg)

Emitted dose

(lg)

Device delivery

efficiency (%)

Device 1 3 75 74.2 98.9

15 75 68.5 91.3

30 75 69.1 92.1

45 75 67.8 90.4

60 75 67.8 90.4

Device 2 3 75 71.3 95.0

15 75 67.8 90.4

30 75 73.4 97.9

45 75 71.7 95.6

60 75 71.7 95.6

Mean 70.3 93.7

SD 2.42 3.22

CV(%) 3.44 3.44

(Adapted from Ref.[78].)

Fig. 16 Scintigraphic images of the EHD device (400mg)
and the DPI (1000mg). (Adapted from Ref.[78].)
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development so that a proper excipient system can be
identified. The selection of an excipient for a particular
drug also influences the particle size distribution of
aerosol generated from a drug delivery device. For
example, increasing the volatile components in the
solution formulation can reduce the diameter of aero-
sol particles because of solvent evaporation, which is
another variable available to optimize drug formu-
lation and device performance for either local delivery
or systemic absorption. The stability of drug product
in the long term (usually �2 years) has also to be
considered in the device selection process. Some drug
compounds can only be packaged in a unit dose
because of instability of the drug product in the multi-
dose reservoir; therefore, a device that can be fitted
with a unit dose package is needed for such purpose.
The drug delivery devices mentioned above have differ-
ent features and different requirements for the drug
formulation, and there is no single delivery device that
can meet all the needs for such requirements. To ensure
a successful launch of a new inhalation drug product,
it is necessary to conduct a comprehensive evaluation
of a potential drug candidate for administrating via
inhalation.
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INTRODUCTION

Iontophoresis is a method of transferring substances to
and from the body for therapeutic or diagnostic pur-
poses by applying an electric potential to enhance their
movement across biological membranes. The most
common applications of iontophoresis involve the
delivery of therapeutic substances across the skin,
though there are numerous examples of the use of ion-
tophoresis to treat conditions of the eye, ear, nose, and
mouth. Iontophoresis can also be used to remove sub-
stances (e.g., glucose) from the body. A technique
known as microiontophoresis employs a small capil-
lary probe to study cellular function by releasing
precise quantities of active substances.

Banga[1] has stated that Veratti made the earliest
references to the use of an electric potential to enhance
the penetration of charged substances into tissues in
the year 1747. Stephane Luduc[2] is generally recog-
nized as the most important early researcher in the field
because of his comprehensive studies of iontophoresis
described in the 1907 publication ‘‘Les Ions et les Med-
ications Ioniques.’’

Today, iontophoresis of drugs across skin or muco-
sal membranes is a non-invasive (needleless) method
where the rate of delivery is primarily determined by
the magnitude of the applied current, making pat-
terned and on-demand delivery possible. Commercially
available devices are typically bench-top systems with
discrete patches connected to a power supply by elec-
trical cables. However, due to recent innovations in
electronic circuitry and battery technology, ionto-
phoretic treatments can be administered with small,
integrated patch-like systems.

The most common therapeutic applications of ion-
tophoresis are topical administration of lidocaine as
a local anesthetic and dexamethasone for treatment
of local inflammation (Iomed, Inc., Salt Lake City,
Utah and Empi Corp., Minneapolis, Monnesota). In
addition to these therapeutic uses, iontophoretic

systems are commercially available for the diagnosis
of cystic fibrosis. For example, the CF Indicator�

(Scandipharm, Birmingham, Alabam) and the Webster
Sweat Inducer (Wescor, Inc., Logan, Utah) deliver
pilocarpine to cause local sweating: sweat is collected
and analyzed for high levels of chloride. More recently,
iontophoresis has been used to extract glucose from the
skin as a means of detecting hypo- and hyperglycemia
(Cygnus Corp., Redwood City, California).

Although these examples demonstrate the successful
commercial use of iontophoretic technology for topical
delivery of compounds, transdermal systems for sys-
temic administration of medicinal agents have not been
widely employed. There is, however, heightened inter-
est in this field because of potential medical and econ-
omical benefits offered by iontophoretic technology,
especially for meeting the delivery challenges posed
by new biotechnology compounds.

A schematic diagram of a transdermal iontophore-
tic system on skin is shown in Fig. 1. A source of elec-
trical energy, such as a battery, supplies electric current
to the body through two electrodes. The first electrode,
called the donor electrode, delivers the therapeutic
agent into the body. The second electrode, called the
counter or receptor electrode, closes the electrical cir-
cuit. Each electrode contacts an ionically conductive
reservoir, normally present as a liquid or hydrogel.
The reservoirs are placed on the patient’s skin and con-
tain either the drug (for the donor electrode assembly)
or a biocompatible electrolyte (for the counter elec-
trode assembly).

TRANSPORT MECHANISM

The term iontophoresis encompasses several processes
for moving molecules across the skin: electromigration,
electroosmosis, and electroporation. Electromigration
is the movement of charged ionic species in response
to an applied electric field. This process is usually of
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primary importance for delivering charged drug spe-
cies. The movement of charged species within a solvent
can induce solvent flow by a process known as electro-
osmosis. This process is useful for delivering both neu-
tral and charged drug species. Electroporation is the
temporary creation of aqueous pores through lipid
bilayers by applying high-voltage pulses, typically 50–
1000 V, across the bilayers of a biological membrane.
This process is useful for delivering large hydrophilic
drug species. For any given iontophoretic treatment,
one or more of these processes may occur simul-
taneously and to a varying extent, depending on the
magnitude and duration of the applied electric field,
the composition of the donor reservior, and the type
of the tissue being treated.

The movement of charges due to electromigration is
illustrated in Fig. 1. In this diagram, positively charged
drug (Dþ) and its counter ion (A�) are formulated for
delivery from the anodic donor reservoir. The cathodic
counter reservoir contains biologically acceptable
cations (Cþ) and anions (A�). When an electric field
is applied, drug ions migrate into the skin and
endogenous anions, mostly chloride, migrate from
the body into the donor reservoir. Simultaneously, at
the cathodic counter electrode, anions migrate from
the counter reservoir into the skin, whereas endogen-
ous cations, mostly sodium and potassium, migrate
from the body into the counter reservoir. The move-
ment of ions maintains local electroneutrality through-
out this process.

For iontophoretic treatments involving placement
of the system on the skin, the therapeutic agent in
the donor reservior must cross the outermost layer of
the skin, known as the stratum corneum, which is the
primary barrier to permeation of substances both into
and out of the body. The stratum corneum’s excellent
barrier properties result from its unique structure:
approximately 10–20 layers of flattened, keratin-rich
cells cemented together by lipid bilayers composed
primarily of ceramides. In general, lipophilic species
are capable of traversing the stratum corneum because
of their ability to partition into the intercellular lipid

region. In contrast, most ionic and polar substances
are largely excluded from this region.

At the typical voltages used in iontophoresis (e.g.,
2–80 V), the nature and composition of the pathways
in the skin remain matters of some debate. However,
there is a growing body of evidence that the preferred
path for ionic species across the stratum corneum is
not spatially homogenous, but rather consists of a dis-
tribution of localized regions. These regions include
endogenous shunt-like structures across the stratum
corneum such as sweat ducts and hair follicles, but
may also include pathways not associated with natural
shunts. Direct physical measurements of the transport
of model permeants through the skin of hairless and
nude mice have shown that between 60 and 90% of
the overall flux can be explained by such regions.[3]

The rate of transport of a charged drug species
across a biological membrane is generally modeled by
the Nernst–Planck equation. This equation contains
terms for diffusion, electromigration, and bulk convec-
tion. However, under optimized iontophoretic con-
ditions the electromigration contribution is often
much greater than that of the other two, therefore the
expression for delivery of an ionic drug species is fre-
quently simplified to include only the electromigration
term. The molecular flow of drug is thus related to
the electric current, according to Faraday’s principle:

N ¼ ðtdIMÞ=ðzdFÞ ð1Þ

where N ¼ total rate of delivery, td ¼ transport num-
ber (the fraction of charge carried by the drug ion),
I ¼ current applied across the skin, M ¼ drug mol-
ecular weight, zd ¼ charge of the drug molecule, and
F ¼ Faraday’s constant (96,485 C/eq).

Many researchers have have used in vitro and in
vivo studies to demonstrate that the rate of drug deliv-
ery is linearly proportional to the applied current over
a wide range. Because studies are typically performed
with a fixed skin contact area, this proportionality indi-
cates that the transport number is a constant and not
dependent on the current density. However, the trans-
port number is unique for each drug, and is a function
of the drug’s mobility, charge, and concentration, as
compared with those of other migrating species. These
dependencies are summarized in the following
expression:

td ¼
mdjzdjCd

SimijzijCi

ð2Þ

where md, zd, and Cd are the mobility, charge and molar
concentration, respectively, of the drug species, and mi,
zi, and Ci are the mobility, charge, and concentration
for each mobile ion that competes with the drug for

Current source

Donor electrodeReceptor electrode

Blood vessel

Skin

C+ D+

+–

A– A–

Fig. 1 Schematic diagram of an iontophoretic device on skin
indicating the flow of ions in response to an applied voltage.
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transport across the skin barrier. Competing ions are
those in the formulation that have the same sign of
charge as the drug (i.e., competing coions), as well as
those ions in the body that have the opposite sign as
the drug (competing counterions).

The transport number determines delivery
efficiency; that is, the amount of drug delivered per
unit charge passed across the skin. Because it is desir-
able to minimize current (for optimal biocompatibility
and battery longevity), it is advantageous to develop a
formulation that maximizes td. This can be accom-
plished by maximizing the mobility and concentration
of drug species while minimizing, to the greatest extent
possible, the mobility and concentration of the com-
peting species. Simple measures to achieve this include
incorporating the highest practical concentration of
the drug in the formulation, as well as avoiding excipi-
ents or impurities that produce mobile coions in the
formulation. Even if both of these measures are taken,
a td value of unity (i.e., all current is carried by the drug
ion) is still unattainable in practice, because of
endogenous counterions in tissue (e.g., Naþ and Cl�).
However, the efficiency-lowering effect of competing
counterions can be reduced by exploiting the inherent
permselectivity of skin. Permselectivity based on
charge arises from the principle of Donnan exclusion.
The skin has an isoelectric point of about pH 4. There-
fore, for a formulation with a pH value below four the
skin will have a net positive charge and favor transport
of anions; and at a formulation pH > 4, skin will have
a net negative charge and favor transport of cations.
Thus, at the physiological pH 7.4, skin should be nega-
tively charged and therefore be cation selective.

Efficient iontophoretic delivery depends on the
materials and excipients used in the system. Selection
of appropriate electrodes and formulations are critical
to maximizing the efficiency of iontophoretic treat-
ments. The following sections will summarize key cri-
teria for selection of electrodes and formulations for
transdermal applications, however, many of the same
principles are applicable to iontophoretic systems used
on mucosa or implanted within the body.

ELECTRODES

Electrodes apply the driving force for ion migration
and are therefore critical components of the system.
They serve as the bridge between the electric circuit
and the two reservoirs, and perform both electrical
and chemical functions. During iontophoretic therapy,
electrodes undergo sustained electrochemical reactions
and thus the migration of reactants is a critical func-
tional consideration. In this aspect, electrodes used
in iontophoretic devices are different from those of
most other medical electrodes. For example, medical

potentiometric electrodes (such as those used for elec-
trocardiograms or electroencephalograms) undergo
no net reaction because little or no electrode current
is required by the measurement equipment. In other
applications such as cardiac pacing or transcutaneous
electrical nerve stimulation (TENS), the applied volt-
age pulses are extremely brief (milliseconds or less) or
of alternating polarity so the net quantity of reaction
products is not great. For these applications the man-
agement of electrochemical reactions is achieved
merely by constructing the electrodes from inert mate-
rials, for example, gold, platinum, or stainless steel.
In contrast, iontophoretic electrodes are usually inher-
ently reactive materials and are chosen for their
preferred electrochemical attributes, as is described
below. Because of their reactivity, and also because
electrodes contact the drug formulation directly and
therefore the patient’s body indirectly, it can be techni-
cally challenging to choose an electrode system that
possesses adequate performance while avoiding
adverse material and biological interactions during
storage and use.

As indicated in Fig. 1, a transdermal iontophoretic
system requires that two electrode assemblies contact
the patient’s skin. The donor electrode (also known
as the delivery or active electrode) contacts the drug
reservoir. The counter electrode (also known as the
return or receptor electrode) contacts the counter res-
ervoir and completes the electrical circuit by providing
a path for the current. The two reservoirs are separated
from each other and contact skin over a fixed area. The
electrodes apply an electric field across the skin by con-
verting electric current supplied by the battery into
ionic current moving in the skin and body. In doing
so, a Faradaic reaction takes place at the electrode/
electrolyte interface. As described previously in this
chapter, there is generally a linear dependence of the
rate of drug delivery on this current.

The polarity of the donor and counter electrodes
depends on the sign of the charge on the species to
be delivered. To cause migration of positively charged
species from the donor reservoir into the skin, the
donor electrode must have a positive polarity (i.e.,
anode), and the counter electrode must have a negative
polarity (i.e., cathode). For negatively charged species,
the polarity is reversed, so that the donor electrode is
the cathode, and the counter electrode is the anode.

A practical electrode system must meet a variety of
performance, compatibility, and physical require-
ments. When possible, the electrode system should pro-
vide for maximum drug delivery efficiency (i.e., the rate
of drug delivered per unit current), operate at low volt-
age (i.e., <1V), have adequate longevity (e.g., 24 h),
and distribute the current evenly over the entire area
of skin surface (e.g., 10 cm2). The electrode will provide
maximum drug delivery efficiency if it does not contain
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or produce any competing ions (i.e., mobile ions of the
same charge as the drug ion). For optimum compati-
bility, the electrodes should be made of materials that
are non-toxic and compatible with other formulation
components such as the drug, excipients, and matrix
material. In addition, they must not generate reaction
products that are toxic or that adversely affect drug
and excipient stability.

Two classes of electrode are the non-consumable or
inert type and the consumable or sacrificial type. Non-
consumable electrodes are made from non-reactive
materials, whereas consumable electrodes are electro-
chemically active and are structurally altered by the
passage of current during treatment.

Non-Consumable Electrodes

Early iontophoretic drug delivery systems (IDDS) used
materials that were not consumed during use. Com-
monly used materials included metals such as stainless
steel or platinum. Although these nominally inert
materials may have long use and storage lives, they
also have significant shortcomings.

In accordance with Faraday’s Law, the operation of
an IDDS requires redox reactions at the electrodes in
proportion to the amount of charge passed. For non-
consumable electrodes, contacting an essentially aque-
ous electrolyte solution, electrolysis of water is the
likely redox reaction. Therefore, the reaction at the
anode is:

2H2O ! 4Hþ þ O2" þ 4e�ðE� ¼ 1:229 VÞ ð3Þ

and at the cathode, the most prevalent steady-state
reaction is:

2H2O þ 2e� ! 2OH� þ H2"
ðE� ¼ �0:828 VÞ

ð4Þ

Both of these reactions have a number of undesired
consequences. The generation of Hþ and OH� can
shift the formulation pH, affecting both delivery
efficiency (due to a shift in the skin permselectivity, for-
mation of competitive ions, or alteration of the charge
state of the drug) and skin tolerability. The gases that
are produced can accumulate on the electrode or skin
surface, interfering with the uniformity of current dis-
tribution. Furthermore, because these reactions take
place at relatively high voltage, there is high power
consumption and a risk of electrolytic decomposition
of the drug or other excipients.

Some electrodes made from non-noble metals, such
as stainless steel, can release metal ions through direct
oxidation at the anode, or indirectly by the creation of
a caustic environment at the cathode. For example,
nickel and chromium ions were released from a

medical-grade steel anode following a few minutes of
iontophoresis at 400 mA/cm2. These ions can be toxic
to the body.[4]

Chemical methods that mitigate the deleterious
effects of unwanted reaction products can be divided
into three categories: blocking their migration, neutra-
lizing (e.g., buffering) them, and preventing their for-
mation by addition of sacrificial redox species to the
reservoir electrolyte. Migration blocking is achieved
by isolating the electrolyte adjacent to the electrode
from the drug formulation or from the body by using
ion-exchange or size-selective membranes or coatings.
For example, an anion-selective coating at a non-
consummable electrode composed of methacrylamido-
propyltrimethyl ammonium chloride copolymerized
with methyl methacrylate was found to prevent degra-
dation of the drug oxymorphone at electrode poten-
tials up to 800 mV by blocking migration of the drug
to the anode surface.[5]

Buffering agents can partially compensate for the
generation of acid and base, but their duration of effi-
cacy (buffering capacity) is limited by the quantity of
buffer species present, and the addition of excess buffer
salts can result in ionic competition. Ion-exchange
polymers can effectively scavenge, neutralize, and
immobilize generated reaction products;[6] the advan-
tage over simple buffer salts is that the polymer chains
are immobile and therefore non-competing.

Consumable Electrodes

As described above, approaches have been devised for
resolving the disadvantages of non-consumable elec-
trodes. Although many of these schemes are simple
in principle, their practical implementation can be dif-
ficult because of various physical, chemical, and bio-
logical requirements. A simpler alternative is to use
consumable electrodes. Also known as sacrificial elec-
trodes, they are altered by electrochemical reaction
during operation. Appropriate consumable electrodes
will have redox reactions that take place at low poten-
tials, thus avoiding parasitic reactions (e.g., electrolysis
of water, drug, or excipients) at the electrode surface.
Also, the reactants and products of the redox reaction
must meet formulation and biological compatibility
requirements.

A sacrificial electrode has a finite operational life-
time, or capacity, defined as the amount of charge that
can be passed before the reactants are effectively
depleted. The capacity of an electrode can be empiri-
cally determined, or can be calculated from the follow-
ing equation:

Q ¼ umnF

3:6 M
ð5Þ
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where Q ¼ capacity (mAh), u ¼ utilization (fraction
of reacting species available for reaction), m ¼ mass
of reactant (g), n ¼ number of equivalents of charge
per mole of reactant (eq/mol), F ¼ Faraday’s con-
stant (96,485 C/eq), M ¼ molecular weight of the
reactant (g/mol), and the constant 3.6 is a conversion
factor (C/mAh).

If depletion results in an open circuit, the electrode
will cease to function. Otherwise if an electrically con-
ductive pathway remains, the electrode will continue to
function under suboptimal conditions (i.e., at a higher
voltage where other redox reactions, such as water
electrolysis, take place).

Use of materials and structures that maximize utili-
zation of reactants are preferred, as this allows the elec-
trodes to be thin while making the most economical use
of the consumable electrode. Factors that limit utiliza-
tion include a tendency for passivation of the active
component (by formation of a uniform, insoluble,
non-conductive product over the active surface), and
formation of ‘‘islands’’ (electrical isolation of one or
more active portions by non-uniform current distri-
bution).

No single consumable electrode is ideal for all
iontophoretic applications. Different materials meet
different capacity needs, and because consumable elec-
trodes consist of chemically reactive species, certain
materials may be compatible with certain drugs or
excipients but not all of them. The most popular elec-
trodes are based on the silver/silver chloride redox
couple. Silver and silver chloride have several advan-
tageous characteristics: They are biocompatible, per-
form well, and have an established history of use in
medical applications including sensing electrodes.

Silver as a Consumable Anode

The use of a silver anode in the presence of chloride or
another halide ion in the electrolyte solution is the
most commonly used consumable anode for delivery
of positively charged drugs.

Metallic silver oxidizes according to the following
reaction:

Ag� $ Agþ þ e�ðE � ¼ 0:800 VÞ ð6Þ

However, when chloride is present, it will immedi-
ately react with the silver ion, that is:

Ag� þ Cl� $ AgCl�ðKsp ¼ 1:78

� 10�10 mol2=kg2Þ
ð7Þ

The complete reaction is therefore:

Ag� þ Cl� $ AgCl� þ e�ðE� ¼ 0:222 VÞ ð8Þ

The final product, silver chloride forms on the
surface of the silver anode and is electrically neutral
and practically insoluble. Therefore, this reaction couple
does not generate species that compete with cationic
drugs for delivery. Because the equilibrium potential is
low and the reaction is kinetically fast, the silver anode
operates at low voltage, avoiding undesirable side reac-
tions such as water splitting or electrochemical degra-
dation of the drug or excipients. The rapid reaction
kinetics and immobility of silver chloride make the
system highly reversible. A reversible electrode system
is especially attractive in an alternating polarity IDDS
(i.e., one in which the drug is present in both electrode
reservoirs and is delivered alternately from each as
the current is reversed). The electrode is effectively
discharged on one phase of the cycle and recharged on
the other phase, leading to extended capacity.

There is one significant limitation to the use of silver
as an anode to form silver chloride. The silver surface
of the electrode gradually passivates as the silver chlor-
ide layer builds up, causing an increase in discharge
voltage with use. This passivation process can limit
both the maximum allowable current density and the
utilization of silver.

Chloride Ion Management with Silver Anodes

For optimal silver anode function, there must be suf-
ficient chloride ion to react with the silver ion. When
the anode is the donor electrode (i.e., delivers positively
charged drugs), the addition of chloride salts can lead
to ion competition and reduced delivery efficiency. To
minimize cation competition the preferred method of
adding chloride is by using the drug chloride salt.[7]

Not all drug substances are readily available as chloride
salts, but many can be converted to the chloride form
by ion exchange or to the hydrochloride salt form by
protonation of amine groups through addition of HCl.

Because chloride ion is consumed as it reacts with
silver ions to form insoluble AgCl, its concentration
decreases during treatment. Chloride must be present
in the electrolyte in sufficient quantity to ensure proper
operation of the electrode throughout the therapy. If
the concentration of chloride drops to the point where
it can no longer scavenge free silver ions, there is the
potential for silver to be delivered to the skin. The
amount of bulk chloride in the electrolyte required to
avoid silver migration depends on many factors,
including the volume of the electrolyte, current density,
duration of treatment, the rate at which chloride is
replenished from the body (i.e., the chloride transport
number), and the configuration of the electrode and
reservoir. Because interaction among these factors is
often complex, it is difficult to construct a generalized
model purely from first principles. Rather, for a given
electrode/reservoir combination, it is often simpler to
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experimentally determine the threshold chloride con-
centration at which silver migration begins to occur,
and then use a mass balance calculation to compute
the required starting composition. A helpful indicator
of silver migration is the potential of the polarized
silver electrode. As chloride becomes less abundant, the
silver anode voltage increases in a Nernstian fashion.
Empirically, it has been found that operation of the
anode above approximately 400 mV (vs. Ag/AgCl
standard reference electrode) can lead to free migration
of silver ions.[5]

If it is impossible to use the chloride salt of a drug or
impractical to include it in the amount required to pre-
vent silver migration, two alternative methods can
prevent the onset of silver migration without introducing
mobile cations into the delivery reservoir. One is to
immobilize the silver by using anion-selective mem-
branes or coatings, or by using chelating agents. Another
is to precipitate the silver using chloride ion-containing
resins (e.g., those with quaternary ammonium chloride
functionality) in the donor reservoir.[8]

Silver Chloride as a Consumable Cathode

The silver chloride cathode reaction is given by Eq. (8)
in reverse; that is, silver chloride is reduced to form
metallic silver and chloride ion. The silver chloride
cathode shares many of the qualities of the silver
anode, with some additional desirable traits: No elec-
trolyte is depleted by its reaction; it is hydrophilic
and therefore wetted by the reservoir electrolyte; and
the insoluble reaction product, metallic silver, is electri-
cally conductive, eliminating problems of polarization
or isolation of the redox species. Because of this
combination of properties, the operating voltage of
silver chloride decreases with use, and the utilization
of a silver chloride cathode is nearly 100%.

Operation of the silver chloride cathode can lead to
an accumulation of chloride ions in the electrolyte.
When the electrode is a counter electrode, chloride
buildup is not a concern. However, when used as a
donor electrode for delivery of anionic drugs, the
accumulation of chloride ion can lead to decreased
drug flux because of ionic competition. For short dur-
ation applications, this effect may be negligible. How-
ever, if the molar concentration of chloride approaches
some appreciable fraction of that of the drug, substan-
tial competition will occur. A simple, yet not always
practical, way to remain below this threshold fraction
is to increase drug content. The amount of additional
drug required can be computed from a mass balance
calculation. The chloride accumulation rate is determ-
ined by the current, according to Faraday’s law, and
this can be compared with the drug content, which
decreases over time as drug is delivered into the body.

FORMULATION COMPOSITION

The formulations of an IDDS are the ingredients in
the drug and counter reservoirs, which typically consist
of a solvent, a drug salt or a biocompatible salt, and
a matrix-forming material. A formulation may also
include additives such as buffers, antimicrobial agents,
antioxidants and additional electrolyte salts or per-
meation enhancers. All of these can interact in a com-
plex fashion to affect rate of delivery, biocompatibility,
and product shelf life.

Solvent

Drug solubility and stability, in addition to solvent
biocompatibility, are obvious considerations when
selecting a solvent for a pharmaceutical formulation.
For an IDDS, the effect of a solvent on the drug charge
state is also an important consideration. Although a
neutral drug molecule can be transported into the skin
by electroosmosis,[9] maximal drug-delivery efficiency
is usually achieved if the drug has a net electric charge.
For this reason, polar solvents with large dielectric
constants are preferred. For example, the dielectric
constants of water, glycerol, and ethanol are 80, 42,
and 24, respectively. Use of solvents with large dielec-
tric constants results in greater dissociation of the drug
salt (i.e., less ion-pairing), enhancing drug mobility
during application of an electric field.

Because of its large dielectric constant and inherent
biocompatibility, water is the most commonly used
solvent. Other cosolvents such as ethanol, glycerol,
polyethylene glycol, or polypropylene glycol may be
added to enhance drug solubility and drug stability,
or to reduce the rate of water evaporation. Sanderson
and colleagues[10] used a 40 : 60 mixture of water and
ethanol to enhance the solubility of dobutamine hydro-
chloride and demonstrated a twofold enhancement in
dobutamine flux. However, addition of a cosolvent to
enhance drug solubility may, in some cases, decrease
the rate of delivery by electromigration if excessive
ion-pairing results.

Jadoul, Regnier, and Preat[11] studied the effect of
adding ethanol and propylene glycol (PG) to aqueous
solutions of fentanyl and metoprolol. They reported
that drug flux was diminished by up to 80% for solu-
tions containing 60 vol% ethanol or PG. A fourfold
drop in formulation conductance was also measured,
indicating that more ion association was occurring in
the cosolvents. In addition, the solvent may have a
direct effect on the skin, thus altering its permeability
to drug ions.[12] In summary, the effect of a solvent
or cosolvent on the drug solubility, ion interactions,
and skin permeability are important considerations
when choosing the formulations for IDDS.
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Drug Salt

In addition to the usual solubility, stability, and biocom-
patibility considerations, several unique aspects should
be considered when selecting the drug salt for an IDDS
formulation. First, the counterion must be compatible
with the electrochemical reactions occurring at the elec-
trode. As noted previously, halide drug salts are pre-
ferred when using a silver anode. For example, fentanyl
citrate is used in intravenous formulations, but citrate
does not form an insoluble salt with electrochemically
generated silver cation. For this reason, a formulation
containing fentanyl hydrochloride was specifically
developed for use in a patient-activated IDDS for treat-
ment of pain.[13] Clinical results using this formulation
strategy are summarized latter in this chapter.

As mentioned previously, the extent of drug salt dis-
sociation is an important consideration when selecting
a solvent. Therefore, for a particular solvent (e.g.,
water), selection of a drug salt that more fully dissoci-
ates will likely result in more efficient drug delivery.
Using aqueous solutions of the acetate, sulfate, and
hydrochloride salts of morphine, a correlation between
drug salt dissociation and transdermal delivery has been
observed.[14] From conductance measurements, it was
determined that morphine hydrochloride was more
fully dissociated in water than were the sulfate and
acetate salts. The rate of morphine delivery, at currents
ranging from 0.1 to 1 mA, was about 60% greater for the
hydrochloride salt than for the sulfate and acetate salts.

Ion mobility (the velocity achieved by an ion per
unit electric field) is largely determined by its ionic
charge and by the extent of its physical interaction with
the formulation or skin. The mobilities of a drug ion
and its counterion in a formulation are likely to be dif-
ferent than their mobilities in the skin. In addition, the
mobilities of ions that are endogenous to the skin (e.g.,
Naþ, Kþ, Cl�, HCO3

�) are likely to be different in the
two environments. Therefore, during electromigration
the ionic composition of the formulation in the vicinity
of the skin can be substantially different than the bulk
composition. As a result, it has been suggested that the
drug counterion can alter the pH of the interface
between the formulation and the skin, and thus alter
transport efficiency.[10] A twofold enhancement in
transport efficiency for the succinate salts of verapamil,
gallopamil, and nalbuphine relative to the hydrochlor-
ide salts was reported. This result was attributed to the
ability of the weakly acidic succinate anion to buffer the
boundary layer near the skin surface at about pH 4.8,
thus avoiding significant hydronium ion competition.

Matrix

Use of drug dissolved in a liquid solvent is generally
adequate for in vitro experimentation, but is not

optimal for use in a commercial product. Not only
must the formulation be biocompatible, but it must
also be readily incorporated into the IDDS during
commercial-scale manufacturing, be easily applied by
the user, and leave little or no residue on the skin.
To achieve these goals, two fundamentally different
matrix-based formulation strategies have been adopted
for use in IDDS.

In one approach, the drug solution is placed on an
absorbent porous material. Such materials include
hydrophilic fabrics composed of polyester or nylon,
and hydrophilic porous films composed of poly-
urethane, polyvinyl alcohol (PVOH), or cellulose. To
improve hydration kinetics and solvent retention,
hydrophilic polymers and/or surfactants have been
incorporated into the fabric or foam matrices.[15]

Examples of hydrophilic polymers are polyethylene
oxide, PVOH, poly-N-vinyl pyrrolidone, polyacryla-
mide, polyhydroxyethyl methacrylate, and polysac-
charides such as hydroxyethyl cellulose, modified
starches, or natural gums. Nonionic surfactants such
as Tween 20�, Neodol 91-6�, or Tergitol 15-S-7� can
also be added to enhance the rate of hydration. The
water-retentive properties of the polymers, combined
with the structural integrity of a fabric or porous film,
provide a composite matrix material that will readily
absorb the drug solution during the manufacturing
process or just prior to use by the patient. The addition
of solvent just prior to use can enhance drug stability,
particularly for polypeptides and proteins.

The second strategy utilizes drug-containing hydro-
gels and provides an alternative to the absorption of
drug solution by porous composite matrices. With
the hydrogel approach, drug salt is mixed with a
solvent and a network-forming polymer to create a vis-
cous solution. The solution is then dispensed into a
cavity containing an electrode of the appropriate
polarity, and the polymer is crosslinked. To minimize
degradation of the drug during the crosslinking pro-
cess, physical crosslinking is preferred over chemical
or radiation-induced crosslinking reactions. For
example, polyvinyl alcohol can be dissolved in water,
mixed with drug salt, and then frozen at about
�20�C. When thawed, a soft, cohesive, water-rich
hydrogel results.[16] Other hydrophilic polymers such
as polyvinyl pyrolidone or polysaccharides (e.g.,
hydroxypropylmethyl cellulose) can be added to mod-
ify the rheological, adhesive, or water-retentive pro-
perties of polyvinyl alcohol hydrogels.[17]

In general, polar non-ionic polymers have been used
as the matrix material in formulations for IDDS. Non-
ionic polymers are preferred because they typically do
not have mobile ionic species and do not interact
strongly with drug ions. However, results from studies
of drug delivery from matrices composed of ionic poly-
mers have been reported. For example, Gupta and
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coworkers reported a substantial reduction in cromolyn
flux when a hydrogel composed of polyglycerylmetha-
crylate and water was employed, suggesting a strong
interaction between the cromolyn anion and polymer.[12]

In contrast, the transdermal iontophoretic delivery
of the drug cation, hydromorphone, was enhanced
by using a hydrogel formulation composed of water
and poly-acrylamido-methylpropane-sulfonate (poly-
AMPS).[8] A hydrogel composed of water and the acid
form of poly-AMPS was imbibed with a stoichiometric
amount of hydromorphone base to form the hydro-
morphone salt of poly-AMPS. Hydromorphone
hydrochloride was also added, and the hydrogel was
placed in contact with a silver anode. Hydromorphone
was delivered at a current density of 0.05 mA cm�2

through dermatomed pig skin into a 0.1 M sodium
chloride solution. The flux of hydromorphone from
the poly-AMPS hydrogel was found to be about
twice that of a non-ionic PVOH hydrogel. This result
suggests that migration of mobile chloride ions from
the skin into the hydrogel was hindered by the presence
of immobilized sulfonate anions (i.e., ionic repulsion or
Donnan exclusion).

Excipients

Excipients such as buffers, antimicrobials, antioxidants
and chelating agents may be required for optimal drug
stability in IDDS formulations. Several unique criteria
when selecting excipients must be considered.

As described earlier, excipients can contact the elec-
trodes of the system. Therefore, excipients must be
screened for their compatibility with the electrodes.
Sacrificial electrodes (e.g., Ag and AgCl) are parti-
cularly reactive. If inherently non-reactive electrodes
are used (e.g., platinum or carbon), then the excipient
can be exposed to a relatively large electric potential
at the electrode/reservoir interface during system use.
In such cases, excipients that are inherently stable
should be selected. Excipients are typically evaluated
for their electrochemical stability using standard
potentiometric techniques (e.g., cyclic voltammetry)
before being selected for use in an IDDS formulation.

The effect of an excipient on drug transport must
also be considered, especially if it is ionic. If the excipi-
ent has the same charge as the drug ion, then it will be
delivered into the skin with the drug. In addition to the
direct competitive effect on drug transport, the excipi-
ent may alter the permselectivity of the skin, causing a
change in the drug transport efficiency. If an excipient
of opposite charge to the drug ion is chosen, then the
effect of the excipient counterion on drug transport
must be determined.

Because IDDS formulations usually contain water,
the use of lipophilic excipients may not be possible.

Instead, salt forms of excipients are often employed.
However, excipient salts often contain inorganic
cations that are usually much more mobile than most
drug cations. The detrimental effects of inorganic
cations on the flux of drug cations have been well
documented.[18] In particular, since inorganic cations
are depleted from the formulation more rapidly than
the drug cations, the flux of the drug will not be con-
stant but rather will increase with time during system
use. The competitive effect of buffer anions on trans-
port of anionic drugs has also been reported.[19]

Standard phosphate and citrate buffers have been
successfully used in formulations for transdermal
iontophoresis of drug ions. However, because small
inorganic and organic ions frequently have a negative
effect on drug flux due to competition, selecting a buf-
fer can be challenging. Several unique buffering strate-
gies have been developed specifically for use in IDDS.
In one strategy, zwitterionic buffering agents are used
at their isoelectric pH.[20] The net zero charge of the
zwitterion largely avoids the ion competition effect.
Two preferred zwitterionic buffers are N-2-hydro-
xyethylpiperazine-N-2-ethane sulfonic acid (HEPES)
and 2-N-morpholino-propane sulfonic acid (MES).

Alternatively, the delivery of the buffer ion can be
largely eliminated by using cationic buffers in the cath-
ode reservoir and anionic buffers in the anode reser-
voir, so that the buffer ion moves away from the skin
when an electric field is applied. In addition to com-
mon weak acids such as citric and phosphoric, the
use of amino acids in the anode formulation has been
suggested. Amino acids such as cysteine and histidine
would be incorporated at neutral or basic pH, where
they are predominately anionic.[20]

In another buffering strategy, polymeric materials
with pendant acid or base groups (e.g., carboxylic,
phosphoric, amines) are dispersed in the formu-
lation.[10,20] Examples of such polymeric buffers are
polyacrylic acid and methacrylate/divinyl benzene
copolymers (e.g., Amberlite IRP-64�). The exceedingly
high molecular weight of these polymers renders them
essentially immobile in an electrical field. The counter-
ion to the ionic resin must still be considered; prefer-
ably it should have the opposite charge of the drug
to avoid ionic competition. Alternatively, the counter-
ion to the drug ion can be specifically selected for its
inherent buffering capability.[10]

In all of these strategies, the goal is to minimize the
mobility of the buffering agent, or its counterion, rela-
tive to that of the drug ion. This is accomplished by
choosing buffers with no net ionic charge, choosing
buffers whose mobile species have a charge opposite
that of the drug ion, or by increasing the molecular
weight of the buffering agent.

Excipients may also be included in the formulation
to enhance drug delivery efficiency. For example,
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Sanderson and colleagues[10] reported a threefold
enhancement in delivery of dobutamine after the skin
site was pretreated with an anionic surfactant, sodium
lauryl sulfate (SLS). They attributed the enhancement
in flux to an increase in the negative charge on the skin
because of neutralization of fixed positive charges in the
skin and to hydrophobic binding of the surfactant to the
skin. More specifically, Sanderson and coworkers pro-
posed that an increase in negative charge within the
transport pathway enhanced the migration of drug
cations by hindering the migration of chloride ions from
the body. They noted that while SLS is not biocompati-
ble, the charge-alteration strategy may be useful if other
more biocompatible surfactants were identified.

Alternatively, Huntington and Cormier[21] used
non-ionic surfactants, including dodecanol and 1,2-
dodecanediol, to enhance the delivery of the anionic
drug, ketoprofen. Because non-ionic surfactants are
not directly affected by the applied electric field, their
use may be preferred over ionic surfactants.

Some drugs and excipients may cause excessive skin
irritation.[22] Researchers have reduced skin irritation
in humans by including an antiinflammatory agent in
the formulation.[23] Using the moderately irritating
antiemetic drug, metoclopramide, they demonstrated
improved biocompatibility by adding hydrocortisone
to the formulation. As little as 0.05% hydrocortisone
in the formulation significantly reduced erythema at
the skin site following treatment. They also reported
that hydrocortisone had no effect on the transport of
the metoclopramide cation.

Formulation pH

Many drugs have a broad pH range in which drug solu-
bility and stability are adequate for transdermal delivery
by iontophoresis. However, optimal drug delivery and
biocompatibility are usually restricted to a more narrow
range of formulation pH. As discussed previously, skin
is a permselective membrane with an isoelectric point of
about pH 4. For this reason, formulation pH can affect
the selectivity of the skin to cations and anions. As for-
mulation pH increases, skin becomes more negatively
charged, thus favoring cation transport. Therefore, to
maximize the transdermal flux of a cationic drug, the
formulation pH should be as basic as is practical, limited
by drug solubility, charge state, stability, and biocom-
patibility. By analogy, for anionic drugs, acidic formula-
tions are generally preferred.

The effect of formulation pH on skin permselec-
tively has been clearly demonstrated:[24] As the pH of
a solution containing salicylate anion was increased
from pH 4 to 6, and then to 8, the transdermal flux
of salicylate anion at 200 mA/cm2 decreased from 480
to 192, and then to 174 mg h�1 cm�2, respectively.

In contrast, with an identical increase in pH, the flux
of triethylamine cation increased from 117 to 170,
and then to 303 mg h�1 cm�2, respectively.

A formulation must provide adequate drug trans-
port, while ensuring good biocompatibility. Several
investigators have found that formulation pH can have
a substantial effect on skin irritation.[10,20,25] By mea-
suring the redness at treated sites on hairless guinea
pigs, Cormier and Johnson[23] found that skin irri-
tation was reduced by choosing different pH ranges
for the anode and cathode formulations. For anode
formulations, pH values between 4 and 10 produced
the lowest skin responses. For cathode formulations,
pH values between 2 and 4 were least irritating.

Electrolytes for Counter Reservoir

An appropriate electrolyte for the formulation in con-
tact with the counter electrode must provide sufficient
conductivity to minimize the voltage required during
system use. The minimum conductivity, s, needed to
limit the voltage drop, DV, across a hydrogel formu-
lation with a thickness of L and a cross-sectional area
of A at a current of I is given by the expression:

s ¼ ðILÞ=ðdVAÞ ð9Þ

For example, a voltage drop of less than 1 V will
occur across a hydrogel formulation with a thickness
of 0.5 cm and a cross-sectional area of 5 cm2 at a cur-
rent of 0.5 mA, if the formulation has a conductivity
of at least 50 mS/cm.

Because formulation conductivity is sensitive to solu-
bility and ion-pairing effects, it can be used to char-
acterize alternative formulations during formulation
development. Gangarosa and colleagues[26] and Yoshida
and Roberts[19] provide examples of the effect of drug
and electrolyte conductivity on formulation performance
in IDDS.

In addition to rendering the formulation sufficiently
conductive, the ion delivered from the non-drug formu-
lation must be biocompatible. Irritation resulting from
use of four inorganic electrolytes has been reported by
Anigbogu and coworkers.[27] They reported that use of
0.9% NaCl or KCl in the anode reservoir at current
densities of 0.5 mA/cm2 and 1 mA/cm2 for 1 h elicited
no skin irritation in rabbits. In contrast, the use of
0.9% CaCl2 or MgCl2 caused moderate erythema.

Using weak acids and bases as electrolytes for the
counter reservoir formulation at the proper pH (i.e.,
pH < 4 for cathode formulations and pH > 4 for
anode formulations) provides adequate biocompatibil-
ity and low skin resistance.[20] Low skin resistance is
advantageous since less voltage output is required from
the control circuit, and therefore a smaller battery may
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be required, potentially reducing the size and cost of
the IDDS.

For current densities at or above 0.2 mA/cm2, the
sensation associated with transdermal iontophoresis
is determined by the type of ion being delivered into
the skin. When human subjects compared the sen-
sation experienced during iontophoresis of different
salt solutions applied to the right and left forearms,
delivery of calcium caused less sensation than delivery
of phosphate, magnesium, and zinc, which caused less
sensation than delivery of chloride, acetate, citrate, and
sulfate, which in turn caused less sensation than deliv-
ery of lithium, potassium, and sodium. In general,
multivalent ions were found to cause less sensation
than monovalent ions.[28]

ELECTRONIC COMPONENTS

The unique electrical nature of an IDDS provides an
enhanced level of control over drug delivery. In
addition, the ability to provide information feedback
is not often available in other modes of drug delivery.

There are two general electrical approaches used in
iontophoretic treatments: One is to control the applied
voltage; the other is to control the applied current. A
simple example of a controlled-voltage circuit is a bat-
tery that applies a constant voltage to the electrodes.
However, as will be pointed out later, the skin resist-
ance is neither constant between individuals nor is it
static from the start to finish of a single application.
Thus, a constant voltage approach will result in vari-
able current. Since the rate of drug delivered is directly
proportional to the current passed, a controlled-
current approach is generally preferred.

The electrical control components of an IDDS may
be divided into two elements: the power source and the
control circuitry.

Power Source

The electrical power source for portable IDDS is a
battery. Commercially available primary batteries have
cell voltages that range from about 1.2 to 3.0 V. To
overcome the resistance of the skin and achieve the
desired current, it may be necessary to use higher
voltages. Voltage can be increased by combining cells
in series, or by using circuitry to ‘‘step-up’’ the voltage
at the cost of drawing a larger current from the battery.
This additional current drain adds to the total
battery capacity needed to provide the required ther-
apy. Thus, the total battery capacity required is the
sum of that needed to support the therapy plus any
‘‘overhead’’ associated with the electrical circuitry.

The first objective of the circuitry is to control
the amount of drug delivered. For a zero-order

(constant-delivery) system, for example, a specified
current should be maintained regardless of the resist-
ance of the application site. Computing the power
requirement in this case is difficult because the resistive
load of the skin depends on both the application site
and the time elapsed since current has been initiated.[29]

Fig. 2 shows the skin resistance at different application
sites in response to the application of 1 mA to a 4 cm2

area. Two minutes before applying 1 mA, a small
current of 10 mA was applied to determine the skin
resistance, which was highly variable and had a mean
value of about 200 kO. Just 1 s after applying a current
of 1 mA, the resistance decreased substantially to
16 � 4 kO. As time progressed, the resistance contin-
ued to fall and all sites appeared to approach a
quasi-steady-state value of 7.4 � 1.3 kO. The small
relative standard deviation (RSD) of the quasi-
steady-state resistance of 18% compared with an initial
RSD of 92% indicates that all body sites tested tend
toward a common resistance, despite the large
differences that are present prior to application of
current. This fact has been attributed to an increase
in ionic conductivity of the skin due to an increase in
ion concentration within the stratum corneum and to
‘‘activation’’ of shunt pathways.[3]

For a typical initial skin resistance of 200 kO, 200 V
would be required to achieve a current of 1 mA. There-
fore, a typical system having a modest output voltage
of 10–20 V will operate below the desired current
(i.e., will be non-compliant) during the initial moments
of current application. However, because the resistance
drops quickly, a voltage capability of about 10–20 V is
generally sufficient to achieve compliance within an
acceptably short time of about 1 min or less.

Control Circuitry

A controlled current circuit does not necessarily require
a high level of electronic sophistication. A simple
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field-effect transistor with a feedback resistor can
maintain the current delivered from a battery at a con-
stant value over a wide range of skin resistances. Other
types of delivery requirements such as pulsed current,
patient-controlled on-demand dosing, dose titration,
ramp-up or ramp-down dosing, and other special
waveforms can be addressed with control circuitry. In
these cases integrated circuits are usually employed
to minimize system size.

Visual and audio feedback information is provided
to the user by light-emitting diodes (LED), liquid crys-
tal displays (LCD), and piezoelectric transducers. This
information can indicate that the system is working,
show errors or warnings, signal system maintenance
needs (such as battery replacement), or display the
amount of drug that has been delivered.

The ability of an IDDS to electronicallly control
drug delivery gives rise to another potential advantage;
the opportunity to create sensor-based or ‘‘closed-
loop’’ therapy. If an appropriate sensor is available
to measure a biological response (e.g., to measure
blood glucose levels in response to the delivery of insu-
lin), then circuitry can be used to modulate the output
current, and therefore drug delivery. In so doing, an
automated, closed-loop system is created that ensures
the proper amount of drug is delivered and avoids both
over- and under-dosing the patient. As shown in Fig. 3,
the electronic components are typically mounted on a
printed circuit board and mounted within a protective
housing containing the electrodes and formulation
hydrogels.

CLINICAL ASSESSMENT
OF SYSTEMIC DELIVERY

In the following clinical case studies, a number of
delivery attributes discussed in earlier sections are
exemplified. In addition, in vitro methodologies are
briefly discussed to highlight the good correlation poss-
ible with observed in vivo results.

Fentanyl Clinical Study

Fentanyl has a molecular weight of 336 Da in the base
form, an aqueous solubility of about 24 mg/ml as the
HCl salt, and a charge of þ1 over a wide pH range.
Fentanyl is a synthetic opioid widely used in anesthesia
and analgesia. A passive transdermal system is avail-
able for the treatment of chronic pain (Duragesic�,
Janssen Pharmaceutica). This patch delivers fentanyl
through the skin continuously over 72 h. For the man-
agement of acute pain, such as post-operative pain,
the slow onset of action of fentanyl obtained with pass-
ive transdermal delivery is not appropriate. However,

fentanyl delivery from an IDDS to quickly attain
therapeutic blood levels and a quick onset of analgesia
has been demonstrated clinically.[30,31] In addition, the
electrical nature of iontophoresis allows the patient to
initiate a dose of fentanyl when in pain, which is not
possible with passive delivery.[32]

The IDDS used in the clinical study consisted of a
reusable, battery-operated controller capable of deli-
vering user-actuated doses when connected to a dispos-
able patch-like drug unit. The drug unit had a silver
anode and silver chloride cathode in intimate contact
with hydrogel reservoirs within a flexible foam hous-
ing. The drug unit contained 5 mg (base equivalent)
of the hydrochloride salt of fentanyl and the donor
hydrogel reservoir had a skin contact area of 2 cm2.
The disposable drug units were applied to the upper
outer arms of healthy volunteers. The opioid effects
of fentanyl were blocked in the volunteers by oral
administration of naltrexone every 12 h.

The study was a four-treatment crossover (three with
IDDS plus an IV treatment), conducted in 12 subjects.

Top Housing

Printed Circuit
Board Assembly

Bottom Housing

Electrodes

Hydrogels

Adhesive
Laminate

Fig. 3 Exploded view of an iontophoretic drug delivery sys-

tem showing major components: top housing, printed circuit
board assembly, a bottom housing containing reservoirs for
placement of electrodes and hydrogels, and an adhesive lami-
nate. (Diagram from International Patent Publication Num-

ber WO 96/39222.)
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All treatments delivered fentanyl for the first 20 min of
every hour for 24 h. The three IDDS treatments
employed currents of 150, 200, and 250 mA, while the
IV treatment infused 50 mg of fentanyl. Blood samples
were collected, and serum fentanyl concentrations were
measured using a specific radioimmunoassay. Plasma
data collected during and immediately following the
1st, 13th, and 25th treatments are shown in Fig. 4.
The gradual upward shifts in concentration over time
indicate a baseline increase due to incomplete fentanyl
clearance between the hourly doses. For all treatment
types, serum fentanyl concentrations rapidly increased
within a few minutes after the start of each dose.

The average drug input fluxes during the 20 min
dosing periods between hours 24 and 25 were calcu-
lated to be 81, 108, and 138 mg/h/cm2 for currents of
150, 200, and 250 mA, respectively. These values, the
mean maximum plasma concentration values, and
the total AUC values (over the same time period) for
the three IDDS treatments all increased proportionally
with current. These results agree with theoretical
expectations expressed by [Eq. (1)]. In addition, the
variabilities in the fentanyl pharmacokinetic para-
meters were similar for the IDDS and IV treatments,
indicating that the IDDS doses were delivered with
an accuracy similar to the IV infusions.

The in vivo flux values for fentanyl agree closely
with in vitro flux values obtained with human cadaver
skin. In vitro transdermal experiments with fentanyl
were conducted using two-compartment permeation
cells. Heat-stripped human epidermis was oriented so
that the stratum corneum surface contacted the fenta-
nyl hydrochloride solution in the donor compartment.

The donor solution pH and fentanyl concentration
were very similar to the pH and concentration of the
donor formulation used in the clinical study.

To establish a good in vitro/in vivo correlation, the
composition and ionic strength of the receptor solution
must be adjusted.[18] For fentanyl, the best correlation
was obtained with a receptor solution comprised of
a 10-fold dilution of modified Dulbecco’ phosphate-
buffered saline (without calcium or magnesium) at
pH 7.4. The currents tested in vitro ranged from 0 to
400 mA and were applied to a silver anode and a
silver chloride cathode using a constant current power
supply. The in vitro data presented in Fig. 5 clearly
demonstrate the expected linear dependence of fen-
tanyl delivery on current and the excellent correlation
to the in vivo data.

Luteinizing Hormone-Releasing Hormone
Clinical Study

Systemic delivery of polypeptides, proteins and oligo-
nucleotides pose many significant delivery challenges
to pharmaceutical scientists. Because of their extensive
metabolism in the gastrointestinal tract, they are gener-
ally not good candidates for oral administration. These
compounds typically have large molecular weights, are
hydrophilic, and have a pH-dependent electrical
charge. These qualities also make them poor candi-
dates for passive transdermal delivery but excellent
candidates for iontophoretic delivery.[33]

Luteinizing hormone-releasing hormone (LHRH) is a
native reproductive hormone containing 10 amino acids
with a molecular weight of approximately 1200 Da and
a charge of þ1 near neutral pH. Pulsatile delivery of
LHRH by the hypothalamus stimulates the production
of gonadotropins, such as luteinizing hormone (LH),
by the pituitary gland for the maintenance of normal
female reproductive function. In contrast, continuous
secretion of LHRH shuts down the reproductive axis.
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It is possible to achieve continuous or pulsed LHRH
delivery profiles using transdermal iontophoresis. Heit
and colleagues have demonstrated that continuous
transdermal iontophoresis of LHRH is possible.[34]

Continuous transdermal iontophoresis of leuprolide,
a nine-amino acid analog of LHRH, has also proved
clinically successful.[35]

The iontophoretic delivery of discrete pulses of
LHRH using an IDDS was investigated in a clinical
study with healthy male volunteers.[36] The clinical sys-
tem comprised an 8 cm2 hydrogel formulation contain-
ing 15 mM LHRH as the hydrochloride salt in contact
with a silver anode. Plasma LHRH and LH concentra-
tions obtained in eight subjects receiving one 15-min
pulse at a current of 0.8 mA (0.1 mA/cm2 current den-
sity) every 2 h for 8 h are shown in Fig. 6. The plasma
LHRH concentration obtained following the adminis-
tration of a single 5 mg IV bolus is also shown as a ref-
erence. These results demonstrate that pulsatile
delivery of LHRH is possible using reasonable ionto-
phoretic conditions. Significantly, the plasma LHRH
profiles obtained with an IDDS are comparable with
those obtained following IV bolus administration. The
four consecutive 15-min doses resulted in plasma LHRH
profiles with sharp peaks (Cmax up to 450 pg/ml). Plasma
LHRH levels rapidly declined to negligible baseline
values between doses, consistent with IV administration.
The plasma LHRH levels rose and fell much more
rapidly than profiles obtained with subcutaneous
injections.[37]

Following each dose of LHRH, the pharmacody-
namic plasma LH response also followed a pulsatile

pattern with a mean maximum concentration of about
26 mlU/ml. As was discussed earlier for fentanyl, the
variability in the iontophoretic LHRH plasma data was
comparable to that obtained with IV administration.

While iontophoresis has not been widely employed,
the field is rapidly evolving. The development of small
patch-like devices for glucose extraction and for sys-
temic delivery of therapeutic agents is occurring at sev-
eral companies, including Cygnus, Becton Dickinson,
and ALZA. If commercially successful, these efforts
would greatly expand the applications of iontophoresis
for systemic therapy.
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Isolators for Pharmaceutical Application

Gordon J. Farquharson
Bovis Tanvec, Ltd., Tanshire House, Surrey, U.K.

INTRODUCTION

The use of isolators in research and manufacturing in
the health care and life science industries continues to
develop rapidly. An overview shows many new appli-
cations being conceived, designed, constructed, and
set into operation to satisfy many different processing
needs. These applications frequently fall outside the
accepted concepts and practice found in human scale
rooms. It is only in the last 2 or 3 years that the tech-
nology has been recognized within cGMP guidelines
and regulations. This article attempts to describe the
practical experience gained from consultancy and
design of isolators from the early 1970s up to and
including state of the art applications developed today.
For clarity, an isolator can be defined as:

A device creating a small enclosed controlled or clean
classified environment in which a process or activity
can be placed with a high degree of assurance that

effective segregation will be maintained between the
enclosed environment, its surroundings, and any per-
sonnel involved with the process or manipulation.
Isolators can be closed or open designs, and may

be maintained at positive or negative pressure to their
surroundings.

The following list summarises some essential fea-
tures that help to expand on the definition as it is
applied in the life science and pharmaceutical industry
context:

� An isolator is an enclosed controlled environment
of minimum volume.

� Isolators segregate people from processes.
� Isolators can contain processes hazardous to the

surroundings, processes that are at risk from the
surroundings, or in some cases activities where both
types of risk coexist.

� Isolator walls or envelopes may be rigid or flexible;
typical primary materials are stainless steel and
glass, and polyvinyl chloride (PVC) flexible sheet
welded to form an enclosure.

� Isolators are internally pressurized with air or inert
gas to help achieve the required segregation
between inside and outside. Pressurization can be
positive or negative.

� Air filtration through High Efficiency Particulate
Air (HEPA) or Ultra Low Particulate Air (ULPA)
filters[1] is used to control the quality of air entering,
leaving, and recirculating. For some applications
in which very small inert gas quantities are used,
nitrogen, for example, can be delivered through
sterilizing-grade membrane filters.

� Isolators are frequently connected intimately to
items of process equipment to provide an effective
locally controlled environment.

The principal industry drivers generating the inter-
est in isolators in the last few years have been focused
on improvements in process integrity. This includes
operator protection from potent and hazardous mate-
rials and, in the case of sterile products manufacturing,
to reduce the potential of contaminated non-sterile
units from being produced by a specific process. There
are some circumstances in which reductions in occu-
pied space and operational cost savings have been
essential objectives.

TECHNICAL GUIDELINES AND STANDARDS

Although guidelines, such as the UK Pharmaceutical
Isolator Guideline,[2] and standards for microbiologi-
cal safety cabinets[3,4] and those for flexible-film isola-
tors,[5] satisfy part of the need for effective standards,
further support is needed. During 2001, the ISO Tech-
nical Committee 209 should publish EN/ISO (DIS)
14644-7.[6] This standard will be entitled ‘‘Enhanced
Clean Devices.’’ Although it is not pharmaceutical
industry specific, it will contain much excellent basic
good practice guidance. 2001 should also see publi-
cation of PDA’s Monograph ‘‘Design and Validation
of Isolator Systems for the Manufacturing and Testing
of Health Care products.’’ Useful sources of reference
can also be obtained from the nuclear industry. ISO
10648 ‘‘Containment enclosures’’ contains some valu-
able sections.[7,8]

For isolators, the barrier between the critical con-
trolled environment and its surroundings is created
by a single element, rather than the multilayer protec-
tion approach used in cleanroom technology. It is
essential, therefore, to realize that the engineering
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solution, integrity, and reliability of the final oper-
ational isolator will have a direct impact not only on
the enclosed process, but also on the quality required
of the surrounding environment. This is particularly
so when an isolator is used to contain a vulnerable
aseptic process. This is usually be the most critical task
for isolators, and the one that is most difficult to prove.

The design and construction of isolators should be
carried out in an appropriate quality-assured way
because the devices are frequently complex and require
a high level of documentation to comply with both
safety and good quality requirements. ISO 9000 com-
pliant or similar quality assurance systems provide an
appropriate management environment in which to
design and build systems destined for quality or safety
critical applications.

HEALTH CARE INDUSTRY REGULATORY
DEMANDS AND EXPECTATIONS

Many operational applications are now in place, parti-
cularly in Europe. They can be found in manufactur-
ing, R&D, and QC sectors. Experience continues to
develop, and the users are at the forefront of the
knowledge. Regulatory guidance can now be found
in the European Union Guide to Good Manufacturing
Practice (EU GMP) and will shortly appear in ‘‘Phar-
maceutical Inspection Co-operation Scheme’’ (PICS)
inspection guidelines. It is the responsibility of the iso-
lator user, together with the designer or supplier, to
effectively demonstrate an appropriate level of system
integrity and performance. Regulators primarily hope
to see that the use of isolators has been targeted at
improvements in sterility or other attributes of quality
assurance, as well as operator health and safety, and
environmental protection. Such regulators may be less
impressed by issues relating to reduction of unit manu-
facturing cost or amount of capital employed.

At present, the pharmaceutical industry regulatory
requirements refer to isolators specifically in the con-
text of the manufacture of sterile products. There is
no reference to their role in broader areas of crosscon-
tamination and operator safety control. Within
Europe, the current EU GMP clearly states that isola-
tors might produce improvements in sterility assurance
of sterile products, and that aseptic processing manu-
facturing isolators should be placed in at least a
Grade D surrounding environment. The Food and
Drug Administration (FDA) requirements are less well
defined, but it is likely that in equivalent circumstances,
they would like to see an isolator located in a class
100,000 or M6.5 environment ‘‘In Operation.’’

As far as the configuration and performance of iso-
lators is concerned, the pharmaceutical regulators have
not made specific demands in their documentation.

However, some of the main issues that have been ident-
ified by U.S. and European investigators or inspectors
include:

� Concern that the use of isolators engenders a false
sense of security, and that cGMP standards might
be abandoned.

� Concern over the effects of vibration caused by the
process and the critical environment being physi-
cally connected.

� Integrity of glove and half-suit systems.
� Effective leak testing regimes that should be estab-

lished.
� Effectiveness of the physical cleaning of isolators

applied in conjunction with gaseous or aerosol
disinfection systems.

� Evidence of good ergonomic design.
� A well-defined and implemented personnel inter-

vention policy, including intervention recording.
� Tailored process simulation programs for aseptic

processing.
� Inappropriate sterility assurance level claims.

APPLICATIONS

Isolator systems can be used for quality-critical, safety-
critical, or combined applications. The examples given
here are not exhaustive but focus on some of the most
important applications, and clearly illustrate the broad
range of devices that are created to satisfy particular needs.

Sterility Testing

For many years, isolators have provided a valuable
tool for providing very clean conditions in the micro-
biological laboratory for testing the sterility of the
end product. Both flexible-film and rigid-wall devices
have been successfully utilized. These isolators are used
to carry out manipulations with a growth-promotion
medium. Any failures in the security of the isolator
are likely to manifest themselves as growth in the cul-
ture medium. Such growths would be deemed false
positives, and would result in a requirement to investi-
gate the source of contamination. The security and
effectiveness of isolators, operating in conjunction with
sanitization techniques and transfer systems such as
interlocking transfer ports, have been demonstrated
to provide a more secure system than the traditional
cleanrooms for this type of analytical work.

Sterility testing requires a strict control of microbial
contamination challenge from outside the controlled
environment, but not of the particulate contamination
liberated by the process itself. Hence, a positive-
pressure isolator in a controlled environment, using
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non-unidirectional airflow, is satisfactory. Flexible-film
devices using half-suit manipulation techniques are
frequently used in these applications. These isolators
are usually configured as ‘‘closed’’ isolators because
they don’t have continuous-process discharges from
the contained volume. Fig. 1 shows an example of an
isolator used in sterility testing.

Subdivision and Dispensing
of Potent Compounds

As pharmaceutical products contain increasingly
potent active constituents and as health, safety, and
environmental protection issues increase in impor-
tance, isolators have been developed in many shapes
and forms to permit thesafe weighing and subdivision
of highly active compounds. The most sophisticated
applications, such as the subdivision of bulk sterile
active compounds, require that the isolator maintain
aseptic processing conditions internally at the same
time as satisfying the safety requirements. Fig. 2 shows
an isolator device designed to allow a keg of potent

raw material to be introduced into an isolator environ-
ment, and be securely subdivided into lots suitable for
a subsequent formulation batch process. The device
includes systems for mechanical handling of the kegs,
and for washing their exterior to decontaminate them
after completion of the manipulation.

Powder Processing Systems

A natural extension from the simple handling of potent
compounds is to use barrier technology to provide highly
secure mechanisms for processing and more complex
manipulation of powders. Isolators of this type and con-
figuration have the objectives of operator and environ-
mental protection as well as the provision of a secure
clean and aseptic environment around the process.

The example shown in Fig. 3 is a system used for the
drying and handling of bulk powder. It provides a
clean classified environment for handling bulk powder,
a containment of the potent compound, and a nitrogen
environment to allow the safe use of flammable solvents.
It is a rigid positive-pressure device located in a EU

Fig. 1 Flexible-film isolator with half-suit used for sterility testing. (Diagram courtesy of La Calhene.)
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GMP Grade D cleanroom. The cleanliness of the
internal nitrogen environment is maintained using non-
unidirectional airflow. Manipulations are achieved using
a combination of glove and half-suit systems.

Small-Scale Manipulations

Many isolator applications at the clinical trial scale of
manufacturing are based on the same scale of tech-
nology used for sterility testing. The aseptic dispensing
of pharmaceutical products in hospital pharmacies is
also carried out on this scale. Such manufacturing is
not carried out on a continuous basis, but in relatively
small batches that can be transferred from the isolator
with the help of one of the more secure transfer sys-
tems. In this type of application, one isolator is being
used to dispense a variety of products or several isola-
tors are used for separate tasks.

In the application shown in Fig. 4, a group of
isolators are placed in an EC Grade C working environ-
ment (approximately equivalent to ISO 7 or Class 10,000
‘‘At Rest’’). The isolators are configured to provide an
aseptic environment interfacing with a depyrogenating
oven for handling and holding dry-heat-sterilized com-
ponents. Additional individual isolators are provided
in which separate formulation and/or filling operations
can be undertaken. Materials are moved from one iso-
lator to another using closed containers that dock with
alpha/beta docking ports mounted in the sidewall and
floor of the isolators. Internal cleanliness is maintained
through positive pressurization and the supply of double
HEPA-filtered unidirectional airflow to the critical
process zones within the isolators.

LARGE-SCALE ASEPTIC PRODUCTION

Isolators are now used in industrial scale aseptic proces-
sing for both formulation and filling. Fig. 5 shows an
example of a rigid interconnected network of isolators
providing a complete component handling and aseptic
filling capability in an integrated line. The internal

Fig. 2 Potent drug-dispensing isolator. (Photograph cour-
tesy of TPC Microflow Ltd.)

Fig. 3 Specialized isolator for potent drug processing and handling. (Photograph courtesy of TPC Microflow Ltd.)

2136 Isolators for Pharmaceutical Application



Io
nt

op
ho

r–
Le

ns

control of the environment is achieved by a combination
of non-unidirectional and unidirectional airflow within
positively pressurized cells. The individual cells are sepa-
rated by ‘‘airlock’’ flap valves. The product flow through
to aseptic filling operations is largely automatic, with
gloves provided for specific manual interventions. The
complete line is placed in a room in which the environ-
ment is controlled but unclassified in terms of cleanroom
standards. Hydrogen peroxide vapor is used for the
surface sterilization of the isolator network, and for the
continuous surface disinfection of containers of product
components that enter the system.

Technical Considerations for the Design,
Manufacture, and Testing of Isolators

The susceptibility of the process to contamination is
critical in terms of risk assessment. In aseptic processing,

for example, open processes are at far greater risk
than closed processes. Furthermore, systems requiring
complex aseptic assembly prior to use are more difficult
to manage in a small isolator environment than if
cleaning and sterilization-in-place techniques were
employed (referred to as CIP and SIP). It is essential,
therefore, to evaluate all the process steps, including
equipment transfers, assembly manipulations, and the
processing activity itself. Effective documentation of
such analysis is good practice in a validated operational
scenario.

Barrier-integrity characteristics

Complex isolators are unlikely to be leak free. It is
obvious that the better the barrier integrity is, the less
will be the opportunity for contamination to be trans-
ferred across the isolator wall. The integrity is influ-
enced by the basic materials of construction, design
effectiveness, damage caused by cleaning, resistance
to process chemicals, and robustness. The first funda-
mental option to consider is a rigid or a soft-wall con-
struction. The former normally utilizes a combination
of stainless steel and glass or Perspex windows; the lat-
ter uses a welded transparent PVC envelope connected
to a stainless steel floor tray or machine bedplate. After
choosing either a rigid or soft-wall solution, it is most
important to ensure that an effective mechanism is
selected to measure the leakage-air tightness of the iso-
lator. Such tests should form part of the construction
acceptance testing of a device, and should become part
of routine operational leak testing. A pressure-hold
test is the simplest method of determining that the
complete assembly satisfies a set of acceptance criteria.
Provided that the isolator, including its internal and
external air systems, is configured in an appropriate

Fig. 4 Isolators used in clinical trials and specials manufacturing (the gloves have been removed for photographic clarity). (Photo-

graph courtesy of Boots Contract Manufacturing and Bovis Tanvec Ltd.)

Fig. 5 A specialized network of isolators used for large-scale
industrial syringe filling; process flow is from left to right.
(Photograph courtesy of Medeva Ltd.)
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way, simple isolating valves can be used to isolate the
isolator, thus allowing convenient leakage-rate tests
to be carried out. Such tests could ultimately be carried
out on a batch basis if required. The most commonly
used test methods are:

� Evaluation of pressure decay rate.
� Leakage-rate measurement at constant pressure.
� Tracer gas leak-rate detection.
� Tracer particle transfer measurement (sometimes

called a leak-induction test).

Table 1 illustrates a range of four ‘‘Leakage
Classes’’ that will be included in the ‘‘Enhanced clean
devices’’ standard, EN ISO (CD) 14644-7. These
classes are based on levels of leakage defined in the
ISO 10648[7,8] nuclear containment standards.

Manipulation technique

The manipulation technique influences the overall
integrity of an isolator system, as in virtually all cases,
the manipulation device presents a potential breach to
the barrier of the isolator. Additionally, where the
manipulation involves placing part of the human body
within a specialised system component, such as gloves
or a half-suit, a greater potential exists for process or
product contamination than would occur with tong
manipulators, remote manipulators, or robotics
devices. Utilizing a simple pressure-hold or leakage test
on a glove port and glove before and after a process
work session can achieve a high level of glove integrity
assurance. Such a technique is virtually impossible with
half-suit applications due to their size and construc-
tion. Strategic inspections and pressure tests for integ-
rity at less frequent intervals are required for such
devices. Alternative manipulation methods using tongs
and remote manipulators (mainly for handling radio-
active substances) can be of advantage in isolators,
but currently are rarely found in pharmaceutical appli-
cations. However, it should be noted that tong manip-
ulators, for example, have their own special problems
and use a gaiter system to ensure air pressure integrity
around the rotation and sliding gimbals. This gaiter is

akin to the glove gauntlet, and its integrity and risk of
failure are just as important.

Manipulations should always be minimised. An
event report should be made, and a preprepared action
plan must be implemented should damage occur to a
glove. The selection of glove and gauntlet materials is
most important. Half-suit and sleeve/glove systems
use a technique where the glove can be detached from
the sleeve by way of a specialized fitting in the wrist
region. Some of these devices have the capability of
allowing glove change while the system is in use.
Gauntlet or one-piece systems are generally more dur-
able, but do not have the same change in use capa-
bility. A balance has to be maintained between
durability and ‘‘feel.’’ Typical available materials are:

� Latex (natural rubber) allows great dexterity; if
thick enough, these can be wear and abrasion resist-
ant. It is chemically resistant to many mild chemi-
cals, detergents, and disinfectants.

� Neoprene (synthetic) has high flexibility and allows
good dexterity. It has low tensile strength, and is
chemically resistant to materials with the exception
of oxidizing agents such as hydrogen peroxide.

� Nitrile (synthetic copolymer) has poor flexibility,
but is strong and highly chemical resistant.

� PVC (synthetic polymer) is strong and chemically
resistant to materials except ketones and aromatic
hydrocarbons; it is inflexible and subject to tearing.

� Urethanes have good abrasion, chemical resistance,
and good tensile strength, but are not suitable for
high temperatures.

� Laminated polymers exhibit high strength and
selective resistance to chemicals; they are subject
to failure when used with sharp objects.

A variation of the pressure-hold test can be used to
test the integrity of manipulation gloves in situ. This
provides a convenient way of determining the integrity
of the glove without entering the controlled environ-
ment or unnecessarily changing an expensive com-
modity. An alternative, provided by a particular
vendor, involves inert gas purging of a glove volume,
followed by measurement of the build-up of oxygen
that diffuses through glove pinhole leaks.

Transfer techniques

The transfer of materials into and out of an isolator
represents the most likely and most common source
of loss of internal environmental integrity. The more
secure the transfer system, the less demanding is the
surrounding environment. The simplest devices, such
as single doors, present very little ability to separate
the external from the internal environment. In fact,
in these applications, the only facet of the device’s

Table 1 Isolator leak rates (tentative levels)

Leakage

class

reference

Leak rate

enclosure air

change/hour

Leak rate:

percentage enclosure

volume/hour %

1 <5 � 10�4 (<0.0005) <0.05

2 <2.5 � 10�3 (<0.0025) <0.25

3 <10�2 (<0.1) <10

4 <10�1 (<1.0) <100
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performance that provides any protection is outward
airflow when the door or cover is open. Security can
be improved by a double-door pass-through hatch.
The performance and effectiveness of such a device
can be improved by introducing mechanical or electro-
mechanical interlocking of the opposing doors. Fur-
thermore, adding positive ventilation of the airlock
space to dilute and remove contamination that may
enter when the external door is open adds security to
this form of transfer. The most secure techniques
include a direct process connection to the isolator,
interlocked docking port systems (often called alpha/
beta systems), and airflow protected tunnels for con-
tinuous component discharge. Although no specific
tests or standards exist to define the performance of
such devices, tests can be adopted from other applica-
tions. Containment tests such as those used for
open-fronted microbiological safety cabinets can be
effectively used to determine a protection factor for
airflow-protected product-discharge tunnels. In the
case of alpha/beta interlocked docking port systems,
certain manufacturers have developed and applied
particulate and microbiological challenge tests to
determine the effectiveness or a protection factor of
these devices. This quantifies the segregation achieved
by such a device in operation. Such tests may become
the basis of type or performance testing and
subsequent selection of specialized transfer devices. A
typical alpha/beta port is illustrated in Fig. 6.

Internal pressurization

Internal pressure within an isolator clearly has a major
influence on the ability of the isolator to exclude the

external environment. The level of the pressurization
should also be considered in relation to its ability to
withstand the piston effect of rapid glove movement,
and whether or not the internal isolator air system
should achieve a specific outflow of air in the event
of partial or total glove loss. The integrity and per-
formance of pressurisation equally apply to negative-
pressure systems. However, negative-pressure systems,
used for clean and aseptic processing, are more likely
to require a higher class of surrounding environment
than that required for equivalent positive pressure sys-
tems. The glove piston effect is relative volume related
(i.e., the volume displaced by the glove compared to
the volume of the isolator). As a rule of thumb, devices
with a pressure of 15–25 Pa compared to the surround-
ing atmosphere, are likely to be less secure (due to the
piston effect) than devices with a pressure of 50–80 Pa
compared to the surrounding area. When lost glove
airflow protection is required, air velocities of
0.5–0.7 m/s should be considered. If extremely high
velocities above these figures occur, reentrainment of
external contamination due to high turbulence is a
distinct possibility. In testing the effectiveness of the
pressurisation, it is necessary to challenge not only
the steady state conditions but also the transient con-
ditions. It is therefore expected that a series of tests
be carried out to investigate start and stop modes of
the isolator control system, the influence of glove
or other device manipulation, and of course, the inter-
action of the process itself. The most demanding
processes in aseptic pharmaceutical applications are
usually continuous depyrogenation tunnels, where the
air leakage into the tunnel due to isolator overpressure,
varies with time, and may well vary with different

Fig. 6 A typical alpha/beta port. (Illustration of DPTE courtesy of La Calhene.)
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machine settings for various sizes. In this type of appli-
cation, it is absolutely critical that the qualification of
the isolator environment is carried out in conjunction
with all states of operation. Similarly, it is essential
that the depyrogenation process in the tunnel is fully
qualified with all states of the isolator.

Airflow configuration

As with cleanroom applications, isolators can use uni-
directional or non-unidirectional airflow regimes, or in
larger systems a combination of both. Isolators are
very different from cleanrooms in that generally a
physical barrier separates critical from non-critical
zones rather than the use of managed airflow. It is
possible therefore in isolators to obtain the necessary
levels of environmental cleanliness with very low air
velocities. Unidirectional airflow systems designed to
achieve class 100/M3.5/ISO 5 cleanliness can be
achieved with velocities as low as 0.10 m/s. When the
velocity is set at such low levels, it is necessary to care-
fully evaluate the influence of heat sources and process
disturbance. Having defined the airflow characteristics
required for the isolator, it is necessary to determine
both the airflow rate using flow anemometers and the
uniformity of the airflow in the case of unidirectional
airflow systems. The latter is bestachieved using flow
visualization smoke-tracing techniques. This is parti-
cularly important if an isolator environment itself con-
tains a mixture of unidirectional and turbulent and/or
conventional flow zones.

Filtered-air exchange rate in non-unidirectional flow
systems should be based on the rate required to dilute
internally generated contamination. The contamination
decay rate of an enclosed volume can be used as a mea-
sure of effectiveness of the air-movement system in an
isolator. This can be helpful for assessing the degassing
rate at the conclusion of a gaseous sanitisation or steri-
lizing procedure. The decay rate can be measured using
artificial aerosol generation combined with measuring
the decay profile broadly in accordance with the method
set out in IES recommended practice 006.2. Alternative
gas-decay methods can be adapted from tracer-gas
methods used to prove the effectiveness of ventilation
systems.

HEPA filtration

The provision and location of air filters and the
filtration integrity in isolators are as important as in
clean or containment room technology. The filter and
its installation must be designed with the utmost care,
and special consideration should be given to the effect
of vibration transferred from the isolator mechanical
systems or the process. Final filters should be placed

as close as possible to the critical zone. However, this
sometimes makes the task of fitting the filters difficult
due to restricted space and access. Maintenance
convenience can be improved by locating filters
close to, but away from the critical zone, in carefully
engineered housings. When this technique is used, the
duct between the filter and the isolator should be
constructed of non shedding materials. Natural or
artificial aerosol challenge tests are the appropriate
way to test in situ final HEPA or ULPA filters and
existing cleanroom oriented standards, and require-
ments are directly relevant to isolator applications.

Airborne cleanliness classification

Classification of the working environment by measur-
ing the particulate concentration is normally carried
out in accordance with the requirements stated within
the accepted airborne-particle classification standards.
If the isolator working volume is extremely small, it
may be necessary to increase the number of test
locations from thesingle point determined by using
the formula within the standards. Two, three, or more
locations focused on the critical points of process or
product exposure. When continuous or cyclic auto-
matic particle monitoring is being considered, care
should be taken to ensure that the volume of air taken
as a sample does not adversely influence the isolator
pressurization.

Open aperture integrity

Open aperture protection is an important feature of
some isolators. In addition to designing and testing
for isolator pressurisation, some isolators need to be
engineered to maintain segregation in case of partial
or total glove loss. This is particularly the case when
biological or chemical hazards are present internally,
and need to be contained for safety reasons. Further-
more, in many production-scale isolator networks,
particularly those filling parenteral containers, it is an
advantage to pass the filled closed containers out of
the isolator continuously via an airflow protected tun-
nel. In such cases, there is a protecting air velocity,
entering or leaving the isolator, to contain a hazard
or minimize the opportunity of internal contamination,
respectively. The effectiveness of this inrush or outrush
of air (protection factor) can be quantified by a
biological or aerosol challenge test derived from
adaptation of the method defined in British Standard
5726[3] or the U.S. Standard NSF 49.[4] Both these
standards relate to microbiological safety cabinets
where the test is specified for the purposes of quantify-
ing a containment factor. The containment test chal-
lenges the aperture with a test aerosol, and measures
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the quantity that escapes through the opening. The
ratio of escape to generated quantity is used to cal-
culate a containment factor. This test method can
also be effectively deployed for testing and demon-
strating the effectiveness of any other aperture
inward or outward and is used to protect and segre-
gate the internal from the external environment. In
the classic case, there is a continuous discharge
of filled containers across a dead plate, leaving an
aseptic processing environment. Here it is important
to determine that there is no turbulence causing
induction of external contamination into the critical
aseptic zone.

CLEANING AND SANITIZATION
OF ISOLATORS

Effective cleaning and biodecontamination of the
internal surfaces of isolators and their intimate product
contact parts is of greatest importance, particularly for
aseptic processing. The effectiveness and repeatability
of the sanitisation method also has an impact on the
quality of the surrounding environment required. This
is particularly the case if it is anticipated that batch and
machine format changes are carried out with the iso-
lator open. If this procedure is adopted, it is necessary
first to minimize the introduction of room contami-
nation into the open isolator, and then to apply an
effective cleaning procedure. If some contamination
has entered the device, it is essential to use a repeatable
and effective sanitization or surface sterilization
method. The requirement to clean and disinfect would
be lessened if changeover were achieved with a closed
isolator. The least effective processes, such as surface
swabbing and aerosol spraying with disinfectant, are
unlikely to satisfy the requirements of a repeatable
process of high efficacy. However, the use of highly
controlled gaseous-phase processes, using materials
such as formaldehyde, hydrogen peroxide, peracetic
acid, and chlorine dioxide, can be very effective. These
gaseous-phase processes are generally intolerant of
soiling deposits on the surface. Therefore, the methods
must be deployed in conjunction with effective physical
cleaning.

DESIGN CONSIDERATIONS FOR THE
SURROUNDING ENVIRONMENT

Finally, having taken all the above issues into account,
and determined the type and nature of the isolator to
be used and the quality of the surrounding environ-
ment, it is important to consider some of the broader
issues relating to the design of the surrounding
environment. It is essential to thoroughly consider all
the attributes of the facility in which the isolator is
placed, as this can have a major influence on the pro-
duct. The facility in which the isolator is placed must
provide a clear departmental separation from less criti-
cal adjacent activities. By layout and configuration, it
must achieve the following:

� Provide appropriate physical security for the
operation.

� Control and manage access of personnel and mate-
rials.

� Ensure the required background environment is
maintained.

� Provide the utilities required by the isolator.
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BASIC PRINCIPLES

Isomers are defined as molecules of identical atomic
compositions (molecular formulas), but with different
bonding arrangements of atoms or orientation of their
atoms in space. Based on this definition, several types
of isomerism are possible including constitutional, con-
figurational, and conformational isomerism. Consti-
tutional isomers (also called structural or positional
isomers) are molecules with the same atomic compo-
sition but different bonding arrangements between
atoms, as illustrated by theexamples of catechol, res-
orcinol, and hydroquinone (Fig. 1). All of these com-
pounds have the same atomic composition (C6H6O2),
but different bonding arrangements of atoms and are
thus distinct chemical entities with different chemical
and physical properties.

Configurational isomers are defined as molecules of
identical atomic composition and bonding arrange-
ments of atoms, but different orientations of atoms
in space, and these different orientations cannot inter-
convert freely by bond rotation. Since these types of
isomers differ only in relative spatial orientations of
atoms, they are commonly referred to as stereoisomers.
Configurational stereoisomers are subcategorized as
optical isomers (enantiomers) or geometric isomers
(Fig. 2), depending upon the hybridization state and
geometry of the atoms that impart the properties of
stereoisomerism and the overall structure of the mol-
ecule. Stereoisomers of this type are distinct chemical
entities that may have different chemical and physical
properties.

Conformational isomers (conformers) are stereoiso-
meric forms characterized by different relative spatial
arrangements of atoms that result from rotation about
sigma bonds. Thus, unlike configurational isomers,
conformers are interconverting stereochemical forms of a
single compound. The nature of conformational and con-
figurational stereoisomerism, as well as the role of stereo-
isomerism in drug activity is the subject of this article.

Optical Activity and Molecular Structure

Modern stereochemistry originated with the research
of Malus in 1808 who discovered that plane-polarized
light is generated when a beam of light is passed
through calcium carbonate. In 1813, the mineralogist
Biot reported that asymmetrically cut quartz crystals
rotate the plane of a beam of polarized light. It also
was noted that certain organic liquids, as well as solu-
tions of certain organic compounds, can rotate the
plane of polarized light. Biot attributed this effect on
plane-polarized light to a property of the individual
organic molecules through which the light is passed,
a property now referred to as optical activity. The
concept of optical activity was extended by Herschel
in 1812, who observed that hemihedral quartz crystals,
having odd faces inclined in one direction, rotated the
plane of polarized light in one direction, whereas crys-
tals whose odd faces were inclined in the opposite
direction rotated plane-polarized light to the same
extent but in the opposite direction.

Pasteur refined the observations of the mineralogists
by proposing a link between optical activity and mol-
ecular structure. His landmark work of 1847 was based
on earlier observations by Biot that chemically iden-
tical salts of tartaric acid rotated plane-polarized light
differently. Pasteur discovered that two distinct crys-
talline forms of tartaric acid salt could be obtained
from solutions of the optically inactive salt of ‘‘para-
tartaric acid’’ (also known as racemic acid), and that
one crystal form has hemihedral faces that inclined
to the right, whereas the other has faces that inclined
to the left. He separated the distinct crystalline salts
forms and observed that they, unlike paratartaric acid,
are optically active; solutions of the left-handed crys-
tals rotate the plane of polarized light to the right,
and solutions of the right-handed crystals rotate the
light to the same degree, but in the opposite direction.
Pasteur further demonstrated that the left- and right-
handed crystals were mirror images of each other
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and concluded that this property must reflect the hand-
edness of the molecules that constitute the crystals.

The molecular basis for the left- and right-handed-
ness of distinct crystals of the same chemical substance
and the associated differences in optical rotation was
developed from the hypothesis of Paterno (1869) and
Kekulé that the geometry about a carbon atom bound
to four ligands is tetrahedral. Based on the concept of
tetrahedral geometry, Van’t Hoff and LeBel concluded
that when four different groups or atoms are bound
to a carbon atom, two distinct tetrahedral molecular
forms are possible, and these bear a non-superimposable
mirror-image relationship to one another (Fig. 3). This
hypothesis provided the link between three-dimensional
molecular structure and optical activity, and as such
represents the foundation of stereoisomerism and
stereochemistry.

Chirality and Optical Isomers (Enantiomers)

The property of non-superimposability became known
as chirality, and molecules containing asymmetrically
substituted carbons are referred to as chiral molecules.
The term chiral was derived from the Greek word
meaning ‘‘hand’’ and was applied as a description of
the left- and right-handedness of crystal structure
resulting from molecular asymmetry. The individual
mirror image forms of a chiral molecule are called
optical isomers because they rotate the plane of polar-
ized light (are optically active) and differ in structure
only in the orientation of atoms or groups about the
asymmetric carbon (are isomers). Today, optical iso-
mers are more commonly referred to as enantiomers
or an enantiomeric pair.

Generally, optical isomers or enantiomers have
identical physical and chemical properties, for
example, the enantiomeric forms of amphetamine
(Fig. 4) have identical melting points, pKa, solubilities,
etc. There are, however, two important differences in
properties between the members of an enantiomeric
pair. First, each member rotates the plane of polarized
light to the same degree, but in opposite directions.
The enantiomer rotating the plane to right (clockwise)
is designated as the dextrorotatory (d) or (þ)-enantio-
mer. The other enantiomer rotates the plane to the left
(counterclockwise) and is designated as the levorota-
tory[1] or (�)-enantiomer. This is illustrated in Fig. 4
for the enantiomers of amphetamine, where the enan-
tiomer with the specific optical rotation of (þ)-21.8�

is designated as dextrorotatory, whereas the mirror
enantiomer with a specific rotation of (�)-21.8� is
called levorotatory. A second difference between
enantiomers is their interactions with other chiral sub-
stances. For example, enantiomers may have different
solubilities in chiral solvents, they may react at differ-
ent rates in the presence of an optically active reagent
or enzyme, and many have different affinities for chiral
surfaces and receptors.

Most optically active drugs are chiral as a result of
the presence of an asymmetrically substituted tetra-
hedral carbon atom. However, chirality can result
from the presence of other asymmetrically substituted
atoms within molecules as illustrated below including
phosphorous (Fig. 5), nitrogen (Fig. 6), and sulfur
(Fig. 7).

Definitions and Nomenclature

As discussed in the preceding section, each member of
an enantiomeric pair rotates the plane of polarized

Fig. 4 Amphetamine enantiomers.

Catechol Resorcinol Hydroquinone

Fig. 1 Constitutional isomers.

Fig. 2 Stereoisomers.

Fig. 3 Tetrahedral geometry and optical isomerism.
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light to the same degree, but in opposite directions
(dextrorotatory and levorotatory). However, the
amount of optical rotation is not constant for an indi-
vidual enantiomer but rather is dependent on the
solvent, concentration, temperature, the wavelength
of light used, and the path length of the sample cell
employed to determine the rotation. Thus, meaningful
optical rotation comparisons for chiral compounds are
only possible when optical activities are determined
under specified conditions. Such conditions are defined
as specific rotations [a] and are expressed for solutions
and neat liquids in Eqs. (1) and (2), respectively.

½a�tl ¼
100a
l � c ð1Þ

½a�tl ¼
a

l � d ð2Þ

where a is the measured rotation; t, the temperature; l
the wavelength; c, the concentration; d, the density;
and l, the length.

Specific rotation data may assist in the identification
of a specific enantiomer, or may be used to determine
the optical purity (enantiomeric purity) of a mixture
of enantiomers. Optical purity is defined as the percent
excess of one enantiomer over another in a mixture
and is expressed in Eq. (3):

Optical purity ¼ ½d� � ½l�½d� þ ½l� �
aobs

ao
ð3Þ

Based on Eq. (3), a mixture consisting of equal
amounts of each enantiomer would have no net

optical rotation; the optical rotation of one
enantiomer is cancelled by the rotation of the other
enantiomer. Such a mixture is referred to as a racemic
mixture or racemate.

Other terms commonly applied in discussions of
optically active compounds include resolution and
racemization. Resolution describes the processes
whereby a racemic mixture is separated (resolved) into
its component enantiomers. Racemization refers to the
conversion of either enantiomer into equal parts
(racemic mixture) of both enantiomers.

Over the years, several nomenclature systems have
been developed to characterize the relationship between
enantiomers. The system based on optical activity and
the classification of enantiomers as dextrorotatory
[d or (þ)] or levorotatory [1 or (�)] already has been
described. However, this system of nomenclature is
of limited applicability because the sign of rotation,
(þ) or (�), does not predict the absolute configuration
or the relative spatial arrangement of atoms in the
enantiomers. In an attempt to designate the precise
configurations about carbon centers of asymmetry,
the Cahn–Ingold–Prelog R/S system have been
developed and adopted as the most commonly used
nomenclature system for isomers.

In applying the Cahn, Ingold, and Prelog R/S sys-
tem the compound is oriented in a Fischer projection
and the four groups or atoms bound to an asymmetric
carbon are ranked by the following set of sequence
rules (Fig. 8):

1. Substituents are ranked (1–4) by the atomic num-
ber of the atom directly joined to the chiral carbon.

2. When two or more of the atoms connected to
the chiral carbon are the same, the atomic num-
ber of the next adjacent atom determines the
priority. If two or more atoms connected to
the second atom are the same, the third atom
determines the priority, etc.

3. All atoms except hydrogen are formally given a
valence of 4. When the actual valence is less thanFig. 6 Pyramidal inversion of chiral nitrogen.

Fig. 5 Optical isomers of cyclophosphamide.

Fig. 7 The chiral sulfoxide sulindac.
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4 (N, O), phantom atoms are assigned an atomic
number of zero and therefore rank the lowest.

4. A tritium atom has a higher priority than deu-
terium, which has a higher priority than hydro-
gen. Similarly, any higher isotope has a higher
priority than any lower one.

5. Atoms with double and triple bonds are counted
as if they were connected by two or three single
bonds. Hence a CC is regarded as a carbon bound
to two carbons; and a CO is regarded as a carbon
bound to two oxygens.

Once the four groups bound to the chiral carbon are
ranked, the compound is oriented in such a way that
the lowest priority group (4) is projected away from
the observer. Then, if the other groups (1–3) are
oriented by priority in a clockwise fashion, the mol-
ecule is designated as R (rectus), and if counterclock-
wise, as S (sinister). These sequence rules are applied
in the assignment of the absolute configurations for
the enantiomers of glyceraldehyde in Fig. 8. According
to the first rule, the highest priority substituent (1) is
the hydroxy group (OH) and the lowest priority group
(4) is the hydrogen atom; since the atomic number of
carbon is higher than that of hydrogen but lower than
that of oxygen, the two carbon substituents (CHO and
CH2OH) are assigned intermediate priorities. To deter-
mine the priority relative to the two carbon substitu-
ents, both the 2nd and 5th rules must be applied. The
aldehyde carbon is part of a carbonyl (C=O) moiety
which, by rule 5, is equivalent to a carbon bound to
two oxygen atoms. The alcohol carbon (CH2OH) is
bound to one oxygen and two hydrogens. The ‘‘two
oxygens’’ of the aldehyde take priority over the single
oxygen of the alcohol moiety; the aldehyde is assigned
priority 2, and the alcohol priority 3. With all substitu-
ents ranked and the enantiomers oriented in such a
way that the lowest priority group (4) is projected away
from the observer, the configurations can be assigned.
The enantiomer in which the substituents are oriented
by priority in a clockwise fashion, is designated as R,
and the enantiomer in which the substituents are
oriented by priority in a counterclockwise direction is
designated as S.

Compounds with Multiple Centers
of Asymmetry

Many stereoisomeric drugs contain more than one
asymmetrically substituted atom. For example, ephed-
rine has two chiral centers (Fig. 9). In this case, a great-
er number of configurational isomers is possible; the
maximum number possible is 2n, where n is the number
of chiral atoms. Hence, the maximum number of poss-
ible configurational isomers for ephedrine is four,
which are designated RR, SS, RS, and SR (Fig. 10).
The RS and SR isomers are non-superimposable mirror
images and hence are enantiomers. The same relation-
ship exists for the RR and SS isomers. The relationship
between each member of an enantiomeric pair and
each member of the other enantiomeric pair is diaster-
eomeric; they are non-superimposable non-mirror
images. Thus, the RS isomer is a diastereomer of the
RR and SS isomers, and the SS isomer is a diastereomer
of the RS and SR isomers. In this case, the SR and RS
enantiomers are referred to as ephedrines, whereas
the RR and SS enantiomers are called pseudoephed-
rines. Diastereomers, unlike enantiomers, differ in
their physicochemical properties including solubilities,
acid-base strengths, melting points, etc.

In addition to the R and S designations, compounds
with two chiral centers may also be identified by
stereochemical nomenclature that describes the entire
system. For example, the erythro and threo nomencla-
ture derived from carbohydrate chemistry may be
employed to describe the relative positions of similar
groups on each chiral carbon. Thus, the ephedrines
are designated as erythro forms since the similar
groups (OH and NHCH3) are on the same side of the
vertical axis of the Fischer projection, and the pseudo-
ephedrines are designated as threo forms since like
groups are on opposite sites of the vertical axis of the
projection (Fig. 10).

It is important to note that the 2n rule predicts only
the maximum number of stereoisomers possible in
compounds with more than one center of chirality.
For example, some compounds with two asymmetri-
cally substituted carbon atoms may have only three
stereoisomeric forms. This occurs when three of the
substituents on one asymmetric carbon are the same
as those on the other asymmetric carbon, as shown

Fig. 9 Ephedrine having multiple chiral centers.

Fig. 8 Cahn–Ingold–Prelog sequence rule.
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for the antitubercular ethambutol (Fig. 11). In this
case, one stereoisomer has a plane of symmetry even
though two asymmetric atoms are present. Such an iso-
mer is referred to as a meso compound and is optically
inactive. Therefore, when a plane of symmetry is
present in a compound with two centers of asymmetry,
only three stereoisomeric forms are possible.

Geometric Isomerism

Geometric isomerism was first defined by Wislicenus
in 1887 as isomerism occurring in compounds where
rotation is restricted by double bonds or ring systems.
Geometric isomers do not rotate the plane of polarized
light (unless they also contain a chiral center), and
hence are not optically active.

Geometric isomerism resulting from restricted
rotation about double bonds

The sp2 hybridized carbon atoms of alkenes (olefins)
and the atoms or groups attached to these carbons
all lie in the same plane, and rotation around the dou-
ble bond is restricted. As a result, stereoisomerism is
possible when each carbon atom of the double bond
is asymmetrically substituted. Because geometric iso-
mers are non-superimposable, non-mirror images they

are classified as diastereomers and therefore possess
different physical and chemical properties. A number
of drugs contain dissymmetrically substituted carbon–
carbon double bonds and therefore can exist as two
distinct geometric isomers (Fig. 12).

Several systems of nomenclature have been
developed to designate the configuration of geometric
isomers. Historically, the cis–trans system of nomen-
clature has been applied most frequently. It was
developed to assign the configuration of geometric
isomers when each isomer contains a like group or
atom on each carbon atom of the double bond.

(RR)-Isomer (SS)-Isomer

Meso form

Fig. 11 Ethambutol stereoismoers.

Fig. 10 Ephedrine and pseudoephedrine stereoisomers.

Fig. 12 Pharmacologically active dissymmetrically substi-
tuted alkenes.
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However, in more complex structures this system can-
not be used unambiguously to assign configurations
for all geometric isomers. For example, the sp2 atoms
of the antipsychotic agent thiothixene do not contain
a like atom or group (Fig. 13). Thus, the E/Z notation
system was developed to unambiguously assign config-
urations in all cases of geometric isomerism.

1. Priorities are assigned on the basis of atomic
number for the two atoms or groups attached
to each carbon of the carbon–carbon double
bond. The same priorities apply as in the
Cahn–Ingold–Prelog sequence rules.

2. Configuration is assigned based on the relative
positions of the highest priority atoms or groups
on each carbon of the carbon–carbon double
bond. If these groups are on the same side, the
Z (zusammen) designation is used. If they are
on the opposite side, the E (entgegen) desig-
nation is assigned.

Geometric isomerism is also possible in double-
bonded carbon-heteroatom systems such as imines
and oximes (CN), and in azo (NN) systems. For
example, several cephalosporin derivatives contain an
alkoxyimino side chain that may exist in E or Z iso-
meric forms; the azo compound prontosil may display
similar isomerism (Fig. 14). A syn–anti system can also
be applied to CN geometric isomers. In these cases, the
priority assignments are made as described previously,
and the isomer with highest priorities on the same face
of the double bond are called syn, whereas those with
these groups on opposite sides are named anti.

In a number of amides, thioamides, and related sys-
tems, rotation about the single bond is hindered, and
distinct geometric isomers can be observed and even
isolated. This type of geometric isomerism is referred
to as atropisomerism and results from resonance con-
tributions by the nitrogen atom that imparts significant
double bond character to the system, thus slowing
rotation. Such is the case for the thioamide aldose

reductase inhibitor tolrestat shown in Fig. 15. Isomers
of this type are also called rotamers and are considered
to be conformational isomers since they result from
rotation about a single bond.

Geometric isomerism in cyclic compounds

The presence of a ring system, either cycloaliphatic or
heteroaliphatic, like that of a double bond, prevents
rotation, therefore giving rise to geometric isomers
when two carbon atoms of the ring are each substi-
tuted by different groups. Structures of pharmacolo-
gically-important structures that display geometric
isomerism are shown in Fig. 16.

When rings are fused through adjacent atoms, the
fusion may be cis or trans, as illustrated by the steroid
structure (Fig. 16). In the naturally occurring steroids
the ring junctions are all trans, except in the case of

Fig. 14 Geometric isomerism about C-heteroatom double
bonds.

10-Hydroxynortriptyline

Fig. 13 Geometric isomer nomenclature—thiothixene.
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the cardiac glycosides where both A/B and C/D junc-
tions are cis. Rings fused through non-adjacent atoms,
or bridged systems, may also display stereoisomerism.

Conformational Isomerism

In the preceding sections the nature and properties of
configurational (optical and geometric isomers) were
discussed. It is important to remember that configura-
tional isomers are distinct, separable compounds. Con-
formational isomers are different three-dimensional
arrangements in space of the atoms of a single com-
pound or configurational isomer. Such isomers are
termed conformers and are interconvertible by free
rotation about single bonds.

In alkanes or alkyl systems, an infinite number of
conformations is possible as a result of rotation about
CC single bonds, and each conformation has a certain
potential energy. Two conformational extremes, one of
low (minimal steric interaction between bond substitu-
ents) and one of high (maximal steric interaction)
potential energy, have been described for these sys-
tems. These are depicted as Newman projections in
Fig. 17. A more recent nomenclature system for con-
formational isomers arising from energy barriers asso-
ciated with rotation about a CC single bond is shown
in Fig. 18. In this case, the most stable conformer is

the antiperiplanar isomer, where the distance between
the two bulky groups (X and Y) is maximized, thus
minimizing steric interactions. The least stable confor-
mer is the fully eclipsed or synperplanar conformer
where the two groups are closest together. The other
conformers, the anticlinal and gauche or synclinal are
of intermediate stability.

Conformational isomerism is believed to be of great
significance for drug-receptor and drug-enzyme inter-
actions. For example, experimental data suggest that
catecholamines such as norepinephrine and dopamine
interact with their receptors in the antiperiplanar con-
formation. Furthermore, the preferred (pharmaco-
phoric) conformation of acetylcholine at its muscarinic
receptor sites is the synclinal conformer (Fig. 19).

Conformational isomerism in cycloalkyl and cyclo-
heteroalkyl structures is characterized by several
different conformational extremes. For example, cyclo-
hexane systems can exist in three distinct conforma-
tions: boat, twist boat, and chair. Of these, the chair
form is the most stable conformation because steric

Fig. 16 Geometric isomerism in cyclic drug structures.

Fig. 17 Newman projection formulas for staggered and
eclipsed rotamers.

CH2COOH

NS
CH3

CH3O

CF3
"Cis"-rotamer

CH2COOH
NS

CH3

CH3O

CF3
"Cis"-rotamer

Fig. 15 Atropisomerism, tolrestat.
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interactions are minimized (Fig. 20). The substituents
present on a ring conformer are designated as axial
or equatorial, depending on the direction of projection
from the average plane of the carbon skeleton. Substitu-
ents that project directly up or down from the ring are
axial, and those in the plane of the ring are equatorial.
Because of the conformational flexibility of cycloalkanes
such as cyclohexane, the ring conformation can invert.
During inversion, all axial substituents become equa-
torial and all equatorial substituents become axial.

Ring conformations are believed to be important in
drug activity. For example, experimental evidence
suggests that the analgesic fentanyl binds to opiate
receptors preferentially in the conformation shown in
Fig. 21, where the bulky substituents are positioned
equatorially to minimize conformational instability.

PHARMACOLOGICAL ASPECTS
OF ISOMERISM

Background and Definitions[1,2]

Structural and steric complementarities of drug
molecules with their target sites of action are essential

criteria for the production of a pharmacological effect.
The requirement of stereocomplementarity for organic
medicinal agents reflects the inherent dissymmetry of
the biological system comprised of stereoisomeric pro-
teins, amino acids, lipids, carbohydrates, nucleic acids,
etc. Molecular dissymmetry of biological systems was
initially demonstrated in the 1880s by Pasteur. Then
in 1908 Cushney explained differences in pharmaco-
logical actions of epinephrine enantiomers on the basis
of dissymmetric drug receptors. Easson and Stedman
in 1933 proposed a model for the molecular basis of
sympathomimetic amines stereoselectivity at adrener-
gic receptors based on optimization of the number of
interactions for each stereoisomer. Hence, the more
efficacious (R)-(�)epinephrine isomer can achieve a
three-point receptor interaction while the less active
(S)-(þ)-enantiomer and its achiral desoxy analogue,
dopamine, can only achieve a 2-point interaction
(Fig. 22). While Easson–Stedman’s description of
stereoisomeric drug action is a rather simplistic
approximation of the steric aspects of drug action, it
served to stimulate concerted chemical and pharmaco-
logical study of the phenomenon of stereoselectivity of
drug action. Pfeiffer’s rule, an attempt to quantifying
drug stereoselectivity, states that, in the case of enan-
tiomeric drugs, the greater the activity of the racemate
the higher the ratio of the enantiomer’s activity.
A quantitative treatment of stereoisomeric drug action
is the technique of eudismic analysis, which is most
commonly applied to studies of enantiomeric drug
action. In an eudismic analysis, the more active enan-
tiomer (e.g., higher receptor affinity—aff) is termed
the eutomer and its less active mirror image form
(e.g., relatively lower receptor affinity) is referred to
as the distomer. Stereoselective pharmacological pro-
files of an enantiomer can be quantitated as a ratio

Fig. 20 Conformational isomerism of cycloalkanes.

Fig. 18 Conformational isomers.

Fig. 19 Pharmacophoric conformations of acetylcholine
and norepinephrine. Fig. 21 Conformational isomerism, 3-methylfentanyl.
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of specific pharmacological actions termed the eudis-
mic ratios (Eq. 4). The logarithm of the eudismic ratio
is termed the eudismic index [Eq. (5)].

Eudismic ratio ðERÞ ¼ Affeu þ Affdis ð4Þ

Eudismic index ðEIÞ ¼ log Affeu þ Affdis ð5Þ

Steric Aspects of Drug Action[3–7]

It is estimated that approximately one-half of all
drugs worldwide exist as stereoisomers. However, only
one-half of stereoisomeric drugs are marketed as the
individual stereoisomer and most of the latter are of
natural or semi-synthetic origin. There is increasing
awareness of the clinical importance of drug stereose-
lectivity because differences in the behavior of isomers
in the chiral living system can result in significant
differences in clinical outcomes. Table 1 presents a
number of examples of these difference.

The previous examples have described the varying
influences of chirality on pharmacological activity.
Table1a also illustrates the influence of other types of
stereoisomerism on the pharmacological profiles of
medicinal agents including that of geometric isomerism
on the antipsychotic activity of thioxanthene deriva-
tives. The eutomeric relationship of the Z-thioxanthene
has been ascribed to its greater conformational
complementarity with the pharmacophoric extended
conformation of that natural receptor ligand dopa-
mine. Both conformational and configurational iso-
merism are important in the pharmacological actions
of the calcium-channel-blocking 1,4-dihydropyridines.
Unsymmetrical ester substitutions at C3 and C5 result
in chirality at C4 with the enantiomers of selected deri-
vatives possessing opposite effects on calcium-channel
function. Further, the availability of a ‘‘boat-like’’
conformation of the dihydropyridines has been

proposed to facilitate the calcium channel blocking
activity of this class of agents.

Hence it is obvious that stereoisomeric influences as
well as structural effects, play a major role in the pro-
duction of the pharmacological profiles of medicinal
agents. Variations noted in vitro that are related to the
three-dimensional shape of a drug molecule originate
primarily in stereoselective processes involved in the tar-
get site. In vivo variations related to stereochemical influ-
ences reflect selective interactions of the drug both at its
site of action and in the various phases of biodisposition.

STERIC ASPECTS OF PHARMACOKINETICS

The macromolecules of the body can distinguish
between drug isomers leading to stereoselective differ-
ences in tissue and protein binding, biotransformation,
and renal excretion. Slight spatial differences in stereo-
isomers can have marked effects on the degree of associ-
ation and interaction with proteins and enzyme systems.
Stereoisomeric drugs often display stereoselectivity in
pharmacokinetic processes and pathways that require
interaction and association with macromolecules and
enzymes systems. Furthermore, diastereomers display a
higher degree of stereoselective than enantiomers due to
their differences in solubility and partitioning. Since
enantiomers have identical solubility and partitioning
characteristics, their stereo selective pharmacokinetics
are expected to reside in more structurally specific pro-
cesses such as membrane transport, biotransformation,
and binding to proteins and tissues.

Drug Absorption

The passive gastrointestinal absorption of enantio-
meric drugs would be expected to be similar since the
physical properties of partitioning and solubility of

Fig. 22 The Easson-Stedman hypothesis of stereoisomeric drug action.
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Table 1 Steric aspects of drug action

Stereoisomeric drug Structure Comments

R- and S-a-Methyldopa Only the S isomer possess pharmacologic
activity (stereo specificity of action) because
only the S isomer can be stereoselectively
bioactivated to (1R,2S)-a-methylnor-epinephrine, a

presynaptic a1-sympatho-mimetic antihypertensive.

R- and S-Flecainide An example of a lack of stereoselectivity of
pharmacological action. The enantiomers of
flecainide demonstrates an eudismic ratio
of �1.0 on excitable tissue of the canine

myocardium.

R- and S-Warfarin The anticoagulant activity of warfarin is a classic
example of stereoselective drug action. S-warfarin
in vivo is from two- to five-fold more anticoagulant

than its R-enantiomer. This potency difference
is coincidentally offset by the two-or five-fold
greater plasma clearance of the distomer.

R- and S-Albuterol The S-isomer of albuterol has been shown to
oppose the bronchodilatory effects of the
eutomer, R-albuterol and may therefore

contribute to paradoxic bronchospasm
and the occurrence of severe reagenic-like
reactions seen with racemic albuterol.

R- and S-Bupivacaine Bupivacaine exhibits stereoselectivity of local
anesthetic activity, CNS and cardiac toxicity

and pharmacokinetics. R-Bupivacaine is more
potent, more toxic and more rapidly cleared
than its S-isomer.

(Continued)
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enantiomers are the same. Transdermal absorption of
drugs such as ketoprofen also appears to be non-stereo
specific.[8]

Stereoisomers with structural similarities to endo-
genous entities and nutrients display differences in

permeability rates across the gastrointestinal membrane
and hence in bioavailability. L-DOPA, which is absorbed
by an amino acid transport system, passes the gastro-
intestinal wall at a rate four to five times that of the
D-enantiomer.[9]

L-methotrexate is absorbed by active

Table 1 Steric aspects of drug action (Continued)

Stereoisomeric drug Structure Comments

Labetalol stereoisomers These stereoisomers provide an example of
different but complementary pharmacological

of stereoisomers contributing to overall
therapeutic utility. R.R-labetalol is a selective
b-sympatholytic whiole the S,R-isomer is an

a1-adrenolytic eutomer.

Antipsychotic thioxanthenes Z-orientation of the propylamine side chain
enhances dopamine receptor site

recognition of these agents.

Dihydropyridine derivatives

(S) : Ca++ -channel activator
(R) : Ca++ -channel blocker

H3C

H3C RO2C

N

X

X

H
H

CF3

H
O2N

H3C CH3

COOCH3

N

H

Unsymmetrical ester substitutions at C3 and
C5 result in chirality at C4 of the
dihydropyridines. Separation of pharmacological

actions is seen in appropriately structures
optical isomers of chiral dihydropyridines.
Further, the availability of a ‘‘boat-like’’

conformation of the dihydropyridines has
been proposed to facilitate the calcium
channel blocking activity of this class of agents.
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processes in the gastrointestinal tract, and the D-isomer
is reportedly absorbed by passive absorption. Another
example of enantiomeric effects on gastrointestinal
absorption is the reported stereoselective absorption
and intestinal biotransformation of cephalexin in rats.[10]

In addition to stereospecific membrane permea-
bility, there is a potential for stereoselective drug and
dosage form effects. The crystalline forms of racemates
may not be the same as the crystal structures of the
individual stereoisomers and may be a source of differ-
ences in rates of dissolution between racemic and single
enantiomer dosage forms. With respect to formulation,
stereoselective interactions between solid dosage form
excipients that are chiral, such as cellulose derivatives,
may have the potential of altering the dissolution rates
of stereoisomers. Further investigations of excipients
and dosage form influences on the dissolution of chiral
drugs are needed.

Drug Distribution

The extent and degree of interactions between chiral
macromolecules of the body and stereoisomers is a
source of observable differences in isomeric drug distri-
bution. Stereoselectivity in drug distribution may occur
when tissue or protein binding or uptake is associated
with structurally specific receptor, protein, or enzyme
binding. Since only unbound or free drug is susceptible
to elimination and distribution to receptors and other
tissues and fluids, differences in the protein and tissue
binding of stereoisomers are reflected in their overall
pharmacokinetic profiles.

Stereoselective interactions with both isolated
human albumin and a1-acid glycoprotein have been
observed with a variety of protein-binding techniques.
The interaction of an enantiomer with a plasma pro-
tein yields a diastereomeric association. The S isomer
of warfarin is bound to a greater extent to albumin
than the R isomer.[11] a1-Acid glycoprotein binds
S-propranolol (87.3%) to a slightly higher degree than
R-propranolol (83.8%), whereas human albumin binds
R-propranolol more strongly than the S form.[12]

The extent of binding differences between isomers is
most readily noted from ratios of fractions free in the
plasma; this ratio can be as high as three (Table 2).
Recognizing that plasma protein binding impacts
on drug distribution and elimination, differences in
plasma protein binding between stereoisomers may
lead to misinterpretation of pharmacokinetic compari-
sons between isomers, unless protein binding of the
isomers is considered.

For enantiomeric drugs with low organ clearance,
differences in renal or hepatic clearance between
stereoisomers may reflect their free fraction in the
plasma and not real stereoselectivity of the ability of
the organ to remove the free enantiomers (intrinsic
clearance) from the plasma. Clearance differences
between stereoisomers of verapamil and disopyramide
may be a function of plasma protein binding differ-
ences. In addition, volumes of distribution as well as
concentration ratios of stereoisomers in body fluids to
total plasma and blood are influenced by plasma protein
binding. For example, the larger volume of distribution
and greater total body clearance of R-disopyramide
compared to the S isomer may be explained by the lower

Table 2 Stereoselective biodisposition

Parameter Isomer Warfarin Ibuprofena Disopyramideb Propranolc Verapamild

Total clearance R 3.5 ml/h/kg 68 ml/min 111 ml/min 1210 ml/min 10.24 ml/min/kg

S 4.9 ml/h/kg 74 ml/min 111 ml/min 1030 ml/min 18.1 ml/min/kg

R/S 0.71 0.92 1.0 1.17 0.57

Volume of distribution R 0.154 L/kg 9.9 L 48 L 4.8 L/kg 2.74 L/kg

S 0.16 L/kg 10.5 L 50 L 4.1 L/kg 6.42 L/kg

R/S 0.96 0.94 0.96 1.17 0.43

t1=2, h R 35 2 5.2 3.6 4.08

S 24 1.7 5.5 3.5 4.81

R/S 1.46 1.18 0.95 1.03 0.85

Unbound, % R 1.2 — 34 20.3 11.0

S 0.9 — 22.2 17.6 6.4

R/S 3.3 — 1.53 1.15 1.72
a(From Ref.[26].)
b(From Ref.[14].)
c(From Ref.[12].)
d(From Ref.[59].)
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plasma protein binding of the R isomer.[13,14] Also, the
higher synovial fluid concentrations of S-ibuprofen
following administration of the racemate appears to be
related to the lower plasma protein binding of this
isomer compared to that of the R isomer.[15]

An unique example of stereoisomer selective tissue
uptake of stereoisomers is noted with NSAIDs. The
R enantiomer of ibuprofen shows preferential uptake
into fat following the administration of the racemate
and individual isomers.[16] However, this apparent dif-
ference in fat distribution is probably a consequence
of the selective metabolic uptake and formation of
the coenzyme A thioester of the R isomer, which does
not occur with the S isomer.

Drug Biotransformation

Numerous metabolic pathways involving mixed-
function oxidases, esterases, transferases, and hydroxy-
lases exhibit selectivity toward stereoisomeric
substrates. Of all disposition differences that stereo-
isomers may display, the greatest stereoselectivity is
expected in biotransformation, because of the specificity
of metabolic enzymes and isoenzymes. The overall dif-
ferences in hepatic clearance of stereoisomers reflect not
only differences in intrinsic clearance (activity of drug
metabolizing enzymes) for the isomers but also the steric
effects of plasma protein binding and hepatic blood flow.

When stereoisomers are biotransformed by a variety
of pathways, differences in the susceptibility of the
separate isomers to these pathways result in stereo-
selectivity for their metabolite patterns. For example,
S-warfarin is oxidized to form primarily 7-hydroxy-S-
warfarin, whereas the R enantiomer predominantly
undergoes hydroxylation in the 6-position.[17,18] Oxaze-
pam glucuronidation is 3–3.4 times higher for the S
isomer compared to the R isomer in man and dogs.[19]

Biotransformation may generate an additional chiral
center in the drug structure and result in diastereo-
meric metabolites with markedly different disposition
characteristics.

Some of the greatest differences in the pharmaco-
kinetics of stereoisomers can be attributed to stereo-
selective hepatic biotransformation. The oral clearance
of S-mephenytoin is 170 times that of the R enantiomer
in extensive metabolizers of the drug.[20] This large dif-
ference in clearance is reflected in a 2-h half-life for the
S-mephenytoin compared to a 76-h half-life for the R
enantiomer in the same patient group. Interestingly,
the half-life of the S isomer (63 h) and the R isomer
(77 h) are similar in poor metabolizers of mephenytoin.
Numerous other examples of stereoselectivity in hepatic
clearance can be found in the literature.[21–23]

Metabolic processes in humans and animals may
invert the configuration of several NSAIDs. For many

2-arylpropionic acid NSAIDs in humans, the S enan-
tiomer is the pharmacologically active form. Following
administration of the racemate or R enantiomer, a slow
inversion of the R to the S enantiomer occurs. All the
2-arylpropionic acid NSAIDs are administered as the
racemate with the exception of naproxen. Based on
investigations of ibuprofen, the R enantiomer is
inverted to the S enantiomer via coenzyme A thioester
formation.[24,25] It has been estimated, from pharmaco-
kinetic studies of racemic ibuprofen that approxi-
mately 63% of the R isomer is inverted to the
pharmacologically active S form.[26] Stereoisomeric
inversion is not universal for all 2-arylpropionic acids
in humans with reports of inversion for ibuprofen,
fenoprofen, and benoxaprofen and little or no evidence
of inversion for tiaprofenic acid, ketoprofen, indopro-
fen, and carprofen.[27–33]

Racemic drugs that experience hepatic ‘‘first-pass’’
metabolism of one or both isomers may experience
stereoselectivity in biotransformation prior to the drug
entering the systemic circulation, resulting in a route of
administration effect on plasma concentration ratios
and therapeutic response. Following IV doses of
propranolol, plasma concentrations of both enantio-
mers appear to be similar, with only slight differences
in total body clearance between the isomers.[34] When
propranolol is given orally, the higher rate of biotrans-
formation and lower plasma binding of the less
active R isomer results in lower plasma concentration
of this isomer compared to the active S isomer. Other
drugs administered as racemate such as verapamil,
metoprolol, and prilocaine are reported to display
stereoselective hepatic first-pass effects on the oral
bioavailability of their isomers.[35–38]

Renal and Biliary Excretion

The tubular secretory contribution to drug renal clear-
ance has the potential of producing stereoselective
renal elimination in the handling of stereoisomers.
Enantiomers of terbutaline, disopyramide, and pindo-
lol exhibit stereoselective renal clearance, probably
due to differences in tubular secretion of individual
stereoisomers.[39–41] When examining the renal clear-
ance of unbound disopyramide, the L-enantiomer
has a renal clearance 29–86% higher than that of the
D-isomer. The overall clinical significance of renal
clearance differences for stereoisomers depends on
the importance of renal elimination in the drug’s total
elimination. Biliary clearance of stereoisomers is diffi-
cult to evaluate in light of the techniques required
and the many stereoselective factors influencing rate
of biliary excretion. For these reasons, uncomplicated
examples of stereoselective biliary excretion are not
common.
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Pharmacodynamics and Stereoselective
Pharmacokinetics

The potency ratio (euduismic ratio) for stereoisomeric
drugs reflects not only pharmacokinetic but also
pharmacodynamic variations for the individual stereo-
isomers. In many respects, pharmacodynamic differences
contribute more to large potency and activity differences
of stereoisomers. Stereoselectivity at the level of drug-
receptor interactions appears to be more pronounced
than that noted for biotransformation or protein-
binding interactions. A wide range of drug classes have
been identified in which stereoselective pharmaco-
dynamics are seen.[4] Evidence for pharmacodynamic
differences between stereoisomers is found in studies of
isolated tissue and organ preparations and the relation-
ships of drug response to plasma concentrations.[42–44]

Analysis of pharmacological effects vs. plasma
concentrations of stereoisomers have been interpreted
in terms of pharmacodynamic stereoselectivity. Pharma-
cological and toxicologic effects should be related to free
plasma concentrations of stereoisomers in order to be
able to appropriately compare activity or potency. Com-
parison of the free warfarin plasma concentration
required to produce a 50% inhibition in synthesis of the
prothrombin-activity complex reveals that S-warfarin
has five times the inhibitory activity of the R isomer.[45]

The impact of the higher pharmacodynamic activity of
S-warfarin on the dose-effect relationships of warfarin
stereoisomers is partially offset by the fact that the
S isomer is metabolically cleared more rapidly.

Pharmacokinetic Implications
and Considerations

Recognizing that stereoisomers may vary markedly in
their pharmacokinetic and pharmacodynamic profiles
raises questions as to the usefulness of drug dispo-
sition, bioavailability, and pharmacodynamic model-
ing studies in which racemic forms are administered
and non-stereospecific assays are utilized. Total body
clearances, volumes of distribution, and bioavailability
parameters become complex when the plasma concen-
trations of both stereoisomers are added. Clearance
and bioavailability values observed after dosing of a
racemic agent reflect a value falling between that of
the two isomers.[46–49] The observed half-life of the
racemate is that of the stereoisomer with the longest
half-life. The necessity of providing pharmacokinetic
and pharmacodynamic data for both stereoisomers as
well as their possible interaction could discourage the
development of individual stereoisomers of drugs.

Since the administration of a racemate involves two
separate drug entities, there can be intersubject vari-
ability in pharmacokinetic and pharmacodynamic

profiles for both stereoisomers. Intersubject variability
in the pharmacokinetics of both isomers leads to a
large range of plasma concentration ratios across
populations of patients. Factors such as disease, age,
genetics, and concurrent drug therapy have been
shown to lead to differing effects on stereoisomers of
a drug. For example, the ratio of S- to R-tocainide
plasma concentrations may vary over a 1.5- to three-
fold range.[50,51] R-Tocainide is believed to be several
times more active than the S isomer.[52] Factors such
as disease, age, genetics, and concurrent drug therapy
have been shown to lead to differing effects on stereo-
isomers of a drug. Liver disease patients have lower S/
R ratios of plasma concentrations for ibuprofen stereo-
isomers than healthy subjects and this may be related
to decrease conversion of the S- to R-isomer.[53]

A major source of intersubject variability for stereo-
isomers is polymorphism in drug biotransformation.[54]

Extensive metabolizers of metoprolol display higher
clearances of both stereoisomers than poor metabo-
lizers, but the magnitude of the differences between
stereoisomers is not the same within each population.[38]

Extensive metabolizers of metoprolol require lower
total (R and S) plasma concentration of metoprolol for
the same degree of beta blockade.[51] In addition,
R-mephenytoin shows similar oral metabolic clearance
in extensive and poor metabolizers, whereas S-mepheny-
toin, which undergoes 4-hydroxylation, has markedly
higher clearances in extensive metabolizers.[55]

The area of clinical pharmacology that first directed
attention to the consequences of stereoisomerism on
therapeutic and pharmacokinetics was that of drug
interactions, particularly those of the anticoagulant
warfarin. Not only may drug interactions be stereo-
selective, but there is a potential for one stereoisomer
to alter the pharmacokinetics and pharmacodynamics
of the other. A classical example is the interaction with
achiral phenylbutazone, which inhibits the metabolism
of active S-warfarin but stimulates the metabolism of
the less active R isomer.[56] Other stereoselective drug
interactions include the induced elimination of misoni-
dazole by phenytoin.[57] Phenytoin enhances the clear-
ance of (4�)-misonidazole by 56%, which is higher
than the increase in clearance of 33% noted for (�)-
misonidazole.

Identical chemical and physical properties of
enantiomers represent a potential source for
enantiomer–enantiomer interactions at both pharma-
cokinetic and pharmacodynamic levels. Whether by
competition for plasma- or tissue-binding sites or for
drug-metabolizing enzymes, enantiomers may exhibit
changes in pharmacokinetics when administered as a
racemate compared to individual stereoisomers. The
enantiomers of disopyramide exhibit similar clearance
and volumes of distribution when given separately.[14]

However, when administered as the racemate, the S
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isomer has higher clearance and volume of distri-
bution. Ibuprofen enantiomers have also been shown
to undergo enantiomer-enantiomer interactions.[58]

In the past, pharmacokinetic and pharmacodynamic
investigations of chiral drugs have neglected the influ-
ences of stereoisomerism. This is primarily a result of
the lack of stereospecific analysis procedures. Nonster-
eospecific assays give pharmacokinetic and pharmaco-
dynamic information which represents a complex
combination of the characteristics of the separate
stereoisomers. With the advent of stereospecific analy-
sis procedures a better understanding of drug kinetics
and action as possible.

ANALYTICAL METHODOLOGY
AND ISOMERISM

A diastereoisomeric interaction is always required for
the resolution of enantiomeric substances. This inter-
action occurs between the enantiomers of interest
and a second enantiomeric species often referred to
as the chiral selector. The diastereoisomeric interaction
between the enantiomers and the chiral selector may
involve a covalent bond or other less stable non-cova-
lent associations. In the example below, a mixture of R
and S isomers associates with the R isomer of the chiral
selector to yield two diastereoisomeric products:

R þ R; S �! R� � �R þ R� � �S

In this process, enantiomers (R and S) of the hetero-
chiral substance of interest interact with the homo-
chiral selector (R) to yield two products having a
diastereoisomeric relationship. The formation of dia-
stereoisomeric complexes is the basis for enantiomeric
separations. The ability to use smaller differences in
the rates of formation, stability, and properties of these
complexes has been responsible for the major advances
in stereochemical separations.

Chromatographic Techniques

The chromatographic separation of enantiomers, often
referred to as enantioseparation, has received a great
deal of attention in recent years. Both liquid (LC)
and gas (GC) chromatographic procedures are used.
The former is extremely useful for enantioseparations
because of the available variations in scale, mechanism,
and technique. It has been used in enantioseparations
from analytical to preparative in scale, taking advan-
tage of various modes of diastereoisomeric interactions
andusing elution and displacement techniques. All the
chromatographic methods involve diastereoisomeric
interactions between the enantiomers of interest and

a second chiral substance, the chiral selector. The dif-
ference in the interaction of the two enantiomers with
the chiral selector is the enantio selectivity, a ¼ k0R/k0s;
it can be thermodynamic or kinetic in nature. The choice
of k0R or k0s as the numerator of the enantioselectivity
expression is made for a � 1.0. The k0 (capacity factor)
is defined in the customary manner in Eq. (6).

k0 ¼ ðVR � VoÞ=Vo ð6Þ

It represents the number of column volumes
required to elute the enantiomer. The volume of mobile
phase required to elute the component VR (the elution
volume, retention volume) and the void volume, Vo, are
the chromatographic measurements needed to calcu-
late the capacity factor. The void volume is defined
as the volume of mobile phase required to elute an
unretained solute.

Chromatographic enantioseparations can be
achieved when the diastereoisomeric interaction is
established via a precolumn covalent derivatization,
or a non-covalent association formed within the chro-
matographic system through the use of chiral mobile
phase additives (primarily an LC technique) or chiral
stationary phases.

PRECOLUMN DERIVATIZATION

The reaction of a homochiral derivatizing agent with a
heterochiral sample to yield covalently linked diaster-
eoisomeric products is a precolumn technique used
for the analysis of the individual enantiomers. The dia-
stereoisomeric products are separable under a variety
of chromatographic conditions (GC and LC), includ-
ing both normal and reversed-phase procedures.[59–61]

Fig. 23 shows the LC separation of two diastereo-
isomeric products formed by the reaction of a hetero-
chiral amine and a homochiral derivatization reagent.
The derivatization reaction involves the formation of
an amide by treating an N-substituted S-prolyl chloride
with racemic amphetamine (Fig. 24).

The configuration of the asymmetric center in
the prolyl moiety is homochiral S and the racemic
amphetamine (R and S) yields diastereoisomeric
amides S,R and S,S. Thus, these amides have the same
configurations (S) at the center originating from the
prolyl moiety, and differing configuration at the chiral
center originating from heterochiral amphetamine. A
similar derivatization procedure with N-trifluoroacetyl-
S-prolyl chloride is used in GC to form diastereoiso-
meric amides. The N-TFA moiety imparts volatility
and electron capture detectability to the derivatives
for GC analysis.[62]

The homochiral derivatization reagents are usually
modified compounds that are available in high
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enantiomeric purity. Cost and availability make nat-
urally occurring substances such as amino acids excel-
lent sources of enantiomeric purity. A reagent widely
used in the diastereoisomeric derivatization of amines
is 2,3,4,6-tetra-O-acetyl-13-D-glucosyl isothiocyanate
(GITC) (Fig. 25). The isothiocyanate moiety reacts
with primary and secondary amines yielding thiourea
products, thus covalently linking the homochiral acety-
lated glucose and the amine.[63] If the amine is racemic,
the products are a diastereoisomeric pair. The config-
urations of all the chiral centers in glucose remain
the same and the two configurations in the amine yield
diastereoisomeric products.[60] Fig. 26 shows the
reversed-phase LC separation of diastereoisomeric
ureas following derivatization of a racemic amine
sample with GITC.

Mobile-Phase Additives

The direct separation of enantiomers by chromatog-
raphy can be achieved by two fundamentally different
processes: The diastereoisomeric interaction can occur
between the sample molecules and the stationary phase

or between the sample and chiral mobile-phase addi-
tives. Consequently, two different results can be
obtained: A chiral stationary phase with an achiral
mobile phase or an achiral stationary phase with a
chiral mobile phase. The use of chiral mobile-phase
additives is limited to LC procedures. The most widely
applied examples include ligand exchange, ion-pair and
inclusion complexation.

The exact sequence of events in the case of chiral
mobile-phase additives varies, depending on the affin-
ity of the additive for the achiral stationary phase.
The chiral additive may associate with the stationary

Fig. 23 Normal-phase liquid chromatographic separation of

4-nitrophenylsulfonyl-S-prolylam-phetamine. 1 ¼ R-amphe-
tamine, 2 ¼ S-amphetamine. (From Ref.[60].)

Fig. 24 Precolumn diastereomeric derivatization.

Fig. 25 GITC derivatization of a primary amine.
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phase to become a dynamic chiral stationary phase, or
the additive and sample molecules may form a diaster-
eoisomeric complex in the mobile phase which associ-
ates that the achiral stationary phase.

Cyclodextrins

The cyclodextrins are perhaps the most widely used
mobile-phase additives which form diastereoisomeric
inclusion complexes. The cyclodextrins (a, b, and g-
cyclodextrins) are made up of a-D-glucose units (6, 7,
or 8 a-D-glucose molecules) cyclized to form a trunc-
ated cone-like molecule (Fig. 27). The interior cavity
of this molecule contains hydrogens and glycoside
oxygens and is relatively lipophilic, whereas the
exterior of the cyclodextrin molecule is composed
primarily of hydroxyl groups and therefore is relatively
hydrophilic. The wider end of the cone is composed of
secondary hydroxyl groups and the narrow (truncated)
end is composed of the primary hydroxyl groups from
the individual D-glucose units. Thus, complexation
reactions occur only from the secondary OH side. The
dimensions of the cavity in the cyclodextrin depend upon
the number of glucose units in the compound.

The cyclodextrin-solute inclusion complexation is a
reversible reaction with an equilibrium constant similar

to that for diffusion-controlled processes. Thus, the
effect of underivatized cyclodextrins as mobile-phase
additives is often a reduction in column efficiencies.
The increase in peak width in cyclodextrin systems
compared to that of conventional reversed-phase sys-
tems requires a decrease in flow rates for best reso-
lution. Some enantioseparations using this technique
report flow rates between 20 and 40 ml/min.[64] Con-
siderable column efficiency changes occur over a flow
range of 0.02–2.0 ml/min. In addition to flow rate,
the concentration of cyclodextrin in the mobile phase
can be adjusted to optimize enantioseparations.

The pH, temperature, and ionic strength of the
mobile phase also affect the cyclodextrin-solute com-
plexation and retention properties. Many enantio-
separations using cyclodextrin-modified systems involve
solutes with an aromatic ring substituent or similar
cyclic structure at the chiral center. A variety of chiral
barbiturates, hydantoins, and related compounds[65–67]

have been resolved by using b-cyclodextrin and alkylated
B-cyclodextrin-modified systems.

Ligand Exchange

The ligand-exchange process has been applied as a
mobile-phase-additive technique for enantiosepara-
tions. It involves the formation of a dissociable diaster-
eoisomeric complex between a homochiral additive
and a heterochiral solute about a central metal ion
(Fig. 28). The mobile phase contains both the homo-
chiral ligand and the metal ion as additive components.
These species probably exist as the fully complexed
species with at least two molecules of the homochiral
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Fig. 26 Reversed-phase liquid chromatographic separation
of GITC-derivatized amines. 1 ¼ R,R-pseudoephedrine,

2 ¼ S,S-pseudoephedrine, 3-R,S-ephedrine, 4 ¼ S, R-ephed-
rine, 5 ¼ S-methamphetamine, 6 ¼ R-methamphetamine.
(From Ref.[61].)

Fig. 27 Structure of a-cyclodextrin.
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additive complexed to the metal ion. The ligand
exchange with the components of the heterochiral sam-
ple enantiomers yields diastereoisomeric products.
Obviously the concentration of the homochiral
additive ligand is relatively high compared to the het-
erochiral sample molecule. Thus, the probability of dis-
placing two molecules of homochiral ligands from the
metal ion is extremely small, limiting the number of
possible products to just two, as seen in Eq. (6).

ðHoLÞn� � �M þ HeL�

�! ðHoLÞn�1� � �M� � �HeL þ HoL ð7Þ

where HoL, is the homochiral ligand, HeL, is the
heterochiral ligand, and M, is the metal.

Ligand exchange has found extensive use in the
resolution of amino acids, amino acid derivatives,
and other bidentate ligands.[68,69] These separations
are done using an aqueous or organic modified aque-
ous mobile phase in which the metal ion, such as cop-
per(II) from copper sulfate, is soluble. The stationary
phase is usually a hydrocarbon such as C8. Some of
the widely used homochiral ligands such as L-proline
and L-hydroxyproline[70] are N-alkylated with large
hydrocarbon moieties such as C8 to enhance the
dynamic chiral stationary-phase process. The hydro-
carbon moieties of the ligand and the stationary phase
associate in the usual solvophobic process, leaving the
chelating functional groups exposed to the mobile
phase and its components.

The mobile-phase-additive ligand-exchange chro-
matography has been applied to the resolution of
some chiral amino alcohols. The enantiomers of nor-
ephedrine, norpseudo–ephedrine, metaraminol, and
phenylephrine were resolved[70] in a reversed-phase
procedure using a 0.05 M acetate buffer mobile phase
containing N-octylhydroxyproline and 5–8 mM cop-
per(II). All these enantioseparations show base-line
resolution with norpseudoephedrine (Fig. 29), yielding
an enantioselectivity in the 2.0 range (a ¼ 2.0) and the
1S, 2S-isomer eluting before the IR, 2R-enantiomer.

Diastereoisomeric Ion Pairs

The addition of a homochiral counterion to the mobile
phase for the LC resolution of enantiomers can yield
enantioseparations with only slight differences in the
properties of the resulting diastereoisomeric ion pairs.

Derivatives of L-proline and 10-camphorsulfonic acid
have been used to resolve enantiomeric amines through
the formation of diastereoisomeric ion pairs.[71] The
concept of reciprocity in these separations.[72] has been
shown to occur in such a way that if the R enantiomer
of acid HA resolves base B into its R- and S-enantio-
mers, an enantiomer of B (for example, R-B) can be
used to resolve R-HA and S-HA.

Chiral Stationary Phases

The use of chiral stationary phases (CSP) in liquid
chromatography continues to grow at an impressive
rate. These CSPs contain natural materials such as
cellulose and starch as well as totally synthetic materials,
utilizing enantioselective and retentive mechanisms
ranging from inclusion complexation to p-electron inter-
actions. The major structural features found in chiral
stationary phases include cellulose, starch, cyclodextrins,
synthetic polymers, proteins, crown ethers, metal com-
plexes, and aromatic w-electron systems.

Cellulose and Starch

Cellulose and starch are naturally occurring poly-
saccharides exhibiting enantioselective properties.
Cellulose is a linear polymer of D-glucose units with
individual fibers arranged in parallel bundles through
hydrogen bonding between the fibers (Fig. 30). Starch
is a similar material, containing a higher degree of

Fig. 28 Diastereoisomeric chelates.
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Fig. 29 Ligand-exchange liquid chromatographic separa-
tion of norephedrine (A) and norpseudoephedrine (B), using
a C18 stationary phase coated with N-n-dodecyl-L-hydroxy-

proline and a mobile phase containing 5 mM copper(II).
(From Ref.[72].)
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branching with enantioselectivities similar to those of
cellulose. The mechanism of retention and enantio-
selectivity for cellulose involves hydrogen bonding
and possibly the formation of inclusion complexes
within the cellulose structure. The chromatographic
procedures used for these materials involve normal-
phase conditions (non-polar solvents), which allow
for strong hydrogen-bond formation between the sol-
ute and CSP. A variety of stationary phases of varying
enantioselective and retention properties have been
prepared by chemical modification of the hydroxyl
groups by esters, nitrates, carbamates, and ethers.
Because of their excellent chiral recognition properties,
these materials have been used to resolve a large num-
ber of pharmaceutically significant compounds.[73]

Synthetic Polymers

Synthetic polymers can be prepared to contain chiral-
ity as is the case for cellulose and other natural poly-
mers. Chirality can be introduced into the monomer
before polymerization to yield the chiral polymer.
Alternatively polymerization of an achiral monomer
in the presence of some chiral catalyst yields the chiral
polymer. Polymethacrylates exhibiting chirality due to
single-handed helicity have been prepared via polymer-
ization in the presence of a chiral catalyst. These mate-
rials are used in liquid chromatography primarily
under low-pressure conditions and have shown good
resolution for compounds capable of hydrogen-bond
formation.

Proteins

Proteins are naturally occurring chiral polymers that
interact selectively with chiral solutes. The proteins

most widely used as chiral selectors in liquid chromato-
graphy are albumin and a1-acid glycoprotein.
These proteins are covalently linked to silica particles
and are used primarily in the reversed-phase mode of
separation.

Bovine serum albumin has a molecular weight of
about 6.6 � 104 and consists of 581 amino acids.
The tertiary structure of the protein is controlled
by the 17 disulfide linkages, and at pH 7.0 the net
charge on the protein is �18. The human plasma pro-
tein, a1-acid glycoprotein, contains five carbohydrate
units and has a molecular weight of 4.1 � 104. The
14 sialic acid residues in the sugar units are involved
in binding various cationic species and are believed
to play a role in the chiral selectivity of this protein.

The mechanism of solute retention and chiral recog-
nition is similar for both albumin and a1-acid glyco-
protein and involves charge and dipolar interactions
in addition to hydrophobic associations. The mobile-
phase variables that can be adjusted to affect retention
and chiral recognition include pH, ionic strength, and
organic modifier.[74] Such changes affect the properties
of the solute as well as the stationary-phase protein.
Thus, pH changes can alter the retention of a neutral
solute by changing the properties of the binding site
on the CSP.

Crown Ethers

These macrocyclic ethers assume a crown-like shape in
solution with a central cavity capable of containing
a small solute. They bind to small cationic species
through association with the electron-rich oxygens of
the ether linkage. Chiral crown ethers (Fig. 31) serve
as selectors for enantiomeric amines in the protonated
state.[75] They have been used as mobile-phase

Fig. 30 Cellulose (XH) and derivatives. Fig. 31 Crown ether complexes.

Fig. 32 3,5-Dinitrobenzoylphenylglycine
(DNBPE) stationary phase.
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additives and been covalently linked to the surface of
silica particles. The chromatographic procedure for
these materials is primarily the reversed-phase mode,
and many separations are done in a purely aqueous
mobile phase modified to pH 1–2.0 with perchloric
acid.

Chiral recognition in these phases is achieved when
a chiral center is introduced into the crown ether to
serve as a barrier to one enantiomer of the guest amine.
The chiral barrier is usually a large bulky group that
selectively affects the association of one enantiomer
of the amine.

Aromatic p-Electron Systems

These CSPs have in common a strong aromatic p–p
interaction, dipolar stacking process as a central
component of the retention process. They are often
referred to as Pirkle columns based on the pioneering
work by Pirkle and coworkers.[76,77] These p-donor
and p-acceptor interactions occur though the tendency
of some electron-rich aromatic systems to donate
p-electrons (p-base) to an electron-deficient acceptor
aromatic system (p-acid). These CSPs offer the clear
advantage of complete structural characterization of
the stationary phase. Since these are totally synthetic
phases prepared by linking small chiral substances to
silica particles, all the solute-stationary phase interac-
tions can be readily predicted. The solute-CSP interac-
tions include hydrogen bonds, steric, dipole–dipole,
and conformational as well as p–p interactions. These
phases generally consist of an acylated amino acid
covalently linked to aminopropyl silica (Fig. 32). The
acyl group is usually an aromatic acid, with the p
acceptor 3,5-dinitrobenzoyl group among the most
common. Phenylglycine and leucine provide chirality
of general utility for the resolution of many chiral sub-
stances.

The major advantage of these phases is the ability
to manipulate structure and the reciprocity of chiral
recognition. The reciprocity approach is not readily
available for the naturally occurring polymeric CSPs
such as cellulose, proteins, and others. Those solutes
not containing the complementary p-acid or p-base
functionality can often be derivatized to incorporate
these features into the molecules of interest.
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INTRODUCTION

This article describes what a Laboratory Information
Management System (LIMS) is and provides a discus-
sion on building vs. buying a LIMS. It also discusses
the cost of a LIMS system, how to write a user require-
ments specification (URS), how to assess the vendors’
answers to the URS, the implementation of the system,
and the organization around a LIMS system.

WHAT IS A LIMS?

Most laboratories document what they do, but the
extent of documentation differs. Some document
everything, including the weight of each of the chemi-
cals used for solutions to be used in the analysis and
when the instrument was calibrated last and with what
results, while others document what they think are the
bare necessities of the measurements that are used in
the final calculation of the result. In any case, the
amount of documentation is large, and after a while
it may be difficult to find out exactly what has been
performed and by whom.

The tool to keep track of these data is called
a LIMS—Laboratory Information Management
System. The first commercial LIMS systems became
available in the late 1980s, although several labora-
tories programmed their own systems long before
that. Today few laboratories design their own system
as the commercial ones are very flexible and can
usually be adapted to almost any need. Systems created
in-house are always more expensive than expected.

LIMS is a generic name for the type of computer
systems used to manage data in the laboratory. Today
it is based on relational databases such as Oracle or
Microsoft SQL Server. The data is stored in the data-
base, and there are programs or engines outside the
database to make sure that data is updated, changed,
added, checked, and their functionality started as
appropriate to secure data. Today most LIMS systems
are based on client–server technology, and/or web-
based technology, and the same system is scalable from
one user to hundreds of users. Earlier, there was a big
distinction between PC-based systems for small labora-
tories and large computers with terminals for larger

laboratories. This distinction is now virtually gone
because the big mainframe systems have mostly
disappeared.

There is a surprisingly wide range of LIMS vendors
on the market. Some have global presence, while others
are in one country or a small region. Some provide a
flexible system; other systems are more rigid. Some
are specialized for animal, forensic, or clinical testing
with information on the patient; others are specialized
for batch production or continuous production, or
maybe both. Yet others are ideally suited for Research
and Development activities, which is traditionally hard
to automate and manage.

The commercial systems today are very flexible, and
can usually be adapted to most of your needs. There
are normally no limitations in selecting your preferred
operating system, database, and hardware.

WHAT DOES A LIMS DO?

A LIMS can keep track of everything that is performed
in the laboratory, but it needs to be configured to
reflect how an action is performed in each laboratory.

When the system is configured, a new sample can be
added, and by telling the system that this sample is
product A, and the system will know exactly what data
is expected for the product. It will create dynamic data
for this specific batch based on the static data/tem-
plates that have been created. The system knows which
analytical methods are used, what the specifications are
for the product for several markets, which instruments
are used, and how to directly collect data from the
instrument. Other information, e.g., the batch number,
will be prompted and has to be answered. LIMS will
check the entered results against a wide range of con-
trols and warning limits in addition to the specifica-
tions. The system will know the status of the
instruments, including calibration and maintenance
cycles, as well as instrument limits, such as the detec-
tion limits. LIMS will also know how the reagents,
standards, and control samples were prepared, and
which of these were used for this specific sample.
Finally, the end result can be calculated based on a ser-
ies of internal and external standards, and checked
against the desired specifications. LIMS also keep
track of status changes from ‘‘planned’’ and ‘‘logged,’’
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to ‘‘working on it’’ and ‘‘finished,’’ and to ‘‘approved’’
on different levels. The different ‘‘views’’ are impor-
tant features. These will give a broad overview of infor-
mation, and will flag problems such as out-of-spec
results, uncalibrated instruments, etc. It is usually possi-
ble to ‘‘drill down’’ to obtain more details on the
information.

A LIMS is usually purchased as a practically empty
system and is configured to fit the users’ laboratory,
workflow, and products. Entering this data is called
implementation. The data includes several types of sta-
tic data, also called template data:

� Analytical methods with measured input, constants
for calculations, and how the calculations are
performed.

� Which instruments are used for the analytical meth-
ods, and how data is sent and retrieved from the
instrument.

� Specifications for the product and for each compo-
nent in the product (e.g., pH, main product,
pollutions, etc.). There are often multiple sets of
specifications if a product is sold to different
markets.

� Information on the product itself, e.g., name,
concentration, packaging size, and other infor-
mation to identify the product.

� Which analytical methods shall be used with spec-
checked results for this product.

� Instrument management such as calibrations, main-
tenance, and servicing.

� Reagent and solution information.
� User access and maintenance.
� Specialized studies such as stability and shelf life

determination.
� Ad hoc activities such as competitive product

analysis.
� Method and product development activities.

Users will have access to data (e.g., based on pro-
ducts) and to functions (based on their role in the
organization) according to their needs. They will not
have access to other data or other functions; undefined
users will not have access to anything at all.

WHY HAVE A LIMS?

There is hardly any laboratory without at least a com-
puterized instrument. A good example is the Chroma-
tography Data System (CDS). Before, these
instruments create graphs on a paper, and we cut them
out and weigh them to determine the component.
Today every chromatograph is connected to a CDS,
which makes all the calculations according to how
we set it up.

So why are there laboratories without a LIMS? A
laboratory without a LIMS will normally use a
paper-based system such as Laboratory notebooks,
Instrument logbooks, Reagent and solution logbooks,
Training records, etc. The thorough manual review
process can be checked only by reading the paper to
see that all items have been correctly entered, and to
see that all calibrations and reagents are still valid. This
is a labor-intensive process.

A LIMS can be set up to include all this infor-
mation. Control can be acquired from any computer
with access to the LIMS server. Furthermore, the sys-
tem can normally be set up so that any extraordinary
happenings, measurements, or checks can be flagged,
and thus easily be seen.

BUILD VS. BUY A LIMS

A full commercial LIMS today usually has several
hundred man-labor years built into the system. There
is only one feasible way to obtain a LIMS, and that
is to buy one. Because of its emphasis on regulatory
data, LIMS is not a good application for a company
experimenting on building in-house solutions.

It simply does not make sense to create your
own LIMS. Even if your IT people would love to
create a LIMS for you, spending only a few months,
do not believe them. History has shown that regardless
of the amount of time spent programming an in-house
system, it is never as good and as flexible a commercial
LIMS. In addition, in-house projects are very likely to
suffer delays, and will invariably be more expensive
than expected. It is better to spend the money on a
commercial system and obtain what you need, instead
of spending money on a programmer from whom, if
you are lucky, you will obtain some of the functionality
you need, but not the flexibility, and at a much later
time than expected. Chances are that when you finally
obtain the system, your needs have changed, too, and
the system is no longer what you want.

By building an in-house system, you will be depen-
dent on one or a few programmers, who, more often
than not, have avoided documenting what they did
during the programming. Updates, upgrades, and
necessary changes will be a problem, especially after
the programmer has left for greener pastures.

Yet companies have built in-house systems in the
past. The reason used to be that commercial systems
were not flexible enough, or that they feared being
dependent on vendors. Some LIMS vendors also came
up with fairly innovative solutions to some difficult
problems. The use of Word, Access, and Excel as
mini-LIMS systems are found, but concerning regulat-
ory requirements for validation and knowledge of who
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has performed anything, how, why, and when
(so-called audit trail), these tools are close to useless.

Very few companies build in-house systems these
days, but some systems are still being used. Regulators
e.g., for, the pharmaceutical industry, scrutinize these
systems, and find ‘‘everything’’ wrong with them.
The question is whether the company is a pharmaceu-
tical company or a software developer. Some of these
companies have received severe ‘‘warning letters’’ from
the Food and Drug Administration (FDA) for their
innovative programming and maintenance of their
systems.a

THE REAL COST OF LIMS

Whether LIMS is cheaper than a paper-based labora-
tory must be assessed in each case, and it is a difficult
assessment.

Daily use without LIMS concerns much time spent
on writing (and often also finding) the laboratory note-
books and logbooks, performing calculations, writing
results, controlling results and other items, and transfer
of the data from one medium to the other, finally the
certificate of analysis.

Daily use with LIMS will definitely reduce labor
time for these items. However, to obtain a workable
LIMS system, large amounts of time has to be spent
implementing the static data, also called template data,
into the LIMS. A LIMS is bought without any static
data, and even the smallest measurement unit has to
be entered. It is possible to calculate the time spent
on implementation, and the chosen vendor can defi-
nitely help using his experience. Implementation time
depends, of course, on the number of instruments, pro-
ducts, laboratories, etc. that shall be implemented.

Financially, the calculation is as follows:

Initial costs ¼ C þ I

where C is the cost of purchasing the system, including
the vendor’s implementation time; and I is the internal
training time, and implementation and validation time
costs for the system itself and for all items to be imple-
mented in LIMS. These are the expenses for the
implementation until the system is used. Any changes
after the implementation will be included in the main-
tenance of the system.

Annual cost=benefit : M þ L þ Tn � To

where M is the maintenance cost per year for changes,
qualification/validation, error handling, backups,

helpdesk, etc. and L is the license for the LIMS system.
This is typically calculated as a percentage of the initial
cost per year, and depends on the number of concur-
rent users. Tn is the cost of time spent by using the
new LIMS. To is the cost of time spent by using the
old (paper-based) system. Tn and To can be calculated
from an average batch type (or per time if a continuous
process is used, e.g., oil refinery), and multiplied with
number of batches (or time units) per year.

It would be simple if this is the whole story, but it is
not. A LIMS will generally add quality to the products
by flagging problems, forcing people to do things in
correct sequence and in the correct way. The cost of
discarded products, recalled products, etc. is possible
to measure if the numbers exist. It is more difficult to
assess the value of a possible loss of reputation because
of bad quality.

Actually, the vendor received only a small percent-
age of the total cost of the system. The purchase price
and license are the only items with a real number on
them, and that is often what the boss wants to know.
You usually pay for each hour the vendor sits in a
meeting with you after the sales phase, but you have
many of your own people in that meeting, usually at
a much higher cost.

Another problem is that implementation of LIMS
usually includes changes in work procedures, responsi-
bilities, and many other things. This may influence
both the old and the new ways of working as well as
the quality of the result.

In heavily regulated industries such as the pharma-
ceutical industry, the quality is more important than
the actual monetary return of investment (ROI).

Securing Funding of a LIMS

In securing funding for a LIMS, you can try a couple
of tactics:

� Can our company live without a LIMS? We cer-
tainly could not live without accounting software.

� Find a larger project (like Enterprise Resource
Planning—ERP or Material Resource Planning—
MRP) and obtain a LIMS attached to it. The
LIMS’ budget will be tiny compared to the larger
project. In other words, make LIMS a part of a lar-
ger project. These systems communicate well, and
LIMS adds information that an EPR/MRP system
is not able to handle in a good way.

STANDARDS

Several industries need to comply with standards.
These may be mandatory from a regulatory agency.aSee www.fda.gov for warning letters.
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Examples are EU and/or FDA for a pharmaceutical
industry selling products to the European Union and
the United States, respectively; EPA for environmental
issues in the United States, military, hospital, and
nuclear standards for these industries. Some standards
are voluntary, e.g., standardization/accreditation pro-
grams such as ISO.[1] Here the industry has asked for
a certification or accreditation according to the stan-
dard. There may also be internal standards in any
company based on a combination of external stan-
dards and internal standards.

In general, standards listed below include require-
ments for the computer systems used as tools in the
industry. LIMS is one of these tools. The standards
have requirements for system functionality such as
access to the system and for security of the data in
the system so that the data cannot be compromised.
The standards also have requirements for validation
of the system, meaning that the users shall have control
over the system at any given time.

LIMS Standards

To the author’s knowledge, there are only a few stan-
dards discussing LIMS per se. ASTM has a standard
for LIMS,[2] and even one for clinical LIMS.[3]

Pharmaceutical Standards

Regulated industries have standards for different
aspects of quality. The pharmaceutical industry has
their sets of Good Manufacturing Practice (GMP)/
Good Laboratory Practice (GLP)/Good Clinical Prac-
tice (GCP), each with different sets for different coun-
tries (e.g., United States, Japan), organizations (e.g.,
EU and OECD), and regions. They are usually
nicknamed GxP to include any, some, or all of these
standards. Each has its own good or not so good
requirements to computer systems included, or as a
separate standard. Best known is the US FDA 21
CFR Part 11,[4] and the EU GMP Annex 11.[5] A
European equivalent to 21 CFR Part 11 exists as a
draft.[6]

The most useful standard, which the FDA now
seem to adapt, is GAMP.[7] This is probably the best
tool for knowing what to do with a computer system
in any industry.

Accreditation and Certification Standards

ISO 9001[8] has a guideline ISO 9000-3[9] for developing
and programming a computer system. This is useful
when programming or when performing a vendor
audit (see ‘‘Vendor Audit’’).

ISO 17025[10] is ISO’s laboratory accreditation stan-
dard for testing and calibration laboratories. This
includes requirements for competence in addition to
requirements for documentation. Requirements for
use of computer systems are approximately the same
as the GxP requirements, but the enforcement is far
less rigorous than for GxP. This standard also has
requirements for validation.

HOW TO BUY A LIMS

A mid-1990s survey presented at a LIMS conference
concluded that 50% of all LIMS implementation pro-
jects failed. No explanation was attempted, and the
conclusion most people drew was that the LIMS
systems were not good enough. The author gives two
reasons, both of which seemed to be common in the
failed projects:

� The first was that LIMS did not meet expectations,
simply because the expectations were never stated,
just subjectively implied by various users who
thought that LIMS could solve any problem they
had. There is also an issue of ‘‘scope creep’’ where
added functionality and new wishes will result in
delays.

� The second was that the organization was not pre-
pared to use this new system. Organization issues
are discussed below.

User Requirements Specification (URS)

The URS is the most important document to be cre-
ated before a LIMS (or any system or instrument for
that matter) is acquired. If time shall be spent on one
document only, this is the one to spend it on.

Buying this LIMS because the vendor says it can do
it all or because your neighboring laboratory says that
it is perfect for them is not a good thing to do.

Writing the URS may seem tedious, but it helps the
organization find out exactly what their needs are. The
process of writing and discussion is a good process. It
might be wise to obtain external help from a consultant
who understands LIMS and knows what a LIMS can
do. This will add a lot to the process of understanding
what the laboratory’s needs are, and how LIMS can
improve the work processes and data security. Making
sure that the organization understands its needs will
help select the best possible LIMS on the market for
that organization.[11,12]

When writing a URS, it is important to describe
your visions for the system in the laboratory, rather
than state that ‘‘The system shall include the following
information on the top left of the screen . . . ’’
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Describe what your needs and visions are, and not
what anybody else, including the vendor, thinks they
are. For example, your vision is that instruments shall
be connected to the system so that information xxx can
be directly sent to the LIMS for further calculations.
Or that the instrument shall perform all calculations
on its own, and send the calculated result to LIMS.

Do not have all questions as yes/no. Some of them
can be, of course. But the more complicated issues need
to be phrased so that the vendor must give an expla-
nation. Present the vendor with a typical scenario, and
ask them how this might be addressed with their system.
For example, ‘‘We need to divide samples and send them
to different laboratories for testing, and then report them
as one sample. How do you address this?’’

Ask the vendor to include some screen captures in
an appendix, if you have not seen the system. However,
while this will show the layout of the screens, it may
not tell much about the functionality. Make sure that
the fancy layout does not hide bad functionality.

All LIMS systems can be configured to fit most of
your needs. Configuration will not affect upgrades, as
the configuration is kept usually in the database with
the rest of your data. However, some will have to be
customized through programming, affecting the data-
base structure or files. These may be a potential prob-
lem if they need to be changed because of the upgrade,
i.e., if the upgrade will change the customized file back
to a standard file, or if the new table or field in the table
will be lost.

The main differences between the LIMS systems
currently on the market (as of February 2004) are dis-
cussed below.

General issues:

� How does the system store configuration elements?
In the database tables, or in separate files, which
need to be assessed during upgrades?

� How IT-literate do the administrators and key users
need to be? The author’s opinion is that an ideal
administrator has to have a laboratory background
and understands what the tool is going to be used
for. The IT person should understand IT, but not
necessarily the laboratory’s needs.

� What effect does configuration/customization have
on support and upgrades? Are the administrators
dependent on support from the vendor for this?

� How dependent are the end users on the adminis-
trators for ‘‘small’’ changes to the system?

Calculations:

� How are calculations set up in the system? Some
have simple ways of doing this, while others require
you to know their proprietary programming lan-
guage to do it.

� How does the system handle calculations between
samples/batches? Some systems are easy; others
are more complicated. Finally, some cannot do it,
and values located somewhere else in the system
must be manually entered each time.

� How are data from standards, molecular weights,
and constants retrieved and included in the calcula-
tions? Some systems will let you select a reference to
the table where the information is, and others will
require you to enter the data for each calculation.
Update of the latter is naturally a larger piece of
work than update of one table.

Modules/functionality:

� Functionality for planning stability testing is
included in some systems, but not in others.

� Batch trees can be easily created in some systems,
but not in others.

� In some LIMS, patient data and/or contact data
for vendors and customers can be added, but not
in every LIMS.

� Dissolution testing is easy to set up in some
systems, but it is difficult in others.

Reports:
Reports are created differently in different systems.

Some use a standard tool in a fourth generation lan-
guage, where you hardly need to understand the data-
base; others use proprietary reporting tools and/or
tools where a thorough understanding of tables, fields,
and relations in the database is necessary. A standard
reporting tool is usually the best, and may be possible
to use with any LIMS.

� Can reports be started and printed out from within
the LIMS after answering what data shall be
reported? This will secure the access to the data.

� Or will it be imported into Word or any other pro-
gram where the data can be manipulated and all
your built-in security in the system is compromised?

Comparing the Vendor’s Answers to the URS

Before receiving the vendor’s answers to the URS, the
user must assess which requirements in the URS are
‘‘need to have’’ and which are ‘‘nice to have.’’ Each
requirement should also be weighted, as some ques-
tions are more important than others. Only then is it
possible to compare the vendors’ answers to see which
vendor has the best system for your organization. This
need not be communicated to the vendor.

A common problem is that the vendor will answer
‘‘Yes’’ to all yes/no questions, regardless of what
the truth is. A yes can be followed with some vague
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wording, to be interpreted differently by the receiver
and the sender, and cause heated discussions during
the implementation stage. Unfortunately, various ven-
dors tend to have a different culture concerning the
truthfulness in the yes/no answers. The result may be
that the truthful vendor may get a worse score on his
answer than the next.

Naturally, the comparison of the answers to
‘‘explain’’ questions is much more difficult. But these
answers have a binding effect, as the vendor cannot
cut corners as easily as with the yes/no. It might be
wise to include the consultant again, as the consultant
may have a better understanding of what the vendor
means when writing his answers.

Vendor Audit

Requirements for the pharmaceutical industry, at least
in the United States and the European Union, is that
the system shall be developed in a quality environment.
The FDA does not accept any certification, including
ISO 9001, as a replacement for your own audit. The
reason is that the development of the system shall be
according to your requirements, not according to
someone else’s. The conclusion is that the organization
needs to perform its own vendor audit. The expla-
nation on how to perform a vendor audit can be found
in the literature.[7,13–15] The result from the audit shall
be a factor in the selection of the system.

The person performing an IT vendor audit needs to
know the standards used, understand how an IT devel-
oper organization works, and what to expect of them.
Being a GMP auditor does not make a person com-
petent to perform IT vendor audits. It might be wise
to obtain help from an external consultant if your
company does not have the skills internally.

IMPLEMENTATION PHASE

The LIMS system is mostly empty when bought. Not a
single measurement unit is normally included, nor are
there any analytical methods. The system has many
built-in functionality to make sure that the data in
the database is consistent. It also has engines to take
care of updates of status when data is changed.

The system has a database with tables ready to
receive your company’s data and your ways of work-
ing. It is your company’s job to populate the database
with relevant data. You might obtain help from the
vendor and/or from external consultants, but you are
the only ones to know how you work in your company.

While your products might be unique, chances
are good that your ways of working are not. Your

analytical methods are most likely very much the same
as someone else’s, at least from a LIMS perspective.

VALIDATION

During the implementation phase, the system shall be
validated to make sure that it meets the expected
requirements stated in the URS. Many literatures have
described the LIMS validation.[16–21] Validation is not
an issue in this article.

ORGANIZATIONAL ISSUES

A LIMS without support from the management will
usually fail. The management needs to discuss and
decide organizational issues that invariably will be
raised during the LIMS implementation. There will
have to be changes in responsibilities and ways of
working to obtain the full benefit from the system.
These changes can never be made if the management
is not supporting them.

A LIMS also needs its own organization. Key per-
sons such as the system manager and knowledgeable
superusers are needed. These will run and support
the system and its users. The system also needs a spon-
sor group. If LIMS is implemented in one part of the
organization only, this may be the department leader.
But if LIMS is used in several parts of the organiza-
tion, there will be a need for a formal group who can
decide for all parts of the organization. More details
can be found in the literature.[22]

Key persons are often alone with their skills and
work in the organization. There might be one or two
key persons only in the organization. Their job will
be to help the users and to further develop the system.
It is important that these have an external network
around them to help with problems, discussions, and
in general obtain input to their knowledge. The vendor
usually has internet discussion groups for their custo-
mers as well as user meetings. There are also LIMS
conferences[23] independent on the vendors, as well as
a LIMS discussion groupb on the internet. The organi-
zation is wise to let their key persons go to these meet-
ings to ‘‘charge their batteries’’ with new knowledge
and new enthusiasm.

CONCLUSIONS

LIMS is a great tool to keep track of all the infor-
mation in the laboratory. By having all the information

bSend E-mail to lims@lims.taratec.com to join.
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located in one computer system the organization keeps
track of everything that has been carried out without
being dependent on various loose papers and log books
that may be misplaced or ‘‘archived’’ in the trash.

The commercial LIMS systems today are flexible
and can usually be configured to the needs of every lab-
oratory. Implementing and using the LIMS combine
challenging problems with innovative solutions, and
is an exiting area to work in.

WANT TO KNOW MORE?

Several books about LIMS are available.[24–28] Even if
they are relatively old, there are many useful infor-
mation in them. Querying for LIMS on internet search
engines will give many hits, from vendors, consultants,
users, specific LIMS sites, and conferences or meetings.
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Laminar Airflow Equipment: Applications
and Operation

Gregory F. Peters
Lab Safety Corporation, Des Plaines, Illinois, U.S.A.

INTRODUCTION

The number and complexity of pharmaceutical manu-
facturing and compounding processes requiring pro-
tection from airborne contaminants has increased
substantially in recent years. Because pathogenic viable
and non-viable contamination may be readily intro-
duced into a patient along with a therapeutic par-
enteral drug, the sterility and purity of parenterals
must be controlled in the manufacture and assured in
the compounding of these products. Laminar airflow
(LAF) equipment is widely used as an engineering
control in aseptic processing to provide a production
environment free of airborne and resulting surface
contamination by microorganisms, pyrogenic and
drug residues, and other materials that present a risk
of intravascular infection, pyrogenic response, or
occlusion of the peripheral vasculature. With the
growth of the small- and intermediate-size generic
drug manufacturing, drug repackaging, and diverse
hospital pharmacy and home health care IV admix-
tures, compounding industries, clean space design
and management has become the direct responsibility
of an increasing number of middle- and line-
management personnel. As such, a working knowledge
of LAF theory, aseptic processing, and clean space
management is integral to the conceptualization, con-
struction, and operation of a safe and effective clean
space, and an important consideration in the selection
or retention of the clean space manager and operative
personnel.

CONTAMINATION CONTROL

All manufactured products are vulnerable to contami-
nation by a myriad of aerosolized contaminants,
including microorganisms, pyrogenic dust, ash, pollen,
smoke, hydrocarbons, and other chemicals that are
omnipresent in the environment (Fig. 1). Because of
the potential dangers to the patient resulting from a
parenteral product containing even minute quantities
of these contaminants, exceptional measures are
required to exclude them fromthe finished product.

Careful planning is essential in preventing contami-
nation of the environment leading to occupational
exposure of personnel to hazardous substances, which
are routinely manipulated in pharmacy operations.
The primary objective of the aseptic process is control
and elimination of viable contaminants. These con-
taminants are numerous and varied, normally consist-
ing of bacteria, fungi, and viruses. Viruses are usually
short-lived upon exposure to air, and require host
systems to remain viable and reproduce; they are
generally not of direct concern, except in excluding their
vector, or transport mechanism. Aseptic processes
are designed to exclude bacteria and fungi as well
as their spore forms and breakdown products. Many
of these contaminants are naturally airborne and
occur commonly in the atmosphere. However, the
contamination of greatest concern in aseptic processing
is the endogenous microbiologic material generated by
the operative personnel and others involved in the
manipulation of parenteral products. This type of
contamination is easily aerosolized and introduced into
air currents by normal ‘‘shedding’’ of endogenous
microbiota, and by mechanical means as microscopic
droplets of sputum, produced by talking, laughing, or
sneezing. Endogenous contamination is generated in
enormous quantities on the skina[1] and may be
deposited on the surfaces of containers, equipment,
gowns, and materials introduced into the aseptic work
field during the course of manipulations.

Waterborne contaminants may also be introduced
by contaminated cleaning agents or poor cleaning
and sanitizing techniques. All types of gross micro-
biologic contamination are found on work surfaces,
gloves, and compounding materials following contact
with contaminated objects. Pyrogenic and non-
pyrogenic dust must also be excluded from parenteral
products. Even minute quantities of this material

aThe average adult human sheds 25,000–50,000 Staphylococcus

epidermidis particles per minute; one person in five is a carrier and

active producer of Staphylococcus aureus, the organism responsible

for toxic shock syndrome, a bacteremia fatal in 50–90% of reported

cases.
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may cause acute inflammation or abscess at the injec-
tion site, and induce a life-threatening pyrogenic
response. In addition, evidence of long term dangers
of fiber emboli in producing pulmonary and cerebral
granulomas, stenosis, and occlusion of microcircula-
tion, as well as clouded vision, and neurological seque-
lae in patients receiving particulate-contaminated
intravenous admixtures has emerged.[2,3] Additionally,
drug product residues remaining in the aseptic proces-
sing field as a result of improper line-clearance are a
threat to the patient for whom they are not intended.

History

LAF is an ‘‘offshoot technology’’ stemming from
development of the high efficiency particulate air
(HEPA) filter, spearheaded by the U.S. Army
Chemical Corps, Naval Research Laboratories, and
the Atomic Energy Commission in the 1940s and
1950s. Known as an absolute filter, the HEPA filter
was further developed by the nuclear industry to pro-
vide fail-safe removal of extremely hazardous micro-
scopic airborne particulatesb at nuclear facilities. In
the late 1950s, a proliferation of laminar flow clean
benches (LFCBs), incorporating a HEPA filter, made
it possible for the hospital pharmacy to achieve a

small, but exclusive compounding environment of
sterile air and sanitized, bacteriostatic worksurfaces
in which to prepare small numbers of individual,
patient-specific sterile products.

On a broader scale, pharmaceutical manufacturers
were beginning to utilize absolute filtration as a pri-
mary engineering control in the maintenance of large,
carefully controlled clean spaces in the batch pro-
duction of quality-controlled parenteral products. In
this application, LAF was supplied directly to pro-
duction lines and extended critical worksurfaces within
defined, non-turbulent entrance and exit planes as
parallel or ‘‘columnated’’ airflow (misnamed‘‘laminar
flow’’).c This highly controlled laminar airstream was
supplied to the critical worksurface, in addition to con-
ventionally supplied turbulent airflow to the general
space, provided through terminal diffusers for filtra-
tion of the balance of room air. In this manner, the
‘‘stepped’’ control of all critical, as well as support
areas was achieved.

In the mid-1970s, increased control of manufactur-
ing process air quality became possible with the refine-
ment of LAF clean space design, the growing body
of historical process quality data, the refinement of
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Fig. 1 Distribution by size and

weight percent of particulates in
normal atmospheric air. (Courtesy
of American Air Filter Research,
Louisville, Kentucky.)

b99.97% of particulates smaller and larger than 0.3 microns.

cLaminar flow is defined as a fluid stream having discernible differen-

tiations (laminations or layers) of velocity, pressure, temperature, or

other characteristic, whereas parallel flow is uniform throughout its

vertical, horizontal and longitudinal extent.
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statistical process controls (SPCs), and the emergence
of industry operating standards.[4] In 1979, concern
for the safety of pharmacy personnel compounding
antineoplastic drugs in LFCBs was expressed, follow-
ing studies that clearly identified the potential health
risks to these personnel.[5] The introduction and wide-
spread use of the Class II laminar flow biological safety
cabinet (BSC) by oncology/hematology pharmacy
occurred in the late 1970s, and was almost universal
by the end of the 1980s. Additional studies conducted
in the late 1990s clearly indicated that, in spite of
pharmacy-wide implementation of Class II BSC con-
tainment technology, the same potential health risks
identified in 1979 continued to exist in the workplace.[6]

The swift, anecdotal response in some segments of the
pharmacy industry was to strongly recommend
immediate retrofit of the Class II design with the Class
III BSC, or Barrier Isolator (sometimes referred to as
a ‘‘barrier hood’’) in the glovebox or half-suit
configuration, as an alternative to ‘‘open’’ Class II
units used by pharmacy in a manner that had osten-
sibly failed to protect workers and the environment.
This recommendation, however, was not based upon
adequate and careful engineering failure analysis
(FA) of the Class II design as implemented in phar-
macy operations, by which the Practice might ratio-
nally evaluate and address the reasons for such
failure. Neither, as of this writing, have any systematic,
scientifically based feasibility studies, validation
and monitoring protocols, or operating specifications
leading to proper, corrective retrofit with the Class III
or barrier isolator designs been developed as a cor-
ollary to such FA. (It should be noted that not all
‘‘barrier isolators’’ or ‘‘gloveboxes’’ are Class III
BSCs.) These steps are absolutely essential in prevent-
ing a repeat failure of any type of BSC in the engineer-
ing control of hazardous substances manipulated by
pharmacy personnel, and the resulting characterization
of the IV pharmacy as a serious occupational risk
environment.

THE HEPA FILTER

The essential element common to all LAF equipment is
the HEPA filter.

Construction

The HEPA filter is normally constructed of borosili-
cate microfibers, formed into a flat sheet by a process
similar to papermaking (Fig. 2). This sheet is pleated
to increase the overall filtration surface area, in order
to minimize the static pressure drop across the filter

to a predetermined valued at a given airflow specifi-
cation. The pleats are separated by serrated aluminum
baffles or stitched fabric ribbons, which direct airflow
through the filter. This combination of pleated sheets
and baffles facilitates maximum exposure of the
upstream filtration area to the airstream and is referred
to as the filtration medium. It is constructed in a prede-
termined size, and installed into an outer frame made
of fire-rated particle board, aluminum, or stainless
steel. The frame-media junctions are permanently
glued or ‘‘pot-sealed’’ to ensure a leakproof bond.
The frame is fitted with a continuous, closed-cell neo-
prene gasket or other suitable occlusive seal to provide
a gas-tight installation of the filter into the air handling
system.

Filtration Efficiency

Refinement of HEPA filter manufacturing and testing
technology and development of the ultra low particu-
late air (ULPA) filter, have led to an increase of abso-
lute filtration retention efficiency of greater than
two orders of magnitude above 99.97%. HEPA fil-
tration efficiencies range from a minimum of 99.97 to
99.99%, with ULPA efficiencies above 99.9999% for
particulates larger and smaller than 0.3 mm in diameter

Aluminum
Baffle

Filter Material

Frame

Fig. 2 HEPA filter cross-section showing pleated construc-
tion. (Courtesy of the Baker Company, Sanford, Maine.)

dNormally 0.50–1.2 in. water column (WC) or water gauge (WG).
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(Fig. 3). (HEPA filters used in pharmaceutical and
pharmacy-compounding applications rarely exceed
99.99%.) Expressed another way, the HEPA filter is
capable of trapping and retaining 999,700–999,900 of
every 1,000,000 particles smaller and larger than 0.3mm
in diameter.

Filtration Mechanisms

The three principal filtration mechanisms (Fig. 4) by
which aerosols are collected on the HEPA filtration
medium are:

� Inertial impaction, where particle inertia causes it to
leave the flow streamlines and impact on the fiber;

� Interception, a screening effect dependent upon
particle fiber-size relationships; and

� Diffusion, a Brownian motion diffusion of very
small particles due to molecular bombardment.[7]

Other filtration mechanisms, such as sedimentation
and electrostatic attraction, provide some degree of
aerosol collection, however most particulates are
removed from the airstream by the above methods.

Shipment, Storage, and Handling

The HEPA filter is extremely fragile and should be
shipped, stored, and handled in the same manner as
delicate instrumentation. Personnel responsible for
receiving and handling HEPA filters should receive
training in proper handling technique. All incoming
HEPA filters should be visually inspected for apparent
damage due to mishandling, and all damage described
in detail on the shipping documentation prior to
acceptance.

Filtration Performance Certification

Individual HEPA filter efficiencies are established by
an exacting challenge of the filter frame and medium,
usually incorporating a ‘‘cold-boil,’’ polydisperse aero-
sol of dioctylpthalate (DOP) or equivalent,[8] which is
introduced into the upstream plenum-side of the filter
in a manner that ensures even distribution of the test
aerosol behind the filter, at its rated airflow.

Following verification of acceptable airflow veloci-
ties, expressed by the manufacturer in linear feet per
minute (LFPM) or meters per second (m/s), leakage
is determined by measuring the penetration of the test
aerosol through the filter as a percentage of the
upstream plenum aerosol concentration, using an
aerosol photometer[4] or optical particle counter[9] to
carefully scan the entire filter media face and frame.
Penetration of the test aerosol at or above 0.01% of
the upstream concentration is considered a leak requir-
ing repair. Leakage should be repaired only with room
temperature-vulcanizing (RTV) silicone caulk, which is
easily applied, and exhibits long term stability and
resistance to deformation. Repairs to the filtration
medium should be made in the manner specified in
the literature.[10] Individual repair ‘‘patches’’ should
not exceed 1.5 in. in length or width, nor should the
sum total of all repairs exceed 3% of the total area of
the filter face. During operation and at all times no
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Fig. 3 Theoretical HEPA filter-collection efficiency. (Cour-
tesy of the Baker Company, Sanford, Maine.)
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Fig. 4 Air filtration theory particle-

collection mechanisms. (Courtesy of the
Baker Company, Sanford, Maine.)
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object, drug residue, or debris should be permitted to
come into contact with the HEPA filter.

LAF AS A BARRIER TECHNIQUE

LAF has long been the primary method of controlling
airborne contamination in the aseptic processing of
pharmaceutical and pharmacy products. Also known
as non-turbulent, or unidirectional airflow, LAF is
generally defined as ‘‘HEPA-filtered air having parallel
streamlines, flowing in a single pass and direction
through a clean zone.’’[4] LAF is technically defined
as fluid flow without macroscopic fluctuations, which
generally occur when the Reynolds numbere is less
than 2000. Industry standards require that 80% or
more of the total airflow exhibit this characteristic, in
order to meet the definition of LAF.[11] LAF is neces-
sary to maintain the most stringent air cleanliness
classesf[4] in the production of ‘‘first air’’g at the critical
worksurface of the LFCB and BSC, and in operational
cleanrooms.[4,11] It is important to note that the terms
‘‘laminar airflow’’ and ‘‘Class 100’’ are not inter-
changeable; LAFfirst air incorporating properly
validated HEPA filtration produces air cleanliness of
approximately Class 1, nearly two orders of magnitude
cleaner than Class 100. Class 100 non-laminar airflow
does not constitute first air within a critical work zone,
and should not be substituted in applications requiring
or designating LAF.

Conventional Airflow

Conventional airflow (also known as turbulent, or
non-unidirectional airflow) incorporates HEPA filters,
located in-duct, or as room terminal filtration modules
(TFMs; Fig. 5). Often confused with LAF, conven-
tional airflow does not meet that definition because it
allows multiple-pass circulating characteristics or a
non-parallel airflow direction, or both. This type of air-
flow is incapable of producing first air, and is normally
used as secondary or ‘‘buffer’’ filtration in treating a
processing or compounding space that contains
laminar airflow devices (LAFDs) to maintain primary
critical work surface conditions, or in treating other

processing or support areas about which a definitive
air cleanliness statement must be made. Properly
designed, a conventional airflow system is effective in
maintaining the less-stringent air cleanliness classesf

in operational cleanrooms.[4,11]

Advantages

When used properly by trained personnel, employing
adequate process controls, the LAF environment pro-
vides a reliable barrier to measurable airborne viable
and non-viable, solid particulate contamination, which
may defeat the aseptic process. LFCBs, BSCs, and
heating, ventilation, and air conditioning (HVAC)
installations are easily validated. These systems nor-
mally continue in operation with little or no variation
in output quality for long periods of time, and are
easily maintained and tested.

Limitations

Any discussion of LAF equipment must include con-
sideration of aseptic technique and the aseptic process
as a whole. Often relied upon as an infallible process

Fig. 5 (A) The self-contained terminal HEPA filtration

module (TFM). (B) Arrangement of TFMs in the T-Bar
ceiling in a conventional-flow application. (Courtesy of
American Air Filter, Inc., Louisville, Kentucky.)

eThe ‘‘Reynolds number’’ is the ratio of inertial to viscous forces in a

pipe or duct.
f‘‘ . . . Most stringent air cleanliness classes ’’ are defined as class 10–

100, (F.S. 209e); Classes C, D, and E (British Standard 5295); Classes

4–5 (EN ISO); Grades A-B (EC). ‘‘ . . . less stringent air cleanliness

classes . . . ’’ are defined as Class 1,000–100,000 (F.S. 209e); Classes

F through K (B.S. 5295); Classes 6–8 (EN ISO); Grades C-D (EC).
g‘‘First air’’ is uninterrupted air issuing directly from a HEPA filter

in a laminar-airflow environment.
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support, LAF is in fact a fragile, protective envelope of
slow-moving, aerosol-free airh[4] the effect of which is
easily disrupted and defeated by improper placement
of processing materials, poor manufacturing and per-
sonnel practices, inadequate aseptic technique, or fail-
ure to maintain the HVAC components. Although the
laminar slip stream itself is free of particulates, it does
not eliminate particulates or other surface contami-
nants present in the aseptic field, or contamination
introduced into the aseptic field on the surfaces of
improperly prepared processing materials, and their
manipulation and storage within the aseptic environ-
ment. Neither is LAF a substitute for proper manipu-
lative and aseptic technique. Excessive confidence in
any LAF system should not lead to the neglect of
proper precleaning and staging of processing materials,
personnel selection, training, and validation;i[12] effective
routine housekeeping and maintenance procedures;[13]

and aseptic process monitoring and auditing methods.j

This may result in a breakdown of the process and a
compromise of product integrity. In addition, the use
of improper manipulative technique in BSCs and con-
tainment systems may result in a compromise of the
waste-stream, resulting in cumulative contamination of
operative personnel and the environment.

Operating procedures

Although the design of each type of LAFD dictates
certain specific operating procedures, several general
principles apply to all LAFDs.[9]

Cleaning and Preparation. LFCB: The LFCB should
be allowed to run for at least 30 min before the com-
mencement of aseptic operations. All work-zone
accessible surfaces, with the exception of the filter-
protective screen, should be cleaned and sanitized by
application and recovery of a low-residuing, water-
base disinfectant cleanser (household bleach or other
hypochlorite solutions should not be used at any time

on stainless steel surfaces), followed by application of
70% ethyl or isopropyl alcohol sprayed evenly length-
wise across the work surface from the back of the
cabinet to the front, and allowed to dry.[14] (The
combination of a water-base disinfectant cleanser with
alcohol provides both the broadest antimicrobial
action and the widest range of surfactant and solubility
factors for the recovery of surface residues during the
cleaning process.)

BSC: The BSC should operate continuously to
ensure containment of hazardous substances. All
work-zone interior surfaces with the exception of the
HEPA filter-protective screen should be cleaned and
sanitized carefully in the manner of the LFCB in the
proper order to ensure protection of operator’s garb
from contaminants and cleaning residues during the
cleaning process. This sequence will also prevent the
transfer of drug residues to the general environment.[14]

Staging

Following complete drying of the work surface, opera-
tions in the LAFD should begin with the staging of all
working materials for introduction into the aseptic
work area.[14] This should include:

� assembly of all required working materials, such as
drug components, syringes and sterile fluid path-
ways, diluents, dispensing and venting devices,
wipes, final containers, etc.

� preparation, in a Class 100,000 environment,[4] of
all working materials that are to be placed into
the aseptic field by sanitizing with 70% ethyl or
isopropyl alcohol spray and wiping all containers,
including careful removal of gross contamination
and filth from any container that does not have
an outer wrapper, removal of inner containers from
their outer wrappers, and placement of all materials
on a sanitized, stainless steel surface. This is prefer-
ably a cart or tray at a close proximity to the LAFD
for direct loading of materials into the aseptic
work zone.

Materials such as paper, labels, writing implements,
etc., should not be placed into the work zone.

Aseptic manipulation

Prior to introduction of the working materials into the
LAFD, the gloved hands of the operator should be
thoroughly washed and rinsed to remove dry lubri-
cants, sanitized by spraying with 70% alcohol, and
allowed to dry in the laminar airstream. The working
materials may then be transferred to the work zone,
and aseptic manipulations begun. The operator’s

hAirflow velocity exiting an unobstructed workstation should be

maintained at 90 LFPM average with a uniformity within �20%

across the entire area of the exit.
i1) Personnel selection and screening criteria; 2) a formalized training

program to include a period of supervised manufacturing or clinical

experience culminating in a recommendation for validation by the

supervisor; 3) a personnel validation method, including a written

exam with a required passing grade, and a practical assessment of

aseptic technique, utilizing sterile microbiologic growth media in a

process simulation incorporating all processing steps encountered

by the candidate during the actual processing operation.
jQuality assurance (QA) testing and recertification of LAF systems

and other engineering controls, which support the aseptic process

(process auditing), irrespective of quality control, or procedures to

demonstrate conformance with product specifications of identity,

purity, sterility, and apyrogenicity (product auditing).
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hands should be slowly inserted into, and removed
from the laminar airstream, in order to minimize back-
wash and cross-stream contamination of the work
zone. Working materials should be arranged in such
a way that work progresses laterally, from right to left
or left to right, so that non-interrupted first air is con-
tinuously supplied to the critical surfaces of all work-
ing materials at all times. If the operator must leave
the work zone area, his or her gloved hands should
be resanitized with 70% ethyl or isopropyl alcohol
prior to reentering the work zone. This practice takes
little time and minimizes contamination of the work
zone by endogenous and residual environmental flora.
An alcohol-spray bottle or other suitable dispenser
should be provided close to the work zone entrance
for this purpose, with the alcohol filtered and the
dispenser sanitized each time the dispenser is refilled.
Good aseptic technique is essential to retain the ster-
ility of compounded products, and properly fitting sur-
geon’s gloves, mask, laboratory coat (or arm barrier),
and hair cover are recommended for all pharmacy
operators working in the LAFD.a[1,14]

LFCB

The oldest and most basic LAFD is the LFCB, univer-
sally referred to as a ‘‘hood.’’ It is an enclosed work
area with its own HEPA-filtered air supply (Fig. 6).
The LFCB provides only product protection by cap-
turing room air, passing it through a HEPA filter,
and directing the filtered air horizontally or vertically
uniformly across the work surface toward the operator
at a constant speed.

Limitations

The LFCB should not be used in operations requiring the
manipulation of cytotoxic, radioactive, microbiologic,

or other hazardous materials, which may become
aerosolized and aspirated directly by the operator.
Reconstitution and manipulation of antineoplastics
and vesicants, mass reconstitution of antibiotics, anti-
virals, vaccine formulation, and similar manipulations
should be carried out in a laminar flow BSC.

Placement of materials in the work zone

Working materials placed into the LFCB should be
positioned a minimum of three object-diameters in
from the open end of the unit when the object is
exposed to the laminar airstream on all sides, and a
minimum of six diameters in from the open end when
working at either end of the unit or when the object is
exposed to the laminar airstream on only one side.[14]

This general method counteracts backwash contami-
nation, which may compromise the aseptic field. The
introduction of any large object (automated, high
speed compounding devices, water baths, carboys,
etc.), obstruction, or complicated process into the lami-
nar airstream may likewise induce backwash contami-
nation, and should be validated to maintain cohesion
of the airstream and exclude both backwash and
cross-stream contamination during the process. This
may be accomplished by the use of visual tracers, such
as smoke sticks or other smoke-producing devices, to
introduce quantities of smoke both upstream of the
critical worksurface and at the open end of the unit
during a process validation or qualification run for vis-
ual observation of airstream behavior. Work should take
place not less than 6 in. in from the open end of the work
surface. Although engineering improvements in the lami-
nar airstream recovery have been made, the laminar air-
stream is slow-moving,k and care should be exercised in
the location, operation, and maintenance of this unit.

Location and performance testing

The LFCB should be located in an area free of venti-
lation or other air currents, steady or intermittent,
which might hamper the laminar airstream by back-
wash effect.l Performance testing of the LFCB by a
qualified inspector is recommended at least every 6
months, and servicing or replacement of the unit prefil-
ters every 60 days or less.

Applications

The LFCB is used in hospital, clinical, and home
health care pharmacies to provide a sterile field in

Hepa supply filter

Blower
Air intake

Clean work area

Fig. 6 The LFCB airflow profile. (Courtesy of the Baker
Company, Sanford, Maine.)

kNormally 90 LFPM �20% or as specified by the user.
l‘‘Backwash contamination’’ is the general term given to the reflux

entry of unfiltered room air into the LAFD work zone.
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which to conduct aseptic manipulations in the com-
pounding of large-volume parenterals (LVPs) in the
form of IV admixtures, hyperalimentation, and small-
volume parenterals (SVPs) in the form of piggybacks,
syringes, or other parenteral products of less than
250 ml, and for general sterile manipulation of non-
hazardous materials.

In industry, the LFCB is used to conduct small
batch sterile filling operations, in the general manipu-
lation and isolation of non-hazardous materials, and
in quality assurance/quality control (QA/QC) sterility
testing.

Laminar Flow BSC

Pharmaceutical and clinical research in the past four
decades has led to the development of drug products
and other hazardous substances, the manufacture,
handling, and compounding of which are considered
hazardous to operative personnel in both the short
and the long term.[15] In addition to protection of the
purity and sterility of the product, it is necessary to
consider protection of personnel and the environment.
The need to protect both the product and personnel
has resulted in the adaptation and use of a variety of
laminar flow BSCs in the manufacture and compound-
ing of numerous biological, radioactive, cytotoxic,
allergenic, and antibiotic drug products. It is necessary
that proper containment and barrier techniques be
followed in the preparation, operation, and cleanup
of any BSC. Although both are considered to be
LAFDs, a clear distinction between the LFCB and
BSC should be made in the training of operative per-
sonnel. There should be no generalized‘‘grouping’’ of
BSCs and LFCBs as ‘‘hoods’’ requiring similar use
and maintenance patterns; each type of LAFD has air-
flow patterns, containment characteristics, and operat-
ing requirements unique to its design (Fig. 7).

Operative personnel must understand that the contain-
ment and barrier techniques used in the operation of
the BSC are significant not only as protection against
sudden, overt contamination, but more importantly,
as barriers to traces of residual contamination to which
constant exposure may present long term health
risks.[15,16] Current pharmacy practices and contami-
nation control manipulative techniques have been
shown to be inadequate to contain hazardous sub-
stances in all phases of compounding and administra-
tion, and a pharmacy-wide study and standardized,
remedial training programs must by quickly developed
and carried out to protect operative personnel.[6,17]

Classification

BSCs are divided into three classes. Class I and Class II
are used for low to moderate risk agents, and Class III
for high risk agents. The risk level serves as a guide for
pharmaceutical manufacturing and pharmacy com-
pounding operations based on a reasonable extrapo-
lation from the personnel risk levels, containment
models, and product/personnel protection factors
encountered in operations using the biological agents
for which this type of equipment was originally
designed.

The BSC in pharmacy operations

Although the BSC was not specifically designed for
pharmaceutical manufacturing or pharmacy com-
pounding operations, reasonable analogies in the
management of hazardous aerosols may be made,
justifying use of the BSC in such operations. Such
was the case in 1979, following a comprehensive
study[5] that determined that pharmacy and nursing
personnel were experiencing occupational exposures
to antineoplastic agents following their compounding
in LFCBs and routine administration. As a prudent
response to these findings, recommendations based
upon such analogies by segments of the pharmacy
community facilitated pharmacy-wide use of Class II
BSCs. The Class II design was quickly implemented
without attendant feasibility studies, validation and
monitoring protocols, or standardized operating,
cleaning, and line-clearance procedures, resulting in
the installation and operation of this equipment with
wide variation in its effectiveness from institution to
institution.

Recent studies have indicated the unabated occu-
pational exposure of pharmacy personnel to these sub-
stances, causing an inference of the inadequacy of the
Class II system in controlling environmental contami-
nation.[6] These findings have again prompted vendors
and segments of the pharmacy community to aggressively

Horizontal Laminar Flow
Clean Bench

Vertical Laminar Flow
Clean Bench

Vertical Flow Biological
Safety Cabinet

Fig. 7 Airflow patterns in horizontal- and vertical-flow
LFCBs and vertical-flow laminar flow BSC. (Courtesy of
the Baker Company, Sanford, Maine.)
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promote use of the Class III BSC, or barrier isolator,
postulating that a so-called ‘‘closed system’’ would
unfailingly prevent the transfer of hazardous agents
to the environment, thus preventing personnel expo-
sures. Pharmacy-wide promotion of a containment
technology is thus being repeated without the benefit
of comprehensive engineering studies to both identify
the reasons for any ‘‘failure’’ of the Class II system,
and to provide standardized procedures to properly
implement and operate the Class III system. It must
be noted that Class II systems are completely effective
in the management of particulate and aerosol con-
taminants in the microbiologic and toxicologic proce-
dures for which they were originally designed. These
contaminants include numerous dangerous agents,
for which exacting, albeit decades-old manipulative
and management techniques remain effective. No
applications’ failure of the Class II system has yet
been reported by these industries, implying that it
is improper use of this equipment and/or poor manipu-
lative, product transfer, and cleaning techniques by
pharmacy and nursing personnel, rather than any
inherent design or applications’ flaw in the Class II sys-
tem, which would account for unabated occupational
exposures.[17] At this writing, insufficient evidence
appears to exist supporting the remedial, pharmacy-
wide retrofit of the Class II system with the Class III
BSC, or barrier isolator. The pharmacy community
should, rather than prematurely dispose of an effective
and functional containment system for a more
complex and expensive design, seek to identify and
correct the cause(s) of such personnel exposures. A con-
trolled study measuring the nature and magnitude of
personnel exposures prior to, and following implemen-
tation of carefully designed and executed training
exercises, containment procedures, and waste-streaming
techniques should be carried out prior to any measures
to retrofit these engineering controls.

Following any scientific determination of the inad-
equacy of the Class II technology in providing the
necessary levels of operator and environmental protec-
tion, the Class III and barrier isolator systems should,
without presumptions, be carefully evaluated for use
in this application. Such evaluation should systemati-
cally encompass the full range of performance, oper-
ational, and maintenance factors, which bear upon
gloveboxes or other closed systems, such as lowered
productivity because of the cumbersome nature
of gloves, half-suits, and reduction of dexterity; dif-
ficulty in effective cleaning, resulting in increased
residual and cross-contamination of products; inferior
product protection characteristics of turbulent Class
100 supply airflow; lowered throughput; increased
compounding time and errors; and the manner in
which these factors may inhibit the product protection
capabilities of the Class III design.

Suitability

Prior to choosing a BSC for any pharmaceutical manu-
facturing or pharmacy compounding operation, all
risks should be assessed by a qualified process engi-
neer, safety officer, or industrial hygienist, ensuring
that the equipment meets occupational safety as well
as process requirements.

Class I BSC. The Class I BSC is an open containment
unit suitable for work involving agents of low to mod-
erate risk to the user and environment, where there is a
need for containment but none for product protection
or isolation. The Class I BSC provides protection to
personnel using the cabinet by means of constant, con-
trolled airflow into the work area and away from the
operator, preventing the escape of aerosols through
the front opening. It is of limited use in manufacturing
and has no reported use in the current practice of
pharmacy.

Class II BSC. The Class II BSC (Fig. 9) provides pro-
duct, personnel, and environmental protection, and is
the most common BSC employed in pharmaceutical
manufacturing and pharmacy-compounding opera-
tions. The Class II BSC has several subclassifications,
based upon cabinet ventilation design (Table 1).[18]

The Class II BSC (Fig. 8), the most widely used by hos-
pital and home-care pharmacies, features a front access
opening with carefully maintained inward airflow for
replacement of air exhausted from the cabinet, a
HEPA-filtered vertical laminar flow airstream within
the entire work area, and HEPA-filtered exhaust air.
The vertical laminar flow airstream and front access
opening are common to all Class II cabinets, although
LAF velocities and patterns, HEPA filter sizes and
position, ventilation rates, and cabinet exhaust meth-
ods vary considerably in different designs (Fig. 7).

Class III BSC. The Class III BSC (Fig. 9) provides
the highest level of personnel, product, and environ-
mental protection from high-risk microbiologic and
toxicologic agents. It is usually employed in pharma-
ceutical manufacturing operations involving weighing,
diluting, and high volume aerosol generation of high-
risk agents, as well as for handling contaminants that
are slowly or rapidly vaporized. This type of laminar
flow device affords the maximum containment and
product protection barrier, and is used only in cases
of extreme exposure hazard or product sensitivity.

The Class III BSC is a gas-tight enclosure, utilizing
total air displacement ventilation that protects person-
nel from exposure to the products contained within the
enclosure, the product from contaminants found in
the ambient environment, and the environment from
release of potentially hazardous substances. The Class
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III BSC is used where absolute containment of hazard-
ous agents is required, and is normally configured with
glove ports housing gas-tight, full length latex, neo-
prene, PVC, urethane, or laminated polymer gloves.[19]

Operating procedure

In addition to cleaning all accessible work zone sur-
faces, the Class II BSC worksurface tray should be
lifted up and back, and the area under the tray should
be thoroughly cleaned with the same frequency as the
other user-accessible worksurfaces; this is of particular
importance in preventing the buildup of potentially
harmful product residues. All materials used in clean-
ing and sanitizing should be treated as toxic waste,
and disposed of in accordance with state and local

ordinances. Following complete drying of the work
surface, operations may begin by staging all working
materials for introduction into the aseptic work area.
The working materials may then be transferred to the
work zone, and aseptic manipulations begun. Work
should be performed only on the worksurface, taking
care not to handle or store materials on or near the
ventilation grilles. First air should be maintained at
the critical surfaces of all working materials in the
aseptic field; interference with the vertical flow of first
air by passing anything over critical orifices or septa in
the aseptic field must be prevented. Good aseptic tech-
nique is essential to retain the sterility of compounded
productsm[14] and surgeon’s gloves, mask, laboratory
coat (or arm barrier), and hair cover are recommended
for all pharmacy operators working in the BSC.n

Location

The location, operation, and maintenance of the BSC
should be carefully planned. Similar to LFCB, the
BSC should be located in an area free of steady or
intermittent air currents, which might defeat the lami-
nar airstream by a backwash effect.l The BSC should
be connected to an adequate power source, having
the minimum possible current fluctuation. The effects
of voltage variation on cabinet performance can be
pronounced (Fig. 10A), causing a variation in intake
and supply velocities sufficient to result in an unaccept-
able unit performance (Fig. 10B), thereby compromis-
ing personnel and product protection design featuresAir-flow plenum

Rear-exhaust grille

Front opining

75 FPM intake velocity

Blower

Work area

Supply filter

Exhaust filter

30º
Exhausted

Recirculated
70º

Fig. 8 Airflow patterns of the Class II(a) laminar flow BSC.
(Courtesy of the Baker Company, Sanford, Maine.)

Table 1 BSC cabinet ventilation

(Type) Class II Cabinet air characteristics Air recirculated (%)

Type A 30% Vented back into room 70

Type B3 30% Ducted to outdoors 70

Type B1 70% Ducted to outdoors 30

Type B2 100% Ducted to outdoors 0

mThe importance of good aseptic technique is occasionally deempha-

sized by personnel compounding cytotoxic and antibiotic agents in

the BSC, based on the belief that these substances are themselves

toxic or germicidal to any microbiologic contaminants. It should

be noted that numerous microbiologic organisms remain viable

and replicate in cytotoxic compounds, and that no antibiotic has a

universal antimicrobial action. Proper aseptic technique is therefore

mandated in all operations carried out in the LAF environment.
nThese are basic barriers, proven to aid in the retention of gross

endogenous contamination at close working proximity to the critical

field, but as importantly, these barriers protect the operator from

direct contact with potentially hazardous substances, and should be

used in accordance with established guidelines (see‘‘Regulatory

Issues’’).
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(Table 2). Performance testing of the BSC by a quali-
fied inspector is recommended at least every 6 months
and always after relocation of the unit. Appropriate
surface decontamination is recommended prior to
moving or refiltering the unit.o

Applications

The BSC is used in hospital, clinical, and home health
care pharmacies to provide a sterile field in which to
conduct aseptic manipulations in the compounding of
LVPs, SVPs, antineoplastics, antibiotics, antivirals,
and vaccines, the direct exposure to which may be
hazardous to the operator and the environment. Most
hospital and clinical pharmacy operations are cur-
rently carried out in a Class II(B3) BSC, which is
vented to the outside by a dedicated, non-recirculat-
ing HVAC exhaust, directly connected to the BSC.p

Although direct connection to an HVAC exhaust is
not required for proper Operation of the Class II(a)
BSC in the containment of biological aerosols, such
direct connection is recommended in all pharmaceutical
manufacturing or pharmacy-compounding applications.
The Class I BSC is almost never used in pharmacy
compounding operations, and the Class III BSC tech-
nology is currently being evaluated for use in pharmacy
compounding following comprehensive evaluation of
any Class II FA, and outcomes of feasibility studies
of the Class III system in such operations.

In industry, the BSC is used to conduct small
batch sterile-fill operations, manipulation (weighing
and pouring), isolation of hazardous materials, and
in QA/QC testing applications. All classes of
BSC are encountered in pharmaceutical manufac-
turing operations for a wide variety of processing
applications.

Terminal HEPA Filtration Module

The terminal HEPA filtration module (TFM) is a self-
contained HEPA filter and plenum unit (Fig. 11),
which may be used to provide laminar or conventional
airflowq to a clean space, or may be dedicated as a
LAF workstation.[20] The TFM is available with a
10 in. (optional 12 inch) collar for connection by a cir-
cular supply duct to a central air handling system
(Fig. 5A) or as a free-standing, fully powered unit con-
taining a motor and blower. It is normally installed in a

Air flow plenum

Work area access Glove ports

Negative pressure system

Fixed view screen

Supply filter

Air intake

Exhaust filter

Exhaust collar with airtight damper

Total exhaust

Work area

Fig. 9 Airflow patterns of the Class III laminar flow BSC.

(Courtesy of the Baker Company, Sanford, Maine.)

oAlthough microbiologic decontamination of the BSC is not

required, except as used in the manipulation of microbiologic agents,

proper containment technique should be employed when refiltering

or servicing these units.
pCurrent guidelines may recommend use of the Class 11 Type B2

(total exhaust) BSC in certain manufacturing and compounding

applications, but proper operation of this unit is difficult to maintain

because of non-interlocked operation of separate BSC supply and in-

house exhaust air-handling systems. B2s in the configurations cur-

rently available frequently develop a supply–exhaust flow imbalance,

which may readily compromise product or personnel protection.

Until a reliable system for direct interlock of the supply and exhaust

air handlers is available that synchronizes the operation of the com-

ponents, facilitating changes in operation by either air handler being

proportionately matched by the other, use of the Class-11 Type B2

BSC is not recommended for pharmaceutical manufacturing and

pharmacy compounding applications as a containment LAFD.

qLaminar-airflow room is defined as a cleanroom in which filtered air

entering the room makes a single pass through the work area in a

parallel-flow pattern, with a minimum of turbulent flow areas. Lami-

nar-flow rooms must have HEPA filter coverage of at least 80% of

the ceiling (as vertical flow), or one wall (as horizontal flow), produc-

ing a uniform and parallel airflow (net filter medium face area versus

gross area ¼ 0.80)
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‘‘T-bar’’ grid ceiling system, suspended by seismic
restraints from the architectural ceiling or building
supports (Fig. 5B), which constitutes the inner clean
space ceiling. Permanently installed or modular air
handling systems are available that provide treatment
(heating, air conditioning, dehumidification, etc.) of
recirculated and make-up air to the clean space. Self-
powered TFMs do not provide supply air treatment,
and care should be taken in installing this type of unit
because of high noise level and heat output factors,

which may fatigue operative personnel or adversely
affect temperature-sensitive stored drug products.

The TFM may also be used to provide a Class 1–100
work surface of almost any size, and may be installed
in the ceiling (vertical downflow), or in a wall (horizon-
tal flow). Using this design, shrouded laminar flow
Class 1–100 ‘‘first air’’ is provided directly to the criti-
cal worksurface in the same quantity and quality as by
a LFCB. Outflow from the critical worksurface is used
to treat the general space, in combination with
additional room ‘‘buffer’’ HEPA filtration, thus pro-
viding both the highly-controlled critical worksurface,
and the less-controlled general room area. Several
inexpensive concept designs are available to develop
reliable worksurfaces and buffer areas, which support
both pharmacy and pharmaceutical manufacturing
operations.[20]

In-duct HEPA filtration

In this type of filtration the HEPA filter is placed
within the supply duct system, providing Class 100
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Fig. 10 (A) Effects of voltage variation on cabinet perform-
ance; National Sanitary Foundation (NSF) range, þ: Nor-
mal setpoint; —–: Performance envelope; G—G Airflow

balance. (B) Performance envelopes for Class II BSCs
determined by conducting a series of microbiological aerosol
tests at a variety of airflow settings. (Courtesy of the Baker
Company, Sanford, Maine.)

Table 2 Protection provided by various BSC designs

Design Personnel Product Environmental

Clean benches �
Class I � �
Class II

Type A � � �
Type B1 � � �
Type B1 � � �
Type B1 � � �

Class III � f(design)a �
aCharacteristic a function of design.

Fig. 11 Self-contained terminal HEPA filtration modules
installed in a T-bar suspended plenum ceiling in a laminar-
flow application. (Courtesy of American Air Filter, Inc.,
Louisville, Kentucky.)
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air from the point immediately downstream of the filter
to the supply diffusers within the general clean space.
This arrangement is used where a comparatively
small volume of supply air is required for the clean
space operation, when filter handling and disposal is
critical (requiring remote ‘‘bag in/out’’ containment
isolation or other special handling considerations),
or where space limitations prevent the installation
of TFMs. Induct HEPA filtration provides conven-
tional airflow and is recommended as secondary or
‘‘buffer’’ filtration in clean spaces where critical work
zones are treated using an LAFD. In-duct HEPA
filtration is not recommended for LAF applications
to provide required Class 1–100 conditions at critical
worksurfaces, where uninterrupted ‘‘first air’’ is neces-
sary to achieve the highest levels of contamination
control.

The plenum ceiling

The plenum ceiling is an arrangement of ductless
terminal HEPA filter modules which, in a manner simi-
lar to TFMs, are installed in a ‘‘T-bar’’ grid system.
These filter modules are not connected directly to an
air handling system by means of ducts. The uniform
flowofair through all modules results rather from a
pressurized common space or ‘‘plenum’’ immediately
above the entire T-bar ceiling assembly. This plenum
is supplied directly by an air handler, eliminating
the need for extensive ductwork. The plenum ceiling
is normally used in overhead space-limited LAF
applications.

The cleanroom

The cleanroom is a dedicated clean space with exacting
as-built, at-rest, and operational specifications of air-
borne and surface cleanliness, temperature, relative
humidity, and lighting and noise levels, in which
specific critical operations are carried out.[11] The
cleanroom may be designed to provide vertical or
horizontal LAF throughout the entire room for
large-scale operations requiring extended critical work
zones (sterile conveyors, sterile fill operations, etc.), or
may be designed as a conventionally-supplied, con-
trolled secondary or ‘‘buffer’’ area, housing one or
more smaller LAFD for aseptic processing steps
requiring comparatively limited critical work zones.

The cleanroom is normally constructed in an exist-
ing building or structure as a core unit, surrounded
by supporting access and staging anterooms, service
chases, and machine rooms necessary to support the
aseptic operation, supply working materials, and
remove finished products and waste materials without
cross-contamination or interference with the critical
work stream.

TESTING AND CERTIFICATION
OF LAF SYSTEMS

Thorough, periodic testing of LAF equipment is neces-
sary to optimize performance and demonstrate com-
pliance with established operating procedures and
industry standards.

Certification

The term ‘‘certification’’ is widely used in connec-
tion with this type of testing. Certification may,
however, only be provided by a registered testing
or metrology laboratory, or other organization that
derives its certification authority directly from a
legitimate regulatory agency (FDA, EPA, AIHA,
etc.) and which is subject to review. For a test pro-
cedure to qualify as a performance certification,
the procedure must be performed and documented
in accordance with the current good laboratory
practices.[21] All on-site testing of this nature consti-
tutes a laboratory field certification of performance,
with each test report accession-numbered in the
laboratory test notebook as an actual laboratory
test procedure. If the vendor of this service does
not have such regulatory oversight, the buyer must
qualify the vendors adequacy of experience, equip-
ment, and efficacy of all test procedures to be per-
formed,[22] regardless of the vendor’s professional
affiliations or memberships.

Vendor Qualification

Although large manufacturers often have in-house
personnel and facilities available to carry out LAF
equipment testing, this task is frequently performed
byan outside testing contractor, whose procedures
and findings are relied upon without question by
the buyer. Because the pharmaceutical manufacturer
and pharmacy practitioner bear the ultimate responsi-
bility to regulatory groups for ensuring compliance
with all testing standards and requirements, it is
essential that they select a qualified testing con-
tractor. The buyer should interview the prospective
contractor and reviewall aspects of the tester’s
training and experience, the test procedures and
equipment to be used, equipment calibration and
traceability, and the proposed documentation.[22]

The prospective contractor should be prepared to
provide both company and individual resumes of
qualifications, including at least three references
of clients for whomthe contractor has recently pro-
vided similar services.[20]

Laminar Airflow Equipment: Applications and Operation 2183



Iontoph or–Lens

Test Equipment Calibration and Traceability

The LAF equipment tester should have the equipment
necessary to carry out the required challenge of the
LAF system.[20] This equipment should be in good
working order and calibrated to a National Institute
of Standards and Testing (NIST)-traceabler standard
at least annually, or more often as indicated by the
manufacturer’s specifications or equipment perform-
ance.[23] NIST-traceable calibration ensures the uni-
formity, accuracy, and serviceability of all test
equipment as well as proper maintenance and care by
the user. The NIST-traceability of equipment cali-
bration is substantiated by a detailed calibration
certification letter, issued by the calibrating authority
for each piece of equipment.

Certification Standards

The primary standard for testing LAF equipment is a
standard operating procedure (SOP), unique to the
equipment or system. This SOP is normally established
by the using organization to define the calibration and
testing requirements of a specific LAF system, and
should include the scope, intent, and frequency of test-
ing; the equipment to be used in conducting the test;
test equipment calibration; test methods and perfor-
mance criteria; documentation of results; and correc-
tive actions and acceptance. The SOP should cite the
applicable references and industry standards from
which it has been derived. In the absence of an orga-
nizational SOP, LAF equipment should be tested in
accordance with industry standards applicable to the
specific LAF application or area of operation (Table 3).
In this case, regulatory groups will defer to these stan-
dards for proof of proper LAF system function and
serviceability.

Test Reports

A comprehensive report should be issued upon com-
pletion of the test procedures, which should include
all values measured for compliance, a listing of all test
equipment, calculations, conversions, and all appro-
priate statistical justification along with comments
pertaining to system function and operation. A dated
test-completion or certification sticker should be
affixed to the LAF unit referring any examining
authority to the completed test report. All reports
should include floor plans or maps of the clean
space, which identify sample locations, probe heights,

unusual performance characteristics, system adjust-
ments, and repairs.

Test Procedures

Air velocity

Measurement of air velocity and laminar profile
quality is the first step in LAF system testing. Using
the appropriate instrument and measurement tech-
nique,[4,11,18] the velocity of the laminar airstream for
all LAFDs, and conventional buffer supply airflow
volume for all controlled areas should be measured
and adjusted to conform with pertinent SOPs or indus-
try standards, consistent with the system manufac-
turers specifications and limitations.[20]

HEPA filter performance

Following verification of the proper velocities, the
HEPA filter should be aerosol-challenged in accor-
dance with industry standards.[4,11,18] Because this
challenge is based upon the effectiveness of the filter
in retaining aerosols, the upstream concentration of
test aerosol should be verified before commencing
this test and should not be assumed to be adequate,
regardless of the circumstances.

Particle counting

Only through discrete particle counting can air clean-
liness be verified, and the cleanliness class of the
sampled environment established.[4] Periodic in-
process monitoring of workstations, buffer rooms,
anterooms, production areas, and any other area about
which a definitive air cleanliness statement is made or
reasonably assumed, should be carried out in accor-
dance with SOPs or industry standards.[4,11] A discrete
particle counter (DPC) with an adequate sampling
rate, calibration features, and dynamic range should
be used for sample acquisition, based on the specified
air cleanliness level.[4,17]

Noise levels

Noise in excess of recommended levels within the LAF
environment or clean space may cause operator dis-
comfort and premature fatigue, and may indicate
HEPA filter failure, or a malfunction of the LAFD
or clean space air handling unit.[20,24] Cabinet pressure
integrity and vibration analysis are recommended for
all biological safety cabinets.

rFormerly the National Bureau of Standards (NBS), Washington,

D.C.
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Visible and ultraviolet light levels

Visible light levels should be monitored for operator
comfort and total visibility of the worksurface.[20,22]

Ultraviolet germicidal light should be measured for
effectiveness in all LAFDs having this feature.[18]

LAMINAR FLOW CLEAN SPACE
PROJECT DEVELOPMENT

As an engineering control, the demands normally
placed upon an LAF system should not exceed the sys-
tem’s ability to provide a sterile, aerosol-free work area
in which to conduct the desired aseptic operations with
a high degree of confidence. Neither should a facility
be overbuilt; unnecessary complication of clean space
operation to achieve control levels that provide no
demonstrable improvement in the process or finished
product is counterproductive and an expensive waste
of resources. To develop a system that is adequate
for the aseptic processing task at minimum expense,
a definitive, phased approach to design and implemen-
tation of the LAF system should be taken, regardless
of the size or complexity of the system. The method
described below ensures that any project, from a sim-
ple hood installation to a complex process cleanroom,
will have the most comprehensive development and
planning, thus maximizing the probability of a success-
ful outcome.

Conceptualization

As the initial step, a thorough and complete concep-
tualization of the process, and the steps that will be
taken to achieve the desired results should be defined
in a protocol. This document is to be used as the basis
of communication with design and mechanical engi-
neers in developing specifications for an effective and
workable design, to be constructed, validated, and
operated within existing cost constraints.

Protocol and Project Management

The protocol should be developed under the super-
vision of a project manager, selected on the basis of
experience and understanding of the product, existing
and intended markets, regulatory issues, the intended
aseptic process, the engineering controls normally
required for such a process, and the design, construc-
tion, validation, operational, and maintenance meth-
ods to be employed.[25] The manager represents the
owners’ interests, and acts as liaison in all dealings
with outside vendors and contractors. He or she should
seek direct input from key personnel and representatives

of all groups having direct involvement with the
planned clean space[26] in meetings and discussions,
as the concept evolves, with appropriate sign-off by
the participants on the finished protocol. This method
prevents after-the-fact, unforseen demands upon
system operation, or dissatisfaction with system per-
formance by essential personnel. Conceptualization
is based upon the following considerations:

� Space constraints vs. process requirements.
� Product or process quality statements.
� Output capacity and growth expectations.
� Industry standards and regulatory issues (Table 3).
� Cleanliness class(es) required. Identification of

critical work zones and areas requiring LAF, rather
than mere characterization of these areas as Class
100.

� Work streaming. Inclusion of the necessary QA/
QC steps in the overall process.

� Necessary process equipment (Table 4).
� Identification of all process steps requiring an LAF

environment to facilitate the desired cleanliness
class. What facility and equipment performance
alert and action limits are necessary, and how are
these to be monitored?

� Process equipment portability and flexibility
requirements. Will the process(es) be expanded or
modified at some time in the future? What equip-
ment must be permanently installed and ‘‘hard
wired’’ within the clean space?

� Process equipment service and maintenance
requirements.

� Number of personnel required.
� Personnel disciplines. What type and arrangement

of anterooms are required for scrubbing, gowning,
and storage of barrier materials?

� Process materials staging and waste management.
� Health and safety requirements.
� Facility housekeeping and maintenance procedures.
� Facility validation, testing, and recertification.
� Documentation, i.e., the necessary process records,

logs, labels, etc., and how, when, and where these
documents are produced and used.

Regulatory Issues

Operation of LAF systems in the course of pharma-
ceutical manufacturing and pharmacy compounding
operations is ultimately scrutinized by several regula-
tory and quasi-regulatory groups responsible for the
control and oversight of these industries. Because these
regulatory groups require, almost without exception,
operation of manufacturing or compounding systems
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in accordance with ‘‘current industry standards,’’ the
distinction between regulations and guidelines has
become unclear. Guidelines, as a reflection of the most
current application of any technology, often take on
the weight of regulations as determinants of industry
standards. As such, operation in accordance with spe-
cific industry guidelines is often required to demon-
strate compliance with non-specific or generalized
regulations—i.e., current good manufacturing prac-
tices (cGMPs) or Joint Commission on Accreditation
of Health Care Organizations (JCAHO) Standards.
Table 3, although not intended to be all inclusive,
provides a list of regulations and guidelines that are
pertinent to the operation of LAF systems in
several different pharmaceutical manufacturing and
pharmacy-compounding applications.

Design

Based upon the protocol, the facility and process
design is the next step. Whether a simple hood instal-
lation to an existing space, an upgrade retrofit of an
existing space, or construction of a totally new space,
the design responsibility has to be assigned and a
designer chosen. The designer’s obligations are
considerable and should be thoroughly understood
by the individual or firm retained to provide the clean
space design.[20]

Construction

Following completion of the design, the building con-
tractor is chosen. The construction phase is normally
carried out with the input and assistance of the design-
er in conducting vendor audits for the selection of con-
tractors with sufficient experience and facilities to
complete the building tasks efficiently. Materials and
workmanship audits should be carried out periodically
by the project manager and the designer.

Validation and certification

Validation is described as proof that the system per-
forms as stated. As an engineering control, the LAF
system must demonstrably support the intended asep-
tic or controlled process. Validation of the aseptic
manufacturing process and the LAF systems that
support terminal sterilization in pharmaceutical manu-
facturing applications should be carried out in accord-
ance with industry standards.[1,27–31] Such validation
should be accomplished in three phases, consisting
of installation qualification (IQ), operational qualifi-
cation (OQ), and process qualification (PQ), with
full and detailed documentation of all activities and
outcomes.[20]

Cleanroom Construction and Validation:
A Low-Cost Approach

The following is a consolidation of steps leading to the
construction and operation of a low-cost clean space of
the type required for small- and intermediate-size drug
repackagers, home health care pharmacies, and small
pharmaceutical manufacturers.

Cleanroom design

The cleanroom should be conceptualized, designed,
constructed, validated, operated, and maintained in a
manner that supports the aseptic process. A construc-
tion plan, including reasonable time frames for the
acquisition of labor and materials should be devel-
oped, followed, and updated. All work and materials
should comply with local building codes and safety
ordinances.

HEPA Filtration

Computation of the air change rate (AC) necessary for
the desired cleanliness class is the initial step in deter-
mining the ceiling module filter density required for
the clean space, and should be calculated accurately,
with sufficient redundancy to assure the required air-
flow and resulting cleanliness levels.[20,32,33]

Air Handling

Air handling requirements should be calculated, and
air handler type and capacity should be matched to
the AC rate, heating, cooling, and dehumidification
requirements of the facility,[34] as calculated from the
reflected ceiling plan. At almost any intended level of
processing, low cost, ‘‘turn-key’’ air handling systems
are available with a minimum of lead time. They are
easily installed, operated, and maintained. The instal-
lation of a modular air handler of this type provides
conditioned air, allowing operation of the core and
anteroom areas as an independent facility, without
dependence upon a central building air handling
apparatus for process control. This type of low-cost,
modular air handler, in a single-or multiple-unit instal-
lation, facilitates complete treatment and conditioning
of the supply air to be provided in quantities adequate
to maintain the most stringent air cleanliness classes
for workstations and general room air, as well as
temperature and relative humidity at recommended
core and anteroom internal operating pressures. In
addition, several manufacturers of this type of unit
have experienced, on-staff mechanical engineers quali-
fied to assist the buyer in determining the exact air
treatment and handling requirements for a specific
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application at no additional charge. Qualification of
the knowledge and experience of all individuals
involved in the conceptualization and design phases
is necessary, and references should be obtained and
checked by the buyer.

Differential Pressurization

The cleanroom facility should be carefully designed to
control the ingress of contaminants, and be positively
pressurized to the surrounding area in accordance with
industry standards. The core and anterooms are posi-
tively pressurized by varying the amount of incoming
‘‘make-up’’ air.[20] In the case of ‘‘soft wall’’ clean
space facilities, such pressurization (potential outflow)
is not possible, and a sufficient amount of constant,
active outflow (kinetic outflow) should occur to pre-
vent ingress of contaminants.

Lighting and Electrical

Electrical service should be provided in the normal
fashion in accordance with local building and electrical
codes. Clean space service requires no special treat-
ment, and should provide a 25–50 A surplus over
worst-case processing demands, to allow for additional
electrical equipment and source power fluctuations.
Fixture types, sealable outlets, and hard-wiring of pro-
cessing equipment should be selected and carried out in
accordance with industry standards and electrical
codes.[20]

Walls and Windows

Walls should be typical 5/8-in. drywall over metal
studs at 16-in. centers, and may be insulated or not
as deemed appropriate. The inner clean space wall
should be finished with enameled panels (available at
most building supply outlets) that are butted and
sealed with RTV silicone, to provide gas-tight seams
between the wall panel, ceiling T-bar, and floor base
junctions. (Clear RTV silicone is recommended, neatly
and sparingly ‘‘mopped in,’’ with all residues cleared
away while still wet; this method creates an invisible,
water-tight seal facilitating long term serviceability
and ease of cleaning.) The outer walls should be
painted with cleanable epoxy enamel or suitably cov-
ered, and a long, narrow observation window (recom-
mended aspect 1 : 8–10, without ledge), or a series of
double-pane, ledgeless windows should be installed
and finished to provide complete observation of the
operational process by prospective clients, supervisory
personnel, and others.

Floor

The anteroom and core flooring should be an attrac-
tive, highly durable, one-piece vinyl or other suitable
floor material, providing a minimum of seams. This
flooring should ideally radius in a cove at the wall base
and continue upward to a height of 8 in. to 1 ft above
the floor. At that point it should be capped with a suit-
able beading, sealed by RTV silicone, neatly ‘‘mopped
in,’’ and allowed to dry. No drain or other floor open-
ing should be permitted in the core; a small, single
drain may be permitted in the anteroom in the event
carts or other materials are to be cleaned and staged
in that area. The floor should be routinely cleaned by
a wet-vac recovery of a spread floor cleaning solution
(with hose and head located within the clean space,
with pass-through connection to a vacuum source
located and vented outside the clean space).

Ceiling

The anteroom and core ceilings should be of typical 1.5
in. T-Bar construction, with seismic restraints adequate
to support the HEPA terminals, lighting fixtures, and
ceiling panels. The panels may be obtained from clean
space suppliers in the form of finished ‘‘cleanroom’’
ceiling panels, or by reduction of additional enameled
wall panels to 2 � 4 ft (nominal) panels, affixed by
permanent adhesive to standard, plain face (non-
textured), fire-rated, 0.5 inches. commercial ceiling
panels, which are easily installed and RTV silicone-
sealed inplace. This allows installation of a permanent,
gas-tight ceiling, washable like the walls and floor, and
attractive in that it provides visual continuity of the
wall material.

Doors and Pass-Throughs

Doors and pass-throughs should facilitate easy,
integral entry and exit of personnel and working
materials.[20]

Construction

Construction of the facility should be based upon the
completed design and incorporate normal construction
methods, tools, and techniques. Special preparation of
components is necessary, including a general cleaning
and protection of components and equipment from
potential sources of contamination during the con-
struction phase. The working materials should be
protected from atmospheric dust, sawdust, grease,
aerosols of oil, and other residues, which may be
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encountered during construction, using ‘‘clean con-
struction’’ methods.[20]

Validation

Following completion of all testing and certification of
the facility, documentation should be developed and
retained, which may be used as proof of performance
in accordance with the protocol in the as-built con-
figuration.[4,11] Periodic retesting and monitoring at
specified intervals in the at-rest and operational
modes[4,11] should be carried out to maintain operation
of the facility in accordance with SOPs or industry
standards.

Operation

Operation of the facility in accordance with validation
conditions, through the use of appropriate SOPs and
industry standard quality management parameters[28]

should be commenced following validation, incorpo-
rating the necessary alert and action limits, monitoring
procedures and maintenance steps to be carried out
andincluded in the production cycle documentation.
All microbiologic monitoring of the clean space ante-
rooms, core, worksurfaces and personnel barriers
should be carried out in a systematic manner by experi-
enced personnel.[35]

Personnel Selection and Validation

Because the effectiveness of operative personnel is
potentially the greatest variable in any controlled pro-
cess, a selection, training, examination, and grading
system should assure the suitability of candidates, the
adequacy of training, and the ultimate uniformity
and consistency of clean space operating proce-
dures.[12,14,15,36]

Maintenance

Clean space maintenance SOPs and documentation
should be developed and followed in strict accordance
with industry standards[13] to ensure the consistency of
operation in accordance with validation conditions.
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Molecular and Cellular Approaches
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INTRODUCTION

Sensible lead candidate selection for preclinical devel-
opment and registration should reduce the high rate
of drug attrition, the cost of which increases with the
distance that the failed drug candidate has proceeded
down the research and development pipeline. It is esti-
mated that ‘‘adverse’’ toxicokinetic and safety factors
encountered during animal and human exposures in
drug development account for approximately 60%
of the reasons for termination during development
(Fig. 1). Of this 60%, a combination of undesirable
animal and human toxic events account for 21% of
the total factors involved. Rates of attrition are high,
especially during the early regulatory toxicology and
clinical phases of testing. (Fig. 2). Not surprisingly,
because of the large number of hits identified from
primary high-throughput screens, lead candidate opti-
mization has, therefore, emerged as a critical decision-
making milestone from both ethical and commercial
perspectives. The ‘‘models’’ or strategies for incorpo-
ration of a preclinical lead optimization stage are shown
in Fig. 3. Essentially, the ‘‘old’’ or, in many cases, current,
strategy is to take several lead candidate compounds
through early small-scale clinical pharmacological/
toxicokinetic/safety studies in vivo before a final selec-
tion is made following 1 month toxicology exposures
on the lead development drug candidate for clinical
exposure. Any later problems with the compound may
then facilitate the design of a lead optimization ‘‘screen’’
at an earlier stage for possible follow-up compounds. A
more modern and desirable approach would be (and is
used in many cases now) to insert a mandatory in vitro
ADME-Tox ‘‘screen’’ at the stage before the preliminary
in vivo ADME-Tox exposures, which would then
produce a ‘‘clean’’ lead development candidate (LDC)
for full regulatory testing (Fig. 4). In short, there is a need
for early rapid and robust screening assays which that
will allow a lead series of compounds to be ranked for
desirable or undesirable characteristics.

These preclinical lead optimization technologies
(PLOT’S),[1] must be sufficiently rapid to interface with
high-throughput screens without creating a further
pipeline bottleneck, be predictive of drug failure, and

be highly cost-effective (Fig. 4). The assays which
constituting the PLOT platform are typically in vitro
systems, miniaturized and amenable to automation,
thereby achieving the required throughput with mini-
mal compound use, another crucial and limiting factor
for facilitating the process of lead optimization (Fig. 5).
Industry recognition of the Three Rs (3Rs) of reduction,
refinement, and replacement,[2] through the implemen-
tation of ethical review processes (ERP), have been
partly instrumental in the increasing acceptance and
incorporation of alternative in vitro models in early drug
development. Additionally, pressure from other bodies
such as the UK House of Lords Select Committee on
Animal Experimentation, for researchers to pay increas-
ing awareness to the 3Rs will hopefully add to the
efforts made across all sectors, public and commercial,
to integrate these new technologies into their processes.

PLOT IN PRACTICE

In common with any new paradigm shift, the PLOT
strategy must overcome a number of hurdles. Hitherto,
pharmaceutical drug discovery project teams have
made decisions on compound development based
largely on toxicokinetic data derived from short-term
in vivo, range-finding compound exposures, which pro-
vide very limited evidence for organ-specific toxicity.
This former reliance on in vivo data represents a
significant obstacle to the PLOT strategy, because
decisions on compound selection/rejection based on
in vitro PLOT would be made before any animal
exposure. Furthermore, as compounds that are selec-
ted for drug development following assessment by
PLOT will still need to be evaluated in regulatory toxi-
cology studies, it is essential that the PLOT screens are
predictive of the corresponding regulatory equivalent,
if it exists. The point is well illustrated by the popu-
larity of the high-throughput SOS reporter gene
mutagenicity assay, which gives results that correlate
well with the regulatory gold-standard Ames assay,[3]

and requires one-tenth of the amount of compound
compared with the micro-Ames assay.
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There are many individual reasons for preclinical/
clinical drug failure, as listed in Table 1. These include
mutagenicity, target organ toxicity, and poor bioavail-
ability, the last being a result of a number of factors
including poor absorption across the gastrointestinal
tract, rapid clearance, or metabolism. A major factor
for preclinical/clinical failure is the lack of suitable,
practical, and/or sensitive biomarkers for target organ
toxicity from which hazard and risk prediction can be
extrapolated cross-species. It is anticipated that the
advent of Molecular Toxicology (i.e., toxicogenomics
and proteomics—see later sections) will add consider-
able impetus to the toxicology biomarker area and

incorporation into clinical pathology test batteries
during drug development. Finally, unless the correct
non-rodent species is selected for predicting human
safety in regulatory toxicology studies, drug failure or
serious adverse drug reactions (ADRs) may not occur
until after preclinical development. In vitro PLOT
screening can help select the correct non-rodent species
very early in development.

PLOT TECHNOLOGIES

The final choice of assays, and the order in which they
are performed, will depend on a number of factors,
which include lead series number, compound avail-
ability (amount), the intended target, and the nature
and extent of existing data on the lead series. Ideally,
higher-throughput basic or level 1 screens that measure
the ADME profile of the compounds should be used to
analyze the large lead series, with lower-throughput
toxicology assays reserved for a reduced lead series,
based on compounds which have negotiated the level
1 filter (Table 2).

Because poor bioavailability represents one of the
principal causes of compound failure, absorption and
metabolism assays feature prominently in lead optimi-
zation screens. As oral administration represents the
ideal route of drug delivery, models that predict low
absorption across the gastrointestinal (GI) tract are
commonly employed. Caco-2 cell assays have been

Fig. 1 Reasons for termination of research on novel chemi-
cal entities (NCEs). Data taken from information on new
compounds taken into clinical trials by seven major UK
pharmaceutical companies (1964–1985).

Fig. 2 Tabular representation of
preclinical and clinical testing
phases of drug development at

which new compounds have been
showed to fail for toxicokinetic
and safety reasons. The data

show profiles between 1997 and
2001, and also indicate the pro-
portional contribution of safety

vs. efficacy testing during drug
development.
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widely used to predict drug uptake across the GI track,
and a good correlation between in vitro and clinical
data certainly exists for certain drugs (Fig. 6). This
assay can also predict compounds that are substrates
for the P-gp transporter, which leads to the undesirable
efflux of an absorbed drug back into the lumen of
the gut, resulting in its excretion. One draw back of
the Caco-2 is its relatively low throughput, and so

the parallel artificial membrane permeability assay
(PAMPA) is increasingly used as a higher-throughput
assay for the cost cost-effective assessment of passive
drug absorption.[4] Because these artificial membranes
lack the cellular proteins associated with the active
transport/efflux, or indeed metabolism, Caco-2 assays
or cell lines transfected with specific drug transporters
and human P450s may be used as a second and third
tier for compounds with high permeability in the
PAMPA assay (reviewed in Ref.[5]).

This principle of offering minimal core assays to
screen large lead series applies well to the assessment
of metabolism, which would be included as a level 1
assay (Table 2). In vitro metabolism assays might
initially concentrate on compound stability in the pres-
ence of hepatocytes, microsomes, or an S9 extract, but
extend to drug interactions on a more restricted series
because apparent metabolic stability may be a result of
inhibition of P450 function. As CYP3A4 accounts for
�40% of the total cytochrome P450 in man, and is
responsible for the metabolism of �50% of clinically
used drugs, it makes sense to screen the inhibition or
induction of this enzyme. Modulation of CYP3A4
activity is traditionally investigated by measuring
enzyme function, i.e., testosterone metabolism or looking
at enzyme levels by polymerase chain reaction (PCR) or
Western blot, which may not be a cost-effective approach
for large series lead optimization. However, recent
advances in our understanding of the molecular basis
for CYP3A4 induction have identified the PXR

Fig. 3 Diagramatic representation of Old and New strategies for lead optimization of new pharmaceutical molecules. The top
section indicates the Old (and in some cases, current) way in which pharmaceutical companies take Hits to lead development
candidate through discovery and early preclinical development testing. Essentially, no high-throughput formal lead optimization
exists in this model but is developed for backup compounds by using biomarkers identified during lead compound failure in vivo.

The bottom section indicates the New way forward (used now by most major pharmaceutical companies). In this model, a formal
in vitro PLOT battery is inserted early in development before preliminary in vivo ADME-Tox screening and subsequent lead
development candidate selection.

Fig. 4 The R&D ‘‘pipeline’’ in modern drug development.
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(pregnane X receptor) as being important in drug-
induced expression of this and other CYPs. Conse-
quently, PXR reporter gene assays are being used to
screen drugs with the potential to induce CYP3A4 (see,
e.g., Ref.[6]), with positive results justifying a more inten-
sive investigation. Other enzymes worth consideration
are those where the existence of functional polymorph-
isms could limit the geographical market for a drug.

Mutagenicity testing is normally performed fairly
late in compound development; however, as regulatory
genetic toxicology testing in our laboratories consist-
ently produces 20–25% in vitro positive results each
year—which at best results in significant delays while

further investigations are conducted or, at worst
results, in compound failure—a faster and earlier
screen is required. As described above, there now exist
high-throughput reporter gene assays for mutagenicity,
such as the SOS/umu assay. This has low compound
requirements, and is suitable for inclusion in the PLOT
platform. The basis for this microassay, originally
developed by Oda et al.[7] and adapted by Reifferscheid
et al.,[8] is that Salmonella typhimurium, carrying the
SOS DNA repair gene fused to a reporter, respond
to DNA damage by transcribing the fusion gene whose
expression is correlated with the extent of DNA
damage. A mammalian reporter assay, in which the
human DNA repair genes are fused with a reporter,
is currently unavailable and eagerly awaited.

IN SILICO PLOT

Because compound availability will typically be
limiting in terms of compound use, there is clearly an
advantage in being able to perform computational
physiochemical predictions of compound partition
coefficients, isoelectric points, and solubility, based
on structure. The computational prediction of drug
bioavailability has been pioneered by Lipinski’s ‘‘Rule
of Five,’’ which is based on compound molecular size,
hydrogen bonding capacity, and lipophilicity.[9]

Increasingly sophisticated packages are being developed
to analyze compound structure–activity relationships
(SAR), i.e., ascribing toxicity to certain structures or
substructural features. Compounds containing aromatic

Fig. 5 Platforms comprising the pre-
clinical lead optimization technology
(PLOT) ‘‘filters’’ in the selection of lead

development candidate molecules in
drug development.

Table 1 Reasons for early preclinical/clinical failure

Insoluble
Poorly GI absorbed

Fast cleared and/or metabolized

Mutagenic/teratogenic

Toxicity is pharmacologically/

target organ-related

Cytotoxic/hepatotoxic

Wrong choice of tox species to
predict human safety

Poor detection sensitivity of
safety test system

Drug–drug interactions via P450

isozyme competition/
induction/inhibition

Poor bioavailability
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amines will be flagged as potential mutagens, or the
existence of protein binding groups will be used to
identify potential sensitizers.

PLOT AND TARGET ORGAN TOXICITY

The aforementioned basic ADME assays logically pre-
cede compound investigation in the lower-throughput,
organ-specific toxicology assays, typically selected on
the basis of single exposures in vivo, which may incor-
porate efficacy and toxicokinetic endpoints, subject to
compound availability. The identity of organ-specific
toxicity in vivo may stimulate the synthesis of a further
lead series around the compound exhibiting the best
ADME profile in the level 1 screens (Table 2). Because
the liver represents a primary target organ for toxicity,
level 2 screening for hepatotoxicity (e.g., using hepato-
cytes) may be selected by default, involving measuring
enzyme release or metabolic activity by using primary
hepatocytes in vitro. Although access to fresh human
hepatocytes is always likely to remain problematic,
it is anticipated that technical improvements will

overcome current shortcomings in the quality of
cryopreserved cells.

The increasing acceptance of in vitro assays by the
regulatory bodies may also influence the choice of
organ cultures. The ICH S7B Safety Pharmacology
guideline,[10] for instance, recommends cardiac toxicity
to be evaluated on all new pharmaceuticals by investigat-
ing their potential to cause a delayed ventricular response
in vitro in isolated cardiac Purkinje fibers and/or human
cell lines transfected with HERG channels, alongside
measurements in conscious animals (Fig. 7).

An alternative rationale for the selection of level 2
assays can be based around the intended target tissue;
thus, drugs designed to target the central nervous
system or immune system would warrant the use of
level 2 assays to screen for, e.g., neurotoxicity or immu-
notoxicity, respectively. A second area where immuno-
toxicicity screening would be especially important are
clinical indications involving immunocompromized
patients, where a functional assessment of the immune
system is required as part of the preclinical develop-
ment.[11] These would include HIV and transplantation
patients, who would be especially vulnerable to com-
pounds with even minimal immunotoxic side effects.
The in vitro assessment of reprotoxicity and terato-
genicity have typically employed the low-throughput
mouse whole-embryo, micromass, or xenopus assay.
However, recent progress has been made in this area
with the validation of an in vitro embryotoxicity assay
employing a stem cell line,[12] which is amenable to
higher throughput and represents a genuine level 2 in
vitro assay (Table 2).

Table 2 Higher-throughput basic screens (level 1) and

lower-throughput toxicology assays (level 2)

Level 1 assays

Physiochemical screening—experimental and computational
solubility, log P, log D, and pKa

Rapid protein binding
Mutagenicity—bacterial reporter gene assay (SOS repair
system) and DEREK (in Silico)

Cytotoxicity—MTT or neutral red uptake assay on
mammalian cells
In vitro metabolism I—parent compound loss following
hepatocyte or microsome incubation

In vitro Metabolism II—drug–drug interactions,
P450 characterization and P450 induction
Absorption 1 PAMPA

Absorption II—Caco-2 model
Absorption III—cell lines transfected with drug transporters

Level 2 assays

Immunotoxicity—inhibition of lymphocyte transformation
and histamine release

Reprotoxicity and teratogenicity—micromass and
whole-embryo assays/stem cell assay
Hepatotoxicity—enzyme release and 3-(4,5-dimethylthiazol-

2-yl)-2,5-diphenyltetrazodium bromide (MTT) assay on
fresh or cryopreserved (human) hepatocytes
Endocrine disruption—yeast and mammalian reporter gene
assay (oestrogenicity and adrogenicity)

Neurotoxicity—brain spheroids (central nervous
system (CNS)) and dorsal root ganglia (DRG) neurite
outgrowth (peripheral nervous system (PNS)) assay

Cardiotoxicity—HERG patch clamp
and/or HERG ligand assay

Fig. 6 Graphical representation of correlation between
human bioavailability data for a series of known drugs and
Caco-2 cellular permeability data (Papp coefficient). (This
data is obtained with permission from AstraZeneca, 1998.)
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In summary, level 2 in vitro assays are employed to
select, from lead compounds associated with the least
target-organ toxicity, by using an appropriate in vitro
screen. This process of in vitro screening, alternated
with in vivo exposure, may even extend beyond
lead candidate selection in situations where lead candi-
date failure necessitates a lead follow-up series to
be synthesized and screened in vitro by using PLOT
platform (Fig. 3).

IRRITANCY, CORROSIVITY, SENSITIZATION,
AND PHOTOTOXICITY

This is an area of significant advancement for indus-
trial chemical notification and registration where
several in vitro techniques have been legislated in favor
of animal tests in certain scenarios or take their place
in tier-testing strategies. The European Medicines
Evaluation Agency (EMEA) has also taken a positive
stand on the replacement of animal studies by in vitro
methods.

There is not a widespread use of primary in vitro
screening assays by pharmaceutical companies to
detect potential skin and eye toxicity in the lead
optimization process. However, as some of these
assays will be required as part of the worker safety/

transportation/preclinical regulatory package, there
are instances when these tests should perhaps be con-
sidered as part of the selection process. In vitro assays
exist that may be suitable for the assessment of skin
and eye toxicity, some of which have received recent
acceptance of by the EU regulatory authorities under
the 27th Adaptation to Technical Progress following
their successful validation by ECVAM. Accepted tests
currently include measurement of skin corrosivity (i.e.,
EpiDermTM or rat skin transcutaneous electrical resis-
tance) and phototoxicity (3T3 cells). Other assays
undergoing validation may already be acceptable to
the regulatory authorities on a case by case basis (i.e.,
eye irritancy); however, in the absence of a positive
result, an animal test would still be required. In addition
to corrosivity and phototoxicity, it is anticipated that in
vitro assays will ultimately allow irritancy and sensitiza-
tion to be predicted.

In addition, when considering pharmaceutical com-
pounds requiring intravenous, ocular or topical routes
of administration as a strategic part of their develop-
ment plan, then the same consideration for early in
vitro screening should be made. In fact, if the final
development plan for a particular therapeutic class
indeed required such routes, then the lead optimization
process (or some later preclinical selection step) could
screen for these eventualities at an early stage.

Fig. 7 Diagram highlighting
the main cellular mechanisms/

ion channels underlying depolar-
ization and repolarization in car-
diac myocytes. The loci of drug

action in causing toxicity and
EGG QT interval prolongation
via block of HERG channels

and leading to Torsades Des
Pointes is shown, together with
examples of known molecules
producing such effects.
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MOLECULAR TOXICOLOGY AND PLOT

It has been stated that there are no toxicologically
relevant outcomes in vitro or in vivo, with the possible
exception of rapid necrosis, that do not require
differential gene expression arising through mRNA
transcription or stabilization.[13] These ‘‘stress’’ gene
responses constitute an evolutionary developmental
means by which an organism can protect itself from
a hostile external environment (Fig. 8), and activate
survival or ‘‘self-destruct’’ processes through apoptosis.
Thus, the use of microarray technology [gene expres-
sion microarrays (GEMs or ToxChips)] to establish
gene expression ‘‘fingerprints’’ or expression patterns
following compound exposure, and thus to develop
screening systems for in vitro lead optimization pro-
cesses, has become attractive to preclinical scientists
interested in drug safety. For more in-depth infor-
mation on the type and extent of stress genes and their
expression patterns, the reader is referred to Refs.[13,14]

In addition to the measurement of gene expression, it is
now possible to perform high-throughput proteomic
profiling on cell extracts or body fluids by using
platforms such as Ciphergen’s protein chips or specific
protein profiles using antibody arrays. The analysis
of protein vs.versus RNA may be preferable where the
correlation between gene expression and protein is
poor, where there is a low dynamic range for RNA
upregulation, or in situations where protein function is
post-translationally regulated (e.g., by phosphorylation)
for instance. Furthermore, because biomarkers may
be readily found in blood and urine, they provide a

non-invasive source of starting material for proteomic
analysis. The potential application of ‘‘omics’’ technolo-
gies to the modern research and development process for
new drug discovery and preclinical/clinical development
is depicted in Fig. 9. Ultimately, this process will identify
a lead development candidate molecule (lead candidate
selection), by virtue of its failure to switch on ‘‘patterns’’
of stress genes or toxicity genes. The type of logistics
potentially involved in preclinical toxicogenomics is
depicted in Fig. 10, where lead candidates are tested in
organotypic cultures or in vivo to look for evidence of
toxicity using molecular endpoints in conjunction with
traditional methodologies. Comparison with existing in
vivo and emerging in vitro databases will increasingly
allow the prediction of compound toxicity, allowing
further rounds of lead optimization to be performed in
vitro to find cleaner drugs. This toxicological PLOT
screen would, then, allow lead development candidate
molecule selection by employing higher-throughput
molecular technologies.

CELLULAR AND MOLECULAR ‘‘TOOLS’’
IN REGULATORY TOXICOLOGY

Following lead candidate selection and progression to
the regulatory safety assessment program, toxicoge-
nomics can be once more used (Fig. 9), to complete
various aspects of the preclinical and clinical hazard
and risk assessment process: this involves applying the
same basic technologies as described above. However,
there may be differences in interpretation of data, and
more emphasis may be placed on the use of cells (in vitro
or ex vivo) from non-rodent (e.g., dog or primate) species
and humans. This would help to facilitate risk assess-
ment as one moves from animal to human safety and
Phase I clinical trials, as well as the administrative
and regulatory processes associated with new drug
development.

Single nucleotide polymorphisms (SNPs) are single
nucleotide differences present throughout the genome,
which differ between unrelated individuals. Where they
result in changes to the coding region of genes, the
cSNPs may affect protein efficiency or specificity, which
may ultimately result in adverse drug reactions (ADRs),
as in the case of some of the P450 polymorphisms.
This problem is well illustrated by certain CYP2C9
polymorphisms and warfarin-associated haemorrhaging.
The availability of SNP databases will increasingly
permit pharmacogenetics to reduce the uncertainty in
predicting an individual’s response to new medicines by
SNP profiling. Pharmacotoxicogenetic analysis of such
SNPs will add information and enable a better selection
to be made of volunteers or patients, and will ensure
optimal safety/efficacy assessment for drug-tailored
trials and therapies with the registered drug (Fig. 9).

Fig. 8 Cellular and molecular events in toxicity showing
also technologies used to measure effects.
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The importance of pharmacotoxicogenetics has not
been lost on the regulatory bodies, and there is already
an ongoing dialogue between the European Medicines
Evaluation Agency and the pharmaceutical industry,
to discuss the implications of this technology for the
design of clinical trials.[15]

HURDLES AND THE WAY FORWARD

It is of paramount importance to bear in mind that
applying preclinical and molecular clinical technolo-
gies to regulatory drug development toxicology and
human risk assessment, as described above, may
preclude some pharmaceutical organizations from
take-up on this strategy until the regulatory perspec-
tive is more clearly defined. Toxicology bioinformatics
databases (containing gene expression data) are
evolving that also contain conventional histopathology,

hematology, and clinical chemistry data, in attempts to
link these new molecular technologies with those bio-
markers already established and familiar to regulatory
toxicologists. Commercial organizations, (such
as Memorec and Genlogic Inc.), as well as academic
and governmental regulatory agencies, are now mind-
ful of this need and are using both in vivo and in vitro
exposure data to this end for both pharmaceuticals
and industrial chemicals. In particular, human and
rat hepatocytes have recently been extensively used
for such validation studies and toxicogenomic data
incorporated into databases alongside in vivo animal
exposure data.[16,17] In addition, (and from a pragmatic
perspective), there may be the need to redefine the
formal risk-assessment process (from a quantitative
standpoint) in progressing from animal to first human
exposure in terms of these new and relatively unknown
‘‘sets’’ of sensitive molecular biomarkers which may
result in different no-observed effect levels/lowest

Fig. 9 Diagrammatic rep-
resentation of the different
stages in drug discovery and

development showing where
pharmacogenomics, toxicoge-
nomics, and pharmacogenetics

can be applied to a more
‘‘sophisticated’’ paradigm in
tandem with the use of various
cell culture technologies. The

different potential bottlenecks
in the process are also shown.
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observed effect levels, from the classical toxicopatholo-
gical endpoints, and thus in potentially different levels
of safety margin factoring in risk assessment.

In this paper, we have attempted to describe how
basic ADME level 1 and organ toxicology level 2
PLOT platform assays can interface with high-
throughput screens to help make decisions on selection
of a lead development candidate. It is envisaged that
histopathology will increasingly be used in parallel
with more-sensitive open gene array or proteomic
analysis of tissues following in vivo exposures, as a
means of identifying new ‘‘batteries’’ of toxicopatholo-
gical biomarkers for preclinical toxicology and human
safety assessment. It is not possible to pioneer new
destinations in drug development and safety assess-
ment until the journey has been undertaken. En route,
much information has been collected and ‘‘casualties’’
have been inflicted, hence the need for comprehensive
databases of molecular toxicological informatics to
be established in different species vs. humans.

It is clear then that we are now entering a new era
of both lead optimization technology and drug devel-
opment. As we move from ‘‘old’’ to the ‘‘new’’ models
for lead optimization of pharmaceutical molecules,
(Fig. 3), harmonized preclinical strategies across the
pharmaceutical industry are gradually being incorpo-
rated into research programs, mindful always EQ1of the
need to apply the Three 3Rs principles of Russell
and Burch[2] to safety testing.
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Lens Care Products
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INTRODUCTION

Contact lenses are made of polymeric materials
designed and fabricated to correct vision. Because
these lenses are removed from the eye after a pre-
scribed wear time, lens care products are required to
clean, disinfect and rinse them prior to reinsertion to
avoid ocular infections and other complications. Lens
care products are also required to enhance the comfort
of lens wear.

HISTORICAL OVERVIEW

Lens care products are relatively new compared to
many other pharmaceutical products. Leonardo da
Vinci was the first to conceive the concept of the con-
tact lens. In 1508 he illustrated the concept of vision
involving ‘‘upside down’’ images with a water-filled
sphere covering the eye. However, the actual develop-
ment of contact lenses did not occur until about 100
years ago (1887–1888) when scleral contact lenses were
fabricated. The three innovators credited for this are
Dr. A.E. Fick, a physician in Zurich, F.A. Mueller, a
maker of prosthetic eyes in Germany, and Dr. Eugene
Kalt, a French physician. The earlier lenses were made
of glass. In the late 1930s (1937–1939), Mullen, Obrig
and Gyorrfy are credited with fabricating plastic con-
tact lenses made from methyl methacrylate (PMMA).
However, Kevin Tuohy, who filed a patent for contact
lens design in 1948, is recognized as the ‘‘father’’ of
modern day corneal contact lenses. These early lenses
were rigid and uncomfortable with very low oxygen
transmission. Advances in rigid lens technology have
provided materials capable of oxygen transmission
required to maintain corneal health. In the 1960s Otto
Victerle developed the hydrophilic soft contact lens
from polyhydroxyethyl methacrylate (HEMA).
Hydrophilic soft contact lenses are the primary lenses
available today. Since then, significant technological
advances have been made in contact lens material,
designs, and manufacturing processes. In 1990, the
estimate of contact lens wearers in the United States
alone was around 30 million.

The commercialization of the first pharmaceutical
quality lens care products occurred in the 1950s. Harry
Hind, a pharmacist and founder of the Barnes-Hind
Company, has been credited as one of the first to
develop and commercialize a wetting and storage solu-
tion for the rigid PMMA plastic lenses. Prior to his
efforts, the literature mentions formulation of a saline
solution containing sodium bicarbonate to be used
with scleral lenses made from glass.

CURRENT CONTACT LENS MATERIALS
AND FUTURE DIRECTIONS

Most of the materials currently used in fabricating
contact lenses have been available since the mid-
1960s with the exception of polymethyl methacrylate.
Lens materials can be broadly classified as follows:

Rigid Gas-Permeable Lenses:

� Cellulose acetate butyrate
� Silicone
� Silicone acrylate
� Fluoro silicone acrylate
� t-Butylstyrene
� t-Butylstyrene-co-silicone acrylate

Soft Hydrophilic Lenses:

� Polyhydroxyethyl methacrylate
� Polyhdroxyethyl methacrylate-co-methacrylic acid
� Polyglyceryl methacrylate
� Polyhydroxyethyl methacrylate-co-polyvinylpyrro-

lidone
� Polyvinylpyrrolidone-co-methyl methacrylate
� Polyhydroxyethyl methacrylate-co-silicone (silicone

hydrogel)

In addition to these materials, several others, such
as polyurethanes, polysulfones, polyvinyl alcohol,
and various copolymers, have been tried or are under
development. Recently, silicon hydrogel lenses with
high oxygen permeability were marketed. The future
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trends in material development will continue to include
polymers which have a high degree of oxygen per-
meability, resist accumulation of metabolic products
of the cornea, and materials that resist lens deposits
and bacterial attachment on lens surfaces to minimize
the potential for ocular infection.

Classification of Contact Lenses
Currently Marketed

During a period beginning from mid-1970, numerous
hydrophilic and rigid gas-permeable lenses were intro-
duced into the market. Although many had similar
basic chemical compositions, they contained different
additives designed to achieve desirable properties or
to avoid infringement of existing patents. Such a pro-
liferation of contact lens materials created confusion
regarding Food and Drug Administration (FDA) cri-
teria for approval of contact lenses and their care pro-
ducts. In the mid-1980s, the FDA worked with the
contact lens manufacturers and evolved a classification
for soft contact lenses based on the ionic or non-ionic
nature of polymers constituting the lens material and
the water content. A classification was also worked
out for rigid gas-permeable (RGP) lenses based on
the chemical nature of the polymers. It is interesting
to note that contact lenses and their care products were
originally considered as drugs. However, upon passage
of the U.S. Medical Device Act in 1996, contact lenses
were reclassified as devices. Contact lenses and their
care products were considered Class-III devices,
which mandate the filing of a premarket approval
application and obtaining FDA approval prior to mar-
keting. Recently these products were reclassified as
Class II devices and are currently cleared for marketing
under the 510(k) premarket notification section of the
regulations.

LENS CARE PRODUCTS BY FUNCTIONAL
PURPOSE

Marketed lens care products fall mainly into the fol-
lowing categories: cleaners, disinfectants, lubricants,
and multipurpose products. Cleaners are subdivided
into daily or weekly cleaners. Disinfectants comprise
solutions containing chemical antimicrobial agents,
which do not require heating the lenses, and preserved
or unpreserved saline solutions, which are used with an
electrical thermal device for lens disinfection. These
products are also used to rinse contact lenses. Lens
lubricants are intended to enhance the comfort of lens
wear and are used prior to insertion and during wear.
Multipurpose solutions are intended to accomplish

two or more of the functions described earlier (cleaning,
rinsing, and disinfection).

Rigid lens care also includes conditioning solutions
to make the basic hydrophobic polymers wettable when
placed on the eye.

PRODUCTS FOR CLEANING
SOFT CONTACT LENSES

Lens Deposits

Composition

Basically there are two types of deposits: those result-
ing from tear components and those derived from
other sources. Tear components especially proteins
can accumulate on the lens surface. These proteins
can denature or change conformations during absorp-
tions on over tissue. Most deposits, with the exception
of those that are tenaciously bound to the lens, can be
cleaned easily with a surfactant-type of daily cleaner.
Deposits resulting from tear components include
proteinaceous deposits such as lysozyme, lactoferrin,
albumin, globulins, etc. Proteinaceous deposits are
present on all types of lenses. However, the amounts
differ, depending on the number of ionic charges on
and in the lens, the pore size, and the relative hydro-
phobicity of the polymers. For example, conventional
non-porous and uncharged hard PMMA lenses
with a hydrophobic surface attract very little protein-
aceous deposits. Among the soft contact lenses with
hydrophilic surfaces, the extent of deposits differs
among various groups. For example, Group-4 lenses,
which exhibit considerable negative charges due to
methacrylic acid content, interact readily and heavily
with a positively charged protein (lysozyme). Group-2
hydrogel lenses have no ionic charges, but can acquire
substantial amounts of protein because of their large
pore size. Besides protein deposits, lipid deposits
are also found on contact lenses. These deposits are
more common with rigid gas-permeable lenses because
of their lipophilic nature. Such deposits may include
cholesterol esters, wax esters, triglycerides, sterols,
fatty acids, etc. Calcium present in tears results in
calcium carbonate or phosphate-type of deposits as
well as so-called mixed deposits (calcium bonded
to organic compounds). Such deposits are common
mainly in high water content soft contact lenses
and are difficult to remove without damaging the
contact lenses. Other deposits result from the patient
environment. These include deposits resulting from
cosmetics, make-up, and hair-spray, as well as materi-
als from the wearing environment such as pollen dust
and debris.
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Problems associated with lens deposits

Cleaning is one of the most important steps in contact
lens care. It helps in the removal of surface debris and
contaminating microorganisms, thus facilitating the
disinfection process. Improperly cleaned lenses can
cause discomfort, red eye, decrease in visual acuity,
and giant papillary conjunctivitis (GPC). The last often
requires discontinuance of lens wear, at least until the
symptoms clear. The change from heat to cold disinfec-
tion technology and the introduction of disposable
lenses may have reduced the incidence of GPC. How-
ever, since these lenses can be worn on an extended
basis for up to seven days without cleaning, GPC can
still occur, as has been noted in the literature.

Classification of Lens Cleaners

Daily cleaners vs. weekly cleaners

Daily cleaners generally contain surfactants and are
used every day. They may also contain abrasive
(deposit-shearing) particles, which enhance product
performance. Commonly used daily cleaners with
deposit shearing particles are listed in Table 1.

There are two types of weekly cleaners: those con-
taining enzymes and those containing concentrated
surfactants. Products containing enzymes for daily
use are usually accepted by the patients and recom-
mended by practitioners. Commonly used enzymatic
products are listed in Table 2.

In-the-eye vs. out-of-the-eye cleaners

Most of the cleaners marketed are out-of-the-eye clea-
ners; however, in recent years there has been a trend to
try to develop cleaners for use while the lenses are
inserted. A specific instance where such products could
be beneficial is the case of the extended-wear lenses,
which are not removed daily but are worn up to a week
at a time. Generally, these cleaners are less effective in
removing deposits already formed on the lens surface.
However, they may play a role in retarding deposit
formation.

Consumer vs. professional use cleaners

Cleaners for lens wearers are used either on a daily or
weekly basis and are fairly innocuous. Even upon gross
misuse, they are not likely to be sight-threatening.
Professional cleaners, however, are potent as well as
toxic if not used properly. They are also more likely
to damage the lens if used too frequently.

Active Components of Lens Cleaners

Surfactants

Surfactants are broadly classified into non-ionic, anio-
nic, cationic, and amphoteric types. Non-ionic and
amphoteric surfactants are most commonly used in
contact lens cleaners, because strong anionic surfac-
tants are generally toxic to the cornea. The recom-
mended procedure by the manufacturer removes
several types of deposits, except the most tenaciously
bound and denatured proteins, lipids, and mucins.
Surfactant-type cleaners are also effective in removing
greater than 99.9% of microorganisms contaminating
the lens. There are several mechanisms for their effec-
tiveness, which include displacement of contaminants
from the surface by mechanical force after the surface
debris has been loosened as a result of a reduction in
the interfacial tension. In addition, surfactants act by
emulsification and micellar solubilization. They may
also play a role in preventing or retarding deposition
of contaminants.

Enzymes

Enzymes are biochemical molecules responsible for
catalyzing reactions in which certain chemical bonds
are broken. Their mechanism of action in cleaning
involves attacking substrate protein, lipid, and mucin
deposits, and fragmenting them into smaller molecules
which are readily removed by the mechanical action of
rubbing with the fingers and rinsing. Marketed pro-
ducts contain different enzymes, such as papain, pan-
creatin, and subtilisin. Papain and subtilisin are only
proteolytic in nature, whereas pancreatin is a broad-
spectrum enzyme containing protease, lipase, and

Table 1 Daily cleaners with shearing particles

Trade name Manufacturers Type of particle Used with

OPTI-CLEAN Alcon Nylon Soft, PMMA, RGP

OPTI-CLEAN II Alcon Nylon Soft, PMMA, RGP

OPTI-FREE daily cleaner Alcon Nylon Soft, PMMA, RGP

Boston cleaner Polymer technology Silica PMMA, RGP

Boston advance cleaner Polymer technology Silica PMMA, RGP
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amylase enzymes that digest proteins, lipids, and
mucins. Enzyme cleaners are effective in attacking all
lens proteins, including the removal of tenaciously
bound and denatured deposits, that cannot be removed
by surfactant cleaners. Traditional enzymatic cleaning
of contact lenses is recommended usually once a week.
The soaking time varies from 15 min to overnight, fol-
lowed by a disinfection process. However, more
recently products have been introduced that can be
used simultaneously during disinfection on a daily pro-
cess. Certain enzyme products are recommended for
this single-step cleaning and disinfection, using a heat
or chemical regimen that enhances convenience and
increases user compliance.

Oxidizing agents

Oxidizing agents such as sodium perborate and sodium
percarbonate have also been used in cleaning contact
lenses. None of these products are currently marketed
for that purpose in the United States. Products mar-
keted earlier were withdrawn because of their deleteri-
ous effects on lens polymers.

Deposit-shearing particles

Deposit-shearing particles are incorporated in suspen-
sion form in some daily cleaners. These formulations
are more effective than daily surfactant cleaners as
they are capable of removing tenaciously bound and
denatured deposits. Some of the marketed products
contain polymeric beads or silica. When used as recom-
mended, these products are very effective and do not
scratch the lens surface.

Chelating agents

Chelating agents such as disodium edetate (EDTA) are
commonly used in lens care products to enhance the
antimicrobial activity of preservatives and remove cal-
cium and magnesium from the lens. EDTA is the most

effective chelating agent known for calcium and mag-
nesium. Other chelating agents have been used such
as phosphonates, which are most effective against iron.

Solvents

Solvents such as isopropyl alcohol have been incorpor-
ated in daily cleaners to aid in removing lipid type of
deposits. Such solvents have been reported to affect
certain lens materials, especially silicone acrylate rigid
gas-permeable lenses.

Accessory Cleaning Products

Hand soaps

In the daily care of contact lenses, wearers are
instructed to clean their hands with soap and to dry
hands their hands with lint-free towels prior to hand-
ling their lenses. Selection of the specific soap product
is important. In addition, to cleaning the hands thor-
oughly, it should be rinsing and should not cause ocu-
lar irritation even if residual amounts are transferred to
the lens. With these considerations in mind, some hand
soaps have, therefore, been designed specifically for
contact lens users.

Cleaning devices

The general method of daily lens cleaning involves rub-
bing lenses between the index finger and thumb or
placing the lens in the palm of the hand and rubbing
with the index finger after applying cleaning solution
to the surface. However, there are also special devices
available in the market for cleaning lenses. They are
said to clean lenses more effectively and avoid poten-
tial scratching by the fingers. These devices involve
mechanical agitation and are manually or electrically
operated. Ultrasound devices have been used mainly
by lens practitioners in their office. None of those

Table 2 Enzymatic products for contact lenses

Trade name Manufacturers Enzyme Source Dosage form

OPTI-FREE enzymatic cleaner Alcon Pancreatin Mammals Tablet

OPTI-ZYME enzymatic cleaner Alcon Pancreatin Mammals Tablet

SupraClens daily protein remover Alcon Pancreatin Mammals Liquid

Allergan enzymatic contact lens cleaner Allergan Papain Plant Tablet

ProFree/GP weekly enzymatic cleaner Allergan Papain Plant Tablet

Ultrazyme enzymatic cleaner Allergan Subtilisin-A Microrganisms Tablet

ReNu effervescent enzymatic cleaner Bausch & Lomb Subtilisin Microrganisms Tablet

ReNu thermal enzymatic cleaner Bausch & Lomb Subtilisin Microgranisms Tablet

Sensitive eyes enzymatic cleaner Bausch & Lomb Subtilisin Microrganisms Tablet
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devices per se are effective in removing tenaciously
bound, denatured deposits.

PRODUCTS FOR DISINFECTING
CONTACT LENSES

Disinfection of contact lenses is an important step in
preventing ocular irritation, red eye, and potential loss
of eyesight due to corneal ulcers resulting especially
from Pseudomonas aeruginosa infections. The pore
openings of hydrophilic soft contact lenses are esti-
mated to be between 3.0 and 7.0 nm, and are consider-
ably smaller than the average bacterial particle size of
0.2–1.0 mm or fungus particle size of 2–6 mm. Even
viruses ranging in particle size from 25 to 200 nm are
large in size compared to the pore openings of soft
lenses. None of the microorganisms can penetrate an
intact lens matrix. However, when lenses are not prop-
erly cared for, some fungus growth facilitates the
penetration of fungal hyphae into the matrix.

Contact lenses and their cases are frequently
contaminated by microbes. Although studies have
indicated that as many at 30% of lens cases are con-
taminated, the incidence of permanent ocular damage
due to this is very low. Nevertheless, it is critical to
properly instruct lens wearers and emphasize the
importance of disinfection in order to avoid the poten-
tial risk of ocular infection or damage to the eyesight.

Thermal vs. Chemical Disinfection

Both thermal and chemical methods are commonly
used for the disinfection of soft contact lenses. With
the former, a case containing the lenses immersed in
saline solution is heated by an electrical unit with a
predesigned heating cycle. The current FDA require-
ment for thermal disinfection by saline solution
requires a minimum temperature of 80�C for 10 min
within the contact lens case. This ensures elimination
of vegetative forms of ocular pathogens but not the
spores.

The chemical method involves antimicrobial com-
pounds with an adequate antimicrobial spectrum and
biocidal action. The FDA guidelines include the meth-
ods for determination of efficacy for all disinfecting
solutions. The initial testing process is defined as the
elimination or reduction of microorganisms achieved
over the disinfection period. The FDA guidelines also
provide a method for manufacturers to conduct use
tests on purposely contaminated contact lenses, follow-
ing a complete disinfection regimen, which includes
cleaning and rinsing. This test is generally known as
the FDA regimen test. The FDA guidelines specify
the types and levels of organisms as well as the details

of the test. Other methods using ultraviolet light,
microwave, and ultrasonics, have been tried for lens
disinfection but are not widely applied because of
ineffectiveness or deleterious effects on lens materials.

The advantage of the thermal method is that it
ensures complete elimination of vegetative forms of
microorganisms, whereas chemical disinfectants may
encounter some resistant organisms. Although the
thermal method is preferable from the microbiological
viewpoint, it has several disadvantages: It is a complex
method involving the use of electrical devices. The fail-
ure of an electrical heating unit to perform properly
presents a potential risk of ocular infection. Malfunc-
tioning units and improper use may result in electrical
shock to users and fires have been reported. If the
saline solution in the lens container evaporates during
the heating cycle as a result of carelessness in not prop-
erly tightening the lens case cap, the lens might be
damaged. Thermal disinfection has been cited in short-
ening lens life and enhancing the formation of deposits
on the surface. This occurs especially if the lens has not
been properly cleaned prior to thermal disinfection.
The method is not practical for campers who are
frequently without an electrical outlet.

Chemical disinfection, on the other hand, is not as
effective in killing organisms as thermal disinfection,
but has several advantages: It is simple to use, thereby
ensuring greater user compliance. Lens life is longer
with chemical disinfection as lenses are not subjected
to daily heat treatment. The method results in fewer
deposit problems as surface debris left on the lens
surface due to improper cleaning is not baked by heat.

The choice between thermal and chemical disinfec-
tion depends, to a large extent, on the recommendation
of the lens practitioners. Factors involved include the
wearer’s sensitivity to preservatives, needs, personal
hygiene habits, and product cost. Today fewer heat
disinfection units are available.

Thermal Disinfection

Soft contact lenses were introduced in the United
States in 1972. At that time, the thermal disinfection
method was the only method available. It uses either
preserved or unpreserved saline solution.

Unpreserved vs. preserved saline solutions

Prior to the commercial availability of pharmaceuti-
cally prepared saline solutions, they were prepared by
the lenswearer using salt tablets and distilled water.
This method was undesirable and created many pro-
blems as the pH and osmolarity of such solutions were
not controlled, which often resulted in parameter
changes in some soft lenses. The major problem
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stemmed from non-compliance. In order to reduce
cost, tap water was often used instead of distilled water
for preparing saline solutions, which resulted in min-
eral deposits on the lens surface. Microorganisms
proliferated in non-sterile saline solution prepared
with distilled water stored for a number of days and
instilled in eyes directly to hydrate contact lenses while
they were worn. Such gross misuses resulted in ocular
infection affecting vision. By the mid-1980s products
label and package inserts warned against the use of
tap water for contact lens care. In the mid-1970s,
pharmaceutically prepared sterile saline solution pre-
served with thimerosal was introduced to eliminate
the disadvantages of home-made saline. However,
thimerosal often caused a brownish and grayish
lens discoloration and also led to red-eye and sensitiza-
tion reactions in some patients. Soon after the intro-
duction of pharmaceutically prepared preserved
saline solutions, most salt tablets were withdrawn from
the market. They were, however, reintroduced because
of the red-eye and sensitization problems associated
with thimerosal-preserved salines. In 1987, the FDA
asked companies marketing salt tables for their volun-
tary withdrawal because of several incidences of
keratitis caused by Acanthamoeba species, resulting
in significant loss of vision or eyesight of several lens
wearers. Most of these cases were associated with
the use of salt tablets to prepare home-made saline
solution.

In the United States today saline solutions are mar-
keted in preserved and unpreserved forms; both are
sterile and pharmaceutically prepared. The unpre-
served solutions are available in unit dose or multidose
plastic containers and multidose aerosols. In the latter
instance, the pressurized container and the construc-
tion of the valve prevents innoculation of micro-
organisms into the container during its use, thus
maintaining sterility more effectively in comparison
to multidose non-preserved saline solution inplastic
containers. Non-preserved saline solution in an
aerosol container is, therefore, preferred over non-
preserved saline solution because it eliminates the
potential of irritation and sensitization reactions
caused by thimerosal and sorbic acid preserved salines.
Such reactions may result in considerable patient
discomfort and require temporary discontinuance of
lens wear. However, the newer preservatives Polyquad
and Dymed do not cause significant levels of such
reactions. The disadvantage of unpreserved saline sol-
ution in unit dose is higher cost. There is also a poten-
tial risk of ocular infection as it is a common practice
among lens wearers to leave their lenses in a lens case
containing an unpreserved saline for several weeks,
often without appropriate disinfection. Unpreserved
saline does not protect against proliferation of micro-
organisms.

In contrast, preserved saline helps to prevent
microbial growth when lenses are not worn and stored
in lens cases. They are also less costly in comparison to
unit dose or multidose pressurized non-preserved sal-
ine solution containers. As already noted, the principal
disadvantage of preserved saline solution is that some
of the preservatives, such as thimerosal and sorbic acid,
have the potential of causing irritation and sensitiza-
tion in some patients. However, these reactions are
not sight-threatening. In most instances these symp-
toms clear on discontinuance of the product without
requiring any drug therapy. Again, this problem now
appears to have been eliminated or greatly minimized
with the introduction of newer preservatives such as
Polyquad and Dymed.

Both preserved and unpreserved saline solutions are
multifunctional solutions. In addition to thermal disin-
fection, they are also used to dissolve enzyme tablets in
cleaning contact lenses, as a rinsing solution following
cleaning and chemical disinfection, and as a lens
storage solution.

Thermal disinfecting units

The FDA guidelines require that thermal disinfecting
units must attain a minimum temperature of 80�C
for 10 min in the saline solution, which is placed in
the lens cases. There are several units on the market,
which meet these requirements; they vary in their
time–temperature profiles. Certain lenses such as those
belonging to the FDA Group-4 classification (ionic,
high-water-content lenses) do not withstand repeated
heat treatment and tend to discolor. In general, FDA
Group-4 lenses are not heat disinfected. Units on the
market today have a thermostat, which cuts off the
electrical current when a certain temperature is
reached, eliminating the need for patients to switch it
off. However, malfunctioning of units occasionally
does occur.

Units on the market today are much different from
those available earlier. The first unit was analogous to
a ‘‘baby bottle warmer.’’ Lenses were placed in a lens
case, which was placed in a reservoir of water in an
electrical heating unit. The temperature in the reservoir
reached almost the boiling point of water and the time
for disinfection was 30 min. To ensure not only disin-
fection but also sterilization of lenses, a unit was intro-
duced capable of achieving 120�C for 20 min to ensure
complete elimination of vegetative organisms as well
as spores. This unit, however, was not successful since
the high temperature was detrimental to many lens
polymers. The current trend is toward developing a
heating unit, which reaches temperatures below 80�C
but ensures elimination of vegetative forms of ocular
pathogens.
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Chemical Disinfecting Agents (Oxidizing
and Non-Oxidizing)

There are two categories of chemical disinfecting solu-
tions: The first category comprises those containing
non-oxidizing chemical antimicrobial agents, which
are non-toxic at the concentration level used in the
products. The second category constitutes those con-
taining oxidizing agents, which are toxic at the level
used for disinfection but are degraded to a non-toxic
level during the disinfection process over a course of
time or by use of a second step that involves a neutra-
lizing ingredient. Disinfecting solutions containing oxi-
dizing agents (specifically hydrogen peroxide) gained
popularity among lens practitioners in the mid- to
late-1980s because of the absence of traditional preser-
vatives, which often caused red eye and delayed hyper-
sensitivity. However, the neutralizing solution used
with hydrogen peroxide often contains preservatives
that can cause ocular reactions. Lens practitioners
liked the concept of hydrogen peroxide decomposing
to innocuous water and oxygen. Fewer reactions have
been observed with such products, but the long term
toxic effects on the eye of the free radicals which are
generated by low concentrations of undergraded oxi-
dizing agents are not well known. Hydrogen peroxide
products can cause severe toxic reactions if the pro-
ducts are not used properly and the patient inserts a
lens without neutralizing the hydrogen peroxide.

The ideal chemical disinfecting agent should possess
the following properties: It should have excellent wear-
er’s acceptance in terms of being non-irritating, non-
sensitizing, and easy to use. It should be relatively
non-toxic compared to the earlier preservatives in
terms of cytotoxicity, including its effects on epithelial
and endothelial cells as well as its ability to maintain
mitotic activity of corneal epithelial cells. It must have
an adequate antimicrobial spectrum and be able to elim-
inate ocular pathogens in short lens-soaking regimens. It
should not bind or bind minimally to the lens surface. It
should be compatible with the lens and not cause discol-
oration or alter the tint of colored contact lenses.

A hydrogen peroxide disinfection system for soft
lenses was tried initially in the early 1970s. The system
failed to gain FDA approval because of the potential
toxic nature of the chemical, the complexity of several
steps, and the cost. The system was approved by the
FDA in the early 1980s after having undergone signifi-
cant refinements compared to the original system.

All products currently marketed in the United
States under the oxidizing agent category contain
hydrogen peroxide. In the international market, pro-
ducts containing chlorine-releasing agents are also
available. These products are generally indicated for
the disinfection of hydrophilic soft contact lenses and
are contraindicated for rigid gas-permeable lenses.

Most of the hydrogen peroxide is decomposed by
catalytic degradation (platinum ring); chemical neutra-
lization using pyruvate, sodium bisulfite, or sodium
thiosulfate; dilution and rinsing; and enzymatic neutra-
lization (catalase).

Hydrogen peroxide, on degradation, forms water
and oxygen and, hence, it is perceived by practitioners
as a superior product. However, most of the neutrali-
zers used in the second step contain preservatives such
as thimerosal and sorbic acid, and stabilizers such as
stannates or phosphonates. Consequently, they have
the associated disadvantages of those ingredients. On
the other hand, not having a preservative in a neutralizer
makes these products vulnerable to microbial growth on
accidental contamination. A single-step product contain-
ing hydrogen peroxide is also available on the market,
which is convenient, but has the same disadvantage of
not having any preservative effect at the end of the disin-
fection cycle. The disinfecting time recommended by
various companies ranges from 10 min to an overnight
soak. This category of disinfecting agents has a better
antimicrobial spectrum and a faster kill rate. However,
their shortcomings included toxicity if the regimen was
not followed properly, complexity of use, and zero to
minimal protection against microbial recontamination
once the disinfection cycle was complete.

The first generation non-oxidizing chemical disin-
fection solution contained a combination of anti-
microbial agents incorporating thimerosal with
chlorhexidine or alkytriethanol ammonium chloride.
These solutions are now not commonly used because
of the thimerosal problems as discussed previously.
The newer antimicrobial agents, Polyquad and Dymed,
because of their molecular structure and large molecule
size have a better profile. These antimicrobial agents
were introduced in the late 1980s and their long-term
use has not caused reactions similar to those observed
for older antimicrobial agents. Products with these
agents currently dominate the lens care market.

PRODUCTS FOR ENHANCING SOFT
CONTACT LENS WEAR COMFORT

Factors Contributing to Wear Comfort

It has already been noted that hydrogel contact lenses
are inherently more comfortable that rigid (RGP or
PMMA) lenses. This is related to the former’s superior
flexibility and hydrophilic character which permits
incorporation of substantial amounts of water (38–74%)
into the lens material. However, after periods of
wear time, some lenses may experience changes in
hydration, that may be related to deposits, environmental
(e.g., temperature and humidity) changes and improper
care. In particular, ‘‘dry spots’’ may become evident on
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the lens with attendant reduction in comfort and visual
acuity. When this happens, the wearer may benefit from
periodic administration of rewetting (or soothing or com-
fort) solutions onto the lens while being worn. These solu-
tions are usually low-viscosity aqueous compositions
containing polymers or surfactants, which enhance the
wettability of the surface, facilitating the spreading
tears, and enhancing the stability of the tear film. They
may also provide cushioning and lubricating actions, les-
sening impact, and reducing the frictional forces of the
eyelids as they move across the lens on the corneal surface.
The frictional forces would be especially important in
instances where deposits or debris on the lens are present
in sufficient amounts to cause physical irritation to the
ocular tissue. In addition to wetting, cushioning, and
lubricating, the ability of the solutions to facilitate
removal of contaminants and retard further soilage are
also desirable attributes. It is also desirable, in terms of
convenience to the lens wearer, that the frequency of
administration of drops of the above-mentioned types
be minimal. Therefore, the use of polymers and surfac-
tants that associate with the (deposited) lens and resist
removal by the rinsing action of the tears is called for
(i.e., polymers and surfactants with good substantivity).

Although rewetting efficacy is usually the primary
requirement for hydrogel lens wearers, all three actions
(rewetting, cushioning, and lubrication) may be of con-
siderable significance for RGP or PMMA lens wearers.
The practitioner should seek to help the wearer find the
product best suited for his or her specific comfort
needs. Solutions designed for hydrogel lenses generally
have lower viscosities, whereas solutions for rigid hard
lenses usually have higher viscosities. Although high
viscosities can be of distinct benefit in enhancing cush-
ioning action, a solution that is too viscous can cause
blurred vision and hinder normal lid movement to an
undesirable extent.

Components of Lens Comfort Solutions

Among the polymers used in lens comfort solutions are
polyvinyl alcohol, polyvinylpyrrolidone, dextran, and
various cellulose derivatives such as hydroxyethyl
cellulose, hydroxypropyl cellulose, and hydroxypropyl
methylcellulose. Surfactants include certain poloxamer
and poloxamine compounds. Other normal compo-
nents comprise appropriate preservative(s) as well as
buffering and tonicity-adjusting agents.

LENS CARE PRODUCTS FOR RIGID
GAS-PERMEABLE LENSES

Several types of RGP lenses are marketed (Table 2)
and others are under development. Because of their

rigid nature, they have certain characteristics in com-
mon with conventional hard PMMA lenses. In many
cases, care products available for use with the latter
have been found to be also suitable for the care of
the RGP lenses. Although they may not have optimal
characteristics, they are still preferred by many practi-
tioners in comparison to products that were originally
designed for use with soft lenses and were subsequently
approved by the FDA also for use with RGP materials.

Most categories of products indicated for the care
of soft contact lenses are applicable to rigid gas-
permeable lenses. These include daily cleaners, wetting
and cushioning drops, and weekly enzymatic cleaners.
While disinfecting solutions are necessary for RGP
lens care, they are often positioned as conditioning
solutions. Conditioning is important in providing a
hydrophilic lens surface during wear. Because RGP
lenses do not withstand heat, saline solutions (both
preserved and unpreserved) are not needed for these
lenses, except for dissolving enzymatic cleaners for
weekly cleaning or rinsing.

Because RGP lenses are not as porous or water
absorbing as soft lenses, wearers do not experience
the problems that are specific to soft lenses, resulting
from preservatives penetrating and concentrating
within the lens polymer matrix, which often cause toxic
and hypersensitivity-type reactions. However, certain
preservatives bind with RGP surfaces and can create
clinical problems. Binding may involve ionic and/or
hydrophobic interactions.

In addition to accumulation of proteinaceous
deposits, such as those occurring on soft hydrophilic
lenses, the molecular make-up of many RGP lenses
also tends to attract lipid deposits, such as cholesterol
esters, wax esters, triglycerides, etc. This is especially
true of the more hydrophobic materials such as silicone
acrylates with high Dk (oxygen permeability) values.
Accordingly, more recent developments in material
science related to contact lenses have resulted in mate-
rials such as fluorosilicone acrylates and fluorocarbons
with purportedly less propensity for deposits.

Wearing rigid lenses is much less comfortable than
wearing soft contact lenses. In fact, this is generally
perceived to be the major factor limiting the growth
of the RGP lens market segment. Consequently, the
need for superior wetting, cushioning, and lubricating
products is clearly recognized. Superior combination
products are also required for RGP lenses, which pro-
vide convenience and enhance product performance.

MULTIPURPOSE SOLUTIONS

Multipurpose solutions are designed to increase wearer
compliance and the convenience of product use. Such
solutions are not commonly used for the conventional
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PMMA hard lenses and rigid gas-permeable lenses.
They combine two or more basic functions of lens care,
including cleaning, disinfection, soaking, wetting, and
lubricating. Combination of these functions in a single
product may compromise certain aspects of product
efficacy. For instance, a solution designed to clean
and disinfect may not clean as well the cleaner would
alone. However, a combination cleaning and disinfec-
tion solution provides the convenience of a single step
and would be particularly useful for wearers whose
lenses do not attract deposits as readily because of
their tear chemistry.

Multipurpose solutions for soft lenses are primarily
limited to cleaning and disinfecting. Wetting and lubri-
cating combinations are not a major need because of
the inherent hydrophilic nature of soft lenses that
makes them comfortable to wear. The technology
advances made in identifying preservatives with
broader spectrum and capacity along with the ability
of chemicals to clean while disinfecting has further sim-
plified care of lenses. Recently, a new product has been
developed in a multipurpose solution format that has
allowed removal of the rubbing step.

PACKAGING OF CONTACT
LENS PRODUCTS

All lens care products are packaged in plastic contain-
ers or pressurized metal containers with the exception
of enzymatic or disinfecting tablets. The tablets are
generally effervescent and packaged in laminated foil
or blister packs to ensure adequate shelf life. The pack-
aging materials normally used by the pharmaceutical
industry for effervescent tablets are adequate for this
purpose. The plastic containers are usually fabricated
from low-density polyethylene, high-density polyethyl-
ene, or polypropylene materials. Many of the contain-
ers are opaque for protection against light. Several
types of colorant mixtures, which usually contain
titanium, are used in squeeze bottles, and the compo-
sition and thickness of the container wall should be
designed to allow easy delivery. Another important
consideration is the orifice at the tip, which allows
the desired product to flow. For instance, a disinfecting
or saline solution needs to be delivered in a large vol-
ume of 3 to 5 ml to fill the lens case. A steady stream
is desirable and acceptable here, but not for products
like wetting, lubricating, and cushioning drops, which
are directly instilled in the eye. For these products,
the tip has to be designed to allow drop-by-drop instil-
lation. Formulation characteristics such as viscosity
and surface tension determine the tip design. The tip
must be smooth and rounded as it can come into con-
tact with the eye. The caps for the bottle are normally
constructed of polystyrene or polypropylene material.

Because all lens care products, with the exception of
the tablet dosage form, have to be sterile, the contain-
ers must be sterilized prior to filling unless the process
involves form, fill, and seal technology. Containers are
usually sterilized by ethylene oxide or gamma
irradiation. The latter method is preferred because of
stringent government regulations and requirements
regarding ethylene oxide residues and its degradation
products. Recent years have also seen strict controls
regarding the exposure of workers to ethylene oxide
and its by-products. Terminal sterilization of the final
product is normally not done for lens care products,
with the exception of non-preserved saline solutions
in aerosol containers, which are sterilized by gamma
irradiation.

ACCESSORY CONTACT LENS PRODUCTS

Accessory contact lens products include cases and
devices for cleaning contact lenses and facilitating
insertion.

Lens Cases

Lens cases are utilized for disinfection and storage
while the lenses are not being worn. Lens cases may
have a single compartment with a barrel shape, gener-
ally holding 7 to 10 ml of solution, or they may have
two compartments in a flat case design, each compart-
ment holding 3 to 5 ml of solution. Lens cases are also
used by lens manufacturers as mailers to ship RGP and
PMMA lenses in the dry state. Recently, shipping the
lenses in conditioning solution hasbeen approved. On
the other hand, hydrophilic soft contact lenses are gen-
erally shipped in sealed sterile glassvials containing
buffered isotonic saline solution. Plastic lens cases are
fabricated from polymeric materials such aspolyethy-
lene, polypropylene, polysulfone, or polycarbonate.

Devices Facilitating Cleaning

Cleaning devices are useful for lens wearers who lack
the manual dexterity to clean lenses with their fingers.
They are also used for cleaning lenses that could be
scratched easily by fingertips. The consumer versions
provide mechanical action by manual swirling or by
agitation with the help of an electrical motor or sonica-
tion The professional versions are usually ultrasonic-
type devices. None of these devices are capable of
removing tenaciously bound protein. The reservoir of
the cleaning device is filled with special cleaning fluid
or a saline with a few drops of a surfactant-type daily
lens cleaner. The device should allow easy lens place-
ment and retrieval and minimize the potential of
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damage. Lens baskets that allow for rinsing after the
cleaning regimen without additional handling are a
desirable feature.

Devices Facilitating Lens Insertion

These devices are generally helpful to elderly patients,
especially those wearing aphakic lenses. They consist
usually of a rubber bulb with a suction cup. They
can cause severe corneal damage if used improperly as
well as ocular infection if they are not properly cleaned
and disinfected.

Future Directions in Lens Care Products

Of the persons fitted with contact lenses (both soft and
hard), 40% discontinue wearing them within the first
three years. One of the reasons cited is the time and
effort required in taking care of them. Therefore, lens
care systems will be developed that are simple and
more convenient to use, requiring fewer products,
and less time. The new products will minimize patient
problems through safer preservatives, which are non-
toxic even on misuse and do not produce hypersensiti-
zation. More effective cleaners as well as products
which minimize protein and microbial attachment to
lens surfaces will also be forthcoming as well as clea-
ners that can be instilled in the eye during lens wear
to retard deposit formation on extended-wear lenses
or to clean lenses while they are being worn. Other
future product types may include special artificial tears
and comfort drops for older patients who are prone to
dry eye. There is also a need for diagnostic products
that can detect potential problems before they are
manifested clinically. Universal products that could
be used with all contact lenses (i.e., hard PMMA,
RGP, and soft lenses) may be desirable; however, it
is unlikely that such products will be available as dif-
ferent contact lenses vary significantly in their chemical
and surface characteristics. The main emphasis in the
future will be on the development of convenient,
easy-to-use products that can increase patient com-
pliance and reduce the dropout rate, while ensuring
desirable efficacy without compromising product
safety. Products specifically designed for the care of
disposable and frequent replacement lenses will also
be forthcoming.

COMPONENTS OF LENS CARE PRODUCTS

Active Components

Active components play a primary role in the intended
use of a product. The active components in lens care

products are usually limited to either one or two
chemical entities. However, a product may contain
several active components if it is designed for multiple
functions or indications.

Chemicals with disinfecting capability

Active chemical entities must have bactericidal and
fungistatic properties. However, cidal properties for
fungal organisms is preferable. The product perform-
ance criteria encompassing the types of organisms to
be tested, levels of inoculum, and method of testing
are defined by guidelines developed by the FDA. Cur-
rent chemical systems have disinfection times of 4–6 h.
This fits with most wearing schedules, because more
than 90% of patients remove their lenses overnight
between wear periods. Overnight removal seems to
help the eye recover from the stress of lens wear.
Recently, some efforts to move to shorter disinfection
time are under way to increase convenience. The
products will require dramatically enhanced disinfec-
tion efficacy than currently available or strict com-
pliance to a regimen to achieve the required level of
disinfection.

Surface-active and other agents
with cleaning capability

Surfactants of various types have been traditionally
used for cleaning conventional PMMA hard lenses.
They are considered effective in removing surface
deposits on these lenses, such as cosmetics, hair spray,
mascara, etc. However, they are not effective in remov-
ing tenaciously bound deposits (e.g., proteins, lipids,
lipoproteins, mucoproteins) that are commonly
encountered with soft hydrophilic contact lenses and
rigid gas-permeable lenses. Such deposits are more
effectively removed by products containing enzymes,
strong oxidizing agents, or suspended abrasive
(deposit-shearing) particles. The types of surfactants
used and representative products on the market are
discussed later under Products for Cleaning Soft Con-
tact Lenses. A few other agents such as citrate and
some phosphates have been used as cleaning agents.

Components with wetting, lubricating,
and cushioning capabilities

Polymers and surfactants are the two main classes of
compounds used as wetting, lubricating, and cushion-
ing agents. Contingent on the nature of the specified
polymers, they are used in various combinations to
achieve desired product characteristics.

Both synthetic and natural polymers are commonly
used in lens care products. These agents can provide
a cushioning effect as a result of increased viscosity.
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The need for products with such action is greater for
the wearers of conventional hard PMMA lenses and
rigid gas-permeable lenses, for these are inherently
not as comfortable as soft contact lenses because of
the lens design and the physiochemical nature of the
polymers. Viscosity-building agents provide the neces-
sary initial coatings on the lens surface before it is
coated by natural tear components. Besides contri-
buting to viscosity, the ability of polymers to adsorb
on lens surfaces and to elicit surface-active (wetting)
properties are important considerations.

Surface-active agents are adsorbed on the lens sur-
face and allow ready spreading of tears when the lenses
are inserted, thus making them more comfortable to
wear. The use of surface-active agents to impart wett-
ability to the lens surface is of lesser value for products
used for hydrophilic soft contact lenses, which have
built-in wetting characteristics because of their water
content. Addition of surfactants may be of value, how-
ever, in retarding deposit formation or for cleaning
while the lenses are worn. The methodology for mea-
suring both advancing and receding contact angles,
as an indication of wetting efficacy, has been standar-
dized for contact lenses. Various polymers have differ-
ent degrees of wettability as measured by contact angle
using a goniometer. However, the in vitro contact-
angle measurement of contact lenses made from
various polymers is of little clinical value. No discern-
ible differences in in vivo contact angle can be detected
on insertion of a contact lens in the eye following a few
blinks that result in coating the lens surface with tear
components. Surfactants are usually combined with
polymers to impart substantivity and cushioning char-
acteristics. The types of polymers and surfactants used
in representative products in the market are discussed
later under Products for Enhancing Soft Contact Lens
Wear Comfort. Again, the need for surface-active
agents which can facilitate wetting of lenses and
spreading of tears is greater for PMMA and rigid
gas-permeable lenses because of their hydrophobic
surface characteristics.

Ancillary Components

Preservatives

Preservatives are used in almost all multidose contact
lens products. Because the potential for misuse of pro-
ducts by lens wearers is significant, preservatives pre-
vent the potential proliferation of microorganisms. A
contaminated product could ultimately lead to an ocu-
lar infection and possible loss of eyesight. Preservatives
are considered active components when incorporated
in products for the purpose of disinfecting contact
lenses. The preservative must possess the antimicrobial

activity described in the FDA guidelines for contact
lens care.

The FDA has issued guidelines for preservative effi-
cacy, which include an additional safety factor to com-
pensate for potential misuse of products. These
requirements are more stringent than the requirements
of the United States Pharmacopeia (USP) for preser-
vative efficacy. The FDA requires rechallenging the
preserved products on day 14 with a defined inoculum
of microorganisms; this is not required by the USP.
The preservatives generally used are mainly the same
as those used for thermal or chemical disinfection of
contact lenses. The concentrations could be different
than in the chemical disinfection of contact lenses.
The concentration is generally higher in cleaners
and comfort-enhancing solutions because of possible
binding with polymer and surfactant components,
which result in a decrease in preservative efficacy.

Different countries have different standards for pre-
serving contact lens solutions; the requirements of the
British Pharmacopeia are the most stringent. Many
marketed products do not meet these requirements.
The three major preservative efficacy tests, which must
be considered in developing products, are delineated in
the United States Pharmacopoeia (modified test to meet
FDA guidelines), the British Pharmacopeia and the
German Pharmacopeia (DAB). In terms of difficulty
to comply, the British Pharmacopoeia test is the most
stringent and the modified USP test the least stringent.
The main differences among the test requirements are
the exposure times and use of Escherichia coli as a
challenge organism. The British Pharmacopeia utilizes
a 6 h criterion for antimicrobial activity, whereas the
USP uses a 14 day criterion. Recently, an International
Standard has been approved which is comparable to
the US FDA procedure. The types of preservatives used
are described in the tables related to various product
categories.

Buffers for adjusting pH

The use of buffers and pH adjustment is an important
consideration in lens care products. It is a general prac-
tice that all products which are likely to come in direct
contact with ocular tissues should be buffered for ocu-
lar comfort around physiologic pH and preferably in
the range 6–8.0. The most commonly used buffers in
contact lens care products are phosphates and borates.
Buffers used occasionally are acetate, citrate, and
others. Besides buffers, sodium hydroxide and hydro-
chloric acid are generally used to achieve a desirable
pH in the final product. They are also used to adjust
the final pH in products, which do not have any buffer-
ing system. The selection of an appropriate buffering
system should consider the pH necessary for optimal
performance of the product, as well as products
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stability and potential incompatibility with other
components of the product.

Although it is desirable to have a product as close to
physiologic pH as possible, it is often essential to for-
mulate a product outside the physiologic pH range in
order to achieve the desired stability of the product,
optimal efficacy, or appropriate solubility of active
and ancillary components. Products formulated out-
side the physiologic pH range should have low buffer
capacity to allow quick equilibration to tear pH by
the bicarbonate buffer system present in the tears.
The maintenance of pH close to physiologic pH is
essential for products intended for soaking and disin-
fection of hydrophilic soft contact lenses in order to
maintain the parameters of some lenses, especially
those belonging to FDA Group-4. Such changes in
parameters can cause not only discomfort but can also
produce blurred vision.

Tonicity-adjusting agents

Contact lens products should be formulated as closely
as possible to the tonicity of tears. This is important
for optimal comfort. Prolonged exposure to hypotonic
solutions can induce edema in corneal epithelial cells,
which can cause blurred vision and discomfort,
whereas prolonged exposure to hypertonic solutions
can cause corneal epithelial cells to shrivel and cause
discomfort by exposing nerve endings. None of the
currently available contact lens solutions have been
responsible for such symptoms as most of them are
formulated close to isotonicity and many contact lens
products have minimal contact with the cornea. Never-
theless, maintaining the tonicity of products close to
the isotonic value of 280 (�50) mOsm/kg is important
for optimal comfort as well as for maintaining the
integrity of certain hydrophilic soft contact lenses
(especially those belonging to FDA Group-4). The type
of compounds commonly used for imparting isoton-
icity include buffering agents, sodium chloride, potass-
ium chloride, propylene glycol, mannitol, dextrose, etc.

Viscosity-building agents

Viscosity-building agents such as synthetic and natural
polymers are used as active ingredients in solutions
providing comfort and rewetting products. However,
they are also used as ancillary agents in contact lens
cleaning products. These agents allow better cleaning
of contact lenses by enhancing the contact of the
cleansing agent with the soiled lens and by facilitating
the process of rubbing the lens between fingers or
between the palm of the hand and an index finger.
Highly viscous or gel-type cleaners are also available.
However, they are not very popular as they are difficult
to rinse and may cause ocular irritation. The types of

polymers used as ancillary agents are the same as those
used for solutions providing comfort or rewetting solu-
tions.

PHARMACEUTICAL TECHNOLOGY
CONSIDERATIONS IN PRODUCT DESIGN

With few exceptions, contact lens products are sterile
solutions. The sterility requirements are important
because of the potential of sight-threatening ocular
infections. The sterility test procedures and pass–fail
criteria as described in the United States Pharmacopeia
must be met for FDA approval of contact lens pro-
ducts. The technology practiced in the development of
pharmaceutical products, such as injectable and large
volume intravenous fluids, is generally acceptable, with
somewhat less stringent requirements for contact lens
care products because most of these products do not
come into direct contact with the eye (i.e., its interior
cells and fluids). Products that are packaged in unit
dose containers or multidose pressurized aerosol
containers do not have to be preserved. However,
multidose products other than aerosol containers
should be preserved and should pass the FDA preserv-
ative efficacy test. Manufacturers intending to develop
lens care products should consult with the FDA for
the latest guidelines.

Apart from solutions, there are other pharmaceuti-
cal dosage forms for contact lens products that are less
commonly used. They include gel- and suspension-type
cleaners, powders, and tablet dosage forms for enzy-
matic cleaners or disinfectants. All of these products
are formulated as sterile products with the exception
of powders and tablets. These, however, must comply
with USP requirements for bioburden with added
specifications for absence of colony-forming units of
Staphylococcus aureus and Pseudomonas aeruginosa
among other organisms. The choice of components in
formulating these products is much more restrictive
in comparison to pharmaceutical products intended
for systemic or topical use because of the potential of
causing irritation to the sensitive ocular tissues.

Chemical components must be non-irritating and
compatible with ocular tissue as well as with lenses.
The choice of components for tablets, such as binding
and lubricating agents, is much more restrictive, as
these ingredients must be soluble and form a clear sol-
ution when dissolved in saline solutions. Formulation
components generally used and acceptable for ophthal-
mic products may be unacceptable for contact lens
products, as many contact lens materials can concen-
trate components used in contact lens products as
much as several hundredfold. On insertion of the
lenses, these ingredients are released in toxic levels to
the cornea, causing minor to severe ocular reactions.
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The binding and release of ingredients can be further
complicated by the condition of the lens. For instance,
thimerosal and chlorhexidine, commonly used ingredi-
ents in contact lens products, concentrate differently in
new, deposit-free lenses as compared to used lenses
with protein deposits on the surfaces. Appropriate
studies must be designed to address these issues to
minimize the potential of ocular irritation. Certain
ingredients such as thimerosal, when used initially are
well tolerated. However, on prolonged exposure, some
lens wearers develop hypersensitivity, resulting in intol-
erance of thimerosal products. Such intolerance is
difficult to predict and currently no satisfactory
method is available to predict delayed hypersensitiv-
ity-type reactions, which are modulated immunologi-
cally. The commonly used guinea pig maximization
test is not predictive of delayed hypersensitivity
reactions.

As noted previously, formulating products close to
physiological pH is desirable. However, for optimal
product performance or meeting regulatory require-
ments, it is sometimes necessary to formulate products
outside the physiologic pH range. Sorbic acid, a com-
monly used preservative for lens care products, is a
marginally effective antimicrobial agent with a pKa
value of 4.8. A product fails the FDA preservative effi-
cacy test if it is formulated around a physiologic pH of
7–7.4 at a concentration of 0.1 sorbic acid normally
used in marketed products. To maximize its antimicro-
bial activity without compromising ocular comfort to a
significant extent, it is necessary to formulate such pro-
ducts around pH 6.5–6.8. Thus, a consideration of the
dissociation constants of preservatives is essential as
the antimicrobial activity of many preservatives
depends on the undissociated species, which should
be present in an adequate amount at physiological
pH without causing ocular irritation.

The product design should also consider the nature
of the lens polymer and its surface charges. For
example, FDA Group-4 lenses, which carry negative
surface charges, can react with positively charged pro-
duct components, resulting in severe ocular toxic
reactions. Such toxic reactions can be prevented by
incorporating non-ionic surfactants to form micelles
with the cationic components, thus minimizing surface
interactions and toxicity. If a cationic agent in the pro-
duct is a primary disinfecting agent, efforts to minimize
toxicity or surface interactions often result in reduced
antimicrobial performance. It is, therefore, essential
to minimize surface interactions and yet have a pro-
duct, which meets the requirements for disinfection
or preservation.

The hydrophilic–lipophilic balance (HLB) and mol-
ecular dimensions of a preservative should also be
considered in the design of contact lens products. For
example, chlorobutanol (a non-ionic preservative used

in ophthalmic products) penetrates into the matrix of
rigidgas-permeable (RGP) lens materials because of
the molecule’s substantial lipophilic characteristics.
The preservative present in the lens matrix may change
theparameters or may be gradually released during
wear, causing irritation and toxicity to the corneal
cells. On the other hand, the molecular dimensions of
a preservative are very important in designing a pro-
duct for hydrophilic, soft contact lenses. Generally,
preservatives with a high molecular weight and appro-
priate molecular configuration are less likely to pen-
etrate the porous matrix of hydrogel lenses. Products
containing preservatives like Dymed and Polyquad,
with molecular weights above 1000, are currently
available.
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Liquid Oral Preparations
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INTRODUCTION

Various types of formulations, both aqueous and non-
aqueous, have been placed under the rubric of ‘‘liquid
oral preparations,’’ including solutions, suspensions,
and emulsions. These formulations are primarily
employed to enhance the oral bioavailability of a
therapeutic or eliminate the need for a patient to swal-
low a tablet or capsule. Compared with traditional
solid-state dosage forms, a unique set of considerations
is required during the design and formulation of oral
solutions. The drug must first be rendered soluble,
possibly requiring the use of solubility-enhancing addi-
tives. Once dissolved, care must be taken to limit the
increased sensitivity of the solubilized drug to degra-
dation and to prevent microbial growth in the aqueous,
often nutrient-rich formulation. In addition, certain
components are added to provide palatability. Here,
the use of solutions for oral drug delivery is discussed
with emphasis on application, design of formulations,
stability, components, and manufacture.

ORAL SOLUTION DRUG DELIVERY

Oral solutions are homogeneous mixtures of one or
more solutes, dissolved in a suitable solvent or mix-
ture of mutually miscible solvents. In pharmaceutical
terms, solutions are defined as ‘‘liquid preparations
that contain one or more soluble chemical substances,
usually dissolved in water and they do not, by reasons
of their ingredients, method of preparation, or use,
fall into another group of products.’’[1] Oral solutions
are typically classified on the basis of their physical
properties, method of preparation, use, and ingredient
types or concentrations (Table 1).[2] Owing to the
overlap in the definitions, distinctions among solution
types can be ambiguous and hence, in some instances,
definitions are irrelevant for commercial products.
Solutions are marketed for oral delivery of many
pharmaceutical agents including Amprenavir, Calci-
triol, Cyclosporin A, Digoxin, Itraconazole, Lopina-
vir, Ritonavir, Loratadine, Risperidone, Ritonavir,
and Sirolimus.[3]

Applications

Liquid oral solutions are useful in oral drug delivery
for a variety of reasons. Patient compliance is often
problematic with oral solid dosage forms, especially
with young children and the elderly. This refusal to
accept medication may stem from difficulties experi-
enced within these age groups in swallowing tablets
or capsules. Such difficulties can be overcome by
administering the active compound in a palatable
liquid form. An oral liquid can be readily administered
to children and the elderly who are unable to swallow.
Furthermore, because solutions are homogenous mix-
tures, the medication is uniformly distributed through-
out the preparation. The dose can be fractionally
adjusted by simply diluting it to meet the needs of
patients. Liquid extracts eliminate the need to isolate
the drug in pure form, allowing several ingredients to
be administered from a single source (e.g., pancreatic
extract) and permit preliminary study of drugs from
natural sources. In addition, some deliquescent and
hygroscopic powders are easily dispensed as liquids.

The fact that drugs are rendered soluble in oral
pharmaceutical liquids is advantageous in enhancing
drug absorption. Because drugs are absorbed in the
dissolved state, the rate and efficiency of absorption
of oral dosage forms usually decreases in the following
order: aqueous solution > aqueous suspension >
tablets or capsules. A drug administered in solution
is immediately available for absorption from the gas-
trointestinal tract and is more rapidly and efficiently
absorbed than the same amount of drug administered
in a solid dosage form such as tablets or capsules.
Some drugs not tolerated in a concentrated form
may be less irritating if dissolved in soothing liquid.[4]

Occasionally, solutions of drugs, such as potassium
chloride, are used to minimize adverse effects in the
gastrointestinal tract by avoiding longer transit times
observed with solid formulations.

Limitations

Oral delivery of drugs via solutions is not free from
limitations. Drug substances are generally less stable

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041247
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in liquid media compared with solid dosage forms.
Furthermore, special techniques are often required to
solubilize poorly soluble drugs. Masking the taste of
inherently bitter drugs can be difficult. Also, improve-
ments in the palatability or pourability of liquid
formulations may require the addition of viscosity-
increasing agents, which may themselves form complexes
with drug molecules and hence result in undesired
mitigations in drug activity. Extremely potent drugs with
low-therapeutic indexes may be problematic when dosed
in oral liquid preparations as the patients could easily err
in dosage measurement. As with other oral dosage forms,
liquid oral preparations cannot be administered to the
unconscious patient.

Design and Formulation

Design of liquid oral solutions involves the combi-
nation of ingredients with therapeutically active agents
to enhance the acceptability or effectiveness of the
product. The formulation of pharmaceutical liquids
requires several considerations: drug concentration;
drug solubility; liquid vehicle selection; physical and
chemical stability; preparation preservation; and appro-
priate additives such as buffers, solubilizers, sweetening
agents, viscosity-controlling agents, colors, and flavors.

Pharmacists can handle liquid preparations in one
of three ways:[5] They may dispense the product in its
original container; they may buy the product in bulk
and repackage it at the time of dispensation; or they
may compound a solution. Compounding may involve
nothing more than mixing two marketed products in
the manner indicated on the prescription or may
require the incorporation of an active ingredient in a
logical and pharmaceutically acceptable manner into
aqueous or non-aqueous solvents forming the bulk of
the product. Most prescriptions today are dispensed
in their original containers. In these cases, the pharma-
cist depends on the manufacturer to provide a product

that is efficacious, pharmaceutically acceptable, and
stable when stored under recommended conditions.

Drug manufacturers attempt to guarantee efficacy by
evaluating their products in a scientifically acceptable
manner. However, in some instances, such efficacy is
relative. For example, cough mixtures marketed by
different manufacturers may contain active ingredients
of the same therapeutic class and concentration. It there-
fore becomes difficult to assess the relative merit of the
products. In such cases, the commercial advantages
gained by one over another may be based on other
product’s characteristics. Thus, color, odor, taste, pour-
ability, and homogeneity are important pharmaceutical
properties. Hence, the successful design and formulation
of liquids, as well as other dosage forms, require both
scientific and pharmaceutical acuity.[6]

Solubility

Solubility is of paramount importance when develop-
ing oral solutions. The drug and other dissolved sub-
stances should remain solubilized throughout the
shelf life of the product. Therefore, the drugs are
present in solution at unsaturated concentrations;
otherwise, the drug may crystallize because of changes
in temperature, by ‘‘seeding’’ from ingredients, or par-
ticulate matter present. Furthermore, the taste of
organic drugs has been shown to be a direct function
of aqueous solubility.[7] For example, increasing the
chain length of clindamycin esters reduces the aqueous
solubility and dramatically improves the taste.[8]

The solubility of most solids is temperature depen-
dent, and the influence of temperature on solubility
should be characterized for a given solute in a pharma-
ceutical liquid. In addition to room-temperature equi-
librium solubility studies, it is important to determine
solubility at refrigeration temperature (2–8�C) to
establish the usable concentration in the range of
2–25�C without the risk of saturation and crystal growth.
This procedure is necessary to cover wide temperature

Table 1 Classification of oral solutions

Type Description

Syrup Solutions containing high concentrations (near
saturation) of sucrose or other sugars

Elixir Sweetened solutions containing alcohol as a cosolvent

Spirit Hydroalcoholic solutions of aromatic or volatile substances

Aromatic water Aqueous solutions of aromatic or volatile substances

Tincture Alcoholic or hydroalcoholic solutions prepared from vegetable
materials or chemical substances by dissolution or extraction

Fluid extract Concentrated alcoholic solutions of animal or vegetable drugs

obtained by removal of active constituent by extraction
(maceration, percolation)

(From Ref.[2].)
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ranges that the product may be exposed to during nor-
mal the distribution process. If the exact solubility has
not been determined, general expressions of relative
solubility may be used, as defined in the United States
Pharmacopeia (USP) and are listed in Table 2.[2]

Effect of pH

Substances with acidic or basic functionality show
differences in solubility characteristics with changes in
solution pH in accordance with their ionization con-
stants. These differences are often large and important
in attaining desired concentrations in the formulation.
Solubility-pH profiles can be established by conducting
equilibrium solubility experiments covering the range of
3–4 pH units on both sides of the pKa or pKb; results are
presented in the form of solubility as a function of pH.

The relationship between solubility of an acidic drug
and pH is defined with respect to its pKa as in Eq. (1):

pH ¼ pKa þ log
½Cs�
½Ca�

ð1Þ

where pKa is the negative logarithm of the ionization
constant of the acid, [Cs] the molar concentration of
the salt form in water, and [Ca] the molar concen-
tration of free acid in water. Thus, the total solubility
ST of a weak acid is given by Eq. (2):

ST ¼ ½Ca� þ ½Cs� ð2Þ

Rearrangement and substitution of Eqs. (1) and (2)
yields Eqs. (3) and (4), respectively.

Hþ ¼ Ka þ
ST � So

So
ð3Þ

ST ¼ So 1 þ Hþ

Ka

� �

ð4Þ

Where So is the solubility of the free acid.

Once the values of pKa, [Ca], and pH are known, the
total amount of drug solubilized in water at a specific
pH can be calculated. Substantial increases in aqueous
solubility can be achieved simply by adjusting the pH.
In fact, adjustment of greater than 3 pH units in the
appropriate direction (weak bases solubilize at lower
pH and weak acids at higher pH) away from the pKa

may result in more than 1000-fold increases over the
intrinsic solubility of a drug. Analogous equations
can be written for weak bases such as Eqs. (5) and (6).

ST ¼ ½Cb� þ ½Cs� ð5Þ

Hþ ¼ Kw þ Kb þ
So

ST � So
ð6Þ

where So is the solubility of free base and pKw is the
ionization constant of water.

Effect of temperature

For the majority of solids, solubilization is temperature
dependent and increases in elevated temperatures as
heat is absorbed during solubilizing. The degree to
which temperature can influence solubility is dictated
by the differential heat of solution, DHS, which repre-
sents the rate of heat change of a solution per mole
of solute dissolved. The higher the heat of solution,
the greater the influence of temperature on solubility,
as shown by Eq. (7).

d ln S

dT
¼ DHS

RT2
ð7Þ

where S is the solubility of concentration of a saturated
solution, often expressed in terms of molality,
molarity, or mole fraction; R is the gas constant; and
T is the absolute temperature. Eq. (7) can also be
written as in Eq. (8).

log S ¼ �DHS

2:303R

1

T
þ constant ð8Þ

By plotting the logarithm of the solubility in moles
per liter vs. the reciprocal of the absolute temperature,
the differential heat of solution can be calculated as the
slope (–DHS/2.303 R). A positive heat of solution
indicates an endothermic solubilization process (i.e.,
absorbs heat). Therefore, an increase in temperature
increases solubility. A negative value indicates an
exothermic solubilization process (i.e., emits heat) and
a differential heat of solution near zero indicates that
solubility is not significantly influenced by temperature.

Table 2 USP descriptive terms of solubility

Descriptive terms

Part of solvent required to

dissolve 1 part of solute

Very soluble <1

Freely soluble 1–10

Soluble 10–30

Sparingly soluble 30–100

Slightly soluble 100–1000

Very slightly soluble 1000–10,000

Practically insoluble,
or insoluble

>10,000

(From Ref.[2].)
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Effect of solvent polarity

The solubility of the drug substance is attributable in
large part to the polarity of the solvent, often expressed
in terms of dipole moment, related to the dielectric con-
stant. Solvents with high dielectric constants dissolve
ionic compounds (polar drugs) readily by virtue of
ion–dipole interactions, whereas solvents with low
dielectric constants dissolve hydrophobic substances
(non-polar drugs) as a result of dipole or induced dipole
interactions (Van der Waals, London, or Debye forces).
This principle is illustrated in Fig. 1. The former is
classified as polar solvents, with examples such as water
and glycerin; the latter are non-polar solvents, with
example such as oils. Solvents with intermediate dielec-
tric constants are classified as semipolar. The dielectric
constants of some solvents are shown in Table 3.[9]

Effect of molecular structure

Variations in lattice energies between amorphous and
crystalline forms can significantly influence a drug’s
aqueous solubility, and increases of several hundred-
fold were observed for morphine and benzimidazole
derivatives.[10] Furthermore, a substance may exist in
more than one crystalline form, such as chloramphenicol,
dehydroepiandrosterone (DHEA), progesterone, sul-
fathiazole, carbamazepine, cortisone, or prednisolone,
to name a few. Polymorphic transformations, routinely
observed for pharmaceuticals, are structural differences
resulting from different crystal arrangements of mole-
cules in the solid state. Although thermodynamic differ-
ences between polymorphs disappear once dissolved,

solid-state disparities in internal crystal structure between
polymorphs may yield vastly different physicochemical
properties; changes may include melting point, chemical
stability, solubility, enthalpy, dissolution rate, and color
to name a few. In fact, the Gibbs free energy difference
(DG) between two polymorphs (A and B) is directly rela-
ted to solubility of each polymorph (Sa and Sb) by Eq. (9).

DG ¼ �RT ln
Sa

Sb

� �

ð9Þ

The most-stable crystal always possesses the lowest
free energy (also the lowest solubility) and is the
judicious choice when developing stable suspensions.
Therefore, delineating the thermodynamic differences
between polymorphs is of great interest for develop-
ment of solid-state dosage forms and for predicting
solubility of drugs to be delivered orally via solutions.

SOLUBILIZATION TECHNIQUES

Often the desired drug concentration in a liquid dosage
form cannot be reached because of the drug’s low
water solubility. In fact, poor aqueous solubility is
observed in many drug candidates selected by high-
throughput screening, as lipophilic moieties are fre-
quently necessary for receptor binding. Solubilization
is the process by which the apparent solubility of a
poorly water-soluble substance is increased. Solubiliza-
tion techniques include cosolvency, salt formation,
prodrug design, complexation, particle size reduction,
and the use of surface-active agents (micellization).

Liquid Oral Preparations
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Fig. 1 Influence of solvent polarity on the solubility of drugs:
(A) Polar drug; (B) semipolar drug; and (C) nonpolar drug.
(From Ref.[11].)

Table 3 Dielectric constants of solvents at 25�C

Solvent Dielectric constant

Water 78.5

Glycerin 40.1 (42.5 in EPT)

Ethanol 24.3

N-Propanol 20.1

Benzyl alcohol 13.1

Polyethylene glycol 400 12.5 (13.6 in EPT)

Cottonseed oil 3.0

(From Ref.[9].)

Table 4 Comparison of drug solubilization techniques

Method

Approximate range

of solubility increase References

Cosolvency 1–1000x [11]

Salt formation 1–1000x [12]

Prodrug formation 1–1000x [13]

Complexation 1–100x [14]

Micellization 1–50x [15]
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Table 4 shows comparison of the magnitude of
solubility increases associated in general with various
solubilization techniques.

Cosolvency

Cosolvents are defined as water-miscible organic sol-
vents added in liquid drug formulations to increase
the solubility of poorly water-soluble compounds.
Cosolvency, then, refers to the technique of using
cosolvents to lower the free energy of a molecule in
solution per number of molecules dissolved in solution
(known as chemical potential). The need to use
cosolvents in the formulation of new drugs as solu-
tions remains high, especially with increasing structural
complexity and lipophilicity of new therapeutic
agents. Molecules lacking ionizable groups (or with
ionizable groups too low or high for pH adjustment)
cannot be rendered more water soluble via pH adjust-
ment, and cosolvency is frequently employed for
solubilization.

Cosolvency is highly effective in increasing drug
solubility. Advantages include large increases in drug
solubility and simplicity. Previously, ethanol was the
most commonly used solvent in oral preparations
because of its excellent solvent properties for many
non-polar drugs, as well as its favorable taste. Its use
is often undesirable, however, in preparations intended
for pediatric patients. Ethanol may also accentuate the
saline taste of ionic solutes.[16] Sorbitol, glycerin, pro-
pylene glycol, and several polyethylene glycol polymers
are cosolvents that are both useful and acceptable in
the formulation of oral liquids. For example, Fig. 2
shows solubilization curves of alprazolam in cosol-
vent–water systems.[17] Cosolvents are used not only
to affect solubility of the drug but also to improve
the solubility of volatile constituents used to impart a
desirable flavor or odor to the product. The primary
limitation of cosolvency is toxicity of many water-
miscible solvents, having high potential for increasing
drug solubility. Toxicological properties of solvents
limiting or eliminating their use in drug formulations
include general toxicity, target organ toxicity, or tissue
irritation. Even if found relatively non-toxic, a cosol-
vent is rarely administered neat (100%) because of
poor taste or objectionable odor. Although a cosolvent
may increase the solubility of the drug, it may also
affect the solubility of other polar or ionic components
of the formulation such as buffer materials.

Early formulation work on cosolvency involved an
empirical approach for choosing the type and amount
of cosolvent for a liquid vehicle. An improvement
in the purely empirical approach was the introduction
of alligation methods that could be used to reformu-
late vehicles based on experimental formulation or

solubility data. Moore,[18] reported a method using
approximate dielectric constants of the pure and mixed
solvents. The basic assumption is that all vehicles with
the same dielectric constant solubilize a given drug to
the same extent. However, the dielectric constant alone
is a poor predictor of the degree of drug solubility.
Rubino has described various mechanisms and equa-
tions that were derived with the objective of establishing
a basic understanding of and developing a mathematical
approach for interpreting and predicting drug solubility
behavior.
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Fig. 2 Solubilization of alprazolam by ethanol (&), pro-

pylene glycol (�), and glycerin (`). (From Ref.[17].)
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Salt Formation

Many poorly soluble, ionizable drugs can be readily
solubilized through salt formation.[19] Salt forms
are regularly selected to serve as self-buffers and
enhance the dissolution rates over the cognate conju-
gate acids and bases by altering pH of the diffusion
layer. In fact, salt formation can drastically alter the
physicochemical properties of a drug in the solid state,
which govern solubility. For example, the compound
a[-(2-Piperidyl) b-3,6-bis-(trifluoromethyl]-9-Phenan-
threnemethanol, an antimalarial agent, and its hydro-
chloride salt are both only slightly soluble in water.
However, its lactate salt is approximately 200 times
more soluble than the hydrochloride. This enhanced
aqueous solubility is attributed in part to the decrease
in crystal lattice energy, as indicated by a reduction in
the melting point. Furthermore, if a particular salt
form cannot be isolated because of its high solubility,
the same end result (i.e., desired aqueous solubility)
can be achieved by in situ salt formation. This is
accomplished by using an appropriate acid or base to
adjust the pH level while formulating the drug product
solution.

Prodrug Method

The solubility characteristics of a drug can be altered
by chemical modification; this is referred to as the
‘‘prodrug’’ approach. The term was first used by
Albert in 1958[20] for a compound that undergoes bio-
transformation before eliciting a pharmacological
response. This method has been successful in the case
of corticosteroids and recent prodrug blockbusters
including omeprazole, simvastatin, lovastatin, and
aciclovir to name a few. The addition of a cleavable
moiety (known as a promoiety) can help to overcome
carriers to bioavailability caused by undesirable
physicochemical properties inherent to a drug. Specifi-
cally, the addition of charged groups (including esters,
aminoacetyl, and acetates) or neutral polyethylene
glycol moieties has increased the aqueous solubility
of drugs. For example, the solubility of betamethasone
in water is 58 mg/ml at 25�C. The solubility of its diso-
dium phosphate ester (a charged ester promoiety) is
more than 100 mg/ml, an increase in water solubility
greater than 1500-fold. Also, an acetylated sulfona-
mide moiety enhanced the aqueous solubility of the
poorly water-soluble sodium salt of the COX-2 inhibi-
tor Parecoxib �300-fold.[21] Further examples of drugs
with promoieties added to increase the aqueous solu-
bility include celecoxib, fosphenytoin, and paclitaxel.
Although methods such as salt and prodrug formation
can result in high increases in aqueous solubility, they
require synthesis of essentially new drug entities, and

additional animal studies to confirm their efficacy
and safety. Thus, an undertaking of this magnitude
can be justified when no other reasonable approach
is available.

Complexation

Complexation is another means of improving the aque-
ous solubility of insoluble compounds; it is described
by Eq. (10)

n½D�s þ m½L�s ! ½Dn : Lm�s ð10Þ

where [D]s ¼ concentration of drug in solution;
[L]s ¼ concentration of ligand in solution; and
[Dn : Lm]s ¼ concentration of the drug–ligand com-
plex solution.

A complex is an entity formed when two molecules,
such as a drug and a solubilizing agent (ligand), are
bound by weak forces (e.g., dipole–dipole interaction
or hydrogen bonding). For complex formation to
occur, drug and ligand molecules must be able to
donate or accept a pair of electrons. Complexation
can drastically alter or mask the physicochemical
properties of a drug substance. Cyclodextrins are com-
monly employed as ligands to mask undesirable
properties of drugs by forming inclusion complexes.
In essence, an equilibrium process dictates complex
formation where the drug complexes with a methylene-
rich hydrophobic cavity inside the cyclodextrin ring.
In addition to increasing aqueous solubility, cyclodex-
trins have been shown to enhance taste, bioavailability,
safety, and other undesirable properties of liquid oral
formulations.

In general, complexation has several advantages
such as reversibility of these interactions. Complex dis-
sociation to individual reactants occurs rapidly and
spontaneously on dilution. Consequently, the biologi-
cal effects of complexes can be predicted based on
knowledge of the pharmacological properties of each
of the reactants. Another advantage is the predictabil-
ity and physical stability of these systems. Because
complex formation involves equilibrium attainment,
once the necessary data defining the system parameters
such as stability constants and solubility properties of
the complexes have been gathered, the behavior of
the system is reproducible and predictable. This con-
trasts with polymorphs and other crystal modifica-
tions, which can be thermodynamically unstable; they
may also undergo unpredictable time-dependent
changes leading to changes in solubility behavior.

The disadvantage of complexation is the require-
ment for ligands to be present in molar ratios equiva-
lent to or higher than those of the drug. The ligand
could have sensory or pharmacological effects deemed
unacceptable. The formulator must also take into
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account detrimental interactions of the ligand with the
excipients. Furthermore, the apparent solubility
increase realized by complexation compared with other
techniques is usually less by an order of magnitude.
Therefore, complexation is usually employed when
pH adjustment and cosolvents fail to provide adequate
aqueous solubility.

MICELLIZATION

Micellization has been defined by McBain as the
spontaneous passage of poorly water-soluble solute
molecules into an aqueous solution of a soap or a
detergent in which a thermodynamically stable sol-
ution is formed.[22] Mechanistically, this phenomenon
has been extensively investigated and surface-active
agents have been shown to form colloidal aggregates,
known as micelles. When surfactants (amphiphilic
polymers containing hydrophobic and hydrophilic
moieties) are initially added to liquids at low con-
centrations, they tend to orient at the air–liquid
interface. As additional surfactants are added, the
interface becomes fully occupied, and excess mole-
cules are forced into the bulk of the liquid. At still
higher concentrations, molecules of surfactant in
the liquid bulk begin to form oriented aggregates or
micelles; this change in orientation occurs abruptly,
and the concentration of surfactant in which it
occurs is known as the critical micelle concentration
(CMC). Solubilization may occur by virtue of
solute entrapment in or absorption onto the hydro-
phobic interior of the micelle. Thus, the ability of
surfactant solutions to dissolve or solubilize water-
insoluble materials initiates at the CMC and
increases with the concentration of the micelles.
One obvious caveat in utilizing micelles for drug
solubilization is that exposure to biological fluids
may dilute the surfactant below the CMC causing
drug precipitation.

It has been observed that lyophilic surface-active
agents with hydrophilic–lipophilic balance (HLB)
values above 15 are the best solubilizing agents.
Commonly used solubilizing agents in pharmaceutical
systems include polyoxyethylene sorbitan fatty acid
esters (Tween series), polyoxyethylene monoalkyl
ethers (BRIJ and MYRJ series), and sorbitan fatty
acid esters (Span series). The choice of solubilizing
agents is based on phase-solubility studies in which
drug solubility is determined as a function of surfac-
tant concentration; several surfactants are often
included in these studies. The appropriate surfactant
can then be selected based on its efficacy as a solu-
bilizer and effect on other product characteristics and
formulation adjuvants.

STABILITY

Drug substances are generally more susceptible to
degradation in liquids than in solid dosage forms. As
a class of formulations, oral liquids are more complex
in composition than parenterals, and more interactions
may occur affecting the stability of the product. It
is necessary to not only consider the solution stability
of the drug, but also the stability of excipients such
as colorants, flavors, preservatives, solubilizers, thick-
ening agents, and sweetening agents.

Chemical Stability

The techniques for predicting the chemical stability of
homogeneous drug systems are well defined.[23,24] The
formulation chemist should consider both the pH-
solubility profile and the pH-stability profile when
selecting the optimum pH for formulation of the liquid
oral dosage form. For example, Figs. 3 and 4 show the
pH-stability and pH-solubility profiles,[25,26] respect-
ively, for acetazolamide. The optimum pH for formu-
lating an acetazolamide liquid dosage form would be
at approximately pH 4, the pH of optimum stability,
although the solubility above pH 7 is better because
of sodium salt formation.

Physical Stability

Physical instability of liquid formulations involves the
formation of precipitates, less-soluble polymorphs,
adsorption of the drug substances onto container
surfaces, microbial growth, and changes in product
appearance.[27] Evaluation of product acceptability is
subjective and includes properties such as color,
odor, taste, and clarity. Dye stability depends on the
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Fig. 3 pH-stability profile of acetazolamide. (From Ref.[25].)
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excipients used in the formulation. For example, Food,
Drug, and Cosmetics (FD&C) Blue No. 2 has been
found to fade more rapidly in the presence of several
sugars (sorbitol, mannitol, dextrose, sucrose, and lac-
tose). In addition, trace amounts of impurities and
non-ionic surfactants such as pluronic F-68 contribute
to fading.[28,29]

Certain preservatives are physically unstable with
certain macromolecules.[30] For example, adsorption
of methyl p-Hydroxybenzoate to nylon was found to
be dependent on nylon membrane size and the concen-
tration of free methylparaben. The complexation of
methyl p-Hydroxybenzoate with Tween 80 depends
on the amount of free methylparaben and the concen-
tration of Tween 80. Similar results have been reported
for propyl p-Hydroxybenzoate.

COMPONENTS AND ADDITIVES

Sweetening Agents

Sweeteners are indispensable components of many
liquid oral dosage forms, especially those containing
bitter or other unacceptable tastes. In fact, sweetening
agents may comprise large portions of solid content in
most liquid oral dosage forms. Sweeteners are often
classified as either nutritive (caloric) or non-nutritive

(non-caloric). Non-caloric sweetening agents are pre-
ferred for diabetic patients, as ingestion does cause
increases in systemic glucose concentrations. Some of
the most commonly used sweeteners include sucrose,
sorbitol, mannitol, liquid glucose, honey molasses,
saccharin, aspartame, sucralose, and acesulphame-K
(Table 5). The types and concentrations of sweeteners
for common prescription liquid medications are
reported by Hill, Flaitz, and Frost.[31]

Sucrose is the most widely used sweetener, with a
long history of use. It is a white crystalline powder, sol-
uble in water and alcohol. It inhibits the growth of
microorganisms in solution at sucrose concentrations
above 65 wt% by reducing the water-activity coeffi-
cient. Official simple syrup is an 85% w/v solution of
sucrose in water. During the preparation of sucrose
solution, care should be taken to avoid charring and
caramelization caused by heat. Sucrose is chemically
and physically stable in the pH range of 4.0–8.0. It is
frequently used in conjunction with sorbitol, glycerin,
and other polyols, which reduce its tendency to crystal-
lize. One of the manifestations of the sucrose crystal-
lization is ‘‘cap-locking,’’ which occurs when sucrose
crystallizes on the threads of the bottle cap and inter-
feres with opening.

Liquid glucose is an extremely viscid substance that
imparts both body and sweetness to liquid formula-
tions. It is obtained by the incomplete hydrolysis of
starch and consists chiefly of dextrose, dextrins, malt-
ose, and water. It imparts a characteristic odor and
flavor to the formulation in similar fashion to honey
and molasses, but to a lesser degree. Although liquid
glucose is not a pure chemical entity, its method of
manufacture can be well controlled, and batch-to-
batch variability is usually not significantly problematic.
The same is not true of honey and molasses, in which
quality depends on uncontrollable natural factors.

Saccharin (Sweet’N Low�) is a non-nutritive syn-
thetic sweetening agent. It has approximately 500 times
the sweetening power of sucrose, depending in extent
on the strength of the solution. The relative sweetening
power is greatest in dilute solution. Saccharin is a
sucrose substitute for diabetics, the obese, and others
who do not wish to ingest sucrose. It is commonly
found in its sodium salt form, which is more palatable
than saccharin and comparatively free of unpleasant
aftertaste. Sodium cyclamate is another synthetic
sweetening agent that is approximately 30 times as
sweet as sugar. However, its use as an artificial sweet-
ener is banned in the U.S.A. because of the possible
toxicity of its metabolite cyclohexylamine.

Aspartame (NutraSweet�, Equal�), N-L-a-Aspartyl-
L-Phenylalanine methyl ester, is 200 times sweeter
than sucrose and, unlike saccharin, has no aftertaste.
Its aqueous solubility is adequate for formulation pur-
poses. It is stable in the solid form, but its stability in

0.5

1

1.5

2

2.5

3
S

ol
ub

ili
ty

 (
m

g

pH
1 2 3 4 5 6 7 8 9

/m
l)

Fig. 4 pH-Solubility profile of acetazolamide. (From Ref.[26].)
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Table 5 Common sweetening agents

Sweetener Caloric

Sweetening

intensity Chemical structure Comments

Sucrose Yes 1
CH2OH

CH2OH

HOCH2 O

O

O

HO HOOH

OH OH

Most commonly used,
known as table sugar

Fructose Yes �1.2

O OH

HO

OH

HO

OH

O

HO

OH

OH

HO

OH

Rapid onset of
perceived sweetness,

remains soluble when
refrigerated

Glucose Yes �0.5–0.9
CH2OH

O
OH

OH

OH
H

H

HH

H

HO

D-glucose is commonly
referred to as dextrose

Sorbitol No �0.6
CH2OH

CH2OH

CH

HHO

OHH

OH

C

C

OHH C

Overall pleasant taste

Saccharin,
(Sweet’N Low�)

No �500
O

NH

SO2

Unpleasant aftertaste

Sodium cyclamate No �30
H

N S O–Na+

O

O
Banned in U.S.A.
(1970s) owing to
carcinogenic concerns

Aspartame,
(NutraSweet�, Equal�)

No �200

H

CC CONH COOCH2

H CH2

NH2

HOOCCH2

Not very stable
in solution

(Continued)
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solution depends on temperature and pH. It hydro-
lyzes to aspartylphenylalanine and diketopiperazine,
with a loss in sweetness by aspartame synergistic with
saccharin, sucrose, glucose, and cyclamate. In addition,
its taste can be improved by adding sodium bicarbon-
ate, gluconate salts, and lactose.[32]

Newer non-caloric sweetening agents have come to
market in the last decade. Sucralose (Splenda�) is
approximately 600 times sweeter than sucrose and
differs from sucrose by the substitution of three chlori-
nes for hydroxyl groups. Sucralose is heat-stable and
stable over a wide pH range affording its utility in
formulations prepared at high temperatures. Acesul-
phame-K (Sunett�, Sweet One�) is approximately
200 times sweeter than sucrose and is commonly used
concomitantly with aspartame to synergistically
enhance overall sweetening. This sweetener is also heat
stable. Furthermore, Monoammonium glycyrrhizinate
has even been used in liquid oral preparations.

Flavoring Agents

The flavoring of pharmaceuticals is of great impor-
tance in liquid dosage forms intended for oral use as
they mask the disagreeable tastes of drugs. Further-
more, flavoring agents are regularly exploited for
taste masking in clinical trials where it is essential for
subjects to lack differentiation between placebo and
drug-containing formulations. Flavoring agents are
thoroughly reviewed in an entry in this series.

Coloring Agents

Although the use of colorants in medicinal products
affords no direct therapeutic benefit, the psychological

effects have long been recognized. The appearance of
clear liquid products depends primarily on the color
and clarity of the solution. Many patients rely on color
to recognize the prescribed drug and proper dosage.
Unattractive medication can be made acceptable to
the patient by careful selection of color. Color is
usually chosen according to the flavor of the product
(for example, yellow for lemon or red for cherry).

The current list of FD&C-certified colorants con-
tains both dyes and lakes. The latter are pigments that
are insoluble in water and that impart color by disper-
sing and reflecting light; they are not used for aqueous
solutions. In contrast, FD&C dyes are water-soluble
and exhibit color by transmitting light. Dyes should
be used at the lowest possible concentration required
to produce the desired color; higher concentrations
can result in a dull color. Most liquid drug products
have dye concentrations of less than 0.001%. Because
dyes are usually present in trace amounts, they are dis-
solved before mixing with the bulk of the formulation,
ensuring complete dissolution before further pro-
cessing. If dye is added directly to the bulk mixing
tank, the presence of small amounts of undissolved
materials is difficult to determine and can cause pro-
blems later during the compounding. Factors influen-
cing the shade and stability of dyes in liquid systems
must be carefully considered. Among these are pH
level, microbiological activity, final package exposure
to light, and dye compatibility with other ingredients.
Because color shades vary greatly at different pH
values, pH control is extremely important. All soluble
dyes contain reactive sites, and some dyes may be
incompatible with compounds containing polyvalent
cations (such as calcium, magnesium, or aluminum)
and precipitate. Certain dyes, such as FD&C Blue
No. 2 and FD&C Red No. 3, exhibit poor stability

Table 5 Common sweetening agents (Continued)

Sweetener Caloric

Sweetening

intensity Chemical structure Comments

Sucralose,

(Splenda�)

No �600

CI

CH2OH

C

H
OH

C

H

OH

C

H

H

C

H

C

CICH2

C

OH

H

C

OH

H

C

CH2CI

C O

O

O

H

Stable over a broad

pH range, heat stable

Acesulfame-K,

(Sunett�, Sweet One�)

No �200
O

O
O

O
S

N- K+

Heat Stable, synergist

sweetening enhancement
with aspartame
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in aqueous solutions hence precluding their use for
coloring aqueous liquid pharmaceutical products.

Preservatives

Liquid oral preparations are the most likely of all
non-sterile pharmaceutical products to be contami-
nated by microorganisms. Most of these preparations
are marketed in a multidose form, enhancing the risk
of exposure to microbes upon repeat dosing. The
inclusion of sugars and other excipients only enriches
the preparation with growth-supporting substrates.
The manufacturing process also may contribute to
possible microbiological contamination. In addition
to the risks associated with even purified (USP) water,
many raw materials of natural origin are used that may
contain a large number of viable spores. Many over-
the-counter pharmaceutical products have been pre-
pared traditionally at low costs without sufficient care
to prevent potential microbiological contamination.
Therefore, it is essential that liquid preparations be
protected against microbiological deterioration by
adequate preservation.

Preservatives must fulfill certain criteria for accept-
ability. The major factors are those of safety and lack
of toxicity after oral intake, particularly because liquid
medications are often administered to children and the

elderly. Preservatives must be soluble, stable, microbiolo-
gically active against a broad range of microbes, and
compatible with the active ingredient as well as with other
components of the formulation. Preservative efficacy can
be modulated by factors such as preservative concen-
tration, temperature, pH of the formulation, interactions
with extraneous organic materials, and even by partition-
ing of the preservative away from the aqueous phase in a
multiphase system.

An ideal preservative that meets all the require-
ments does not exist. The choice must be made on an
individual basis, balancing antimicrobial efficacy against
safety. The antimicrobial preservatives are classified into
four major types: acidic, neutral, mercurial, and quater-
nary ammonium compounds (Table 6).[6] Frequently, a
combination of two or more of these preservatives is
needed to achieve the desired efficacy.

Acidic preservatives are the most widely used for
oral preparations, such as the p-Hydroxybenzoic acid
esters and salts of benzoic acid. These are adequately
soluble in aqueous systems and possess both antifungal
and antibacterial properties. Methyl and propyl
p-hydroxybenzoic acid are often used together in a
10 : 1 ratio. Concomitant use of multiple esters makes
possible a higher total preservative concentration
owing to the independent solubilities of each and,
according to some researchers, maximizes the anti-
microbial effect.

The other three classes of preservatives have been
widely used in ophthalmic, nasal, and parenteral pro-
ducts, but not frequently in oral liquid preparations.
The neutral preservatives are volatile alcohols; their
volatility introduces problems of odor and loss of
preservative on aging in multidose preparations. The
mercurials and quaternary ammonium compounds
are excellent preservatives but are subject to incompat-
ibilities.[33] Mercurials are readily reduced to free
mercury, and the quaternary compounds are inacti-
vated by anionic substances.

The use of multiple preservatives in a liquid for-
mulation can be extremely advantageous. Individual
preservatives are able to interact synergistically or
antagonistically with one another. Synergy in com-
bination preservative systems is thought to occur
by inhibition of preservative inactivation, increasing

Table 6 Preservatives used in pharmaceutical systems

Preservative

Usual

concentration (%)

Acidic

Phenol 0.2–0.5

Chlorocresol 0.05–0.1

a-Phenylphenol 0.005–0.01

Alkyl esters of p-hydroxybenzoic acid 0.001–0.2

Benzoic acid and its salt 0.1–0.3

Boric acid and its salts 0.5–1.0

Sorbic acid and its salts 0.05–0.2

Neutral

Chlorobutanol 0.5

Benzyl alcohol 1.0

b-Phenylethyl alcohol 0.2–1.0

Mercurial

Thiomersal 0.001–0.1

Phenylmercuric acetate and nitrate 0.002–0.005

Nitromersol 0.001–0.1

Quaternary ammonium compounds

Benzalkonium chloride 0.004–0.02

Cetylpyridinium chloride 0.01–0.02

(From Ref.[16].)

Table 7 Buffers commonly used in liquid pharmaceutical
products

Buffer pH Usual concentration (%)

Acetic acid and a salt 3.5–5.7 1–2

Citric acid and a salt 2.5–6 1–3

Glutamic acid 8.2–10.2 1–2

Phosphoric acid salts 6–8.2 0.8–2

(From Ref.[6].)
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accessibility of a preservative to the target or by acting
at different molecular targets. The advantages of
achieving synergy in the selection of a preservative
system can include increased antimicrobial activity
over a broader range of microbes, enhanced efficacy
in microbial killing concurrent with lower preservative
concentrations (can mitigate potential toxicity of single
preservatives in higher concentrations), and a longer
duration of antimicrobial action and others.

Buffers

Changes in pH of a preparation may occur during
storage because of degradation of the product, interac-
tions with container components, or dissolution of
gases and vapors. To avoid these problems, buffers
are added to stabilize pH levels. A suitable buffer
system should have adequate buffer capacity to main-
tain the pH level of the product during storage. It can
be based on the pH profile of the drug in solution.
Commonly used buffer systems are acetates, citrates,
phosphates, and glutamates (Table 7). Although
buffers ensure pH stability, the buffer system can affect
other properties such as solubility and kinetics. Buffers
can act adversely as general-acid or general-base
catalysts and cause degradation of the drug substance.
The ionic-strength contributions of the buffer systems
can also affect stability. Therefore, the effect of buffer
species should be studied before selecting any buffer
system.

Antioxidants

Many drugs in solution are subject to oxidative degra-
dation. Oxidation is defined as a loss of electrons from
a compound that results in a change in the oxidation
state of the molecule. Such reactions are mediated by
free radicals or molecular oxygen, and are often cata-
lyzed by metal ions. Furthermore, oxidation often
involves the addition of oxygen (or other electronega-
tive atoms like halogens) or the removal of hydrogen.

Drugs possessing favorable oxidation potential are
especially vulnerable to degradation. Agents with an
oxidation potential lower than that of the drug in
question are called antioxidants. They are added to
solutions alone or in combination with a chelating
agent or other antioxidants and function by being
preferentially oxidized and gradually consumed or by
blocking an oxidative chain reaction where they are
not consumed.

Salts of sulfites are the most common antioxidants
in aqueous solutions. Irrespective of which sulfite salt
is added, the antioxidant activity depends on its final
concentration and the final pH level of the formu-
lation; commonly sodium metabisulfite is used at low

pH, sodium bisulfite at near neutral pH, and sodium
sulfite is used at basic pH. A single antioxidant may
provide incomplete protection and hence combinations
are often used. Certain compounds (e.g., ascorbic and
citric acids) have been found to act as synergists,
increasing the effectiveness of antioxidants, particularly
those that block oxidative reactions. Frequently, chelat-
ing agents such as edetic acid derivatives (EDTA) are
used in formulations containing trace amounts of
heavy metals that would otherwise catalyze oxidative
reactions. Additionally, synthetic phenolic compounds,
such as butylated hydroxytoluene (BHT), serve as
hydrogen atom donors and can successfully prevent
oxidation of oils and fats in oral liquid formu-
lations. Furthermore, certain properties of the selected
primary packaging (such as oxygen transmission rates,
polymer degradation, impurities, etc.) can readily lead
to oxidation of drug molecules in solution and hence
may require the addition of antioxidants to maintain
product stability.

Viscosity-Controlling Agents

It is sometimes desirable to increase the viscosity of a
liquid to provide or to improve palatability or pour-
ability. This can be achieved by viscosity-controlling
agents such as polyvinylpyrrolidones, carbomers, and
various cellulose derivatives. Aqueous solutions con-
taining these compounds are stable over a wide pH
range. Methylcellulose and carboxymethylcellulose
are available in a number of different viscosity grades.
The latter may be used in solutions containing up to
50% alcohol without precipitating. However, precipi-
tation can occur with the insoluble salts to a number
of multivalent metal ions such as Al3þ, Fe3þ, and
Ca2þ. Methylcellulose polymers do not form insoluble
salts with metal ions but can be salted out when the
concentration of electrolytes or other dissolved materi-
als exceeds certain limits. These limits may vary from
2% to 40%, depending on the electrolyte and the type
of methylcellulose involved. Viscosity-inducing poly-
mers should be used with caution. They are known
to form molecular complexes with a variety of organic
and inorganic compounds. It is conceivable that highly
viscid systems that resist dilution by gastrointestinal
fluid may impede drug release and absorption.

MANUFACTURE

The preparation of liquid drug preparations involves
choosing the ingredients (using principles already
addressed) and the manufacturing equipment. The
basic principles involved are the same, regardless of
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the materials and the quantities involved. Carstensen
and Mehta report the scaling-up of solution dosage
forms,[34] including heating, agitation, and clarification
along with basic equations and calculations.

Liquid processing lends itself to computer-controlled
automation. A few pharmaceutical firms have already
instituted automated or semiautomated processes for
several large-selling liquid products.[35]

Raw Materials

Although purified water (USP) is required in all opera-
tions, it is particularly important in liquid manufactur-
ing. If deionized and other water-treatment equipment
is used, special attention must be given to routine
microbiological and chemical testing. Storage tanks
for glycerin and propylene glycol should be con-
structed to facilitate examination as well as cleaning.

Equipment

Simple solutions are most straightforward to scale up
but require tanks of adequate size and suitable mixing
capacity.[35] Most equipment should have heating and
cooling capabilities for rapid dissolution of formu-
lation components. Adequate transfer systems and fil-
tration equipment are required, but they must be
monitored to ensure that they can clarify the product
without removing active or adjuvant ingredients. All
equipment must be made of suitable, non-reactive sani-
tary materials and be designed and constructed to
facilitate easy cleaning. Liquid pharmaceutical proces-
sing tanks, kettles, pipes, mills, filter housings, and so
forth are most frequently fabricated from stainless
steel. Of the three types commonly used in the industry
(304, 308, and 316), type 316 is most often used
because it is the least reactive. Stainless steel is virtually
non-reactive but may react with some acidic pharma-
ceutical liquids. This problem can be minimized by
treating the stainless steel with acetic acid or nitric acid
solution to remove surface alkalinity. This process,
known as passivation, may be needed periodically.
For example, if an alkaline cleaning agent is used
between batches of a reactive product, passivation
may be required before the subsequent batch can be
prepared.

Interaction with metallic surfaces can be minimized by
using polytetrafluoroethylene (Teflon) liners. Although
Teflon is inert, these liners have the potential disadvan-
tages of cracking, breaking, flaking, and peeling, with
resulting product contamination.

A valuable and practical discussion on the design of
piping, valves, mixers, pumps, and controls to produce
high-quality liquid products is given by FitzSimon.[36]

Methods of Preparation

Dilute solutions of rapidly dissolving materials are
prepared by adding solute to the solvent and agitating
until the solution in homogeneous. Heat may be
required for more concentrated solutions or when the
solute is slow to dissolve. Excipients are usually added
in a specified order to increase the rate of dissolution
and to facilitate a rapid approach to equilibrium. For
this reason, menthol and flavors are charged as
alcoholic solutions to the batch. Solutes present in
small concentrations, particularly dyes and other
intensely colored materials, should be dissolved before
mixing with the main portion of the batch to ensure
complete dissolution. If the solutes were charged
directly to the bulk-mixing tank, detection of small
amounts of undissolved material at the bottom of the
tank is difficult. As a rule, complete solution should
be confirmed at every stage in the manufacture of a
homogeneous liquid. In the laboratory, liquids are
usually measured by volume. However, in large-scale
production, gravimetric means of measurement are
used. For this reason, all liquids components of the
formulation are expressed in units of both volume
and weight.

Solutions must be filtered and clarified; this stage of
the process is called ‘‘polishing.’’ A highly polished
solution requires the removal of particulate matter down
to at least 3mm. Filters used in the manufacturing, pro-
cessing, or packing of liquid drug products intended for
human use should not release fibers. If a fiber-releasing
filter needs to be used, it must be followed by a non-
fiber-releasing filter of optimum porosity. Filter aids
are commonly used to improve clarity and increase the
flow rate, thus decreasing filtration time. The amount
and type of filter aid must be determined during the
development of the product; the amount usually does
not exceed 0.5 g/L. Examples of filter aids are diato-
maceous earth, carbon, expanded perlite, and cellulose.

Filling and sealing

A liquid may be removed from a bulk container in
portions to individual-dose containers more easily
and uniformly than solids. Certain fundamental fea-
tures are found on all machines used for filling con-
tainers with liquid. A means of agitation is used for
repeatedly forcing a measured volume of the liquid
through the orifice of a delivery tube designed to enter
the constricted opening of a container. The size of the
delivery tube is governed by the opening in the con-
tainer, the viscosity and density of the liquid, and the
desired speed of delivery. The tube must freely enter
the neck of the container and deliver the liquid deep
enough to permit air to escape without sweeping the
entering liquid onto the neck or out of the container;
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the tube should have the maximum possible diameter.
Excessive delivery force causes splashing and trouble-
some foaming, if the liquid has a low surface tension.

Small volumes of liquids (usually for pediatric use)
are delivered by the stroke of the plunger of a syringe,
which forces the liquid through a two-way valve that
provides for an alternative filling of the syringe from
a reservoir and delivery to a container. For heavy, vis-
cous liquids, a sliding piston valve provides more posi-
tive action. A drop of liquid normally hangs at the tip
of the tube after a delivery, which is removed by a
retraction device. Filling machines are designed so that
the parts through which the liquid flows can be easily
dismantled for cleaning. These parts are constructed
of non-reactive materials such as stainless steel.
Small-volume filling machines are designed to deliver
volume precisely. Syringes are typically also made of
stainless steel. The stroke of the syringe can be
repeated precisely; therefore, once a particular setting
has been calibrated for a delivery, high precision is
possible. The precision can be affected by certain oper-
ating factors such as the speed of delivery, uniformity
of speed, expansion of rubber tubing connecting the
valve to the delivery tube, and rapidity of the action
of the valves.

Large-volume filling does not normally require as
rigorous precision as small volumes. Therefore, bottles
of solution are usually filled by gravity, pressure, or
vacuum devices. Gravity filling is relatively slow but
simple. The liquid reservoir is connected to a shut-off
device at the filling line, which is usually hand operated;
the bottles are filled to graduation marks. The pressure-
pump filler is often operated semiautomatically, differ-
ing from the gravity filler principally in that the liquid is
under pressure. It is usually equipped with an overflow
tube connected to a receiver to prevent excess filling.

Vacuum filling is commonly used for large liquid
volumes because of easy adaptation to automation.
A vacuum is produced in a bottle when the nozzle gas-
ket seals against the lip of the bottle being filled. The
vacuum draws the liquid from a reservoir through
the delivery tube into the bottle. When the liquid level
reaches the level of an adjustable overflow tube, the
seal is mechanically loosened, and the vacuum is
released. Any liquid drawn into the vacuum line is
collected in a receiver and returned to the reservoir.

Accuracy and precision of filling with liquids vary
with the method. Therefore, a method is selected to
provide the degree of accuracy and precision required.
A slight excess is required in each container to compen-
sate for losses that occur at the time of administration
resulting from adherence to the wall of the container.
Danger of overdose and economic factors limit the
amount of excess desirable in a given container.

Highly viscous solutions require specially designed
equipment. To obtain a reasonable flow rate, high

pressure is applied, or containers with large openings
are used to permit the entry of large delivery tubes.
Jacketed reservoir tanks may be used to raise the
product temperature to lower its viscosity.

A problem common to all types of machines that fill
containers with liquid, particularly bothersome in
high-speed automatic equipment, is excessive foaming.
Foaming during the filling operation can be reduced by
using filling equipment that minimizes product turbu-
lence, closed-system filling to limit the introduction
of air or other gases that cause foaming, mechanical
defoaming devices, or reduction in the speed of the
filling line. All these methods introduce considerable
engineering and production difficulties. Careful con-
sideration of the problems that might eventually be
encountered in large-scale production and high-speed
filling operations should be planned early in the pro-
duct development process.

Furthermore, a microbial survey should be
performed on all packaging materials that come in
contact with the product to ensure the absence of
microbial contamination. Attention must also be given
to details during packaging operations. For example, on
small-volume orders, bottle closures, or tips for plastic
squeeze-spray containers are often placed on the product
by hand. This procedure can be a source of microbial
contamination unless operators use gloves that are
sterilized and disinfected periodically during use.

ARTICLES OF FURTHER INTEREST

Buffers, Buffering Agents, and Ionic Equilibria,
p. 385.

Coloring Agents for Use in Pharmaceuticals, p. 648.
Complexation: Cyclodextrins, p. 671.
Complexation: Non-Cyclodextrins, p. 697.
Corrosion of Pharmaceutical Equipment, p. 782.
Cosolvents and Cosolvency, p. 806.
Flavors and Flavor Modifiers, p. 1763.
Solubilization of Drugs in Aqueous Media, p. 3311.
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INTRODUCTION

Lozenges are solid preparations that contain one or
more medicaments, usually in a flavored, sweetened
base, and that are intended to dissolve or disintegrate
slowly in the mouth. They can be prepared by molding
(gelatin and/or fused sucrose and sorbitol base) or by
compression of sugar-based tablets. Molded lozenges
are sometimes referred to as pastilles, whereas com-
pressed lozenges may be referred to as troches. They
are intended to be allowed to dissolve on the back sur-
face of the tongue to provide drug delivery locally to
the mouth, tongue, throat, etc., to minimize systemic
and maximize local drug activity.

The USP[1] currently recognizes Cetylpyridinium
Chloride Lozenges and Nystatin Lozenges. However,
more than five dozen over-the-counter (OTC) lozenge
products are currently marketed.[2] These contain a
variety of active ingredients including antimicrobials
and local anesthetics for throat pain; aromatics, her-
bals, zinc salts, decongestants, and cough suppressants
for colds, allergy, cough, and congestion; and nicotine-
like substances for smoking cessation.

HARD CANDY LOZENGES

Raw Materials

The types of raw materials used in medicated lozenges
may vary according to a number of factors. Most
medicated lozenges contain sugar, corn syrup, acidu-
lant, colorant, flavor, and the medicament.

Sucrose, a disaccharide of glucose and fructose, is
obtained from sugarcane or beet. The choice of beet
or cane sugar is based on availability and geographical
considerations. Sucrose and sucrose products are used
in medicated lozenges because of their value as neutral
sweeteners, their ready solubility, and their function as
a ‘‘drier’’ to reduce the weight of the confection
through crystallization. Invert sugar, derived from
sucrose, possesses the very desirable physical property
of controlling the crystallization of concentrated sugar

solutions and maintaining freshness of the finished
product through its humectant properties.

Corn syrup is used in almost every type of confection
to control sucrose and dextrose crystallization, which
may lead to crumbling. Corn syrup in appropriate pro-
portion with sucrose and dextrose allows the formation
of an amorphous glass and produces a candy with the
desirable appearance. The following physical properties
of corn syrup are extremely important in the preparation
of medicated candies: density, dextrose equivalent (DE),
hygroscopicity, sugar crystallization, viscosity, freezing-
point depression, and osmotic pressure.

Colorants are incorporated into medicated lozenges
for appearance, product identification, and masking of
physical degradation. Dyes and other organic color-
ants may degrade by heat or light via oxidation,
hydrolysis, photooxidation, etc., and their compati-
bility with drug, excipients, and process conditions
should be studied before selection. Suppliers of colors
are excellent sources of information on current regula-
tory status of colorants.

Acidulants are generally added to medicated
lozenges to fortify and strengthen their flavor profile.
Organic acids such as citric, malic, fumaric, and tartar-
ic acids are most commonly used. Citric acid alone or
in combination with tartaric acid is the most common.
Another use of acids in medicated lozenges is to alter
the pH to maintain the integrity of the drug. Regular
conversion corn syrup has a pH of 5.0–6.0. Addition
of a weak organic acid to improve flavor lowers it to
2.5–3.0, a pH at which some medicaments exhibit
maximum stability.[3] If necessary, some drugs can be
stabilized by adjusting the pH to 7.0–8.0 with a suitable
weak base such as calcium carbonate. Some research
has shown that excessive use of acidic lozenges could
have the potential to enhance existing dental erosion,[4]

and that low pH (2.6–3.7) leads to dissolution of cal-
cium and phosphorous from hydroxyapatite.[5] Others
have shown that excessive use of citric and tartaric
acids may effect bioavailability of zinc in zinc
lozenges.[6,7] Another report indicated that the activity
of cetylpyridinium chloride in candy-base lozenges is
influenced by pH, with >5.5 being most desirable.[8]
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Acceptable taste is necessary to ensure patient
acceptability, and this can be the determining factor
between commercial success and failure of an OTC
product. Flavors used in medicated lozenges must be
compatible with the drug and excipients and capable
of withstanding the rigors of the manufacturing con-
ditions. Flavors consist of numerous chemicals that
may interact with excipients or medicaments and that
degrade by heat and light. Aldehydes, ketones, and
esters may react with drugs. A classic example of
flavor–drug interaction is that of a primary amine drug
(benzocaine, phenylpropanolamine) with aldehyde-
containing flavor components like cherry, banana,
etc., resulting in the formation of a Schiff base, drug
decomposition, and loss of efficacy. Adjustment of loz-
enge base pH to accentuate certain flavors (e.g., citrus)
may also result in incompatibility with some medica-
ments (e.g., benzocaine).

The last major ingredient in lozenges is salvage
obtained from lozenge batches rejected because of
imperfect shape or size, presence of air bubbles, or
unacceptable drug concentration. Salvage, if properly
heated, can be reused in finished products without
altering color, texture, lozenge base composition, or
drug concentration.[9] Before any salvage can be used
as part of a medicated lozenge base, it should be
adjusted to a pH of 4.5–7.5 to prevent excessive and
uncontrolled formation of reducing sugars, and the
stability of the drug at cooking cycles should be
determined.

Processing Methods

There are three types of candy-base cookers: fire
cookers, high-speed atmospheric cookers, and vacuum
cookers. Vacuum cooking is the process of choice for
manufacturing hard candy lozenges. It is based on
the principle that water boils at a lower temperature
under vacuum, and can thus be removed. Sugar solu-
tions and corn syrup are boiled at 125–132�C, vacuum
is applied, and, due to the heat of the batch, additional
water is boiled off without further heating. The result-
ing vapor is condensed and removed by the cooling
water of the vacuum pump.[3]

The continuous batch process cooker installation
consists of an automatic sugar dissolver, a sugar solu-
tion and corn syrup storage unit, metering pumps,
precookers and a holding tank, a vacuum pump,
and a collection kettle.[10] Precookers are standard
steam-jacketed kettles equipped with an additional
heat exchanger to provide better circulation in
addition to more exchange surfaces. Each component
(water, sugar, corn syrup, and salvage) is added by
pumps and metering devices controlled by one gear-
ing system, in order to bring the finished precooked

syrup to the desired temperature (110–120�C) in
1 min or less.[3] The short dwell time significantly
reduces the Browning reaction and the amount
(1–2%) of invert sugar developed.[11] Cooking
machines consist of a heating coil, intermediate cham-
ber, vacuum chamber, flow metering valve, turning
device that charges the receiving kettle, receiving ket-
tle, kettle turning device, and rotary vacuum. In the
standard procedure, a precooked sugar–corn syrup
solution at 110–120�C is passed through a chrome–
nickel steel cooking coil housed in a steam dome at
a temperature of 135–150�C. The coil leads to an
intermediate chamber that is vented to the atmos-
phere. From the intermediate chamber, the syrup is
sprayed into the vacuum chamber, which is regulated
by a vacuum-actuated metering valve. This affects
reevaporation of the sugar mass,[12] further increasing
the content of dry substance. An adjustable timing
device charges the receiving kettle by opening an air
valve the moment the batch is cooked. The filled
receiving kettle drops from the vacuum hood and is
held in front of the cooker by a spring-activated
timing device; it is replaced by an empty one.[3] The
kettle is charged by the syrup pump, resulting in uni-
form weight of all batches. By selecting an appro-
priate model, more than 3000 kg of candy can be
produced per hour.

Replacement of the collection kettle by a continu-
ously moving stainless steel belt to carry the candy
base away from the cooker at a predetermined rate
in an unbroken stream has resulted in the continuous
process cooker, which has some advantages and some
limitations. Its advantages are high-speed production,
improved organoleptic characteristics, extended shelf
life for physical properties, and cost effectiveness.
The disadvantages are reduced controls, the addition
of flavor at very high temperature, and increased
possibility of non-uniform candy-base production.
Preparation of candy base from gear metering of
sugar solution and corn syrup to vacuum drying is
identical to the batch process described above. How-
ever, candy base is continuously drawn off in a thin
ribbon. As it leaves the cooker the flavor, preheated
to 50–60�C, is injected. The flavored candy mass is
dropped onto a variable-speed rotary cone head
where it is mixed. Medicament as a solution or dis-
persion, preheated to 110–120�C, can be metered into
the candy mass through dosing pumps. The candy
mass then slides down the delivery chute onto the
stainless-steel belt where it is mixed and sized by
plows and rollers. The temperature of the conveyor
belt is controlled by a spray of heated water that
can be adjusted as necessary. The acidulant may be
deposited onto the candy mass via a vibratory dosing
auger;[9] the subsequent steps are identical to those of
the batch process.
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Candy-Base Manufacturing

The first step in the manufacture of medicated lozenges
is the preparation of candy base, followed by the
addition of medicament, flavor, acidulants, colors,
etc., and finally by lozenge formation. Irrespective of
process, the manufacture of medicated lozenges
involves the cooking of candy base, mixing, batch
forming, ‘‘rope’’ sizing, adjustment of weight, lozenge
formation, cooling, and storage of lozenges.

Candy base is prepared from liquid sugar (67%
sugar) and corn syrup (liquid glucose 43�Bé, 80%
solids) in a ratio of about 60 : 40. Precooking is
initiated under vacuum at controlled temperature.
The precooked solution is transferred into the steam-
heated coil, where it is boiled and from which it is
moved to the intermediate chamber where final mix-
ture is produced.[3] The final moisture content of candy
base should be about 1%, its temperature about 135�C,
and its consistency plastic-like. The candy base is
transferred into a kettle mounted on a suitable scale
and, if necessary, batch weight is adjusted.

Heat-stable colors are added at this point as cubes
or paste. The colored candy base is transferred to a
cold stainless-steel cooling plate for the mixing oper-
ation. Mixing can be manual or mechanical, using a
series of plows and rollers, or a mixer consisting of
two arms, a plunger, and a slowly rotating table top.

The temperature of the mixing table is maintained
at 40–50�C. Flavor, medicament, acidulant, and
ground salvage are added to the colored candy mass
when mixing is initiated. After completion, the medi-
cated candy base is transferred to a warm slab and
allowed to equilibrate to a uniform temperature.

The mass is cut into workable portions, properly
tempered, and placed into batch-forming (holding)
machines. For candy formers requiring a flat sheet,
heated tables are used. For candies requiring cylindri-
cal pieces to be fed into the batch formers, batch rollers
are used. A plastic-like mass is formed into a sugar
cone and transferred at a predetermined rate to the
sizing roller. The operation of the batch former is syn-
chronized with the rope sizer.[12] In order to maintain a
temperature at which the outer shell of the candy
would not crack, the batch formers are kept at
80–90�C.[3]

The height to which the batch formers are adjusted
andthe amount of material in them dictates the deliv-
ery rate of the candy flowing as a rope from the batch
former to the sizing rollers. The sizers consist of sets of
successively smaller forming rolls. The thickness of the
rope is determined by the diameter of the sizing rollers
and governs the weight and size of the candy. The
sizers are generally heated to maintain temperatures
of 50–60�C, preventing the candy from cracking by
rapid cooling.[12]

For the formation of the final lozenge, the candy
rope is discharged into a forming machine. The formed
lozenges are then fed onto the distribution belt, which
provides intensive cooling and shaking to prevent
deformation of the still plastic lozenge.[12]

The formed candy must be cooled as quickly as
possible to prevent loss of shape. The candy is usually
cooled on a conveyor belt made of chain or canvas.
Multibelt coolers are designed in such a way that the
first narrow belt (15–20 cm wide) runs as rapidly as
the candy-forming machine. At the end of the first belt,
a breaker separates the candy and distributes the
lozenges uniformly across a wider, slower-moving
second belt. The third belt is still wider and travels even
more slowly, allowing enough time to cool the lozenge
to the desired temperature (below 35�C).[3]

In the sizing operation, the medicated lozenges are
collected as they leave the cooling belt and transferred
to a series of counterrotating rollers separated via
caliper adjustment.[12] The sizing operation removes
all oversized and undersized lozenges, ensuring uni-
formity.

The properly sized lozenges are collected and stored
in a climate-controlled room at 15–20�C and a relative
humidity of 25–35% until the product is cleared by the
quality control unit for packaging.

Recent technological advances in lozenge manufac-
ture include a patent[13] that teaches a continuous
process for producing dextromethorphan lozenges. A
new lozenge cutter apparatus consisting of a drum with
an array of cutter elements is described in a 1997
patent.[14] A distributing device for feeding lozenges
(or other flat products) via a feed conveyor to a ‘‘user’’
machine, such as a packager, is described in a 1993
patent.[15]

COMPRESSED TABLET LOZENGES

Commercially, the preparation of lozenges by tablet
compression is less important than hard-candy manu-
facturing techniques. Essentially, lozenge tablets differ
from conventional tablets only in their organoleptic
and non-disintegrating properties and slower dissol-
ution rate. The associated attributes of pleasant taste
with or without matching color, smoothness, and
mouthfeel during prolonged dissolution on the tongue,
and the physical consideration of holding the tablet in
the mouth while swallowing its dissolved components,
present unusual formulation requirements compared
to those of tablets intended for swallowing or chewing.
The commonly used drugs mentioned previously tend
to be bitter, unpleasant tasting compounds. The desire
to release these agents slowly in the mouth, in constant
contact with the tongue, demands a formulation
approach unlike that found in any other dosage form.
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Processing and Excipients

Any of the common tablet-processing methods, such as
wet granulation, dry granulation, or direct compac-
tion, may be utilized in the production of lozenge
tablets. However, because the tablets should dissolve
very slowly without disintegration, wet granulation is
preferable because it generally provides better control.
Through the judicious use of wet binders that retard
dissolution, it should be possible to design a formu-
lation having the appropriate dissolution rate.

Formulating for slow dissolution, plus smoothness
and good mouthfeel, requires careful excipient selec-
tion and appropriate process development to ensure
that the controlling variables are dealt with correctly.
Several important aspects of lozenge tablet manufac-
ture are critical to all of the desired performance
attributes of the finished product. These include assur-
ance of necessary particle size and distribution, mainte-
nance of correct moisture content, and achievement of
proper tablet hardness. Process development and scale-
up considerations must be thoroughly explored to
ensure the establishment of proper specifications for
these parameters. As always when the process involves
wet granulation, the extent of wetting and the rate and
extent of drying must be defined. Overwetting almost
certainly produces harder granules that may have poor
compressional characteristics, resulting in softer and
more friable tablets unacceptable for lozenge appli-
cation. Because of the lesser degree of particle defor-
mation, such granulations produce tablets having a
gritty mouthfeel. Overwetting also leads to longer dry-
ing times in order to achieve the desired moisture level
or, to a higher moisture level due to failure to compen-
sate through adjustment of the drying cycle.

Lozenge tablets are generally formulated as rela-
tively large-diameter (>12.5 mm), flat-faced (beveled
edge), heavy (>700 mg) tablets with high hardness
(>15 kp). These physical attributes lead to ease of use
in the mouth and contribute to the desired slow dissol-
ution. The formulation factors primarily responsible
for controlling dissolution, hardness, and mouthfeel
are the presence of a high strength, dissolution-
retarding binder and the absence of a disintegrant.
Several commonly employed binders[16–18] meet these
criteria and provide the added benefit of delivering a
demulcent-like action in the throat.

Gelatin (in the form of a warm 10% aqueous sol-
ution) and acacia gum (in the form of an aqueous
mucilage) in wet granulation form very hard tablets
with slow dissolution. Guar gum, used as an aqueous
thixotropic mucilage, exhibits behavior similar to that
of acacia gum.

The sugar bases frequently associated with lozenge
tablets are sucrose or compressible sugar, dextrose,
mannitol, and sorbitol, which are available in special

tableting grades from a variety of excipient manu-
facturers. Generally intended for direct compaction
applications, they may also be utilized with the above
binders in wet-granulation systems. Lactose, because
of its extremely low sweetness (15% of sucrose), is lim-
ited for use in lozenges because it would require the
addition of an artificial sweetener of sufficient potency
to overcome its blandness. Xylitol is relatively sweet
and has an advantage in lozenge formulation with
respect to its lack of caries production.

Artificial sweeteners are of significant importance to
lozenge tablet formulations. As noted above, some
sugars may not be sweet enough to mask the bitterness
or sourness of many drugs. Presently, there is consider-
able regulatory disagreement worldwide concerning
these materials; some are approved for use in certain
countries but not others. Aspartame, asulfame-K,
cyclamate, saccharin, and sucralose appear to be tech-
nically usable, but their selection requires care from the
regulatory perspective. All have potency (sweetness)
levels orders of magnitude higher than that of sucrose,
permitting the use of very low concentrations (less than
1%) to cover most bitter drugs. Semisynthetic sweet-
eners, derived from glycyrrhiza, have enjoyed some
degree of popularity over the years. They are much
sweeter than sucrose, but less sweet than saccharin. It
is strongly recommended that the formulator validate
the current regulatory acceptance of the intended
sweetener prior to its use for a particular product
and market country. In addition, a recent report sug-
gests that the common lubricant, magnesium stearate,
reduced the effectiveness of cetylpyridinium chloride
in compressed tablet lozenges, and that the concen-
tration of this ingredient in such a formulation should
be maintained at not more than 0.3%.[19]

QUALITY CONTROL

Lozenges require the same quality assurance and con-
trol measures as any pharmaceutical dosage form.
Because of their unique composition, however, certain
additional methods are necessary.

In-Process Testing

In addition to all of the common in-process tests used
for all dosage forms, certain specialized procedures are
necessary for hard candy lozenges. These include
checking the corn syrup and sugar delivery gears, tem-
perature, steam pressure, and the cooking speed of
precooker and cooker; analysis of the candy base and
its moisture content, and determination of the sugar-
to-corn syrup ratio using the dextrose equivalent
method, percent-reducing sugar (by reacting candy
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with copper sulfate and alkaline cupric tartrate and
titrating with dextrose solution), pH, cooked candy
batch weight, lozenge weight, and lozenge size. The
usual in-process tests for compressed tablets apply to
lozenge tablets, including particle-size distribution,
moisture content, flow, blend uniformity, tablet weight
and thickness control, hardness, etc.

Batch-Release Testing

In addition to the usual quality control procedures and
the above in-process tests, batch-release testing
includes dosage uniformity and a test for grittiness,
performed by partially dissolving lozenges under run-
ning tap water until one-third to one-half has been
removed. No grittiness must be felt when rubbed
between thumb and forefinger.

Test procedures that are ordinarily applied to
compressed tablets are also employed for lozenge
tablets. However, because the lozenge is intended to
dissolve slowly in the mouth, typical disintegration
and dissolution testing is inappropriate. Lozenges
should be non-disintegrating; therefore, there is no
need for disintegration testing. Dissolution specifica-
tions should be developed on the basis of aminimum
and maximum time to physically dissolve, rather than
on the basis of minimum percent drug released in the
maximum time interval. As with hard candy lozenges,
microbial testing may be appropriate, especially when
wet granulation has been used in processing the
materials and high concentrations of carbohydrates
are present.

Stability

For both hard candy lozenges and compressed tablet
lozenges, stability considerations extend to areas not
usually of concern with other types of tablets. These
products should not only conform to chemical and
physical specifications, but should also exhibit satis-
factory stability of organoleptic attributes. Because
lozenges are flavored, flavor stability is important.
There is, however, no objective method for measuring
flavor stability in a finished dosage form, although
GC may be used for chemical analysis of flavor com-
pounds. Even subjective methods such as tasting are
difficult because formal taste panels are needed to
acquire reliable data. Subtle changes in flavor with
time, although not affecting product performance,
may have a significant impact on product market
acceptability. This could also be true of minor
changes (increase or decrease) in tablet hardness,
which could affect dissolution time and therefore
acceptability.

PACKAGING

Medicated lozenges, especially those of hard candy
base composition, are hygroscopic because of their
unique ingredients. In order to be competitive in the
marketplace, they need a shelf life longer than 3 years.
For these reasons, they are usually packaged individu-
ally wrapped in polymeric moisture-barrier material.
The wrapped lozenges are placed in a tight or moist-
ure-resistant glass, polyvinyl chloride, or metal
container that is overwrapped with cellophane or
aluminum foil. This complex, multiple packaging is
intended to provide the maximum possible protection
from moisture in order to ensure the longest possible
shelf life for the product.

CONCLUSIONS

Lozenges are medicated confections designed to locally
deliver drug to the mouth and throat. Very widely sold
as OTC products, there are also prescription products
marketed in the lozenge dosage form. Lozenges are
used to deliver local anesthetics, cold and allergy treat-
ments, antimicrobial drugs, antismoking drugs, and
anticariogenic drugs. They are usually produced in
the form of cooked, hard candies based on sugar and
corn syrup or sorbitol. They are totally different from
any other pharmaceutical dosage form in terms of
ingredients and method of manufacture and, therefore,
require specialized facilities. Compressed tablet
lozenges differ from conventional tablets by requiring
materials and methods that provide slow dissolution
and drug release.

For these and other reasons, lozenges are produced
by few pharmaceutical manufacturers, and represent a
very small percentage of total pharmaceutical sales.
Nosignificant growth can be currently anticipated in
these areas.
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Materials of Construction for Pharmaceutical
Equipment

Michelle M. Gonzalez
Amgen Inc., Thousand Oaks, California, U.S.A.

INTRODUCTION

Materials required in the fabrication of equipment
and associated systems dedicated to the production
of pharmaceutical products should be capable of
withstanding the temperature, pressure, and chemical
corrosiveness of the product to ensure its purity
and integrity. They also must meet a high degree of
cleanliness to convey sterile and non-sterile products
or solutions, particularly when it applies to their con-
tact surfaces. Contact surfaces are ‘‘all surfaces
exposed to the product or from which liquids may
drain, drop, or be drawn into the product,’’ and solu-
tion contact surfaces are ‘‘the interior surfaces of the
circuit used exclusively for supply and recirculation
of cleaning and/or sanitizing solutions.’’[1]

For many years, pharmaceutical equipment
manufacturing has relied predominantly in stainless
steel, particularly the 316L type to meet the sanitary
requirements of equipment and interconnecting
systems such as piping and/or tubing, and in-line
monitoring sensors, etc. However, with increased
frequency, plastic materials are being utilized to meet
the same requirements. Among the most notable
materials in this group are the fluorinated plastics
including polyvinylidene fluoride (PVDF), polytetra-
fluoroethylene (PTFE), or perfluoroalkoxy (PFA)
resin,[2] and thermoplastics such as polypropylene (PP).
Additionally, elastomers such as ethylene-propylene-
diene rubber (EPDM), ‘‘steam resistant’’ fluororelasto-
mers (FKM), platinum-cured silicon (pt-Si), and
Kalrez� perfluoroelastomers (FFKM) parts using com-
pounds KLR-6221 and KLR-6230[3] have also played
a very significant role by providing sealing and resilient
applications that meet the requirements of Code of
Federal Regulations (CFR) Title 21, Foods and Drugs
current Good Manufacturing Practices (cGMPs).

The objectives of this article are to offer a compari-
son between the technologies involved in the pro-
duction of those materials and their current uses,
particularly in process and support systems, and to
compare their microbiological impact in the manufac-
turing of pharmaceuticals.

STAINLESS STEEL

Selection of Stainless Steels

Stainless steels are uniquely qualified for bioprocessing
applications not only because of their long service life,
availability and fabricability, but also because they are
non-corroding, non-contaminant, can be polished to
very smooth finishes, are strong and rigid, can with-
stand heat and chemical sterilization treatments, and
are easily welded. With more than 70 standard types
of stainless steel produced, the industry’s workhorse
is the austenitic 18–8 (18% chromium, 8% nickel)
group which includes types 304 and 316 and their L
or low carbon content variations. With concerns for
higher corrosion resistance, the new and better low
carbon superaustenitic stainless steel AL-6XN (6%
molybdenum) and the nickel-based alloys, Hastelloy
B and Hastelloy C, are becoming notoriously impor-
tant in the fabrication of vessels, piping, tubing, and
fittings (Table 1). Finally, the cast stainless alloys such
as CF-8 (similar to 304), CF-8M (similar to 316), and
CF-3M (similar to 316L) utilized in pumps, various
types of valves (particularly ball type), and fittings also
occupy a prominent position in the industry.

Standards and Codes

In some pharmaceutical industry circles, there is the
belief that the stringent specifications that rule pharma-
ceutical processes have no comparison with the food
and dairy industries.[4] Actually, almost the reverse
is true; the present standards and specifications for
tubing fabrication and their product/solution contact
surfaces, as well as the installation of systems, have
their origin in the dairy industry through the well-
recognized 3-A Sanitary Standards and Accepted
Practices (Numbers 33-00, and 605-04). Published by
the International Association for Food Protection
(IAFP), formerly known as the International Associ-
ation of Milk, Food and Environmental Sanitarians
(IAMFES), these standards and practices cover: first,
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the sanitary aspects of polished metal tubing used to
conduct dairy products in processing lines or systems
that also may include sanitary fittings, and secondly,
the cleaning of rigid solution lines and the clean-in-place
(CIP) units that circulate the prerinse, rinse, cleaning
solutions, and postrinse liquids used for cleaning and
sanitizing the product pipelines and process equipment.

As the pharmaceutical industry advanced, the devel-
opment of new technologies to make or modify pro-
ducts by microbial and biochemical processes using
living organisms or substances from those organisms
(Biotechnology) increased the need for more stringent
regulations. Many of these regulations were related
to equipment cleanability and sterility, standardization
of manufacturing methods, and integration of stan-
dards covering vessels, appurtenances, and equipment
necessary for the industry. The American Association
of Mechanical Engineers (ASME), through its Council
on Codes and Standards (CSS) and a directive to the
Board on Pressure Technology, initiated the creation
of what is now known as the Bioprocessing Equipment
(BPE-2002/BPE-a2000), an American National Stan-
dard. This Standard directly (or by reference) covers
requirements for materials, design, fabrications, exam-
inations, inspections, testing, certifications (for press-
ure systems), and pressure relief (for pressure
systems) of vessels and piping for bioprocessing sys-
tems, including design for sterility and cleanability
(Part SD), dimensions and tolerances for automatic
welding and hygienic clamp tube fittings (Part DT),
material joining (Part MJ), interior surface finishes
(Part SF), and equipment seals (Part SG). Require-
ments of this Standard apply to all parts that contact
the product, raw materials, or product intermediates
during manufacturing, development, or scale-up, and

all equipment or systems that are a critical part of pro-
duct manufacturing, such as water-for-injection (WFI),
clean/pure steam, ultrafiltration, and intermediate
product storage.

While ASME BPE-2002 addresses requirements
applicable to the design of equipment and components,
other codes and standards define specific requirements
for the manufacturing of components critical to the
processes and support utilities, particularly piping, tub-
ing, and fittings. The most notable are: American
Society for Testing and Materials (ASTM) A269
‘‘Standard Specification for Seamless and Welded Aus-
tenitic Stainless Steel Tubing for General Service,’’
ASTM A270 ‘‘Standard Specification for Seamless
and Welded Austenitic Stainless Steel Sanitary Tub-
ing,’’ and ASTM A312/ASME SA312 ‘‘Standard
Specification for Seamless and Welded Austenitic
Stainless Steel Pipe.’’

Product and/or Solution Contact
Surface Finishes

Surface finishes are all interior surface finishes access-
ible and inaccessible, that directly or indirectly come
in contact with the designated product in BPE and dis-
tribution system components. Surface finishes have
been qualified and quantified utilizing various names
and measurement units such as Grit Numbers, USA
Finish Numbers, Common Name, Ra (min.), Ra (m),
Rmax (m), Rmax (m), RMS, ISO number, etc.[5] Each
of these roughness parameters have met their purpose
but this variety of systems has also created broad and
sometimes overlapping measurement ranges resulting
in a high degree of confusion (Table 2).

Table 1 Chemistry comparison

% 304 304L 316 316L AL-6XN

Cr Chromium 18.0–20.0 18.0–20.0 16.0–18.0 16.0–18.0 20.0–22.0

Ni Nickel 8.0–11.0 8.0–13.0 10.0–14.0a 10.0–15.0 23.5–25.5

C Carbon 0.08 max 0.035 max 0.08 max 0.035 max 0.03 max

Fe Iron Balance Balance Balance Balance Balance

Mo Molybdenum — 2.0–3.0 — 2.0–3.0 6.0–7.0

Mn Manganese 2.0 max 2.0 max 2.0 max 2.0 max 2.0 max

Si Silicon 0.75 max 0.75 max 0.75 maxb 0.75 maxb 1.0 max

P Phosphorus 0.040 max 0.040 max 0.040 max 0.040 max 0.040 max

S Sulfur 0.030 max 0.030 max 0.030 max 0.005–0.017c 0.030 max

N Nitrogen — — — — 0.18–0.25

Cu Copper — — — — 0.75 max
a11.0–14.0 (A269).
b0.030 (A269).
cSulfur has greatest effect on weld quality. Controlling sulfur facilitates orbital field welds by minimizing stabilization problems. To comply with

ASME BPE Standard, ASTM added A 270-98a ‘‘Supplementary Requirements,’’ S2. Pharmaceutical Quality Tubing—S2.1.1.
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The need for a universally recognized and accepted
surface roughness specification and measurement stan-
dard has become necessary and a final criterion has been
determined by the standard Ra value. This standard
known as Arithmetic Average Roughness, is defined by
ANSI/ASME B46.1 ‘‘Surface Texture—Surface Rough-
ness, Waviness and Lay’’ as ‘‘the arithmetic average
height of roughness component irregularities from the
mean line measured within the sample length (L)’’
(Fig. 1). The derivation Ra is usually expressed in min.
and measured with profilometers and/or borescopes.

Electropolished (EP) Finishes

Because the pharmaceutical industry requires smoother
product/solution contact surfaces to achieve a purer
product with less danger of bacteria growing in surface
defects or cross-contamination of one product with
another,[6] in addition to purely mechanical finishes,
sanitary tubing and components are also available in
highly polished surfaces.

These surfaces are achieved by electropolishing also
known as ‘‘chemical machining’’ and/or ‘‘reverse plat-
ing,’’ an electrochemical process far superior to any
available mechanical process for the removal of surface
imperfections in stainless steels. Electropolishing levels
and brightens the material surface by anodic dissol-
ution in flowing mixed acid solutions, sometimes with
organic additives, (electrolyte) and a cathode that is
pulled through the inside of the tube or component

(anode). When the proper combination of electrolyte
current temperature is attained, the high points of
surface irregularities (or high current density areas)
are selectively removed at a greater rate than the
remainder of the surface resulting in improved surface
measurements (Figs. 2 and 3).

In addition to appearance, EP products offer other
advantages such as an extremely smooth surface which
minimizes the adherence of debris, an increased chro-
mium to iron ratio which improves corrosion resist-
ance, the creation of a passive layer that is free from
iron contamination, improved ability to visually detect
surface defects, and improved mechanical property
performance through the minimization of stress risers.

Joining Techniques

Requirements for the joining of BPE including vessels
and tanks [built to ASME Boiler and Pressure Vessel
Code (BPVC), Section VIII, Division 1], pumps, piping
(built to ASME B31.3), tubing, and fittings, are
described in Part MJ of the ASME BPE-2002 and
are limited to process systems that contact bioproces-
sing products or product-process streams. Welding
procedures for pressure vessels, tanks, piping, and
hygienic tubing systems shall be qualified in accord-
ance with ASME BPVC, Section IX.

Because tubing systems occupy a most notorious
place in the construction of bioprocessing facilities,
focus has been placed upon the prevalent method for
joining these systems. Connections between tube and
tube or tube and fitting and even tube/fitting to equip-
ment can be accomplished by diverse means. However,
the use of mechanical joints where impurities entrain-
ment may occur, such as flanges, threaded joints, or

Table 2 Surface measurements comparison

RMS (lin.) RMS (l) Ra (lin.) Ra (l) Grit size

80 2.03 71 1.80 80

58 1.47 52 1.32 120

47 1.20 42 1.06 150

34 0.86 30 0.76 180

17 0.43 15 0.38 240

14 0.36 12 0.30 320

4–8 320 EP

10 400

(From DCI, Inc., Stainless Steel Processing Equipment. Material/

Weld FINISHES, pamphlet.)

Fig. 1 Pictorial display of surface texture.

Fig. 2 Before electropolishing the mechanically polished
surface of stainless steel appears rough as viewed under
1000� magnification on scanning electron microscope.
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even hygienic clamp type joints must be minimized.
Thus, systems shall preferentially be joined using
square butt-welding practices only because they
present the lowest risk of contamination.

Automatic Orbital Welding

Typically, square butt-welded tubing joints are made
using automatic orbital welding equipment which fuses
the thin wall tubes and fittings together in a totally
inert environment without the use of filler materials
(autogenous weld).[7] Essentially, an arc established
between a tungsten electrode (installed in a rotor within
the weld head) and the tubing accomplishes the fusion
weld. This process consists of a series of spot welds in
which the main welding current penetrates the material
and the background current chills the puddle. The qual-
ity of the fusion joint that is made by this equipment is
predicated on the use of two pieces of material of the
same thickness and grade or type; therefore, great care
must be exercised in material and component selection.

The actual welding process requires the tube/tube
or tube/fitting to be placed in a welding head (Fig. 4)
provided with clamping jaws to securely hold the parts
in position and in alignment with the tungsten elec-
trode contained within the head. The entire area to
be welded is then enclosed in the welding head, form-
ing a chamber that is filled with shielding gas, usually
argon, to prevent oxidation of the welded material
during the weld sequence. Meanwhile, the inside of
the tube is purged free of oxygen allowing the entire
area to be completely covered with argon gas. The weld
cycle is preprogrammed and set in the machine,
making the entire operation completely automatic.

The electrode orbits around the weld seam on an
internal gear while the head remains stationary and
when the rotation is completed, the head can be opened
and immediately removed from the welded section.

Stainless Steel Passivation

Passivation is a postweld treatment and/or cleaning
process used to restore (by introduction of oxygen)
the thin chromium oxide (with some oxides of iron
and nickel) film or passive layer that forms on stainless
steel naturally when in contact with air. Methods and
tests for cleaning and passivation of critical water, pro-
duct, and process systems are described in ASTM
A380 ‘‘Standard Practice for Cleaning and Descaling
Stainless Steel Parts, Equipment, and Systems.’’

Passivation removes/dissolves free iron and other
anodic contaminants from the surface of corrosion-
resistant parts leaving chromium and iron oxides as
the primary metal components. Because welding dis-
turbs the passive layer by reducing the chromium
and increasing the iron, thus altering the chrome/iron
ratio (measure of corrosion resistance), upon com-
pletion and approval of the weld, the weld surface
and adjacent boundary area must be brought back to
a passive state. Also, certain normal operating con-
ditions in typical WFI, reverse osmosis (RO), deio-
nized water (DI), clean/pure steam, some process
systems, and in some rare cases, CIP systems often lead
to formation of the most prevalent form of self-catalyzing
corrosion called ‘‘rouge’’ which is a colloidal form of
iron oxide containing chromium and nickel in various
forms. This problem may be accentuated by the use

Fig. 4 Automatic orbital welder in the process of joining

two long tangent stainless steel fittings.

Fig. 3 After electropolishing the same surface appears
smooth as viewed under 1000� magnification on scanning
electron microscope.
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of high temperature, aggressive process chemicals,
ultrapure water, and can be overcome only by restor-
ing the surface to its passive state.

Some of the most recognized tests to detect, measure,
and quantitate the chrome/iron ratio and to ensure that
a passive layer has been established are the Ferroxyl Test
for Free Iron, X-Ray Photoelectron Spectroscopy (XPS)
or Electron Spectroscopy for Chemical Analysis
(ESCA), and Auger Electron Spectroscopy (AES).

PLASTICS

ASTM defines a plastic as ‘‘a material that contains as
an essential ingredient one or more organic polymeric
substances of large molecular weight, is solid in its fin-
ished state, and, at some stage in its manufacture into
finished articles, can be shaped by flow.’’

As the pharmaceutical and biotechnology industries
confront challenges such as increased competition,
consolidation, globalization, high R&D costs, and
demanding manufacturing standards and guidelines,
the need for the use of alternative materials of con-
struction becomes a more significant issue. Despite of
the many advantages of stainless steel, the wide avail-
ability of thermoplastics and fluorinated plastics offer-
ing lower initial costs, less weight, complete resistance
to corrosion, elimination of the passivation process,
and extremely smooth internal surfaces have increased
their application, particularly in systems such as puri-
fied water (PW) distribution loops and other processes.

Fluoropolymers or Fluorinated Plastics

Fluorinated plastics are thermoplastic paraffinic poly-
mers where the hydrogen has been replaced by fluorine
and, in some cases, chlorine.

PVDF—Approval FDA 21 CFR 177.2510

PVDF is a strong, abrasion resistant, and wide tem-
perature service range (�40–284�F) fluorocarbon
material. Similar to PTFE, with the exception of not
being fully fluorinated, it is a relatively inert material
resistant to permeation of gases contributing little in
the way of contamination to pharmaceutical water. It
is chemically resistant to most acids, bases, and organic
solvents and is ideally suited for handling wet or dry
chlorine, bromine, and other halogens, but is unsuit-
able for handling strong alkalis, fuming acids, polar
solvents, amines, ketones, and esters. It has a high ten-
sile strength as well as a high heat deflection tempera-
ture. PVDF offers an extremely smooth surface finish
(between 6 Ra and 8 Ra) and can be readily joined by

the fusion process (free of internal beads or crevices),
threading, or flanging.

The focal point of a sanitary system is its water, which
has to be pure. A useful definition of high purity water is
‘‘water that has been purified to a degree not found in
nature.’’ High purity water has to meet the drinking
water standards of the U.S. Environmental Protection
Agency (EPA) for feedwater of the compendial waters
(those used as an ingredient in pharmaceutical products),
United States Pharmacopeia (USP) PW, and USP
WFI. Because of its high purity, low surface and joint
extractables, and elevated temperature cleanability, natu-
ral unpigmented PVDF has become the most important
alternative material for use in PW distribution systems.

PVDF, however, has been used primarily in water
systems that operate at ambient temperatures. There
is some skepticism in the use of PVDF in hot (176�F)
WFI distribution loops, mainly because it has been
observed that exposure to heat will discolor the
material. The discoloration is the result of alterations
to the chemical structure of PVDF on the atomic scale.
Testing of piping samples revealed that leaching was
insignificant and welds remained strong after 1 to 16
week exposures to hot ultrapure water.[8]

PTFE—Approval FDA 21 CFR 177.1550

Introduced by DuPont as Teflon� in 1950, PTFE is a
fluoroplastic resistant to practically every known
chemical or solvent and possesses the highest useful
temperature limit (�200–500�F) of commercially avail-
able plastics, has an exceptionally low coefficient of
friction, high impact strength, and low surface energy.
Usual processing techniques like injection molding are
not possible with PTFE; it must be compression-
molded into block form and then machined into a fin-
ished product. PTFE resin is pressed into shapes under
high pressure at room temperature and then heated to
700�F to complete the molding (sintering process) and
adjust the crystalline content.

Because of its elastic recovery properties, PTFE, a
self-lubricating compound, is used in sealing and flex-
ing applications such as sanitary seals, valve dia-
phragms, o-rings in mechanical seals, and seals and
seats of stem and rotary valves such as ball valves. It
is also commonly used as a liner or coating material
for valves and pumps for the pharmaceutical industry.

PFA resin—Approval FDA 21 CFR 177.1550

Of the melt-processible fluoropolymers, which are the
most suitable for tubing, PFA provides the extreme
thermal and chemical resistance required in the phar-
maceutical processing. PFA, however, does not have
the physical strength of PTFE at elevated temperatures

Materials of Construction for Pharmaceutical Equipment 2241



Liquid– M
icrobiol

and must be reinforced or designed with thickness to
compensate for its softness. Tests have shown that
among materials such as stainless steel, glass, silicon-
coated glass, PP, and PVDF, even when proteins and
micro-organisms were added to more efficiently wet
test surfaces, PFA was the least affected by contami-
nants and biofilm growth.[9] PFA has been proven
in CIP–SIP operations, ultrapure water, WFI, and
pharmaceutical applications.

Thermoplastics

Thermoplastics have a defined melting point; they can
be melted, cooled, and remelted without destroying the
physical or mechanical properties of the polymer.

PP—Approval FDA 21 CFR 177.1520

PP, a polyolefin polymer, is probably one of the most
economical and widely used thermoplastics. A crystal-
line polymer with heat deflection temperature ranging
from 195 to 240�F (higher than other common plastics)
offers as its key properties, a high heat resistance (for
piping, an upper limit of 212�F), a specific gravity of
0.91 if unmodified (the lightest of the most common
thermoplastics), stiffness, and chemical resistance to
caustics, solvents, acids, and other organic chemicals.
Its use is not recommended with strong oxidizing type
acids, detergents, low boiling hydrocarbons, alcohols,
and some chlorinated organic materials. Because PP is
a relatively inert material and contributes little in the
way of contamination to pharmaceutical water, it is
highly suitable for piping systems. PP also has proved
to be an excellent material for laboratory and industrial
drainage where mixtures of acids, bases, and solvents are
involved. PP is available in schedules 40 or 80 for press-
ure service and can be joined by socket solvent welding,
thermo-seal fusion process, threading (Sch. 80 only), or
flanging. The plastic pipe industry recognizes that PP
compounds containing more than 2.5% carbon black
can have an outside service life of more than 25 yr.

Sealing Materials

Seals are those elements that create or maintain pro-
cess boundaries between system components and/or
subassemblies in order to ensure system integrity in
validated process and utility systems. Seals must be
biocompatible (able to be in contact with bacteria or
mammalian cells without interfering with their meta-
bolism or ability to live and multiply), must be cor-
rosion and permeation resistant, their surface finishes
must be free of molding imperfections and foreign
matter on surfaces within the sealing area, and shall
not generate particulate that may entrain the product.

Elastomers (materials that can be stretched or com-
pressed repeatedly and, upon immediate release of
stress, will return to their approximate original size)
are long chain copolymers or terpolymers (two or three
different monomers in one chain) that contain
adequate cross-links among individual chains. Fluori-
nated elastomers are more stable than hydrocarbon
or silicon elastomers because carbon–fluorine bonds
are approximately 30% stronger than carbon–hydrogen
bonds. There are five major FDA (21 CFR 177.2600)
compliant elastomers used in the pharmaceutical
industries: EPDM, FKM, platinum-cured silicon, and
FFKM KLR-6221 and KLR-6230. Of the compounds
used for medical seals, FFKM have the broadest
range of chemical resistance of any other elastomeric
material and are readily formable into many standard
and custom seal configurations.[10]

CONCLUSIONS

It is very clear to see that the biotechnology industry
demands special care and attention in the selection of
materials for the product contact surfaces as well as
the solution contact surfaces. The emphasis has been
placed principally in the cleanliness and corrosion
resistance issues. To these purposes, a whole segment
of the industry dedicates considerable time and effort
in R&D for new materials and applications. Awareness
and adherence to present codes and regulations as well
as knowledge of new and advanced technologies are the
keys to successful completion of design and engineering
of systems utilizing these very valuable resources.
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Medication Errors

Diane D. Cousins
U.S. Pharmacopeial Convention, Inc., Rockville, Maryland, U.S.A.

INTRODUCTION

A report issued by the Institute of Medicine[1] in
November 1999 has drawn unprecedented national
attention to the prevalence of medical error, including
medication error. The issues and complexities sur-
rounding this problem are compounded by the array
of players and solutions that must address it for the
public health and safety of the U.S. population. Medi-
cal products and their manufacturers are reported not
only as part of the problem but also as part of the solu-
tion. Ongoing national efforts in medication error
reporting and prevention place the pharmaceutical
industry far ahead of other medical product manufac-
turers. These efforts, headed by the United States
Pharmacopeia (USP), have involved the industry since
1991 by sharing reports received from healthcare prac-
titioners and documenting industry actions to the
reported problems. The Institute of Medicine fosters
a systems approach to error analysis that focuses on
identifying the root cause of error within the system
and not on blame of the individual. The report postu-
lates that individuals who commit errors are often well
trained, experienced, well intentioned individuals
whose misfortune is a result of the unsafe systems in
which they operate. With the advent of new technolo-
gies and the healthcare-delivery processes surrounding
them, new problems are likely to surface, particularly
as health systems are redesigned in response to this
national call to action. The challenge to the pharma-
ceutical industry is to learn from its own experiences
and the USP national database of errors. The industry
will be expected to be knowledgeable of the medication
use process for the health setting in which its products
are used and to anticipate misuse by designing error
out of products.

SCOPE OF THE PROBLEM

Incidence of Medication Errors and Related
Morbidity and Mortality

That medication errors occur frequently in U.S. hospi-
tals has been well documented.[2–4] In observation
studies carried out between 1962 and 1995 on the rate
of administration errors in a variety of inpatient settings,

rates ranged from 0 to 59%.[5] Estimates that medi-
cation errors occur in almost 7% of hospitalized
patients have been reported.[6] One study found that
the frequency of medication errors was 1.4 per admis-
sion.[4] When approximately 290,000 medication orders
were analyzed, Lesar et al. estimated that there were
almost two serious errors for every 1000 orders written.
Based on a review of death certificates, it was estimated
that nearly 8000 people died from medication errors in
1993 compared with almost 3000 people in 1983.[3]

Researchers found an error rate at two children’s hos-
pitals of 4.7 per 1000 orders.[7] Several excellent and
comprehensive reviews of the literature on medication
errors have recently been published.[1,5]

A variety of error rates for different aspects of the
medication use process have been reported. Researchers
use different methodologies and definitions of ‘‘medi-
cation error’’ and study different aspects of the medi-
cation use process (i.e., prescribing, dispensing, and
administering). Because there is no national standardiza-
tion for the denominator used to report medication error
rates, the denominator can vary among several: doses
dispensed, doses administered, doses ordered, patient
days. Therefore, the rates reported in the literature are
limited in their use for comparative purposes.[5]

Research supports a systems approach to error pre-
vention as well as to investigation of errors.[8–11] This
means that all aspects of the medication use process,
including characteristics of the products themselves,
should be explored for ways to improve safety in use.

Cost of Medication Errors

Medication errors are costly to both the patient (direct
costs such as additional treatment and increased hos-
pital stay) and to society (indirect costs such as
decreased employment, costs of litigation).[1,5] The cost
of medication errors in a 700-bed teaching hospital,
based on a study in 11 medical and surgical units in
two hospitals over a 6 month period, was estimated
at $2.8 million annually.[2] The increased length of stay
associated with a medication error was estimated at
4.6 days.[2] In a 4 year study of the costs of adverse
drug events (ADEs) in a tertiary care center, 1% of
these events were classified as medication errors. The
excess hospital costs for ADEs over the study period

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000406
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were almost $4,500,000, with nearly 4000 days of
increased hospital stay.[12]

Harm attributable to drugs is a major reason for
malpractice claims associated with medical proce-
dures.[8] The average compensation for medication
errors between 1985 and 1992 was almost $100,000.
Most compensation for medication errors is for larger
amounts that are agreed on in out-of-court settle-
ments.[5] None of the costs cited above include the cost
of patient harm or subsequent hospital admissions.[1,3]

USP’S EFFORTS TO STANDARDIZE
MEDICATION ERRORS

History of USP and Its Involvement
in Medication Errors

The USP is a private, not-for-profit organization
whose mission is to promote public health through
the creation of standards and authoritative infor-
mation for the use of medicines and related tech-
nologies. The USP’s authority to set standards is
established by the Pure Food and Drug Act and by
the Federal Food, Drug and Cosmetic Act. These stan-
dards include those for quality, strength, purity, pack-
aging, labeling, and storage of drug products. The USP
also creates the official name for drug products and is a
member of the United States Adopted Names (USAN)
Council that sets the non-proprietary name for drugs
in the United States. The USP has been involved in
reporting programs for health professionals for nearly
30 years through its USP Practitioners’ Reporting
Network (USP PRN). These programs support the
standards-setting activity by providing practitioner-
based experiences about the quality and safe use of
medicines in the marketplace.

Nearly a decade ago, the USP agreed to coordinate
the medication errors reporting program for the
Institute for Safe Medication Practices. The Institute
was seeking a home for its grass-roots program and
believed the program could have greater impact on the
national level. Through the program, the USP hoped
to learn of those circumstances in which the product
labeling, packaging, or name of product caused or
contributed to an error. Then, the USP envisioned
setting standards to address the issues and thereby to
prevent future errors. In 1994, the USP signed an
agreement to purchase the program from the Institute,
established the USP Medication Errors Reporting
(MER) Program, and began its long-term commitment
to the program as an important part of the USP’s
standards-setting process. As a condition of the agree-
ment, the ISMP continues to receive copies of reports
submitted to this program for its education and
advocacy work.

Healthcare professionals report errors in which they
are involved as well as errors that they observe or are
party to. Reported information forms a database used
by the USP to identify problematic situations, to
heighten practitioners’ awareness of these situations,
and to make appropriate interventions regarding issues
with drug products.

USP Medication Errors Reporting Program

The prevention of medication errors is the primary
objective of the USP MER Program. It collects and
analyzes potential and actual medication errors sub-
mitted by healthcare practitioners. The program affords
healthcare professionals the opportunity to report medi-
cation errors and thereby to contribute to improving
patient safety by sharing their experiences.

To report an error, practitioners may phone USP
toll-free at 1-800-23ERROR. A voice-mail system
allows a report to be left 24 hr a day, 7 days a week.
Reporters may submit reports anonymously or speak
directly to one of USP’s health professional staff.
Alternatively, a report may be submitted to USP in
writing. Report forms (Figs. 1 and 2) may be obtained
by calling the USP directly or via an on-demand fax-
back system. Practitioners may also access the form
online on the USP’s website.

Medication error information submitted to the USP
is entered into a nationally recognized repository for
medication error reporting. This database serves to
track, monitor, and analyze medication errors from a
systems-based perspective. The USP develops educa-
tional resources and materials to disseminate best-
practice solutions and error-avoidance strategies to
students and practitioners.

The MER Program is presented in cooperation with
the Institute for Safe Medication Practices and is a
partner in MED WATCH, the FDA’s medical products
reporting program. Although the FDA does not
usually assert jurisdiction over practice issues, which
are often involved in medication errors, it is concerned
with issues relevant to product quality such as labeling
and packaging, and product names, both trade and
generic. When medication errors concerning product
labeling and packaging are reported through the
MER Program, pharmaceutical manufacturers are
notified. They respond frequently and voluntarily
make changes in labeling and packaging. Depending
on the nature of the medication error, the MER Pro-
gram reports provide material for ongoing discussions
between the FDA and manufacturers and, if war-
ranted, for regulatory action. Furthermore, reported
information identifies broader issues that may become
the basis for instituting industry-wide changes. The
reported concerns of practitioners have prompted
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Fig. 1 USP medication errors reporting program form.
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Fig. 2 USP medication errors reporting program form.
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the USP, FDA, and various drug manufacturers to
institute numerous changes and improvements to drug
products and have contributed to safer medication
prescribing and use.

Facility-Based Reporting May Help Define
Denominator of Errors

Because of its leadership and experience in the preven-
tion of medication errors, the USP began to receive
inquiries from hospitals seeking a nationally standard-
ized database that would help them meet its accredi-
tation requirements and also to compare rates of
medication errors among hospitals. Hospitals were
willing to share their adverse experiences with other
participating hospitals but only if the report could be
shared on an anonymous basis. In 1998, the USP
developed MedMARxSM, an Internet-accessible data-
base of medication errors for hospitals. Reports
submitted to the system are anonymous so that parti-
cipating hospitals will share information openly. The
database is structured to become part of the hospital’s
internal quality-improvement program and captures
not only errors but prevention strategies taken by each
hospital in response to errors. This valuable aspect of
the national database enables hospitals to practice
risk prevention, not just risk management, by learning
from the unfortunate experiences of others. It is
expected that this database will become a rich reposi-
tory of information not only for hospitals but for the
pharmaceutical industry as well.

USP’s First Advisory Panel
on Medication Errors

In 1996, the USP created an ad hoc Advisory Panel on
Medication Errors. The mission of the Panel was to
provide practitioner review of reports received through
the USP MER Program and to make recommenda-
tions relative to USP’s standards-setting, information,
and reporting programs. The Panel chairperson
also has a unique opportunity to make broader
recommendations through its seat on the National

Coordinating Council for Medication Error Reporting
and Prevention (NCC MERP). The chairperson of the
Advisory Panel on Medication Errors is an ex-officio
non-voting member of the NCC MERP.

The USP Advisory Panel on Medication Errors is a
unique and unprecedented opportunity for healthcare
professionals to provide peer review of medication
errors occurring nationally and to recommend far-
reaching strategies for medication error prevention.

The Panel consists of 12 actively practicing volun-
teers representing medicine, nursing, and pharmacy.
This year a Safe Medication Use Expert Committee
will be elected to replace the Panel. For the first time,
with the formation of this committee, a formal mech-
anism will be in place in the standards-development
process for the purpose of providing direct practitioner
input to standards development for the safer use of
pharmaceuticals.

A National Coordinating Council Is Initiated

After a few years operating the MER Program, the
USP realized that the solutions addressing the myriad
issues identified through the program were beyond the
mission of its standards-setting capacity. Indeed, errors
proved to be multidisciplinary in origin and multi-
factorial in cause. These other practice-related and
process-related aspects surrounding medication errors
needed to be addressed. In 1995, the USP spearheaded
the formation of the NCC MERP. The NCC MERP
promotes the reporting, understanding, and prevention
of medication errors relative to professional practice,
healthcare products, procedures, and systems
(Table 1). The Council is composed of 20 national
organizations and agencies, representative of health
professions, licensing boards, healthcare facilities,
pharmaceutical manufacturers, regulators, standards-
setters, and others (Table 2). The USP is a founding
member of and Secretariat to the Council.

Since the Council’s formation, it has produced
several important work products. Among them are the
standardization definition of the ‘‘medication error,’’
the development of a series of recommendations designed
to reduce errors in the medication use process, and the

Table 1 The goals of the NCC MERP are far-reaching and encompass the full spectrum of healthcare goals

Goals of NCC MERP

Examine and evaluate the causes of medication errors

Increase awareness of medication errors and methods of prevention throughout the healthcare system

Recommend strategies relative to system modifications, practice standards and guidelines

Stimulate development and use of medication-error reporting and evaluation systems and stimulate reporting to a national
system for review, analysis, and development of recommendations to reduce and prevent medication errors

Copyright # 1998–1999 National Coordinating Council for Medication Error Reporting and Prevention. All Rights Reserved.
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adoption of a severity index for categorizing the outcome
of medication errors. The ‘‘Recommendations to Correct
Error-Prone Aspects of Prescription Writing,’’ the first
set of suggestions issued by the Council, included a list
of ‘‘Dangerous Abbreviations,’’ abbreviations that are
frequently misunderstood or have often been implicated
in medication errors and should never be used (Table 3).
In addition to being used in prescription writing, these
abbreviations can be found in proprietary product
names, on manufacturers’ product labels, and in adver-
tising by pharmaceutical manufacturers. The pharmaceu-
tical industry can support this effort by avoiding the
use of these abbreviations. The Council also produced
an extensive set of recommendations to reduce errors
attributable to labeling and packaging. The recommen-
dations are targeted to regulators and standards-setters,
healthcare organizations and professionals, and the
industry (Tables 4–7). The practical importance of the
Council’s recommendations lies in a joint endorsement
by a diverse group of organizations ranging from experts
in safety issues to manufacturers of drug products to
regulators. The importance of achieving consensus
through a collaborative effort by these national leading
healthcare and consumer organizations furthers the
adoption of non-punitive, systems-based approaches to
reduce medication errors.

ERROR AVOIDANCE STRATEGIES FOR
THE INDUSTRY—DESIGNING ERROR
OUT OF PRODUCTS

The USP’s medication error-reporting programs have
uncovered a number of reported error-prone situations
that could help industry consider the problems that
should be addressed in advance, starting with the selec-
tion of a drug name and including the development of
labeling, packaging, and dosing devices. Some of these
cases are presented here. In many, the manufacturer
corrected design flaws immediately and successfully.
These should be considered showcase examples of
industry responsiveness. The cases should also serve
to teach certain designs in labels or packaging that
should be avoided. And finally, the cases demonstrate
how products can be misused because of the systems
with which they interface.

Characteristics of Product Errors

Keep in mind that the medication use process is a com-
plex continuum that requires the successful interaction
of multiple allied health professionals, technology, and
the patient. It can be described as a succession of
joined, but distinct processes, known as nodes
(Table 8). Each node in the medication use process
is, in actuality, a discrete system and presents an
opportunity for the occurrence and prevention of
medication errors.

Medication errors have been defined in many ways
depending on research methodologies, incident reporting
systems, risk management, or total quality-improvement
systems. The USP uses the broad definition of medi-
cation error from the NCC MERP.

A medication error is any preventable event that may-

cause or lead to inappropriate medication use or
patient harm, while the medication is in the control
ofthe healthcare professional, patient, or consumer.

Such events may be related to professional practice,
healthcare products, procedures, and systems includ-
ing: prescribing; order communication; product label-
ing, packaging, and nomenclature; compounding;

dispensing; distribution; administration; education;-
monitoring; and use.

Thorough documentation of medication errors pro-
vides information about the severity of the error as it
relates to the outcome of the patient, the product(s)
involved, the level of staff handling the product or
processing the order, any contributing factors that
may predispose a product to misuse, and the suspected
root cause of the error. The USP adds certain codes to
MER Program data to characterize the error as it was
reported. These codes include the type of error and the

Table 2 The membership of the NCC MERP is

interdisciplinary and represents cross-functional groups
in the delivery of healthcare products and services

National Coordinating Council for Medication Error:

Reporting and Prevention Organizations Represented

American Association of Retired Persons

American Health Care Association

American Hospital Association

American Medical Association

American Nurses Association

American Pharmaceutical Association

American Society of Consultant Pharmacists

American Society of Health-System Pharmacists

American Society for Healthcare Risk Management

Department of Veterans Affairs

Food and Drug Administration

Generic Pharmaceutical Association

Healthcare Distribution Management Association

Institute for Safe Medication Practices

Joint Commission on Accreditation of Healthcare
Organizations

National Association of Boards of Pharmacy

National Council of State Boards of Nursing, Inc.

Pharmaceutical Research and Manufacturers of America

United States Pharmacopeia

2248 Medication Errors
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possible cause(s) of error. Table 9 lists product charac-
teristics that have been recorded over 9 years to have
caused or contributed to a medication error.

The pharmaceutical industry should pay close atten-
tion to these items in the earliest stages of product
development, including clinical stages. Several years
ago the drug zidovudine (an antiviral) was referred to
as ‘‘AZT’’ in clinical trials. The abbreviation was
brought along as the product was marketed. However,
‘‘AZT’’ had been a common abbreviation for
azathioprine (an immunosuppressant), and several errors

were made. The Institute of Medicine report[1] suggests
that the FDA develop and enforce standards for the
design of drug packaging and labeling that will maximize
safe product use. Table 9 should serve as a starting gate
of areas to examine.

Case 051133: Poor label design; confusing
or incomplete label information; packaging

A pediatric patient was presented to the emergency
room (ER) experiencing seizures for which 150 mg of

Table 4 Recommendations on labeling and packaging to industry manufacturers of pharmaceuticals and devices (adopted

May 12, 1997)

The Council recommends that industry not use any printing on the cap and ferrule of injectables except to convey warnings.

The Council encourages industry to employ failure mode and effects analysis in its design of devices, and the packaging
and labeling of medications and related devices.

The Council encourages industry to employ machine-readable coding (e.g., bar coding) in its labeling of drug products.

The Council recognizes the importance of standardization of these codes for this use.

The Council encourages printing the drug name (brand and generic) and the strength on both sides of injectables, and
IV bags, containers, and overwraps. For large volume parenterals and IV piggybacks (minibags), the name of the drug
should be readable in both the upright and inverted positions.

The Council encourages industry to support the development of continuing education programs focusing on proper

preparation and administration of its products.

The Council encourages industry to use innovative labeling to aid practitioners in distinguishing between products with
very similar names, for example, the use of tall letters such as VinBLAStine and VinCRIStine.

The Council encourages industry to avoid printing company logos and company names that are larger than the type size of
the drug name.

The Council encourages collaboration among industry, regulators, standards-setters, healthcare professionals, and patients to

facilitate design of packaging and labeling to help minimize errors.

Copyright # 1998–1999 National Coordinating Council for Medication Error Reporting and Prevention. All Rights Reserved.

Table 5 Recommendations on labeling and packaging to regulators and standards-setters (adopted May 12, 1997)

The Council recommends that FDA restrict the use of any printing on the cap and ferrule of injectables except to convey
warnings.

The Council recommends the use of innovative labeling to aid practitioners in distinguishing between products with

very similar names, for example, the use of tall letters such as VinBLAStine and VinCRIStine.

The Council recommends that FDA discourage industry from printing company logos and company names that are larger
than the type size of the drug name.

The Council supports the recommendations of the USP-FDA Advisory Panel on Simplification of Injection Labeling.
Furthermore, the Council encourages USP/FDA to consider expansion of the concepts of simplification to apply to:

package inserts; and labeling of other pharmaceutical dosage forms.

The Council encourages further development of FDA’s error prevention analysis efforts to provide consistent regulatory
review of product labeling and packaging relative to the error-prone aspects of their design.

The Council encourages collaboration among regulators, standards-setters, industry, healthcare professionals, and patients
to facilitate design of packaging and labeling to help minimize errors.

The Council encourages USP/FDA to examine feasibility and advisability of use of tactile cues in container design and

on critical drugs. Such cues may be in the design of the container or embedded in the label.

The Council encourages the printing of the drug name (brand and generic) and the strength on both sides of injectables
and IV bags, containers, and overwraps. For large volume parenterals and IV piggybacks (minibags), the name of the drug
should be readable in both the upright and inverted positions.

Copyright # 1998–1999 National Coordinating Council for Medication Error Reporting and Prevention. All Rights Reserved.
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I.V. Cerebyx� (fosphenytoin, an anticonvulsant) was
ordered. The pharmacy technician took the call for
Cerebyx� and delivered three 10 ml vials of Cerebyx
50 mg PE (phenytoin sodium equivalents) per milliliter
to the ER as a ‘‘floor stock’’ transaction. A nurse then
misread the 50 mg PE/ml on the 10 ml container label,
making the assumption that the entire vial contained
50 mg PE. The contents of all three vials were prepared
for administration. Instead of 150 mg PE, the patient
was administered 10 times the intended dose, or
1500 mg of PE. The patient later died. ER staff only
discovered the error after the patient’s blood pheny-
toin levels were returned from the laboratory.

Discussion. Serious medication errors, including some
leading to death, have resulted from the interpretation
of the Cerebyx� product labeling. The terminology on
the label, which previously indicated the concentration
as being 50 mg of PE per milliliter, was misinterpreted
as the total number of PEs per vial. Also, health
professionals were reportedly confused by the use of
‘‘phenytoin equivalents,’’ a prodrug concept intro-
duced for this product. As a result, massive fospheny-
toin overdoses were mistakenly administered.

Fosphenytoin is a prodrug, a compound that under-
goes chemical conversion in the body to become the
therapeutically active compound phenytoin. Cerebyx
dosage will continue to be expressed in PEs. This
terminology was adopted in an effort to simplify thera-
peutic conversions between phenytoin sodium and
fosphenytoin sodium (i.e., 500 mg of phenytoin sodium
injection is equal to 500 mg PE of fosphenytoin sodium
injection). The manufacturer pointed out that by
using PEs, prescribers will not have to make dosing

adjustments when converting from phenytoin sodium
to Cerebyx or vice versa. To reduce the risk of incor-
rect dosing, all healthcare providers should prescribe
and dispense Cerebyx in PEs.

Parke-Davis has taken action to prevent future
errors. The labeling for Cerebyx vials and packaging
has been changed to further reinforce the total amount
of drug in each vial. This is effective for both the 2 and
10 ml vials of the product. Although the new labeling
further clarifies the total quantity of drug contained
in the vial, the concentration of Cerebyx will remain
50 mg PE/ml.

Case 51832, 51845: Line extension
creates confusion

Muro Pharmaceutical, Inc., introduced a new line
extension, Prelone� Syrup 5 mg/5 ml (prednisolone, a
steroid), to the existing product, Prelone 15 mg/5 ml.
Because only one strength of Prelone had been
available for many years, it was a general practice for
prescribers to write for ‘‘Prelone Syrup’’ without indi-
cating the strength.

Discussion. Manufacturers need to consider the tran-
sition time needed by practitioners to become familiar
with the existence of a new strength. Confusion of this
type is also seen when ‘‘long-acting’’ versions of a pro-
duct are added to a product line, thereby changing the
dosing regime to less frequent intervals. The product
name is prescribed without the ‘‘long-acting’’ desig-
nation, and a medication error results. In similar cases,
suffixes also cause errors when the product line exten-
sion adds a second strength and places a suffix such as

Table 6 Recommendations to health care professionals to reduce errors due to labeling and packaging of drug products and

related devices (adopted March 30, 1998)

The Council encourages healthcare professionals to routinely educate patients and caregivers to enhance understanding and
proper use of their medications and related devices. Furthermore, the Council encourages healthcare professionals to regularly

participate in error prevention training programs and, when medication errors do occur, to actively participate in the investi-
gation.

In addition, the Council makes the following recommendations to healthcare professionals to reduce errors due to labeling and
packaging of drug products and related devices:

1. The Council encourages healthcare professionals to use only properly labeled and stored drug products and to read labels
carefully (at least three times—before, during, and after use).

2. The Council encourages collaboration among healthcare professionals, healthcare organizations, patients, industry, stan-

dard-setters, and regulators to facilitate design of packaging and labeling to help minimize errors.

3. The Council encourages healthcare professionals to take an active role in reviewing and commenting on proposed regulations
and standards that relate to labeling and packaging (i.e., Federal Register and Pharmacopeial Forum).

4. The Council encourages healthcare professionals to report actual and potential medication errors to national (e.g., FDA
MedWatch Program and/or the USP Practitioners’ Reporting Network), internal, and local reporting programs.

5. The Council encourages healthcare professionals to share error-related experiences, case studies, etc., with their colleagues

through newsletters, journals, bulletin boards, and the Internet.

Copyright # 1998–1999 National Coordinating Council for Medication Error Reporting and Prevention. All Rights Reserved.
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‘‘XL’’ after the product name to indicate long-acting
release. Prescribers omit the suffix out of habit (for
the initial formulation), and the patient receives the
shorter-acting medication at the long-acting interval.

Muro Pharmaceutical, Inc., anticipated that a new
concentration of an established product could indeed
cause confusion and developed new packaging for
both concentrations. Muro also sent mailers that
announced the availability of two concentrations of
Prelone to 32,000 pediatricians and 65,000 pharmacies,
wholesalers, HMOs, and PPOs.

Cases 50446, 50499, 50519, 50534, 50736, 50820,
50918: Poor contrast compromises readability

The unit-dose packaging of the quinolone Levaquin
(levofloxacin, an antibacterial) is silver foil with black
letters. The dose is reverse shaded. A reporter noted
that the packages have to be held at just the right angle
to be able to read the label. It was reported to
be especially difficult to differentiate between the 250
and 500 mg strengths because the numbers were so
difficult to read.

Discussion. Ortho-McNeil is redesigning the packag-
ing for Levaquin to improve readability. Manufac-
turers should be aware that practitioners often
operate in areas that have poor lighting. This makes
double-checking the label to prevent errors even more
difficult. For some products, there may not be
adequate time to read the label carefully the first time
without having to look again because of poor contrast.
The use of embossed printing on plastic containers has
also been reported to be difficult to read because there

Table 7 Recommendations to healthcare organizations to reduce errors due to labeling and packaging of drug products and

related devices (adopted March 30, 1998)

The Council recommends the establishment of a systems approach to reporting, understanding, and prevention of medication
errors in health care organizations. The organization’s leaders should foster a culture and systems that include the following

key elements:

1. an environment that is conducive to medication error reporting through the FDA MedWatch Program and/or the USP
Practitioners’ Reporting Network;

2. an environment which focuses on improvement of the medication use process;

3. mechanisms for internal reporting of actual and potential errors including strategies that encourage reporting;

4. systematic approaches within the healthcare organization to identify and evaluate actual and potential causes of errors
including Failure Mode and Effects Analysis (FMEA) and root cause analysis;

5. processes for taking appropriate action to prevent future errors through improving both systems and individual performance.

In addition, the Council makes the following recommendations to healthcare organizations to reduce errors due to labeling and

packaging of drug products and related devices

1. The Council recommends that healthcare organizations employ machine readable coding (e.g., bar coding) in the manage-
ment of the medication use process.

2. The Council recommends reevaluation of existing storage systems for pharmaceuticals by healthcare organizations and
establishment of mechanisms to insure appropriate storage and location throughout the organization from bulk delivery

to point of use. The following issues should be considered when applicable: storage and location that will help distinguish
similar products from one another; storage and location of certain drugs, (e.g., concentrates, paralyzing agents) that have
a high risk potential; scope, access, and accountability for floor stock medications; safety and accountability of access to

pharmaceuticals in the absence of a pharmacist (e.g., floor stock, eliminate access to pharmacy after hours); labeling and
packaging of patient-supplied medications.

3. The Council recommends the development of policies and procedures for repackaging of medications that will clarify
labeling to help avoid errors.

4. The Council encourages collaboration among healthcare organizations, healthcare professionals, patients, industry, stan-
dard-setters, and regulators to facilitate design of packaging and labeling to help minimize errors.

5. The Council recommends that healthcare organizations develop and implement (or provide access to) education and training
programs for healthcare professionals, technical support personnel, patients, and caregivers that address methods for reduc-
ing and preventing medication errors.

Copyright # 1998–1999 National Coordinating Council for Medication Error Reporting and Prevention. All Rights Reserved.

Table 8 Nodes in the medication-use continuum

Medication use process nodes

Prescribing

Documenting

Dispensing

Administering

Monitoring
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is no contrast and no paper label to aid in distinguish-
ing the products visually or identifying them properly.

Total volume is the key

Eight reports received from pharmacists expressed
concern about the labeling on the Bentyl� (dicyclomine
hydrochloride, an antispasmodic) 2 ml ampul. Practi-
tioners reported that the label indicates only the drug
concentration, 10 mg/ml, and not the total volume.
Some practitioners believe the label information is
incomplete. In one report, a 20 mg dose was ordered,
but two ampuls were administered (4 ml total instead
of 2 ml), leading to an overdose. This happened
because the reporter mistook 10 mg as the total
contents of one vial.

Discussion. Reports received by Hoechst Marion
Roussel have prompted the company to return to the
old-style labeling that includes the product’s total
volume data. According to the firm, this change will
be implemented as quickly as possible.

Reports to the USP have identified the need for
three items of information to appear on the vial or
ampule: 1) the total volume; 2) the strength per milli-
gram; and 3) the total strength per total volume.

Although some manufacturers feel it would be
unreasonable to include this amount of information
on the container (especially containers of 1 and 2 ml
sizes), this information would assure little chance of
misinterpreting the contents or strength.

Cases 040925, 050419, 041485: Wholesaler
errs due to label similarity

A pharmacist reported that vials of Marsam’s cefazolin
sodium 1 g and 10 g appear identical in shape and have
the same color flip-top closures. The pharmacy ordered
the 1 g product from the wholesaler. Instead, the whole-
saler sent 10 g bulk vials of cefazolin sodium along
with stickers for the 1 g vial The pharmacy, which does
not normally stock the 10 g vials, interspersed the 10 g
vials with the 1 g vials in their stock. Several vials were
reconstituted in error. Fortunately, no patients received
the wrong dose of cefazolin sodium.

In another reported incident, a pharmacist ordered
the 10 g vials of cefazolin sodium but received the
1 g vials in error. Intending to reconstitute and then
divide the 10 g vials into 1 g doses, a pharmacy tech-
nician inadvertently reconstituted the 1 g vials and
proceeded to divide the total solution of each vial into
ten 100 mg doses. Some of the prepared 100 mg doses
of cefazolin sodium were administered to patients
instead of their scheduled 1 g doses. No adverse effects
to the patients were reported. The pharmacist felt the
error occurred, in part, because the vials are identical
in size and have similar labels.

Discussion. The pharmacist suggested that the color
of the flip-top of the 10 g vial be changed. The com-
pany replied that although it is common practice to
use color-coded labels and flip-tops to differentiate
product lines or strengths, it tries to indicate the

Table 9 Product characteristics from medication errors as reported to USP

Abbreviations—Includes symbols and acronyms used in drug names as well as directions for use.

Dosage form confusion—Confusion due to similarity in color, markings, shape and/or size to another product, or to a different
strength of the same product.

Equipment design confusing/inadequate for proper use—Example: administration pump makes it difficult to set precise fluid
rate or is confusing to use.

Label (manufacturer’s) design—Physical label design, e.g., contrast of label information and background, letter font, symbol(s),

or logo causes information to be overlooked or difficult to read.

Measuring device inaccurate/inappropriate—Scale of graduation markings on medical device (e.g., syringe, dropper) is inaccu-
rate or inappropriate for administering the correct dose.

Names, a brand name/generic name of different products look alike—self-explanatory

Names, a brand name/generic name of different products sound alike—self explanatory

Names, brand names look alike—brand names of different products look alike.

Names, brand names sound alike—brand names of different products sound alike.

Names, generic names look alike—generic names of different products look alike.

Names, generic names sound alike—generic names of different products sound alike.

Non-metric units of measurement (apothecary)—use of apothecary units of measurement results in misinterpretation (e.g., ‘‘cc’’
(cubic centimeter) written and misinterpreted as ‘‘u’’ (units).

Packaging/container design—the design of the package, bag, syringe, etc., caused or contributed to the error.

Similar packaging/labeling—example: packaging/labeling of two or more different products look similar, causing one product to
be mistaken for the other.
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individual products in other ways, e.g., by varying the
style and format of the label. Marsam revised the label-
ing of the cefazolin sodium 10 g bulk vial to help dis-
tinguish it from the 1 g, single-dose vial. The newly
revised labeling included the following:

� the word ‘‘BULK’’ added in two places on the side
panel

� screened color added to the box surrounding the
product name

� ‘‘10 grams’’ printed in color
� the product name and strength on the back of the

label printed in color

The use of color-differentiation is favored, whereas
the use of color-coding is controversial because of
the limited number of colors, color-blindness in our
population, and inapproriate reliance on color in lieu
of reading the label.

Case 042031: Packaged measuring devices

An order was written for 30 mg of Cyclosporine (an
immunosuppressant) oral solution to be administered
to a pediatric patient. However, for several days, the
nurse administered 300 mg, believing that the syringe
was calibrated in milligrams, not in milliliters. The oral
solution is available as 100 mg/ml. As the pharmacist
reviewed the error, he noted that the syringes accompa-
nying the medication were never designed with pedi-
atric patients in mind. It is not possible to calculate
any dose less than 50 mg. It is understandable
how the nurse assumed that the ‘‘3’’ mark was for
30 mg—it is positioned between ‘‘2,5’’ and ‘‘3,5’’
(which are European expressions for the decimals 2.5
and 3.5). To harmonize products in the global market,
the manufacturer chose to follow European conven-
tion for expressing numbers, which uses commas
and decimals in the reverse manner as that as in the
United States.

Discussion. This error is unusual because it involves a
global trade issue. Manufacturers would prefer to har-
monize products used in the United States with those
available in other markets. If dose preparation was
centralized in the pharmacy, this error might have been
avoided.

Other medication errors involving medication-
dispensing devices reported to the USP have included
the interchange of devices supplied with specific
products. Each device packaged with a medication is
calibrated for that medication based on the viscosity
and concentration of the specific liquid it delivers.
These devices are not calibrated in any standardized
way; some are measured in milligrams (mg), others in

milliliters (ml), and others in cubic centimeters (cc).
Still others have calibrations for the strength per drop
or per teaspoonful. Policies should be in place so that
the dispensing or use of droppers or calibrated cups
provided with specific medications is restricted to those
medications. Manufacturers that supply droppers with
a stock bottle should supply enough droppers to
enable breakdown of the liquid to usable volumes.
For example, one company supplied only one dropper
with its 8 oz bottle of morphine sulfate, even though the
more common quantities dispensed are 2 and 4 oz.
Alternatively, manufacturers should package medi-
cation in the volume expected to be dispensed per
medication order.

Case 52348: Abbreviations

The USP received a medication error report involving
the products Neumega� (oprelvekin) and Proleukin�

(aldesleukin). Oprelvekin, a recombinant human
interleukin-eleven product used to stimulate platelet
production in selected patients undergoing chemo-
therapy, is sometimes abbreviated as IL-11. Aldesleukin,
a recombinant human interleukin-two derivative indi-
cated in designated patient populations for the treat-
ment of metastatic renal cell carcinoma, is sometimes
abbreviated as IL-2.

In the reported error, a physician used the abbrevi-
ation ‘‘IL-11’’ when ordering oprelvekin for a patient.
Unfortunately, the order was misinterpreted to be
interleukin-two (i.e., the number eleven was perceived
to be the Roman numeral two). Five or more health-
care professionals, including pharmacists and nurses,
mistook the order to be aldesleukin. The error went
undetected for 4 days, until it was noted that the
inventory of aldesleukin was nearly depleted.

Discussion. Practitioners should be especially vigilant
when orders for these interleukin products are
received. If abbreviations have been used in an order,
the order should be clarified to ensure that patients
receive the intended medication. This medication error
exemplifies the value of implementing prescribing
guidelines, such as the recommendations adopted by
the NCC MERP. Specifically, when writing an order,
prescribers should avoid the use of abbreviations,
including those for drug names. Drugs names should
not have accepted abbreviations. Reference materials
sometimes refer to these abbreviations as synomyns
for the approved drug names. Manufacturers should
discourage the use of abbreviations because of the
potential to cause medication errors.

The following cases demonstrate how products can
be misused because of the systems with which they
interface.
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Case 052718: Electronic drug
reference products

A pharmacist asked one of the clinical pharmacists for
information about Cartia�. Because an electronic drug
reference listed the active ingredient as aspirin, the
pharmacist was prepared to substitute an aspirin pro-
duct for Cartia. The clinical pharmacist recognized
the new product as Cartia XT� (diltiazem, a calcium
channel blocker) and prevented the error.

Discussion. The manufacturer of Cartia XT shared
the reporter’s concern and contacted the electronic
reference source to investigate the matter. The pub-
lisher of the electronic reference stated that a
salicylate product called ‘‘Cartia’’ is manufactured by
Lusofarmaco in Portugal and Smithkline Beecham
in Australia. Both Cartia products were verified as
active current products by the publisher. The pub-
lisher said it has no way of excluding the foreign
marketed Cartia because it is an active product
imported from a master database that contains many
foreign drug products. The electronic reference is
published quarterly. ‘‘Cartia XT’’ was entered into
the database that is currently being shipped to
customers, who will now be able to choose between
‘‘Cartia’’ and ‘‘Cartia XT’’. This should reduce
confusion between the products.

As with many hard copy drug reference books,
electronic drug references have lag time between
production and the customer’s receipt of the reference
databases. Unfortunately, this may result in inaccurate/
outdated information and omission of current drug
information, causing confusion and misinterpretation
of drug information by the users. Healthcare providers
should realize that reference sources, including elec-
tronic reference databases, are not infallible, and that
they are only good as their contents of updated infor-
mation. As a safeguard, the healthcare providers
should make it a practice to check at least two different
drug information sources to confirm information.

Case 52125: Computers and processing
software

A pharmacist entered an order for Diflucan (an anti-
fungal) for a patient who had been receiving Propulsid
(a gastrointestinal emptying adjunct), which is a docu-
mented drug interaction. The pharmacy computer
system had multiple drug interaction screens. The
pharmacist passed these screens by pressing ‘‘next
screen’’ without any resistance by the system for this
dangerous drug interaction. The patient received two
doses of Diflucan. On the second day, the patient
coded and later died.

Case 51088

A patient died after 12 mg of I.V. Colchicine (an antig-
out medication) was given instead of 2 mg I.V. ‘‘until
diarrhea,’’ as ordered. The physician was contacted
by the pharmacist but the physician insisted on the
dose. The computer program did not warn about the
dangerous dose, and nurses had no idea they were
giving an overdose.

Case 50908

Amoxicillin was prescribed and dispensed to a patient
with a penicillin allergy. The front of the patient’s
chart was not marked for an allergy, and the problem
list indicating the allergy was covered with a misfiled
document. The pharmacy software program does not
screen for allergies, and the pharmacy profile was not
marked with any allergies.

Digoxin pediatric elixir

Because the computer in one facility was limited to
entering doses in milligrams, a neonate patient’s 20
microgram dose of digoxin first had to be converted
to the equivalent milligram dose before it could be
entered into the computer. A pharmacist incorrectly
converted the 20 mcg dose and then entered it into
the computer as 0.2 mg (instead of 0.02 mg). Conse-
quently, the patient received four 200 microgram doses
of digoxin instead of the 20 microgram dose asordered.
The patient experienced digoxin toxicity before the
error was discovered.

Teaspoonful vs. ml

By default, a certain software program printed ‘‘tea-
spoonful’’ for any syrup preparation when a numerical
figure was not followed by a specific measure, such as
ml, for the dose. A prescription for 1=2 ml albuterol
syrup every 6 h for a 9 week-old infant was presented
to the pharmacy, and the pharmacist entered ‘‘1=2’’ into
the computer but did not enter ml. Therefore, by
default, the label printed 1=2 teaspoonful every 6 h if
needed for wheezing. The child was administered the
overdose and was consequently admitted to the hospi-
tal emergency room for observation. Fortunately, the
child was released with no permanent damage.

One vs. one-half

New computer software was used to enter the direc-
tions for a cough medicine with a dose of ‘‘1–2 tea-
spoonsful.’’ Instead, the new software printed the
label as 1=2 teaspoonful. The pharmacist did not check
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the label against the prescription and dispensed the
product with the incorrect directions on the label.

Discussion. Computerized systems have become
important tools in today’s pharmacy settings. Compu-
ters have made prescription processing faster, easier,
and more efficient. Computers have also provided for
patient information to be readily available. However,
as reliance on computers systems grows, care should
be taken not to become totally dependent on these sys-
tems as the sole check in preventing medication errors.

Similar drug names

Confusion over similarity of drug names, either written
or spoken, accounts for approximately one-quarter of
all reports to the USP MER Program. Such confusion
is compounded by illegible handwriting, incomplete
knowledge of drug names, newly available products,
similar packaging or labeling, and incorrect selection
of a similar name from a computerized product list.
The USP has produced a list of more than 1000 drug
name pairs that have been reported as confusing.
Manufacturers should refer to this list when selecting
drug names. Recently, the USP voted to change
Amrinone to Inamrinone when it was being confused
with Amiodarone and caused fatal errors. This type
of change is expensive to the industry and can be
avoided by considering the potential for similarity in
advance. Technologies and testing protocols, including
voice and handwriting recognition, are available to
help determine whether a drug name looks or sounds
like another.

CONCLUSIONS

The ability to predict error and thus avoid it is the
focus of the science of human factors engineering.
The adaptation of this science to the medication

use process can help to predict the chances that a
medication error will occur. Pharmaceutical manufac-
turers should design products including their names,
labeling, and packaging so that errors can be avoided
and safer systems and healthcare delivery result.

REFERENCES

1. Institute of medicine. In To Err is Human: Building a Safer
Healthcare System; November 1999. www.nas.org (accessed
Dec 1999).

2. Bates, D.W.; Spell, N.; Cullen, D.J.; Burdick, E.; Laird, N.;
Peterson, L.A.; et al. The costs of adverse drug events in
hospitalized patients. J. Am. Med. Assoc. 1997, 277 (4),
307–311.

3. Phillips, D.P.; Christenfeld, N.; Glynn, L.M. Increase in
U.S. medication-error deaths between 1983 and 1993
[Research Letter]. Lancet 1998, 351, 643–644.

4. Bates, D.W. Frequency, consequences and prevention of
adverse drug events. J. Qual. Clin. Pract. 1999, 19, 13–17.

5. Flynn, E.A.; Barker, K.N. Medication errors research. In
Medication Errors; Cohen, M.R., Ed.; American Pharma-
ceutical Association: Washington, DC, 1999; 6.4–6.5.

6. Bates, D.W.; Cullen, D.J.; Laird, N.; Peterson, L.A.; Small,
S.D.; Servi, D.S.; et al. Incidence of adverse drug events and
potential adverse drug events. J. Am. Med. Assoc. 1995,
274 (1), 29–34.

7. Bates, D.W. Preventing medication errors. In Medication
Use: A Systems Approach to Reducing Errors; Cousins,
D.D.,, Ed.; Joint Commission on Accreditation of Health
Care Organizations, 1999; 57–73.

8. Leape, L.L.; Bates, D.W.; Cullen, D.; Cooper, J.; Demonaco,
H.J.; Gallivan, T., et al. Systems analysis of adverse drug
events. J. Am. Med. Assoc. 1995, 274 (1), 35–43.

9. Leape, L.L.; Woods, D.; Hatlie, M.; Kizer, K.; Schroeder,
S.A.; Lundberg, G.D. Promoting patient safety by prevent-
ing medical error [Editorial]. J. Am. Med. Assoc. 1998,
280 (16), 1444–1445.

10. Phillips, D.L. ‘‘New Look’’ reflects changing style of patient
safety enhancement [Medical News and Perspectives]. J.
Am. Med. Assoc. 1999, 281 (3), www.jama.ama-assn.org/
issues/v281n3/full/jmn0120-1.html (accessed Jan 2000).

11. Bates, D.W.; Miller, E.B.; Cullen, D.J.; Burdick, L.;
Williams, L.; Laird, N. Patient risk factors for adverse drug
events in hospitalized patients. Arch. Intern. Med. 1999,
159, 2553–2560.

12. Classen, D.C.; Pestotnik, S.L.; Evans, S.; et al. Adverse drug
events in hospitalized patients. J. Am. Med. Assoc. 277,
301–306.

2256 Medication Errors



Li
qu

id
–M

ic
ro

bi
ol

Melt Processes for Oral Solid Dosage Forms

Paul W.S. Heng
Department of Pharmacy, National University of Singapore, Singapore

Tin Wui Wong
University Technology MARA, Selangor, Malaysia

INTRODUCTION

The design of pharmaceutical solid dosage form using
meltable materials has become increasingly popular as
alternative special processes to avoid aqueous or
organic solvents. Its application has extended to the
processing of solid dispersion, agglomerate, micro-
sphere, and nanosphere for the administration of drugs
via oral and parenteral routes.

The processing and drug release properties can be
partly or wholely affected by the physicochemical char-
acteristics of meltable materials. The judicious choice
of the meltable material to be used has considerable
influences on the property and quality of the resulting
solid dosage form.

OVERVIEW

The manufacture of solid dosage forms using meltable
materials has many advantages when compared with the
conventional wet techniques. The avoidance of using
aqueous solvent made the melt technique suitable for
formulating moisture-sensitive drugs. The use of flam-
mable organic solvents for processing effervescent and
hygroscopic materials can be avoided, thus reducing
the needed cost for flame-proof facilities and solvent-
recovery equipment. Materials processed by the melt tech-
nique do not require solvent removal or a drying phase.
The total processing time is shorter. By an appropriate
selection of meltable materials, both immediate- and
prolonged-release solid dosage forms can be prepared.
Hence the release rate of a drug can be controlled by
varying the composition of the meltable materials.

The most obvious disadvantage of the melt tech-
nique is that the process cannot be applied to heat-
sensitive materials owing to the elevated temperatures
involved. Nonetheless, Lactobacillus acidophilus
bacteria, formulated by continuous melt technology,
were found to have a higher survival rate than those
prepared by conventional wet techniques, although
the molten mass had a temperature of more than
100�C.[1] Moisture often aggravates the thermolability
of pharmaceutical materials. The absence of moisture
minimizes the heat-related degradation. Thus it can

be concluded that the melt technique for processing
heat-sensitive materials warrants further studies.

The melt processes require at least a meltable
material in the manufacture of the solid dosage form.
This article intends to address the influence of meltable
materials on the processes of melt pelletization,
melt granulation, and tumbling melt granulation.
Approaches to meet the processing attributes of the
meltable materials for these melt agglomeration pro-
cesses, via spray congealing, are discussed.

GENERAL INFORMATION

The processors for both melt and wet techniques share
similar features.[2–7] Material processing by the melt
technique essentially requires the heating jacket, thermal
insulator, high-speed/high-shear agitation, and/or
atomization equipment. Melt processing is accompanied
by either a size enlargement or a reduction of the parti-
cles. Materials employed may be of single or multiple
meltable components, as well as a mixture of meltable
and non-meltable components. In the latter mixture,
the weight proportion of non-meltable component may
vary from 10% to 90% depending on the design of the
solid dosage form. The end products are usually granules
or pellets produced by a one-step, one-run process.

In design and development of a formulation by melt
processes, multiple-unit solid dosage form is popular
with manufacturers as it allows a high degree of flexi-
bility in modifying the dosage regimen. Multiple-unit
solid dosage form can be designed with different
proportions to meet the desired dose strength without
altering the drug load in each entity by processing and/
or formulation changes. Entities of different drugs that
are not chemically compatible or containing the same
drug but with different release rates may be blended
in an appropriate ratio. Multiple-unit solid dosage
form may effect drug release at the same site or at
different sites along the route of administration and
is less susceptible to dose dumping.

By the size enlargement processes, melt agglomer-
ation may be employed to produce multiple-unit
solid dosage form. The melt agglomerates are called
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granules when the end product has a wide size distribu-
tion spanning between 0.1 and 2 mm. The agglomerates
are termed pellets if the end product is spherical in shape
and has a narrow size distribution of 0.5–2 mm. Melt
pellets are often dispensed as a multiparticulate dosage
form, whereas melt granules may be encapsulated or
further subjected to tabletting processes. The formative
and growth processes of melt agglomerates are critically
dependent on the physicochemical properties of the
meltable materials, which may be modified by spray
congealing. Unlike melt agglomeration, which requires
both meltable and non-meltable components, spray
congealing is able to process meltable materials with or
without the non-meltable component.

Melt Pelletization/Melt Granulation

Melt agglomeration is a process by which the solid fine
particles are bound together into agglomerates, by
agitation, kneading, and layering, in the presence of a
molten binding liquid. Dry agglomerates are obtained
as the molten binding liquid solidifies by cooling. Typi-
cal examples of melt agglomeration processes are melt
pelletization and melt granulation. During the agglom-
eration process, a gradual change in the size and shape
of the agglomerates would take place. It is usually not
possible to clearly distinguish between granulation and
pelletization. Thus granulation is considered a pelleti-
zation process when highly spherical agglomerates of
narrow size distribution are produced. Conversely, an
unsuccessful pelletization process may be classified as
granulation.

The equipment for melt agglomeration include
rotating drums or pans, fluid-bed granulators, low-
shear mixers such as Z-blade and planetary mixers,
and high-shear mixers. Presently, the more popular
agglomeration equipment for industrial-scale production
are high-shear mixers and fluid-bed granulators. In
both methods, a gradual buildup of agglomerates occurs
during the process. The marked difference between
the methods is the absence of shearing forces in the
fluid-bed process, whereas very high shearing forces are
generated in high-shear mixing.

During a melt agglomeration process, the meltable
binder may be added as molten liquid, or as dry pow-
der or flakes. In the latter, the binder may be heated by
hot air or by a heating jacket to above the melting
point of the binder. Alternatively, the melt agglomer-
ation process exploits an extremely high shear input,
of a high-shear mixer, where the heat of friction alone
raises the temperature of the binder and effects melt-
ing. Polyethylene glycols, fatty acids, fatty alcohols,
waxes, and glycerides are some examples of meltable
binders. Polyethylene glycols are commonly used as
meltable binders when aqueous soluble binders are

needed, while fatty acids, fatty alcohols, waxes, and
glycerides are desirable meltable binders for products
to be insoluble in the aqueous medium. Typically, the
melting points of meltable binders range from 50 to
80�C. A lower-melting-point binder risks situations
where melting or softening of the binder occurs during
handling and storage of the agglomerates. Higher-
melting-point binders require high melting tempera-
tures and can contribute to instability problems
especially for heat-labile materials.

In assessing the influence of meltable materials on
the formative and growth processes of melt agglomer-
ates, it is imperative to have a thorough understanding
of the melt agglomeration process. The mechanism of
melt agglomeration is similar to that of wet agglomer-
ation. An agglomerate growth is affected by the satu-
ration state of the liquid in the agglomerate pore
structure. However, the formation and growth of melt
agglomerates are not complicated by binding liquid
losses via evaporation during the agglomeration pro-
cess. Agglomerative mechanisms can be subdivided as
nucleation, coalescence, and layering (Fig. 1). These
mechanisms are believed to constitute a complex set
of elementary events that directly or indirectly influ-
ence the formative and growth processes of agglomer-
ates. Nucleation is predominant with fine particles. It
involves primary solid particles being bound together,
on addition of a binding liquid, to form a three-phase
air–solid–liquid loose cluster, which eventually lead to
the formation of a primary nuclei. The particles are
held by liquid bridges in a pendular state (Fig. 2).
The formation of larger agglomerates followed suc-
cessful random internuclei collisions by a process
known as coalescence. Coalescence involves nuclei that
have residual surface liquid to promote successful
fusion of nuclei. The surface liquid imparts plasticity
to the nuclei and is essential for enabling the defor-
mation of nuclei surfaces for coalescence as well
as promoting the rounding of agglomerates. Excess
surface liquid may be increased by adding a binding
liquid or by densification as a result of mechanical
forces where liquid is squeezed out from the interior

Nucleation

Coalescence

Layering

Fig. 1 Mechanisms of agglomeration.
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to the surfaces of agglomerates (Fig. 2). During
coalescence, the liquid-bridging state of the nuclei
changes from pendular through funicular to capillary
state. Fine particles may be generated by random colli-
sions during the size-enlargement processes. These
particles could be layered onto the preformed nuclei.
Alternatively, fine particles may be supplemented by
addition, either as a dry powder or molten mass, onto
the preformed nuclei that are many orders of magni-
tude larger than the added material, to effect size
enlargement by a layering process.

Two modes of melt agglomeration based on the ele-
mentary mechanisms have been proposed—distribution
and immersion.[8] In agglomeration by the distribution
mode, a distribution of molten binding liquid on the
surfaces of primary particles will occur, and agglomerates
are formed via coalescence between the wetted nuclei
(Fig. 3). In agglomeration by the immersion mode, nuclei
are formed by immersion of the primary particles onto
the surface of a droplet of molten binding liquid (Fig. 3).
The distribution of molten binding liquid to surfaces of

nuclei has to be effected by densification prior to coalesc-
ence between the nuclei. Depending on the relative size
between the solid particles and the molten binding liquid
droplets, the distribution will be a dominant mode when
the molten binding liquid droplets are smaller than the
solid particles or of a similar size. On the other hand,
the immersion mode will dominate when the molten
binding liquid droplets are larger than the solid particles.
The distribution mode is promoted by a low molten
binding liquid viscosity. In the case of immersion, it
is more favorable for molten binding liquid of high
viscosity, which could resist breakup by dispersive forces.

Melt agglomeration by the immersion mode pro-
duced slower initial agglomerate growth rate than that
by the distribution method. At the initial phase of melt
agglomeration, the surface plasticity of agglomerates
bound by large molten binding liquid droplets of a
high viscosity is lower. This translates to a reduced
growth propensity of melt agglomerates by coalescence.
However, with a greater extent of densification by
prolonging the period of processing or by using high
impeller speed, the agglomerates attain a comparable
surface wetness and deformability. As the surfaces of
these agglomerates are wetted by a molten binding
liquid of higher viscous or tack forces, the growth pro-
pensity of agglomerates becomes increasingly greater
and, at times, can be uncontrollable. Meltable binders
are available as flakes, powders, or fine powders. Prac-
tically, the melt agglomeration process is less dependent
on the particle size of a meltable binder except when a
very high viscosity binder is used.[8–10]

During melt agglomeration, the liquid saturation
state has to be near the droplet state for highly viscous
molten binding liquid to be sufficiently deformable for
agglomerate growth by coalescence. There is a high risk
of overwetting and uncontrollable agglomerate growth.
A higher impeller speed may be applied to prevent an
uncontrollable agglomerate growth by ensuring con-
tinuous comminution.[11] Unlike the wet agglomeration
process, the melt agglomeration process cannot be con-
trolled through the removal of excess surface liquid by
evaporation. However, evaporation of water of crystal-
lization from the solid hydrate during a melt agglomer-
ation process could render the growth process of
agglomerates more controllable, probably by reducing
the surface wetness through absorption of binding liquid
into small pores formed in the agglomerate surfaces as a
result of the loss of water of crystallization.[12]

It is envisaged that melt agglomeration employing
highly viscous molten binding liquid can also be con-
trolled by using an impeller blade of appropriate
geometry, which generates high relative swept volume
or shear input,[13] large solid particles as non-meltable
components that form agglomerates of low mechanical
strength susceptible to comminution[14] as well as keep-
ing the off-bottom clearance, which critically affects

A

B

Non-meltable
material

Non-meltable
material

Meltable
material

Meltable
material

Distribution

Immersion

Coalescence

Heating

Melting

Heating

Melting

Fig. 3 Modes of melt agglomeration: (A) distribution and
(B) immersion.

Pendular Funicular Capillary Droplet

A

B

Fig. 2 Liquid-bridging state of agglomerates undergoing
(A) binding liquid addition and (B) densification.
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the flow dynamics of the processing materials within a
narrow range.[15] Indirectly, melt agglomeration may
be subjected to real-time monitoring of the process
energy consumption, which is an indication of the
work load for agglomeration.[16,17]

Table 1 presents a list of meltable binders previously
employed in melt agglomeration. These meltable
binders vary in their melting range, hydrophilicity–
hydrophobicity, and molecular size. The molten bind-
ing liquid viscosity has largely been identified as the
core characteristic of meltable binders that has a strong
bearing on the melt agglomeration process. In hydro-
phobic meltable binders, such as stearic acid, which
has very low viscosity values below 50 mPa sec at the
melting temperatures ranging from 70 to 90�C, the melt
agglomeration process is more markedly dependent on
the balance between the coalescence and the breakage
of agglomerates.[18] By using meltable binders with very
low viscosities, it is highly probable that crushing and
layering are the dominant growth mechanisms occur-
ring concurrently with coalescence. The melt agglo-
merates are more susceptible to breakage as a result of
the low viscous strength. The formed agglomerates,
compared to that prepared using higher-viscosity
meltable binders, are usually smaller with wider size
distribution, more porous, and less spherical in shape.

Tumbling Melt Granulation

A newer melt agglomeration technique, i.e., tumbling
melt granulation, for preparing spherical beads has
been reported.[19–21] A powdered mixture of meltable
and nonmeltable materials is fed onto the seeds in a
fluid-bed granulator (Fig. 4). The mixture adheres onto
the seeds with the binding forces of a melting solid to
form the spherical beads. In preparing the spherical
beads, both viscosity and particle size of the meltable
materials should be kept at an optimum value. The par-
ticle size of a meltable material should be 1/6 or lower
than the diameter of the seeds. High-viscosity meltable
materials should not be employed to avoid agglomer-
ation of seeds and producing beads of low sphericity.

Both particle size and viscosity of the meltable
materials play a significant role in the melt agglomer-
ation process. The control of the melt agglomeration
process is best initiated by using meltable materials
of controlled properties. For the melt pelletization
and melt granulation processes, it is desirable that
meltable materials have a high viscosity to improve
the mechanical strength of the agglomerates, but a
reduced particle size to prevent uncontrollable agglom-
erate growth. In tumbling melt granulation, small melt-
able particles with sufficient viscous binding forces are
obligatory for the production of spherical beads.

Spray Congealing

Spray congealing is a melt technique of high versatility.
In addition to manufacture multiparticulate delivery
system,[22,23] it can be applied to process the raw
meltable materials into particles of defined size and
viscosity values for the melt agglomeration process.
Processing of meltable materials by spray congealing
involves spraying a hot melt of wax, fatty acid, or
glyceride into an air chamber below the melting point
of the meltable materials or at cryogenic temperature.
Spray-congealed particles (10–3000 mm in diameter)

Table 1 Types of meltable binders in the melt
agglomeration process

Typical melting

range (�C)

Hydrophilic meltable binder:
Gelucire 50/13 35–44
Poloxamer 188 �50.9
Polyethylene glycol

2000 42–53
3000 48–63
6000 49–63

8000 54–63
10000 57–64
20000 53–66

Stearate 6000 WL1644 46–58

Hydrophobic meltable binder:
Beeswax 56–60
Carnauba wax 75–83

Cetyl palmitate 47–50
Glyceryl behenate 67–75
Glyceryl monostearate 47–63
Glyceryl palmitostearate 48–57

Glyceryl stearate 54–63
Hydrogenated castor oil 62–86
Microcrystalline wax 58–72

Paraffin wax 47–65
Stearic acid 46–69
Stearic alcohol 56–60

Non-meltable material

Meltable material

Seed

Heating

Melting

Heating

Melting

Fig. 4 Process of tumbling melt granulation.
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are obtained upon cooling. The congealed particles are
strong and nonporous as there is an absence of solvent
evaporation. Ideally, the meltable materials should
have defined melting points or narrow melting ranges.
Viscosity modifier, either meltable or nonmeltable at
the processing temperature, may be incorporated into
the meltable matrix to change the consistency of the
molten droplets.

CONCLUSIONS

The viscosity and particle size of a meltable material
critically affect the formative process of the melt
agglomerates. Thus their size, size distribution, shape,
and mechanical strength are also affected. This leads
to an increasing interest to design meltable materials
of required properties suitable for special melt pro-
cesses. In the design and production of meltable mate-
rials with desired particle size and viscosity grade,
spray congealing is a potential technique to be
employed and developed for industrial application.
Spray congealing technique is expected to gain wide-
spread use with recent growing interest in melt pellets
as controlled-release solid dosage form.
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INTRODUCTION

The challenge in modern drug discovery is not only
to rapidly screen through large number of potential
lead drug candidates, but also to find out as much
information about these compounds as possible. Since
a high percentage of drugs fail in the preclinical and
clinical phases of development after millions of dollars
have been invested, this methodology is economical,
and will hopefully move only lead drug candidates with
the highest possibility for success forward for develop-
ment. Many drug metabolism and pharmacokinetic
assays have adapted readily to the discovery environ-
ment and are used as routine screens.[1] In vitro meth-
odologies such as Caco2 cell-based assays,[2] CYP450
enzyme inhibition assays,[3,4] and microsomal[5] or
hepatocyte incubations have been particularly useful
in screening large numbers of compounds for absorp-
tion, inhibition of the common metabolizing enzymes,
and metabolic stability, respectively. In vivo assays are
typically less amenable to high throughput, but have
come to the forefront in drug discovery because of
the wealth of drug metabolism and pharmacokinetic
information that can be obtained from them. Novel
dosing procedures such as cassette, or N-in-one dos-
ing,[6,7] involve dosing large numbers of compounds
in a single animal for screening purposes. The draw-
back of this type of experiment is the risk of drug–drug
interactions. Alternatives to the cassette dosing
procedure include sample pooling prior to analysis,[8,9]

which achieves the goal of higher throughput without
compromising the pharmacokinetic evaluation of the
drugs.

While metabolite identification studies provide
critical information on drug candidates, these studies
have typically been reserved for compounds late in
the development phase. These studies are not amenable
to high throughput as each compound will give a
different metabolic profile, and evaluation of the
data can be a lengthy and labor-intensive process.
Traditional studies required radio labeled compounds,

synthetic standards of potential metabolites, and
sophisticated analytical instrumentation. However,
with the recent advances in analytical technology and
software programs, metabolite identification studies
are now playing a pivotal role in the discovery phase
of new drug entities. Early identification of metabolic
‘‘hot spots’’ in a particular structural series provides
valuable information to the medicinal chemists and
can drive the progression of chemical structures in a
particular therapeutic program. In addition, early
characterization of potentially active or toxic metab-
olites can direct a program to more potent and safe
recommendation candidates.[10] This article provides
an overview of the value that early metabolite identi-
fication studies can give to a discovery program.
Analytical techniques, available in the discovery phase,
are described for the early characterization of metabo-
lites, focussing on the use of liquid chromatography-
tandem mass spectrometry (LC-MS/MS), and the
advances in software programs to aid the analyst in
critically and rapidly evaluating the data produced.
The focus is on small molecule applications.

METABOLISM AND DRUG DESIGN

Many drug candidates fail early in the development
phase due to poor pharmacokinetics, such as their
half-life being too long or too short, high clearance,
or extensive first pass metabolism.[11] An early evalu-
ation of the metabolic fate of these compounds can be
invaluable to the program. Typically, the compounds
under investigation in the discovery phase of a specific
program are very similar in structure. Medicinal chem-
ists are searching for structure–activity relationships
and a final compound is chosen by fine tuning the
structure of interest for best selectivity, activity, and
overall pharmacokinetic profile. Since structures are
similar, it is often possible to determine specific por-
tions of the molecule that are particularly susceptible
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to metabolic alteration. These structural characteristics
can either be tailored into future molecules to shorten a
lengthy half-life or tailored out of future molecules to
lengthen a short half-life.

Another advantage of evaluating similar com-
pounds in a structural series is the often predictable
nature of the metabolic alterations. The analyst can
quickly determine the most common metabolic alter-
ations to a specific structure, and understand any novel
or unexpected metabolic modifications. A fairly high
throughput screening protocol can then be put into
place to quickly evaluate all future compounds within
the structural series for those specific metabolic
alterations.[12] This is particularly useful in screening
for toxic metabolites such as acyl glucuronide or glu-
tathione conjugates. In these cases, it is only necessary
to know the mass of the metabolic alteration and the
mass spectrometer can then rapidly evaluate samples
generated from in vivo or in vitro studies for those
metabolites. The generation of acyl glucuronide metab-
olites in vitro has been useful in evaluating the extent of
formation, thus giving an idea of toxic liability.[13,14]

This assay is also amenable to a high throughput
format. Such an in vitro approach has also been extended
to investigate the stability of acyl glucuronides, again pro-
viding an idea of reactivity and potential toxicity.[15] In
this manner, early metabolic screening can play a pivotal
role in driving the drug design of discovery compounds.

SPECIES DIFFERENCES IN METABOLISM
(METABOLIC PROFILING)

All mammals exhibit differences in their biochemical
make-up between species and sometimes even sex,
particularly in the structures and activities of their
cytochrome P450 metabolizing enzymes.[16] Because
of these differences, both the rate of drug metabolism
and the metabolic profile may differ between animal
species. It is possible in drug discovery to obtain an
early look at the human metabolism of drug candi-
dates through in vitro systems such as microsomes,
hepatocytes,[17] S9 fractions, and liver slices. It is, there-
fore, important to determine whether the human in
vitro systems produce any unique metabolites, not
expressed in other animal species. This is due to the
critical importance during preclinical development that
adequate exposure to all metabolites is achieved in
the animal safety studies to ensure the validity of the
clinical studies. Although in vitro systems are not
always accurate predictors of in vivo metabolism, parti-
cularly in the case of humans, it is useful to see what
metabolic pathways can be accessed in a human system
and make sure that the metabolites thus produced are
also generated in an animal system.

METABOLITE CHARACTERIZATION
VS. IDENTIFICATION

Definitive metabolite identification studies require
absolute structural identification of each metabolite
produced. This is a labor-intensive process requiring
separation of all metabolites produced in a particular
biological matrix (i.e., bile, urine, plasma), analytical
characterization of the structure of the metabolite,
and confirmation with a synthetic standard. This meth-
odology involves the evaluation of one metabolite after
another in a serial fashion. Often the structure of a
metabolite can be elucidated by mass spectrometry
using exact mass measurements to obtain an empirical
formula and/or obtaining a detailed fragmentation
pathway for the metabolite. However, the most defini-
tive technique for structural elucidation is NMR.
This technique can not only determine the exact site
of modification, but also the stereochemistry of the
metabolite structure. The drawback of using NMR is
that it typically requires a large amount of the metab-
olite in order to provide definitive structural data
(micrograms) while LC-MS/MS typically requires
nanograms or even picograms of material for structur-
al characterization. While this kind of detailed analysis
is required once a compound has progressed to the
development stage, it is not required in drug discovery.
Often, at this stage, it is sufficient to merely know the
portion of the molecule that is metabolically labile.
Furthermore, this approach does not require the sys-
tematic isolation and purification of each metabolite
produced and, in fact, can be conducted in more of a
parallel manner, evaluating all metabolites from a
single sample within one chromatographic separation.

INSTRUMENTATION

High performance liquid chromatography coupled
with tandem mass spectrometry (HPLC-MS/MS)
is an analytical technique that it ideally suited for
metabolite characterization.[18,19] The chroma-
tographic conditions are sufficient to separate the
analyte and metabolites from the background, and
the mass spectrometer is a selective and sensitive detec-
tor, capable of characterizing low levels of metabolites
in complex biological matrices. There are a variety of
mass spectrometers available and each possesses
unique capabilities and advantages in the characteriza-
tion of metabolites. The use of several complementary
LC-MS/MS systems is the most stringent way to
provide complete characterization of metabolites.

The triple quadrupole mass spectrometer is gener-
ally considered as the most versatile of all tandem MS
instruments and is useful in the initial evaluation of
metabolites for a new compound.[20–22] Several types of
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tandem MS experiments can be performed, requiring
no previous knowledge of a compound’s metabolites.
They only require a synthetic standard of the starting
drug compound. This compound, once ionized and
passed into the collision chamber of the triple quadru-
pole mass spectrometer, will fragment into pieces upon
energized collisions with gas molecules. This fragmen-
tation is characteristic of the structure of the com-
pound, and, as many of the metabolites typically
have similar structural features to the parent com-
pound, the metabolites will often dissociate into some
of these same structural fragments. The triple quadru-
pole mass spectrometer is capable of performing a
precursor ion scan experiment in which all ions are
passed into the collision chamber and are dissociated
into fragments. The fragments are then passed into a
different chamber of the mass spectrometer and evalu-
ated. A fragment, that is the same as that produced by
the original drug compound, can be linked back to its
originating ion (i.e., the metabolite). In this manner,
the mass of the metabolite can be determined along
with some information about the structure. This is
a fairly selective scanning process so matrix or back-
ground ions will not contain structural features similar
to the parent drug and will not be detected. A second,
similar scanning technique can search for neutral
portions of potential metabolites after dissociation
in the collision chamber. This is a highly useful
experiment since conjugated metabolites, such as
glutathione, glucuronide, and sulfate conjugates, give
characteristic neutral losses in the collision chamber.
This experiment, called a constant neutral loss scan
experiment, is so generic that it does not even require
any prior knowledge of the parent drug. The precursor
and constant neutral loss experiments can be per-
formed within the LC timeframe required for metab-
olite identification experiments.[23] Once a putative
metabolite is discovered in these scanning experiments,
it can be confirmed and further characterized by a
third scanning technique called a product ion scan
experiment. A product ion scan allows only the ion
of the prospective metabolite to pass into the collision
chamber. The metabolite dissociates into fragments
characteristic of its structure, some fragments similar
to the parent drug compound, and some different.
A comparison of the product ion spectrum of the
putative metabolite with the parent drug can provide
a great deal of information about the metabolic
alteration and structure of the metabolite.

Often these types of experiments can point to the
portion of the drug that has been metabolically altered,
rather than completely identify the structure of the
metabolite itself. However, as mentioned previously,
this is often enough in the discovery phase to alert the
structural chemists to the metabolically labile portion
of the molecule, but sometimes further experiments

are necessary to narrow the site and nature of the
metabolic alteration.

A second type of MS instrument capable of
performing a product ion scanning experiment is the
ion trap mass spectrometer. The difference between
this instrument and the triple quadrupole mass
spectrometer is the ion trap is capable of performing
numerous sequential product ion experiments on the
same compound. For example, a potential metabolite
is dissociated into several characteristic fragment ions
in the first stage of MS/MS. Then, one of these frag-
ment ions can be further dissociated into smaller ions.
This is a second stage of MS/MS known as MS.[3] This
process can continue (MSn)[24,25] until the site of meta-
bolic alteration is determined or no more informative
fragment ions are formed.

A high mass resolution/high mass accuracy tandem
mass spectrometer is also useful in metabolite charac-
terization experiments. These instruments can deter-
mine the exact mass of a potential metabolite or of
one of its fragment ions. Although several accurate
mass instruments are available, the most useful for
metabolite ID experiments is a quadruple time of
flight (Q-Tof ) instrument. Other instruments, such as
a four sector mass spectrometer or a Fourier transform
mass spectrometer, are capable of achieving even
higher resolution and mass accuracies; however, they
are cumbersome and expensive and require a specially
trained operator. The types of molecules encountered
in metabolite ID experiments are typically comprised
of only organic atoms and are fairly low molecular
weight (<1000 Da). Ultrahigh resolution and mass
accuracy are not necessary for their characterization.
In addition, the Q-Tof instruments have been proven
to be fairly rugged systems, capable of evaluating
low concentrations of metabolites in extremely dirty
biological matrices such as bile. An accurate mass
instrument is particularly effective when two nominally
isobaric structures are possible for a potential metab-
olite. These are structures that have the same unit
mass, but differ in their exact mass.[26]

There have been great advances in mass spectrom-
etric instrumentation over the past decade. All of the
instruments described above are rugged and available
for routine use. While these are not the only tandem
mass spectrometric systems available, when used
together, they provide a powerful complement for
metabolite characterization experiments. A flow chart
illustrating the complementary nature and effective uti-
lization of these various MS/MS techniques is shown
in Fig. 1. The most effective use of these instruments
involves setting up the front end of the systems identi-
cally. All systems should be fitted with the same LC
and injection system and the mass spectrometers
should be set up in parallel with a radio flow detector.
In this manner, samples can be easily moved from one
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system to another for further characterization. If a
sample is radioactive, the LC eluent will split after
leaving the column and a portion of the sample will
go into the mass spectrometer while another portion
will pass into the radio flow detector. The systems
can also be fitted with an on-line UV detector or other
analog detection device. However, in discovery, the
samples are typically extremely dirty and the metab-
olites are present at concentrations well below the
matrix concentration, so detectors with some level of
selectivity will be the most useful.

The metabolic profile of new drug entities can be
evaluated in a variety of biological matrices. The
advantage of in vitro matrices is that they provide
a cleaner background, and the concentrations of
metabolites can often be controlled by manipulating
the incubation conditions. However, not all of the
metabolic pathways are necessarily accessed through
an in vitro system. The most comprehensive metabolic
profile will be obtained from an in vivo system and the
highest concentration of metabolites will be observed
in the excreta (i.e., bile/urine/feces). Also, since these
compounds are being evaluated early in discovery,
these experiments often provide the first look at the
metabolites of a new chemical entity. Due to this, there
is a danger that routine sample cleanup methods, such
as solid-phase extraction or liquid–liquid extraction, will
eliminate novel metabolites. In addition, as the new

chemical entities are rarely radioactive, there is no way
to trace whether critical metabolites are lost during
cleanup. A more comprehensive evaluation of metabo-
lites is obtained if the samples (bile/urine/plasma) can
be analyzed directly. This again points to the need for
a rugged, sensitive, and selective detection system.

SOFTWARE

It is easy to envisage how the tandem MS experiments
described before could generate an enormous amount
of data, leaving the daunting task of evaluating
every chromatographic peak manually to the operator.
However, significant advances in software technology
have been made in recent years to allow a computer
to critically evaluate these large datasets based on a
series of preset criteria and rules. Not only does this
provide a higher throughput for data evaluation, but
it also leaves the operator free to design additional
experiments, resulting in a more comprehensive evalu-
ation of metabolites in a shorter time frame. As stated
earlier, the most comprehensive and informative
metabolite identification experiments come from the
analysis of in vivo samples, typically bile and urine.
Bile, in particular, is an extremely dirty matrix, com-
prised primarily of numerous bile salts that can
obscure the signals generated by potential metabolites.
Since little or no sample cleanup is utilized in these
samples, highly complex mass chromatograms can
result. Computer algorithms now exist that will per-
form a detailed background subtraction on these sam-
ples, virtually eliminating contributions from the
matrix. In order to perform this background subtrac-
tion, two separate experiments are performed on the
LC-MS/MS system. The sample of interest is analyzed
and then an injection is made of a control sample of
the appropriate biological matrix. The analytical con-
ditions are identical for each experiment, and the com-
puter merely eliminates the peaks observed in the
control biological matrix from the actual sample data-
set, significantly simplifying the resulting mass chro-
matogram and in many cases revealing potential
metabolites that were obscured by the chemical noise.

A second software feature capitalizes on the fact
that many potential drug candidates contain atoms
that are not naturally occurring in the body and which
possess unique isotopic patterns. In particular, chlorine
and bromine atoms give unique and distinctive mass
spectral signals. The computer can evaluate the sample
dataset and find any chromatographic peaks that con-
tain these characteristic isotopic patterns. An example
of how these software routines can simplify a complex
chromatogram is shown in Fig. 2. This compound con-
tained a tritium label, so the top trace (A) shows peaks
corresponding to radioactive metabolites. The second

Precursor Ion Scan
(Based on characteristic

fragments from
standard)

Constant Neutral Loss
(For common conjugates such 

as glucuronide, glutathione
or sulphate)

Accurate Mass MS or MS/MS
(Provides accurate masses for

empirical formula determination)

MSn
(For all possible metabolites
highlighted in above steps.

Provides detailed structural information)

Product Ion Scan
(For possible metabolites
highlighted above plus

any expected metabolites)

Sample Arrives

Fig. 1 Systematic approach to metabolite identification and
characterization.
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trace (B) shows the total ion chromatogram (i.e., all
masses from 300 to 1000 amu) with no software inter-
vention. A background subtraction routine greatly sim-
plifies this chromatogram in the third trace (C). Finally,
this compound contains a chlorine atom, so an isotopic
cluster algorithm further simplifies the resulting chro-
matogram in the fourth trace (D). Note how this last
trace begins to resemble the radio chromatogram.

In addition, the computer can accept a list of poten-
tial or common metabolites such as hydroxylation,
demethylation, or a combination of metabolic alter-
ations. Most software packages will also accept custom
alterations if the user knows of unusual metabolic
processes that are specific for a given structural series
of compounds. The software programs can calculate
these masses, given only the mass of the parent drug,
and search the resulting mass chromatograms for the
presence of these metabolites. Furthermore, given a
set of evaluation criteria, the computer can assess the
integrity of the observed peaks to determine whether
they represent real entities. Acceptance criteria can be
dictated by the user and consist of factors such as

how high the analytical signal is above the background
noise and the width of the peak. These techniques are
particularly powerful when used in conjunction with
accurate mass data, as the masses of potential metab-
olites can be precisely determined and distinguished
from other contaminants that may have the same
nominal mass, but differ in their exact mass.

Most of the commercial software packages currently
available offer a browser screen that allows the oper-
ator to view the peaks the computer picks out as poten-
tial metabolites and lets the operator have final say in
whether these peaks should be evaluated further as
potential metabolites. The software programs can then
automatically set up additional MS/MS experiments
for further characterization of these metabolites, sig-
nificantly eliminating the amount of user intervention
necessary. These experiments can be set up to run
automatically overnight, leaving the results available
for user evaluation in the morning. This type of data
‘‘mining’’ provides a rapid and efficient way of evaluat-
ing the tremendous amount of data generated in a mass
chromatogram, significantly reducing the amount of
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Fig. 2 Various software cleanup methods in the evaluation of metabolites of Compound X in rat bile. (From Ref.[26], reprinted

with permission from American Pharmaceutical Review.)
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manual data interpretation required by the user and
increasing the throughput of metabolite identification
experiments. A flow diagram of the metabolite software
decision process is shown in Fig. 3.

CONCLUSIONS

The contributions of metabolite identification studies
to early drug discovery are often significant. It is of
critical importance to a discovery program to know
what metabolites are formed as this can drive the struc-
tural chemistry effort toward more effective drugs. It
also provides an opportunity to obtain an early look
at human metabolism from in vitro systems to make
sure that there are no metabolites produced by human
enzymes that are not adequately produced by other
animal species. This can result in a higher success rate
of drug candidates that make it into the clinical phase.
However, only in recent years, with the considerable
hardware and software advances in the use of LC-MS/
MS technology, it has been realistic to implement these
types of studies into the high throughput environment
of drug discovery. It is also important to redefine the

goals of a metabolite identification experiment in the
discovery environment. Many compounds in a struc-
tural series need to be evaluated in a fairly short time
frame and often it is more important to point to
metabolically labile portions of the molecule quickly
rather than to spend months elucidating the exact
stereospecific structure of a single metabolite. Further-
more, sample volumes are small and rarely radiola-
beled. LC-MS/MS is a powerful analytical technique
and can be used effectively to evaluate samples under
these conditions. The mass spectrometer is a selective
and sensitive detector, and is able to detect and charac-
terize low levels of metabolites out of extremely com-
plex biological matrices. The precursor and constant
neutral loss scanning capabilities of an MS/MS instru-
ment provide the means of searching through a complex
mixture to find any entities that have structural simila-
rities to the parent drug compound, and often very little
prior information is necessary to make use of these
experiments. Data from product ion scan experiments
provide further structural characterization of potential
metabolites and use of MSn and accurate mass capabili-
ties can narrow the site of modification even further and
provide insight into the empirical formula of metabo-
lites. The integration of these complementary MS/MS
techniques provides an efficient and comprehensive
approach to metabolite characterization.

The recent development of ‘‘smart’’ software
programs allows the computer to quickly and critically
evaluate large, complex datasets. This significantly
reduces the amount of manual data interpretation
required by the user and large datasets can be evalu-
ated more rapidly. However, data interpretation is still
crucial and continues to be the bottleneck to even
higher throughput studies. To address this, the soft-
ware programs are continuing to evolve in response
to user needs. Data-dependent scanning capabilities
are being developed to make the most use out of a
single injection. Once the computer detects a potential
metabolite in an LC run, it can automatically switch to
a tandem mode to provide structural information on
that metabolite ‘‘on the fly.’’ This type of experiment
shows a great deal of potential; however, it is still
problematic for extremely dirty samples such as bile.

Future software programs will also be able to utilize
the input from other external analog detectors such as
radio flow or UV detectors to further enhance the result-
ing dataset. In addition, there are software programs
that are capable of interpreting MS/MS spectra and
provide suggestions for the structures of the observed
fragment ions. Mathematical programs such as CODA
can further distinguish what is a real chemical signal
and what is random noise in a dataset and correlation
analysis can evaluate complex matrices, pick out poten-
tial metabolites, and determine the degree of similarity
between these observed compounds and the parent drug

Background Subtraction
of Control Sample

Create Automated MS/MS
List and Run

Metabolite Browser
(show chromatogram/spectra)

Mark Possible Metabolites
and Export to Browser

Highlight Unexpected Masses
Unique to Sample

Compare Detected Masses with List
of Common Metabolic Alterations

Highlight any Masses with
Characteristic Isotopic

Patterns (Cl,Br)

Compare Detected Masses
with Expected Metabolite List

Fig. 3 Metabolite software decision tree. (From. Ref.[26],
reprinted with permission from American Pharmaceutical
Review.)
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compound.[27] Efforts are also being made to utilize the
Internet and establish links to existing metabolite data-
bases. Once a metabolite, is discovered experimentally,
the software will search the database to determine
whether that type of metabolic alteration has been
observed before and under what circumstances.

Implementation of metabolite identification studies
into drug discovery is still very much an evolving pro-
cess. Significant technological advances have been made
over recent years and scientists are continuing to adapt
and develop existing techniques to the rigorous demands
of a discovery environment. While metabolite ID is by
no means ‘‘high throughput,’’ experiments exist that
can give timely and valuable information back to the
discovery project teams, driving the evolution of lead
compounds and answering critical metabolic questions
that will ultimately save the pharmaceutical company
time, money, and resources in the future. Based on the
value of these studies, the contributions from metabolite
ID studies within drug discovery are only expected to
increase in the future.
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Metered Dose Inhalers

Sandy J.M. Munro
Alan L. Cripps
GlaxoSmithKline, Hertfordshire, U.K.

INTRODUCTION

Metered dose inhalers (MDIs) are pharmaceutical
delivery systems designed for oral or nasal use, which
deliver discrete doses of aerosolized medicament to
the respiratory tract. The MDI contains the active sub-
stance, dissolved or suspended in a liquefied propellant
system held in a pressurized container that is sealed
with a metering valve. Actuation of the valve discharges
a metered dose of medicament as an aerosol spray
through an actuator during oral or nasal inhalation.

The MDI may provide up to several hundred actua-
tions, each containing typically from about 10 to
500 mg of drug dispersed in a 25 to 100 ml metered vol-
ume of liquid. The discharged liquid undergoes flash
evaporation of the propellant to produce a finely dis-
persed aerosol spray. The deposition, and hence the
clinical efficacy, are critically dependent on the mass
of inhaled particles, which must have an appropriate
aerodynamic size, typically less than 5 mm, to be
deposited in the lungs (the respirable fraction).[1]

The first MDI products were developed by Riker
Laboratories and marketed in 1956, using a newly
patented design of metering valve. In most countries
the MDI is now established as the principal dosage
form of inhalation drug therapy for bronchial asthma
and chronic obstructive pulmonary disease (COPD).
Since its introduction, MDI technology has evolved
steadily. However, with the phase-out in the commer-
cial use of chlorofluorocarbon (CFC) propellants,
which have been the mainstay of pharmaceutical
MDIs, the pace of MDI technology development has
accelerated with the transition to hydrofluorocarbon
(HFC) propellants.[2]

Despite their apparent simplicity in use, MDIs are
complex devices involving the integration of formu-
lation, container, metering valve and actuator (Fig. 1).
Changes to any one of these components will affect the
overall performance of the MDI, which is designed to
ensure that the delivered dose and the particle size dis-
tribution of the drug in the aerosol spray are consistent
over both thelabelled number of actuations in the MDI
and for the duration of the shelf-life.[3]

The design and evaluation of MDIs are reviewed in
references.[4–7]

PROPELLANTS

The propellant or propellant mixture used in the MDI
provides the energy necessary to generate a fine aerosol
of drug particles suitable for delivery to the lungs or
nasal cavity. Liquefied compressed gases are preferred
over non-liquefied compressed gases such as nitrogen
or carbon dioxide because they offer the following
critical advantages for inhalation therapy:

� The discharge of defined aliquots of propellant
from the MDI will undergo flash evaporation to
give an aerosol of very small particles.

� The pressure inside the MDI remains consistent
throughout the use of the entire contents, thus
ensuring that the aerosol characteristics remain
uniform during repeated discharges. At constant
temperature, the vapor pressure remains constant
while liquefied propellant remains. In contrast, aero-
sols generated using non-liquefied compressed gas
coarsen during emptying of the MDI due to the
decrease in gas pressure.

However, unlike non-liquefied compressed gases, the
vapor pressure of liquefied propellants decreases signifi-
cantly with decreases in temperature, such that below a
certain temperature, the flash evaporation process is
sufficiently retarded to give poor aerosol formation.
For the propellants commonly used in MDIs, unaccept-
able aerosol formation is likely to occur below 0�C.

The ideal propellant for use in an MDI will exhibit
the following properties:[8]

� Non-toxic
� Inert and unreactive in the formulation
� Chemically stable under a range of conditions
� High purity
� Acceptable taste and odor
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� Compatible with the packaging components (can,
valve, actuator)

� Suitable vapor pressure
� Suitable density to facilitate suspension stability
� Suitable solvency properties
� Preferably non-flammable
� Acceptable cost

Until recently, only three chlorofluorocarbon (CFC)
propellants, namely CFCs 11, 12 and 114 (Table 1),
had been approved worldwide for use in medical MDIs.
Their widespread acceptance was due to their ability to
substantially meet the ideal propellant properties. All
the CFC MDIs that are currently marketed employ
CFC 12 as the major constituent mixed with either
CFC 11 or with a mixture of CFC 11 and CFC 114.
These mixtures of propellants closely obey Raoult’s
law and therefore the blend selected can be used to give
a defined vapor pressure (Table 1). The inclusion of
CFC 11 in the formulation also offered advantages
in that it increased the solvency of most propellant
systems, thereby facilitating the dissolution of surfac-
tants in suspension formulations. By virtue of it being
a liquid below 24�C, it was used as the primary dis-
persion medium for either suspending or dissolving
the drug.

In 1974, Rowland and Molina[9] published their
hypothesis that CFCs could lead to the depletion of
stratospheric ozone. With confirmation of this theory
through subsequent studies, an international agree-
ment, The Montreal Protocol on Substances that
Deplete the Ozone Layer,[10] was drawn up and set in
motion a timetable for the phase-out of both the
manufacture and use of CFCs. Although the consump-
tion of CFCs in inhalation products is probably insig-
nificant in ozone depletion, representing approximately
0.4% of the worldwide CFC consumption in 1986,[11]

the pharmaceutical industry has been working since
1987 to find alternative propellants with which to
replace the CFCs used in MDIs. The establishment

of the safety and suitability of such alternatives for
use in medical aerosols is a lengthy and complex pro-
cess. As a consequence, MDIs have been identified as
an essential use of CFCs and have remained exempt
from the provisions of the Montreal Protocol during
the transition process.

The search for propellants of low or zero ozone
depletion potential (ODP) has led to the identification
of a number of potential compounds. A number of
chemical industry consortia were established to investi-
gate the acute toxicity of the most promising candidates
under The Programme for Alternative Fluorocarbon
Toxicity Testing (PAFTT).[8]

The use of HCFCs has been considered, although
they still have an appreciable ODP. For instance,
HCFC 22 could provide a technically satisfactory
replacement for CFC 12. However, revisions to the
Montreal Protocol in 1990 require the phase-out of
HCFCs by 2020.

The use of hydrocarbons such as isobutane is com-
mon in general consumer aerosols. However, their
odor and flammability have deterred their use in medi-
cal aerosols although purer grades, which are odorless
are now available. Dimethylether (DME) is used simi-
larly because it combines zero ODP with superior sol-
vency for various active components and appreciable
miscibility with water, which may be important in the
formulation. However, the high flammability of both
the hydrocarbons and DME would require expensive
modification of facilities for the manufacture, storage,
and transportation of MDIs. Flame extension studies
have shown that the flammability of these propellants
is unlikely to present a significant risk during inha-
lation use due to the small metered volumes.[12]

Another challenge in the use of both hydrocarbons
and DME as propellants in suspension MDI formula-
tions may be their low density, compared with most
drug substances, which would give rise to poor suspen-
sion stability leading to the potential for inconsistent
dose delivery.

Of the alternatives identified, the hydrofluoroalk-
anes (HFAs) or HFCs were targeted for development
as replacements for the CFCs in MDIs. Within this
class, 134a and 227ea were adopted for inhalation tox-
icity testing by two consortia of pharmaceutical com-
panies: IPACT 1 for 134a and IPACT 2 for 227ea
(IPACT: International Pharmaceutical Aerosol Con-
sortium for Toxicity Testing). These programs estab-
lished the safety profile of both propellants, which
has led to the recommendation by the Committee of
Proprietary Medicinal Products (CPMP) of their
suitability for use in MDIs.[13]

The vapor pressure of 134a is higher than that of
227ea, but both are seen as alternatives for CFC 12.
To date, no suitable replacement for CFC 11 has been
identified. In some HFA MDI formulations, ethanol

Fig. 1 Sectional view of a metered dose inhaler.

2270 Metered Dose Inhalers



Li
qu

id
–M

ic
ro

bi
ol

T
a

b
le

1
P

ro
p

er
ti

es
o

f
fl

u
o

ro
ca

rb
o

n
p

ro
p

el
la

n
ts

a
n

d
d

im
et

h
y

l
et

h
er

a

P
ro

p
el

la
n

t
M

o
le

cu
la

r
fo

rm
u

la
M

o
le

cu
la

r
w

ei
g

h
t

B
o
il

in
g

p
o
in

t
a
t

1
0
1
.3

k
P

a

(1
a

tm
.)

(�
C

)

G
a

u
g

e
va

p
o

r
p

re
ss

u
re

(b
a

rr
a

t
2

1
� C

)

L
iq

u
id

d
en

si
ty

(g
/c

m
3
)

a
t

2
1
� C

F
la

m
m

a
b

il
.b

li
m

it
s

(v
o

l.
%

in
a

ir
)

C
F

C
-1

1
b

C
C

l 3
F

1
3

7
.4

2
3

.8
�

0
.1

1
.4

9
N

F
c

C
F

C
-1

2
b

C
C

l 2
F

2
1

2
0

.9
�

2
9

.8
4

.8
4

1
.3

3
N

F

C
F

C
-1

1
4

b
C

F
2
C

lC
F

2
C

l
1

7
0

.9
3

.6
0

.8
9

1
.4

7
N

F

C
F

C
-1

1
5

b
C

C
lF

2
C

F
3

1
5

4
.5

�
3

8
.7

7
.1

0
1

.3
1

N
F

H
C

F
C

-2
2

C
H

C
lF

2
8

6
.5

�
4

0
.8

8
.3

7
1

.2
1

N
F

H
C

F
C

-1
2

3
C

F
3
C

H
C

l 2
1

5
2

.9
2

7
.1

0
.7

9
1

.4
7

N
F

H
C

F
C

-1
2

4
C

F
3
C

H
C

IF
1

3
6

.5
�

0
.1

1
.1

2
.2

8
—

N
F

H
C

F
C

-1
4

1
b

C
C

l 2
F

C
H

3
1

1
7

.0
3

2
.1

0
.6

9
1

.2
4

7
.6

–
1

7
.7

H
C

F
C

-1
4

2
b

C
H

3
C

C
IF

2
1

0
0

.5
�

9
.8

2
.0

0
1

.1
2

6
.0

–
1

5
.0

F
C

-C
-3

1
8

C
4
F

3
(c

y
c.

)
2

0
0

.0
�

5
.8

1
.7

5
1

.5
1

N
F

H
F

A
-1

2
5

d
C

F
3
C

H
F

2
1

2
0

.0
�

7
2

.8
1

1
.4

—
N

F

H
F

A
-1

3
4

a
c

C
F

3
C

H
2
F

1
0

2
.0

�
2

6
.7

5
.5

9
(2

0
� C

)
1

.2
2

N
F

H
F

A
-1

5
2

a
c

C
H

3
C

H
F

2
6

6
.1

�
2

3
.9

4
.3

5
0

.9
1

3
.7

1
–

1
8

.0

H
F

A
-2

2
7

c
C

F
4
C

H
F

C
F

4
1

3
2

.0
�

1
7

.0
3

.9
9

(2
0
� C

)
1

.4
1

N
F

D
M

E
d

C
H

3
O

C
H

3
4

6
.1

�
2

3
.7

4
.3

5
0

.6
6

3
.4

–
1

8
.2

a
B

a
se

d
o

n
d

a
ta

o
f

E
.I

.
d

u
P

o
n

t
d

e
N

em
o

u
rs

&
C

o
L

td
.,

ex
ce

p
t

fo
r

p
ro

p
el

la
n

ts
H

F
A

-1
3
4
a

a
n

d
H

F
A

-2
2
7
.

b
P

er
m

it
te

d
u

se
d

in
m

o
st

co
u

n
tr

ie
s

fo
r

sp
ec

ifi
ed

M
D

I
p

ro
d

u
ct

.
c
N

F
¼

n
o

n
-fl

a
m

m
a

b
le

O
zo

n
e

d
ep

le
ti

o
n

p
o

te
n

ti
a

l
(O

D
P

),
re

la
ti

v
e

to
C

F
C

-1
1

w
it

h
O

D
P

o
f

1
.

d
H

F
A

h
y

d
ro

fl
u

o
ro

a
lk

a
n

e
D

M
E
¼

d
im

et
h

y
le

th
er

.

Metered Dose Inhalers 2271



Liquid– M
icrobiol

has been used as a cosolvent to enhance the solubility
of surfactants in place of CFC 11. The HFA propel-
lants meet many of the criteria of the ideal propellant
for use in an MDI, although the solvency properties
of both 134a and 227ea are markedly different from
those of the CFCs. Hence the conventional surfactants
used in CFC MDIs were found to be incompatible. As
a consequence, the development of HFA MDIs has
required the resolution of a significant number of
technical problems.[3]

FORMULATION

In general, MDI formulations can take the form of
either suspensions or solutions. Traditionally the pre-
ferred route has been to formulate a suspension of
the micronized drug substance in the liquid propellant
(CFC or HFA). In some cases, additional excipients
(e.g., surfactants and/or cosolvents) have been added
to improve the quality of the dispersion. The various
MDI formulation options are described in detail later
together with a description of some of the alternative
options for the input drug substance.

Historical Overview of CFC-Based
MDI Formulations

These typically comprised a suspension of the micro-
nized drug substance in various ratios of propellants
12 and 11 and/or 114. A surfactant was usually added
to improve the suspension behavior by decreasing the
rate of flocculation and sedimentation or creaming
and also by reducing the amount of drug deposition
on the internal surfaces of the valve and container.[4]

The addition of a surfactant to moderate the suspen-
sion behavior and reduce internal drug deposition,
can make the valve sampling and hence the dose deliv-
ery more reliable. Some CFC MDI products have also
been formulated as solutions.[14] Typically, the drug
substance is solubilized by adding a small quantity of
ethanol. The potential strengths and weaknesses of
both suspension and solution formulations are dis-
cussed in detail in the following section, which covers
formulation options for HFA-based MDIs.[15]

HFA MDI Formulations

Input drug substance

The microfine drug powder used in suspension-based
MDIshas typically been prepared using an air-driven fluid
energy mill and this is still the method predominantly used
for the currently marketed suspension-based MDIs.

In recent years, there has been a recognition that
although the micronization process is a cost-effective
method of producing a material with the correct
particle size distribution for inhalation, the process,
which relies on particle–particle collisions and attri-
tion to gradually reduce the particle size, may also
impart some undesirable characteristics to the particles
produced.

As a consequence of the limitations of the micro-
nization process, various particle engineering[16,17]

techniques are under investigation with a view to
providing superior input microfine drug for MDI
manufacture. Some of these techniques, for example,
SEDS (Solution Enhanced Dispersion by Supercritical
Fluids)[18] rely on alternative crystallization technolo-
gies to go straight from a solution of the required drug
substance to crystals with exactly the required surface
characteristics and particle size distribution without
going through the high-energy micronization process.
Other techniques extend spray drying technologies to
produce particles with controlled density, porosity, par-
ticle size distribution, and shape as well as allow for
coformulation with other solid excipients to produce
particles with controlled drug release characteristics
as well as potentially controlled regional deposition
within the lung.[19,20] Particle engineering techniques
may also offer enhanced performance to meet increas-
ingly stringent regulatory requirements.[21,22]

HFA MDI solution formulations

In an HFA MDI solution formulation, the drug is
completely dissolved using an HFA propellant (e.g.,
134a) plus an appropriate cosolvent to produce a pure
solution product. The cosolvent most commonly used
is ethanol. This approach has been used successfully
to produce a solution aerosol product for BDP.[23]

There are a number of advantages to a formulation
of this type:

1. Potentially fewer issues around homogeneous
valve sampling from the bulk.

2. As in the case of the BDP solution aerosol,
enhanced efficiency of aerosolization, leading
to high lung deposition compared with an
equivalent suspension product.

3. Overcomes issues with suspension systems
where the drug has measurable solubility in
the propellant, i.e., formulation does not suffer
from particle growth issues.

4. Provided there is always sufficient cosolvent
present to preserve the true solution status of
the product, no issues with drug deposition on
the valve components and container.

5. May be a simpler filling process than for a
suspension-based HF MDI.

2272 Metered Dose Inhalers



Li
qu

id
–M

ic
ro

bi
ol

There are also a number of disadvantages to true
solution MDI products:

1. Solution products can be more susceptible to
drug losses into the elastomeric components of
the valve than for an equivalent suspension pro-
duct. Drug losses of this kind can be an issue
particularly for low dose products.

2. There are currently few options beyond ethanol
in terms of cosolvents that would be Generally
Regarded As Safe (GRAS). Thus, to develop a
solution formulation using a cosolvent other than
ethanol could necessitate an extensive toxicology
testing program. Of the currently available respi-
ratory drugs, there are few that are sufficiently
soluble in ethanol or sufficiently low in strength
to easily yield a solution product.

3. If too much ethanol is used to dissolve the drug,
the vapor pressure may drop below that
required to achieve efficient atomization.

4. If the product under development is transition-
ing from an existing CFC suspension-based
product, it may be difficult to replicate the fine
particle mass, the particle size distribution
and/or the absorption characteristics. This can
lead to problems in providing a seamless tran-
sition from the CFC product because of the
potential to have to change the dose and
because the product can smell and feel different
to the original suspension formulation.

More recently, other (less volatile) organic modi-
fiers, e.g., glycerol, have been added to solution-based
HFA MDIs to modify the particle size distribution
so that it more closely resembles that of the originator
suspension product.[24]

HFA MDI suspension formulations

There are a number of possible approaches to a
suspension-based formulation. A micronized drug can
simply be suspended in an HFA propellant or a mix-
ture of HFA propellants. The principal advantage
to a formulation of this type is that it is simple and
contains no additional excipients with their inherent
toxicological implications. The performance of a
formulation of this simplicity will be dependent on
the inherent properties of the drug substance and the
propellants used. For example, if the drug substance
is significantly more dense than the propellant(s) is,
then rapid sedimentation of the suspension is likely
to occur following agitation. This could create issues
in terms of the valve sampling homogeneously from
the bulk container contents. Further differences
between the drug and propellant in terms of relative
hydrophobicities and hydrophilicities can also result

in rapid flocculation immediately postshaking or a
tendency for the drug to deposit on the MDI container
walls and valve components. For the approach of cre-
ating a dispersion of drug in propellant to be success-
ful, the drug should essentially be insoluble in the
propellant(s) to provide good product stability. The
formulation should also possess reasonable character-
istics such that the suspension is easy to redisperse so
that the valve still samples homogeneously from the
bulk suspension contents in a time-scale consistent
with the gaps a patient would typically leave between
shaking and firing the inhaler. The tendency for drug
to deposit on the inner surfaces of the container and
valve can be controlled via sophisticated packaging
technologies, e.g., can coating, making this kind
of MDI formulation successful for a number of drug
substances.

For CFC-based suspension formulations, a surfac-
tant was typically included. A variety of surfactants
were used in these systems, e.g., lecithin, oleic acid,
sorbitan trioleate.[14] All these surfactants were freely
soluble in the CFC propellants and allowed for a
degree of control over the suspension characteristics.
Rates of flocculation, sedimentation, and creaming
could be controlled and deposition on the internal con-
tainer components was minimized. The transition to
HFA-based MDIs has created significant issues in that
none of the surfactants, previously used with the CFC
products are soluble in HFA propellants alone. Some
formulations have still used these surfactants, but the
addition of a cosolvent (ethanol) has been required
to solubilize the surfactant.

In addition to HFA formulations using the tra-
ditional surfactants plus cosolvents, there has also been
some research work to identify novel surfactant mole-
cules for use with HFA propellants. As yet none of
these research programs have successfully yielded
molecules with suitable properties to control the sus-
pension characteristics whilst also retaining a suitable
toxicology profile.

An interesting alternative approach to suspension
formulations in HFA propellants is via engineered
drug substance particles. Porous drug substance/
excipient particles can be produced via spray drying
techniques. It is theoretically possible to match the
density of the particles with that of the liquid propel-
lant to produce a formulation with desirable suspen-
sion characteristics.[19]

CONTAINERS

The essential requirements of containers used for MDIs
are that they are compatible with the formulation, have
an ability to withstand internal pressures up to 1500 kPa,
and can be manufactured with reproducible quality.

Metered Dose Inhalers 2273



Liquid– M
icrobiol

The most widely used containers for MDIs are made
from an aluminum alloy, although glass bottles have
also been used. Aluminum containers (cans) are preferred
due to their light weight, strength, break resistance, com-
pactness, and ability to provide light protection. There
are two main types of aluminum cans—the cut-edge
can and the rolled-edge can (Fig. 2). The cut-edge can,
which is most commonly used in the manufacture of
MDIs, is manufactured by a deep-drawing process to
leave a sharp edge to the can rim (Fig. 3). After for-
mation, the cans are washed with solvent and aqueous
detergent to remove residues of oil, which is used as a
lubricant in the drawing process. Rolled-edge cans are
formed by impact extrusion (slugging) of a slug of high
purity aluminum. The excess material is trimmed off
and the can neck is externally rolled. The deep-drawing
process is preferred because the cans have a more
uniform weight and wall thickness, which facilitates fill
weight control during the MDI manufacturing process.

Although aluminum cans generally show good com-
patibility with the propellant systems used in MDIs,
drug degradation or drug deposition on the internal
walls of the can may require the use of internal coat-
ings. A suitable epoxy resin or phenolic vinyl type coat-
ing may be used.[25] More recently, low-surface-energy
coatings based upon perfluoropolymers have been pro-
posed for use with HFA propellant systems.[26]

Glass bottles are not widely used because of their
greater weight and potential fragility. Glass containers
used with pressurized liquefied propellants are exter-
nally coated with a plasticized polyvinyl chloride
(PVC) layer to retain glass fragments in the event of
breakage. In the past, glass bottles may have been
preferred for MDI formulations containing ethanol and
CFC 11. Hydrogen chloride, formed via a free radical
reaction, can result in corrosion of aluminum cans.[27]

METERING VALVES: DESIGN AND FUNCTION

The primary function of the metering valve is to meter
accurately and repeatably small volumes of the propel-
lant-based formulation containing the drug. Secondly,
it helps seal the pack to ensure minimal leakage of
propellant. Most of the commercially available MDI
products are fitted with metering valves designed to
operate in the valve-down orientation, which eliminates
the need for a dip tube. The typical MDI metering valve
consists of two coupled valves placed on either side of a
volumetric metering chamber.[28] It is essential that dur-
ing depression of the valve stem, the inner ‘‘valve’’ closes
to isolate the container contents before the outer ‘‘valve’’
opens to allow discharge of the contents of the metering
chamber. Reversal of this sequence would give rise to
‘‘continuous spraying,’’ placing the patient at risk of
overdosage. The metering performance of the valve is
a critical aspect of quality control. A diagrammatic rep-
resentation of the sequence of operation of a metering
valve is shown in Fig. 4.

A metering valve comprises a number of essential com-
ponents (Fig. 5) having specific functions (Table 2). The
most significant feature of the valve are the two seals or
seats. These are separated by the metering chamber,
which is created by the space between the stem, the body,
and the seals. The cylindrical stem passes through the flat
elastomeric seals to create a dynamic seal during move-
ment of the stem along its axis. With the exception of
the aluminum ferrule, all other components are either
press-formed in stainless steel or injected-moulded in suit-
able plastics such as nylon, polyacetal, or polyester, which
are dimensionally stable when in contact with the propel-
lant. The stem return spring is invariably made in stainless
steel. Good surface finish and careful dimensional control
of all the components and their correct assembly are criti-
cal in ensuring satisfactory valve performance.

The valve is sealed against the container by a rubber
flat cut or ‘‘O’’ ring gasket that is compressed by
crimping the aluminum valve ferrule to the container
neck. Crimping during the filling operation is con-
trolled by monitoring the crimp height and diameter
to ensure adequate compression of the gasket. The
optimum crimp parameters will permit correct valve
function and minimize propellant leakage.

Blank

First draw

Further
drawing
stages

Forming
of base

Rolling
neck
profile

Fig. 3 Stages in the manufacture of aluminum cans by a
deep-drawing process.

ROLL

EDGED

CUT

EDGED

Fig. 2 Types of aluminum cans used with MDIs.
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ELASTOMER COMPONENTS

The elastomeric sealing components of the metering
valve are particularly critical. In those valves used with
CFC propellants, the elastomeric seals have typically
been formed from an acrylonitrile/butadiene rubber,
which has been cured with sulfur. These rubber seals
may not be fully compatible with HFA propellants;
hence, alternative elastomeric materials have been used.
These materials include peroxide-cured acrylonitrile/
butadiene, ethylene–propylene diene monomer (EPDM),
and chloroprene and thermoplastic elastomers (TPE).
The elastomeric materials used to form the dynamic seals
around the stem and the static gasket seal between the
can and valve may differ based on the required properties
of the rubber for the specific function of the seal.[29] The
most important characteristics of the elastomeric seals

include their composition and degree of curing, which
control the physical properties and swelling characteris-
tics in situ, compatibility with the propellant and drug,
their affinity for drug absorption, their dimensions and
surface finish, and their potential to release foreign

Body

Inner stem

Ferrule

Outer seat

Stem
Metering chamber

Gasket

Inner seat

Spring

Can

Fig. 5 Components of a metering valve.

Table 2 Function of the valve components

Valve component Function

Gasket Seal between the valve and can; usually
made of rubber.

Ferrule An aluminum cup that holds the valve

components together and attaches
them to the can in the crimping process.

Stem Moving part of the valve that provides
the metering action and connects the

valve to the actuator. Its design
provides entry and exit ports to the
metering chamber to permit filling and

discharge of the metered dose
respectively.

Seat Provides the main seal around the valve
stem and is usually made from rubber.

Most valves have two seats to provide
the metering action.

Spring Returns and holds the stem of the valve
in the rest position after actuation.
May be located inside or outside of

the metering chamber.

Metering
chamber

Defines the volumes of liquid
discharged. Valves with 25-, 50-, 63-,
and 100-ml nominal metering volumes

are available.

Fig. 4 Operation of an aerosol valve.
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particulate matter and extractable material. The solvency
properties of both CFC and HFA propellants is such that
low levels of extractives from the elastomers can appear
in the MDI formulation during storage. These may not
present any safety concerns and their levels can be further
minimized by using solvent-extracted elastomeric seals.
The elastomeric seal material may also be selected, in
part, to influence other changes that can occur during
storage of an MDI. Under normal storage conditions,
moisture will diffuse through the elastomeric seals into
the MDI contents. The rate and quantity is dependent
on the environmental conditions and the nature of the
elastomeric material, the water vapor transmission
properties of which can differ significantly.[30]

Propellant leakage from an MDI is characteristic of
this product and occurs by diffusion through both stem
seals and gasket of the valve. The leakage rate increases
with increase in environmental temperature, and tends
to parallel the rubber swell for a particular propellant–
rubber combination. Propellant leakage from an MDI
may shorten the product shelf-life by raising the drug
concentration of the liquid contents, thereby increasing
the metered dose of medicament. Additionally, excessive
leakage may prevent the labelled number of actuations
being delivered by the MDI.

ACTUATORS AND SPACERS

Overview of the Components
for the Basic MDI Actuator

For a simple MDI, the actuator is a one-piece plastic
molding that performs a number of critical functions
as a key packaging component in the overall system.
The main plastic body of the actuator surrounds and
protects the aerosol canister, and veins within the actu-
ator help to locate the canister so that when it is
depressed by the patient to release the dose, the canis-
ter moves straight down without flexing the valve stem.
A high degree of flex could result in poor performance,
e.g., as a result of continuous spraying of the valve.
The veins also serve to centrally locate the canister
within the actuator body to create airflow paths with
minimum resistance so that air can be easily drawn
through the device as the patient inhales.[67] Some typi-
cal MDI actuators are shown in Fig. 6.

The actuator also incorporates the stem block con-
taining the spray nozzle. The stem block contains a
socket that the valve stem pushes into when the canis-
ter is placed inside the actuator. The socket is designed
to provide a tight interference fit with the valve stem
such that there is no tendency for the canister to fall
out of the actuator on transportation and also so that
the complete dose is pushed out of the spray orifice and
does not leak back up the side of the valve stem to

deposit on the valve ferrule. The final critical compo-
nent of the actuator is the mouthpiece. The design of
this component needs to be such that the patient is
easily able to form a seal around it to draw air through
the device and inhale the dose. The mouthpiece should
also be designed to minimize the extent of drug depo-
sition on the actuator during dose delivery. Typically,
10% to 20% of the dose delivered from the valve is
deposited on the actuator and is therefore not available
for delivery to the patient. Mouthpiece designs are
usually a compromise of what is cheap and easy to
mold, what is easy for the patient to use and form a
seal around, and what will result in a small and port-
able device with acceptable drug delivery characteris-
tics. A huge advantage to the MDI is that it is small,
light, easy to carry, and discrete to use. A large and
complicated design optimizing the delivery characteris-
tics would probably be expensive for the manufacturer
and unattractive to patients. A further component of
most MDI actuator designs is a dust cap. This is most
usually a separate plastic molding that snap-fits onto
the main actuator body. The main purpose of the dust
cap is to prevent foreign matter from entering the
mouthpiece and valve stem area while the device is
being transported. Foreign matter in this area could

Fig. 6 Typical MDI actuators.

Fig. 7 Detailed diagram of MDI actuator stem block.
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either be inhaled by the patient during use or could
potentially block the spray nozzle. A detailed cut-away
drawing of a typical actuator stem block is shown
in Fig. 7.

For a simple MDI actuator, the spray nozzle and
valve stem socket are formed by metal pins that enter
the stem block as part of the actuator molding process.
It is essential to retain accurate dimensional control for
these critical areas, to ensure absence of leakage and
correct and consistent spray performance during dis-
charge. Various combinations of nozzle diameter and
length and expansion chamber volume (volume
between the metering chamber and the actual spray
nozzle, principally the internal volume of the valve
stem), have been investigated. In practice, nozzle
diameters range between 0.2 and 0.5 mm. Small nozzle
diameters tend to give higher fine particle masses but
also increase the length of time it takes to deliver the
dose and can be more prone to blocking.[31] The actu-
ator parameters cannot be optimized in isolation
but must be designed to work in harmony with a
specific metering valve, container, and formulation
combination.[32]

Spacers

As mentioned earlier, the simplest MDI actuators are a
compromise between portability, cost, and performance.
When a simple MDI is used, a significant portion of the
dose is deposited in the oropharyngeal cavity. This is
because when the canister is pushed down for the dose
to be delivered, the spray emerges from the actuator
orifice at such a rate that there is insufficient space for
the cloud to decelerate before it strikes the back of the
throat or other parts of the oropharyngeal cavity. Simple
low-volume spacer devices (70–150 ml) provide an
extension to the mouthpiece to allow space for the decel-
eration of the aerosol cloud to occur. These can either
push-fit onto thesimple classical type of actuator or
can unfold as part of an integral actuator/spacer
design.[33–37] They significantly reduce the amount drug
deposition in the oropharyngeal cavity[35] by allowing
more time for the aerosol to decelerate. As a conse-
quence, slightly more drug may be deposited in the lungs
but the majority of the reduced throat deposition is
accounted for by higher device/spacer deposition. The
principal benefit in using this type of simple spacer is
in reducing oropharyngeal irritation and hoarseness
caused by the deposition of inhaled steroids.[34,38]

Spacer/Holding Chambers

In addition to the simple spacer devices that have been
described, there are also much larger volume spacer
devices (500–750 ml). These devices provide all the

benefits of the simple devices but are capable of captur-
ing and holding the dose prior to the patient inhaling.
A one-way valve (or paired valves) may also be incor-
porated into the mouthpiece region to allow natural
breathing cycles so that the patient breathes out into
the atmosphere but breathes in through the spacer to
inhale the dose held within the spacer. These larger
spacers may be beneficial for asthmatic patients who
show poor coordination of inhalation with inhaler
actuation[33,34] because actuating the canister to deliver
the dose does not have to be coordinated with breath-
ing in Refs.[39,40]. Drug deposition in a spacer increases
with decreasing chamber size (as a function of width
and length).[35,36] Spacer deposition may be influenced
by the size of the metering valve and the propellant
composition.[37] The delivery of a respirable drug from
MDIs is generally similar with or without a larger
spacer but with the advantages of lower oropharyangeal
deposition and lower need for accurate coordination.

The materials used to manufacture spacers are also
key to their performance. A build-up of static elec-
tricity on a spacer device can significantly affect the
amount of drug deposited on it and, consequently, the
dose the patient could receive.[41] Similarly, the way in
which spacer devices are washed or dried can also
result in a build-up of static electricity.[42]

BREATH OPERATED INHALERS AND OTHER
DEVICE ENHANCEMENTS

The MDI has proved itself over many years of success-
ful use as a highly effective method for delivering drug
to the lungs for the treatment of respiratory disease.
The MDI is simple to use for most people, but there
are difficulties that certain sectors of the patient popu-
lation may have with the use of this device type.

Very young children and older people have signifi-
cant difficulty coordinating their actuation of the
device with breathing in Ref.[43]. Patients who have this
coordination difficulty can either be supplied with a
dry powder inhaler (where the inspiration through
the device is also responsible for the release and aero-
solization of the powdered drug so that coordination is
no longer an issue), or they may be be prescribed a
Breath Operated Inhaler (BOI).

Several of these device types are marketed; they are
still MDIs but the device takes over the responsibility
for actuating the can as the patient breathes in. Typi-
cally, the device is primed immediately before the
patients takes their dose. This priming can be achieved
either via the opening of the dust cap to reveal the
mouthpiece or by operating a special priming lever.
For the currently marketed devices, this results in a
spring being compressed above the aerosol canister
that has enough strength to actuate the can on release.

Metered Dose Inhalers 2277



Liquid– M
icrobiol

The device contains a triggering mechanism that is
released when the patients breathe in through the
device to take their medicine. The release ofthe trigger-
ing mechanism allows the coiled spring to push the
MDI canister down and deliver the medicine, negating
the need for the patients to coordinate the activities.[44]

Although there is significant merit to devices of this
type, they need to be carefully developed to ensure that
the altered pattern of use in terms of priming, shaking,
and taking the medicine works in harmony with the
other device components to ensure that consistent
doses of medicine are always delivered from the device.

More BOI devices are likely to reach the market.
They could be either mechanical or electronic in
operation. The incorporation of electronics into a
device of this type opens up the possibility of including
other patient features, e.g., counters and other data
logging.

MDI COUNTERS

One significant issue with MDIs is that because of the
aluminum canister used for most device types, it is
impossible for the patient to know exactly how much
medicine is left in the inhaler. Shaking the canister
prior to taking the medicine can give the patient some
confidence that formulation is still there within the
device, but this is a very crude measure. MDIs are
always filled with more medicine (termed the overfill)
than the number of actuations mentioned on the label.
Thus a 200 actuation product might actually be filled
with 240 actuations. There are a number of reasons
for this:

1. There is always some leakage from devices of
this type throughout their life. Including an
overfill guarantees that the device is still capable
of delivering the claimed number of actuations
at the end of the shelf life.

2. There can be some variability in the dosing per-
formance of an MDI as the formulation level
becomes very low. Including an overfill guaran-
tees that the MDI will perform consistently
throughout the number of actuations claimed
on the label.

3. There is a portion of the formulation that is not
removable from the canister because of the posi-
tioning of the metering valve sampling port.

Using a glass container is one method of overcom-
ing the difficulty by knowing how much medicine is
left, but because of the overfill factor there will always
appear to be medicine left even after the patient has
exceeded the number of actuations claimed on the
label. Also, glass containers may be more bulky than

their aluminum counterparts and are certainly more
expensive to produce.

The alternative to a transparent container is to fit
the MDI with some kind of actuation counter or level
indicator. The level indicator, much like the fuel gauge
within a car, will give some idea of the amount of medi-
cine that remains, but will not be an exact measure. A
numerical counter is probably the preferred solution as
it leaves the patient in absolutely no doubt about the
amount of medicine remaining in the device. When
the number of actuations claimed in the label have
been taken from the device, the patient will know that
a replacement is needed, thereby completely avoiding
the uncertainty that would arise from continuing to
use the device during the overfill phase between label
claim and final device exhaustion. The counting
mechanism could be either applied to the top of the
aerosol canister or the valve area or be an integral part
of the actuator and be mechanical or electronic in
operation.

OTHER DEVICE ENHANCEMENTS

The incorporation of breath activation and/or counting
mechanisms into the MDI opens the possibility of includ-
ing other device features, particularly if the above-
mentioned two features are achieved via electronic
means. MDIs that feature data gathering technology
allow the patient or physician to monitor how and when
the medicine is being taken (compliance) or to monitor
lung function and control the amount of medicine that
the patient is taking are distinct possibilities.

Spray Atomization and Evaporation

The respirable fraction or Fine Particle Mass (FPM) of
a finely aerosolized drug delivered from an MDI is
highly dependent on the atomization of the formu-
lation and the subsequent spray dynamics. The aerosol
characteristics depend heavily on interactions between
the propellant(s), the (typically) micronized drug parti-
cles, the formulation excipients, and the design and
dimensions of the metering valve and the key actuator
variables (stem block, atomization orifice, actuator air-
flow paths, and mouthpiece design). The importance of
these inhaler variables has been demonstrated pre-
viously.[45–47] MDIs give a much slower metered deliv-
ery and a much finer spray droplet size distribution
than what would be expected for simple hydraulic
atomization because a mixture of gas and liquid is
discharged from the metering chamber.

Partial flash evaporation of the propellant occurs
in the metering chamber and in the expansion
spaces of the valve stem and actuator stem block.[47]
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Further evaporation also occurs within the discharge
nozzle, and alternating segments of liquid and gas
pass through the nozzle in a process of effervescent
atomization.

The spray droplets are ejected at a high velocity of
about 25–30 m/s,[48] and although the aerosol decel-
erates rapidly the velocity is still much higher than the
inhaled air velocity, resulting in significant drug impac-
tion in the oropharyngeal region. This effect has been
mimicked crudely in simple throat models[49] and more
accurately in throat models having carefully matched
human dimensions.[50]

The probability of oropharyngeal deposition is deter-
mined more by droplet size than by velocity and density
because the particle inertia is proportional to the density,
velocity, and the square of the diameter. It, therefore,
follows that oropharyngeal drug deposition is reduced
and the respirable drug delivery is increased when MDI
sprays are finely atomized and evaporate rapidly. Such
MDI sprays are generally promoted by increasing the
propellant vapor pressure[45,47,51] and reducing the actu-
ator spray nozzle diameter.[45,46,52]

Spray evaporation is impeded by the inclusion of
appreciable concentrations of non-volatile miscible
excipients in the formulation. These include ethanol
as a cosolvent,[53] and CFC 11, both having low vola-
tility in the spray, which is also chilled by propellant
evaporation, thereby further reducing the rate of evap-
oration. The particle size distribution of the resulting
aerosol depends not only on the spray dynamics but also
on the number and primary size distribution of the drug
particles in liquid suspension and their degree of deagglo-
meration during spray atomization. The evaporated
aerosol particle size increases with the concentration of
drug[45,54] and non-volatile excipients[45,55] in suspension
formulations and also in solution products.

MANUFACTURING

In the manufacture of MDIs, liquid filling procedures
have been developed based on either a cold-filling
method or a pressure-filling method. Both methods
are suitable for either solution or suspension formula-
tions and regardless of the process, it is important to
maintain a low atmospheric relative humidity in the
filling area to minimize condensation and possible
absorption of water by the product.

The cold-filling process involves chilling the propel-
lant and drug formulation to approximately �60�C in
tanks to maintain the liquid state and metering it into
the open cans in a single step. The cans are then sealed
immediately by crimping on the valves.

The potential advantages of this procedure are
that it is simple and can accommodate any valve, with
minimal changes to the production line. The potential

disadvantages include high energy consumption
(refrigeration), inconsistent fill weights due to propel-
lant evaporation, contamination from moisture con-
densation, and possible irreversible physical changes
in the formulation at low temperature.

The pressure-filling process is now more commonly
used and relies on the injection of at least part of the fill
through the valve, which is crimped to the container.
Pressure filling with CFC propellants generally
involves preparing a concentrated suspension (or solu-
tion) of the drug in the high-boiling CFC 11, together
with any excipients. This concentrate is metered into
the open container in a cool area to minimize evapo-
rative losses of propellant before crimping on the valve.
The low-boiling propellant, CFC 12 or a CFC 12/CFC
114 blend, is then filled through the valve by high-
pressure injection, a process commonly known as gas-
sing. For this process, the potential advantages are that
accurate fill weights are achievable and that filling can
be undertaken at or near room temperature. The
potential disadvantages are that the filling equipment
is complex and expensive to install and that the valves
must be suitable for pressure filling.

With the transition to HFA/HFC propellants, the
lack of a direct replacement for CFC 11 has resulted
in the development of a single-stage pressure-filling
process. Forthe HFA/HFC propellants, a concen-
trated suspension (orsolution) of drug is prepared in
the propellant (134a or 227ea) contained in a pressur-
ized system. A valve is crimped to a container and the
concentrate is pressure-filled through the valve, fol-
lowed by an aliquot of pure propellant.[56] Such a pro-
cess requires the development ofa total pressurized
filling system with compatible elastomeric seals and
the use of pumps capable of recirculating, without
cavitation, high-pressure liquids.

During the filling process, it is normal to displace
the air from the container before valve crimping to
avoid internal pressure changes in the MDI at the time
of progressive discharge of the contents during use.
For the cold filling and two-stage pressure-filling pro-
cesses, air displacement occurs after filling the initial
propellant liquid into the container. However, in the
single-stage pressure-filling process, air is purged from
the container in a separate operation prior to crimping
the valve, using either a small injection of propellant or
vacuum (Fig. 8).

High-speed rotary filling machines are widely used
to provide concentrate filling, valve placement, and
crimping and gassing in a continuous sequence. Similar
set-ups are used for HFA/HFC MDIs with appropri-
ate modifications to permit container purging. Inter-
mittent indexing machines are often employed for
small-scale filling. Filling lines may also be equipped
with a checkweighing station to reject any over- or
under-filled canisters. In addition, a heat-stressing
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facility may be employed after filling to raise the tem-
perature of the MDIs to a predetermined value (e.g.,
50–55�C) to increase the internal pressure and thereby
challenge the integrity of the crimp seal. After a defined
quarantine period, further checkweighing, normally as
part of the final packaging operation, can be used to
reject canisters that have leaked.

QUALITY CONTROL

Quality control testing of MDI batches is applied to
the individual inhaler components prior to manufac-
ture, as in-process controls during the manufacturing,
and to the finished product (Table 1). A number of
publications describe quality control procedures for
MDIs.[21,57,58]

Component and In-Process Quality Control

Typical QC procedures for the aluminum canisters
would include careful assessments of their dimensions,
weight, strength, surface finish, and cleanliness. Impor-
tant canister characteristics are neck finish and dimen-
sions, regional can wall thickness, and external size of
the canister, which influence valve sealing, canister
strength and volume, and the fit into the actuator.
Canister strength is typicallymonitored by the manu-
facturer, using a hydraulic pressure test. Glass bottles
may be subjected to impact fracture drop tests.

The metering valve is generally the most critical
inhaler component in terms of its effect on product
performance; therefore, it also requires detailed testing
prior to use. The disassembled valve components are
examined for dimensional accuracy and surface
quality. Assembled valves are tested for correct meter-
ing function and formulation delivery. Test packs are
stored until equilibration and the units are tested for
propellant leakage (weight loss) and weight of metered
delivery. The reproducibility of delivery has been
reported for various valve propellant combinations.[59]

Where propellant mixtures are used in the product,
there is some progressive fractionation during dis-
charge of the pack contents because of greater loss of
the more volatile component.[59] The associated change
in liquid propellant density can cause a small progress-
ive change in metered delivery weights, but this does
not influence the drug delivery, which is determined
by the metered volume.

Common in-process control procedures for MDIs
are provided in Table 3. In addition, stringent environ-
mental controls are required for air cleanliness,
humidity, and temperature during the manufacturing
run. Rapid verification of the drug content of the fresh
bulk suspension or solution may be important prior to
commencing the filling run because reworking of aero-
sol products for recovery is not practical. It may be
necessary to monitor the dispersion quality and drug
concentration of suspension during filling. Various
online monitoring methodologies are under development

Drug in
propellant 11

CFC Inhalers

Circulating
pump

Metering
pump

Metering
pump

Propellant
12

HFA Inhalers

Add drug/propellant 11 
mixture to open can

Crimp a metering
valve onto the can

Add propellant 12
to each canister

HFA 134a
recirculation
optionalDrug concentrate

metering pump
PumpDrug concentrate

in liquefied
HFA 134a

Air is removed
from can and

can is crimped

Drug concentrate
and HFA 134a are 
added to canister
through valve

Checkweigh

HFA 134a metering
pump

Checkweigh

Pump

HFA 134a

Fig. 8 Production pressure-filling sequence for MDI cans.
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Table 3 Quality control and analytical tests for the characterization of metered dose inhalers

Name of test/test area Type of data/comments

Individual component testing prior to manufacture of active product:
Containers Dimensional accuracy and surface quality; strength testing by canister manufacturer
Metering valves Dimensional accuracy and surface quality of individual components from

dismantled valves

Mean weight per actuation
and leakage rate

Samples filled on the production line and shot weight through use data generated
to guarantee correct valve function; samples tested after a period of equilibration to
ensure leak rates within specification

Input micronized drug Chemical, physical, and particle size specifications
Propellant Chemical and physical specifications
Surfactant Chemical specification

Actuators Dimensional accuracy and finish; accuracy and centralization of
the atomization orifice

In-process control testing that occurs during manufacture:
Atmospheric conditions Monitoring of atmospheric temperature and humidity in manufacturing areas

Drug suspension concentration Rapid analysis initially and during filling
Drug suspension Periodic fill weight checks (if separate suspension followed by gassing)
Filled canisters Automatically checkweigh all canisters
Gross leakage and safety Containers heated to raise internal pressure; visable leakage and pack distortion

examination
Control of leakage rate Checkweigh all containers after a suitable quarantine period to meet specified limits
Metering-valve function Each filled container is spray-tested after quarantine, following a number of priming

actuations

Analytical testing applied to completed product:
Appearance Description of the suspension; absence of corrosion of canister; completeness

of inhaler components

Identity HPLC or infrared confirmation of identity and absence of polymorph or
incorrect solvate

Microbial limit testing e.g., to USP requirements

Spray pattern Consistent, concentric pattern fired straight with respect to mouthpiece geometry
Water content Karl Fischer or similar method
Foreign particulate matter BP 1993
Leachables Consistent profile between batches, careful consideration of levels versus specifications

based on individual components
Pressure test USP
Leak test USP

Drug related impurities Comparison with specifications based on preclinical/clinical batches

Characterization of particle size distribution:
Multistage impactor Careful consideration of particle size distribution profile data and a multipoint

specification; individual stage data may be combined for comparison with the

specification for QC purposes
Laser particle sizing Tends to be used to characterize products more in development
Microscopy Tends to be used to characterize products more in development

Characterization of drug delivered

from the MDI
Mean dose delivered and
content uniformity

Careful consideration against various specifications covering mean and individual
actuations through use assessing inter- and intracan variability; regulatory guidance
varies from region to region (see Refs.[22,58,59].)

Number of primes Test to demonstrate the number of priming actuations the patient must fire to waste
before performance is nominal

Number of actuations To demonstrate that the product delivers nominal dose at the end of label claim (can

be derived from CU data)
Actuator deposition Generated during development to determine how much drug deposits on the actuator

with each dose and thus what the ex-actuator dose is
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but still the principal method is via measuring the total
drug per can for a sample taken from the manufacturing
run. Inline checkweighing of the crimped units pro-
vides an indirect record of the suspension fill weight
per canister.

MDI BATCH ACCEPTANCE

MDI products are subject to batch control and accept-
ance tests similar to those for other pharmaceutical
dosage forms, that is, active drug identification, dose
delivery, and dose uniformity. Additional special tests
unique to inhalers, e.g., characterizing the particle size
distribution of the delivered aerosol, are also applied.
Typical tests are shown in Table 3.

It is now rare to specify determination of the
metered drug delivery by discharging directly from
the metering valve (without the actuator) into a sol-
vent.[60] Via this route, correction is subsequently made
for the amount of drug that typically deposits on the
actuator to leave the ex-device dose available to the
patient. The preferred method now is to discharge
the inhaler with the actuator fitted, into a trapping sys-
tem with an airflow being drawn through it (e.g., the
USP/NF method).[61] This method of characterizing
the ex-actuator dose is much more representative of
the real patient case. Typically, the mean specified
delivery ex-actuator is controlled to within 85–115%
of the label claim, with additional limits also applied
to the spread of individual doses.

PARTICLE SIZE ANALYSIS OF SPRAYS
AND AEROSOLS

The characterization and quality control of the particle
size distribution of the discharged aerosol has become
one of the key tests applied to MDI and other inhaler pro-
ducts, and a wide variety of methods have been developed
to make this possible. The available methods can be
broadly split into two categories: optical (typically laser)
methods or methods based on inertial impaction.

Optical methods typically have the advantage of
producing detailed results very quickly on a small
number of actuations, but the disadvantage is that they
do not characterize the whole spray emerging from the
device. They are also not able to distinguish drug par-
ticles from drug-free excipient particles or propellant
alone droplets or even between two different drug sub-
stances as in the case of a combination product. The
sizing results obtained via optical methods may give
an incorrect or biased impression of the true particle
size distribution for the pharmaceutically active sub-
stance. Nevertheless, these methods can prove to be
extremely useful from a qualitative perspective.

SPRAY DROPLET SIZE ANALYSIS

The spray droplet size distribution has a major influ-
ence on the amount of oropharyngeal deposition and
the amount of drug delivered to the lungs and the
regions of lung deposition. Methods for spray droplet
particle sizing from MDIs[4,6] have been reviewed.

For the quality control of actuators, spray flume
appearance and profile are often used.[62] These methods
potentially highlight any gross issues with the moulding
of the actuator atomization orifice and stem block (e.g.,
firing off-centre or poor spray homogeneity). Flume pro-
files can also obtained by timed flash photography,[4,63]

but an even better picture of dynamic flume changes
can be provided by high-speed video recording.[62,64]

Spray droplets have also been analyzed microscopi-
cally after impacting the spray on to specially coated
slides. Microscopic laser holography has been used to
measure droplet size distributions and concentrations
for MDIs.[65] Laser video imaging has also been
applied to MDI sprays.[66]

Laser diffraction (LD) size analysis is a rapid and
convenient non-invasive method used extensively for
measuring the droplet size distribution of industrial
sprays. LD analysis has been used for non-metered dis-
penser sprays to study the effects of varying the propel-
lants[67,68] and valve orifices.[69]

Oropharyngeal spray impaction depends on the drop-
let velocity and size. Both these parameters can be mea-
sured simultaneously and recorded for each droplet.
With Phase Doppler Anemometer (PDA) instruments,
useful results have been obtained on MDI sprays.[70]

MDI AEROSOL PARTICLE SIZE
DISTRIBUTION ANALYSIS

Methods for the size analysis of MDI aerosols have
been reviewed.[6,71–73] Various sizing methods are avail-
able. Microscopic examination of particles based on
discharging the spray against a slide[72,73] can provide a
limit test for unduly large single particles resulting from
poor micronization or poor physical stability of the
drug in liquid suspension, but this is only a very
gross measure.

INERTIAL IMPACTORS

Inertial impactors fractionate aerosol particles aerody-
namically according to their inertia, which increases
with size. Inertial impaction is the most widely used
method for sizing MDI aerosols, partly because a large
sample is measured, consisting of the total aerosol
generated from a number of actuations. Methods of
this type have the advantage that the aerodynamic
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measurement accounts for the effects of particle shape
and density and that the aerodynamic size distribution
is measured specifically in terms of the drug mass inde-
pendently of any other aerosolized constituents that
may be present, giving a specific measure of the
aerodynamic size distribution of the drug.

The most commonly used tool for the aerodynamic
classification of particle size distributions is the
Andersen cascade impactor. The Andersen impactor
was originally developed for the environmental moni-
toring of air samples but is now commonly applied
to characterizing medical aerosol size distibutions.
Particle size distribution profile data can be generated
or an overall figure can be derived to loosely determine
the mass of drug that falls into the respirable range.
This is achieved by combining several impactor stages
with particle size cut-offs roughly corresponding to
respirable particles.[74] To gather the particle size distri-
bution data, the MDI is actuated a number of times
into the cascade impaction apparatus via a connecting
elbow (termed the throat or induction port). On enter-
ing the impactor, the aerosol is passed through succes-
sive impaction plates with decreasing jet diameters.
Velocities increase as the particles go down through
the impactor to the point where they impact on the
collection plate below. Cascade impactors (particularly
the Andersen) have been used extensively to assess
MDI aerosols.[72] A schematic diagram of the Andersen
impactor is given in Fig. 9.

To collect and deliver the MDI discharge to the
impactor, two main types of collector system have been
used: a large chamber to permit extensive or complete
spray droplet evaporation before impaction,[72,75,76]

and a restrictive induction port[73,51,78] in which con-
siderable droplet impaction occurs in a very crude

analogy to the behavior for the human oropharynx.
The extent of droplet evaporation before impaction,
and therefore the size distribution measured, is a func-
tion of the lag time between spray discharge and
impaction. The lag time depends on the size and shape
of the particular inlet duct and upper impactor stages
and also the volumetric airflow rate. The droplet
evaporation rate depends on the volatility of the parti-
cular propellant/excipent system[75] and the effect of
the airflow rate and air vapor mixing on vapor dif-
fusion from the droplets. Clearly, it is essential in com-
paring inhaler systems to standardize the induction
port, cascade impactor, and air-flow rate.[72,77]

The impacted drug fractions are normally measured
via a specific chemical assay, although mircoweighing
the plates has also been investigated.[75,78] A number
of actuations are normally accumulated for each cas-
cade impaction determination to collect sufficient drug
for accurate assay. The United States Pharmacopoeia
includes a test for MDIs, using a cascade impactor
coupled to a throat of specified dimensions.[74]

Simple two-stage impactors (or impingers) with a
defined throat geometry have also been used to gener-
ate simple data more rapidly than for the multi-stage
cascade impactors (or impingers) or for QC pur-
poses.[74,79–81] The Twin Impinger (TI) has gradually
become a much less widely used technique as it cannot
provide the more detailed distribution data required
for in-house product development or by the regulatory
authorities, but it can be sensitive enough to reveal for-
mulations that are unstable due to crystal growth or
particle aggregation.

SINGLE PARTICLE OPTICAL SIZERS (SPOS)

Single particle optical sizers measure each aerosol par-
ticle passing through a small optical sensing zone to give
rapid ‘‘real time’’ measurement of particle number diam-
eter distribution and concentration. Low particle
concentrations are necessary to avoid coincidence errors
arising from multiple particle occupancy in the sensing
zone. SPOS methods are rapid, but they have the follow-
ing disadvantages for MDI aerosol evaluation:

� Drug containing particles are not distinguished
from excipient or foreign particles.

� Aerosol sampling may not be representative due to
inadequate measurement of the large particles and
their possible partial loss in the sampling probe.[82]

� Equivalent mass distribution is derived based on
the assumption that the particles are spherical and
of equal density.

Optical single-particle counters offer much more
rapid aerosol size analysis than do impaction methods.

Induction
port

Entrance cone

Inhaler
mouthpiece

Fig. 9 Schematic representation of the Andersen cascade
impactor.
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They need to be applied with caution to MDIs for the
reasons stated previously.
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Microbial Control of Pharmaceuticals

Nigel A. Halls
NHC-Nigel Halls Consulting, Herts, U.K.

INTRODUCTION

Pharmaceutically active products (drug products) are
expected to be efficacious, however; the presence of
microorganisms in these products may have adverse
effects on their efficacy. The severity of the effects
that microorganisms may have on any particular
drug product is a function of the nature of the pro-
duct, its intended use, and the nature of the micro-
organism concerned. At one end of the spectrum,
microbial contamination of a sterile parenteral product
may, on injection into a debilitated patient, result in
fatality; at the other, patients may refuse to begin or
continue a course of medication because of aromas,
off-flavors, or discolorations of microbial origin. In
either situation, or in any related situation, the pres-
ence of microorganisms ought to be avoided in drug
products.

Microbiological standards for drug products are
published in the pharmacopeias and/or are required
by regulatory agencies for their registration. Generally,
these standards are concerned with the protection of
the public from infection by limiting the numbers
and types of microorganisms to levels that are unlikely
to be harmful. In addition to standards applying to the
products themselves, there are also microbiological
standards applying to the conditions under which drug
products are allowed to be manufactured. These manu-
facturing standards (Good Manufacturing Practices,
or GMPs) are intended to ensure that finished product
standards are being attained consistently.

Microbial control of pharmaceuticals is primarily
concerned with minimizing the opportunities for drug
products to be contaminated by microorganisms. It is
secondarily concerned with minimizing the potential
for any microorganisms that may have contaminated
drug products to increase to levels that may risk the
efficacy of the product. The testing of product samples
for compliance with microbiological standards is only
one small part of this. By and large, microbiological
test methods are product-destructive and, as a conse-
quence, it is unusual to find valid statistical sampling
and testing being done at batch release. Finished pro-
duct testing is at best confirmatory and in some cases
may be dispensed with when manufacturing controls

ensure that products are highly unlikely to become
microbiologically contaminated (parametric release in
its broadest sense).

Minimizing the risk of microbiological contami-
nation of drug products is assured by the application
of microbiological and physical standards and controls
to starting materials, product-contact packaging
components, manufacturing facilities, manufacturing
processes, and equipment. By and large, these assur-
ances are obtained by applying controls that protect
materials, equipment, and processes from sources of
microbiological contamination. In recognition of the
fraility of protective measures in all but the most
extreme circumstances, microbiological contaminants
are also routinely controlled by removal, inactivation,
or destruction.

The microbiological standards applying to drug
products are expected to be maintained until time of
use by the patient (or healthcare professional) and
throughout their shelf-lives. This presents two areas
of concern relevant to microbiological control: first,
that the product should be protected (usually by its
packaging) from additional contamination after
release to market, and second, that the product should
be formulated to prevent proliferation of any micro-
organisms that may have been present at tolerable
levels at the time of release.

Different types and levels of microbial control are
applicable to different types of products. The single
major division is between sterile and non-sterile products.

MICROBIAL CONTROL OF
STERILE PRODUCTS

Sterility is defined as the total absence of all viable life
forms. Parenteral products and ophthalmic products
are expected to be sterile. Parenteral products must
be sterile because their route of administration over-
rides the body’s external physical barriers to infection.
Ophthalmic products must be sterile because eye dam-
age is often irreparable. No distinction can be made
between microorganisms that are known to be specific
causative agents of disease and those that are not.
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Any microorganism may be opportunistically patho-
genic if administered parenterally or if applied to sus-
ceptible tissues (the transparent parts of the eye have
a particularly poor blood supply and, therefore, a less
sensitive immunological response than do other parts
of the body) or to debilitated or immunocompromised
patients.

Sterility, the Sterility Test,
and Sterility Assurance

Sterility has an absolute definition (absence of ALL
viable life forms). As with all absolutes, it is difficult,
if not impossible, to prove.

Sterility tests

The pharmacopeial standard applying to sterile pro-
ducts is that they must be capable of passing a Test for
Sterility. A Test for Sterility is described in U.S. Pharma-
copeia (USP) under Section 71 and in the European
Pharmacopoeia (PhEur) under Section 2.6.1. These were
‘‘harmonized’’ along with the Japanese Pharmacopoeia
and the requirements of the Australian Therapeutic
Goods Administration in 1999, but they still have some
minor differences in detail.

The Test for Sterility relies on the detection of viable
microorganisms within a sample that is directly or
indirectly inoculated into broad-spectrum microbiolo-
gical recovery media. Detectable microbial growth is
confirmation of non-sterility, whereas sterility can be
assumed from the absence of growth. In other words,
the Test assumes sterility unless non-sterility can be
demonstrated. The Test for Sterility is really a test
for non-sterility, and even within that redefinition
of its terms of reference, its indication is limited to
those microorganisms capable of producing discernible
growth under the specified test conditions. Many micro-
organisms are not recoverable under these conditions.

When the Test for Sterility first appeared in the USP
and in the British Pharmacopoeia (BP) in the 1930s, it
was described in the same terms as any other pharma-
copeial test method; that is, as a method whereby a
microbiologist could determine whether a single article
presented for analysis was sterile.

There was no indication in the pharmacopeias until
1955 in the USP and until 1968 in the BP that the
results of the Test should be or could be extended to
apply to batches of product required to be certified
as sterile. The USP initially required 10 units to be
tested from each batch of autoclaved products and
20 units from each batch of other sterile products,
the BP required 20 units. In the current pharmaco-
peias, the sample size for the Test for Sterility is 20
units in all but a few exceptional circumstances.

However, with such a small sample size, successful
results (no growth inferring with sterility or ‘‘passing’’
the Test for Sterility) provide little assurance that there
is not a significant proportion of contaminated units in
the batch. This has been recognized and debated for
many years, even before the pharmacopeial require-
ments were first published. In 1949, Knudsen[1] pointed
out that when using a sample size of 20 units, batches
containing 5% contaminated units would be ‘‘passed’’
as sterile on 35 of every 100 occasions. Brewer[2] elabo-
rated further on the statistical limitations of sterility
testing by showing that sample sizes of 20, 50, and
even 100 units are hardly better than sample sizes
of 10 units for detecting contamination in batches
of product containing 0.1% contaminated units. The
pharmacopeial sampling requirements for the Test
for Sterility are a compromise; they have been known
to be, and shown to be, statistically unsound for
decades. They are a compromise between the fact that
the Test is destructive to the units sampled and the self-
evident requirement for a very high level of assurance
that batches of supposedly sterile product do not
contain non-sterile units.

In practical terms a ‘‘pass’’ in the Test for Sterility
should not be perceived to be of any more significance
than any other successful measure of compliance with
microbiological or physical standards or controls
applicable to the manufacture of sterile products. A
‘‘pass’’ in the Test for Sterility must not be allowed
to overrule any failure to comply with other environ-
mental or control standard(s) because it is quite possible
to ‘‘pass’’ the Test and still have a significant number of
non-sterile units in the batch. On the other hand, a
‘‘failed’’ Test for Sterility is likely to be a good indicator
of a genuine problem that has not been disclosed by
some other microbiological or physical means.

Methods for sterility testing

The Test for Sterility may be performed in one of two
ways, by direct inoculation (direct transfer) or by mem-
brane filtration.

In direct inoculation, the product samples are put
aseptically into the microbiological recovery medium
and incubated. Clearly this approach is only suited to
products that are not likely to be inhibitory to the
growth of microorganisms in the recovery medium.
An incubation period of 14 days is specified.

In the membrane filtration method, the product
samples are put aseptically into a volume of non-
inhibitory diluent and then passed through a sterile
0.45 mm membrane filter (Fig. 1). The membrane is
rinsed through with additional volumes of diluent,
then aseptically cut in half. Half is transferred to a
container of soybean casein digest medium (SCDM)
and the other to fluid thioglycollate medium (FTM).
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A variation of membrane filtration is the use of
‘‘closed’’ systems such as the Millipore Steritest�

system. At the heart of the Steritest system are two
presterilized canisters, each with a membrane filter
sealed into its base. The product under test is inocu-
lated into its diluent and transferred via a peristaltic
pump into the canisters and through the two mem-
branes. During transfer the diluent is automatically
split in two parts. After product filtration, the media
are transferred into the canisters, SCDM to one
canister and FTM to the other, by the same means.
No manipulation of the membranes is required. The
canisters are incubated at the temperatures specified
in the pharmacopeias.

Whichever variant of the membrane filtration
method is used, SCDM is incubated at 20–25�C and
the FTM at 30–35�C for 14 days.

Before 1999, the pharmacopeias allowed incubation
for only 7 days. Now the USP allows 7-day incubation
only for terminally sterilized products. This extension
of the incubation period from 7 to 14 days is a curious
situation. The stimulus was an article published by the
Australian Regulatory Agency[3] indicating that it was
possible for some drug products to be contaminated
with microorganisms that would require more than 7
days of incubation to produce demonstrable growth
under the conditions of the Test for Sterility. This

was not, however, a remarkable new discovery. Brewer
and Schmitt[4] observed (albeit with ethylene oxide
sterilized medical devices) in 1966 that ‘‘slow growing’’
microorganisms (e.g., micrococci and diphtheroids)
might take up to 4 weeks to produce demonstrable
growth under the conditions of the USP Test for Ster-
ility. There has been no actual evidence of patients hav-
ing come to harm as a result of requiring only 7 days of
incubation in the Test for Sterility. One can only sug-
gest that some compromise was reached during the
‘‘harmonization’’ discussions, and the benefit must be
for exporters to Australia where the ‘‘preharmoniza-
tion’’ Test for Sterility[5] was far more demanding
and restrictive.

Conditions for sterility testing

The Test for Sterility is vulnerable to false-positive and
false-negative results. A false-positive means that a
genuinely sterile product fails the test because of inci-
dental contamination during the preparation of the
sample or during the Test. A false-negative means that
a non-sterile product passes the Test because viable
contaminants fail to grow.

Both circumstances can have serious consequences,
but false-positives are less likely to go unnoticed
because high frequencies of false-positives have a com-
mercial impact, at least delaying the release of product
and at worst leading to suspension of manufacture.

The avoidance of false-negatives is addressed at
length in the pharmacopeias. Each batch of medium
used in the Test for Sterility must have been shown
to be capable of supporting the growth of low inocula
of a specified array of microorganisms. Each Test for
Sterility applicable to each specific product must be
validated by repeated demonstration that the viabilities
of low inocula of a specified array of microorganisms
are not inhibited by product traces contained in the
medium (direct inoculation) or on the membrane filter.

The pharmacopeial attitude to false-positives chan-
ged in 1999, beginning in the 8th Supplement to USP
23 and in the 1999 Supplement of PhEur. An expec-
tation of some level of false-positives had been toler-
ated in the Test for Sterility since its inception. This
was in acknowledgement of there being a finite prob-
ability of the Test becoming contaminated as a result
of the large number of aseptic manipulations required
in its performance. However, times and
technologies have changed.

When the Test for Sterility was first published in the
1930s, it was, at best, being done in glove boxes. The
pharmacopeias recognized the probability of incidental
contamination and permitted, in the event of Test fail-
ure, an automatic right to retest without further ado.
However, with the advent of HEPA filtration and lami-
nar flow technology in the 1960s, the actual frequency

Samples

Diluent
Rinse

Membrane 
Cut in Two

Incubation 
in SCDB

Incubation 
in FTM

Fig. 1 Generalized scheme for the Test for Sterility by the

membrane filtration method.
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of false-positive diminished, but the automatic right to
retest remained. Isolation technology became available
for doing the Test for Sterility in the last decade of the
20th century.

The automatic right to retest still remained in the
pharmacopeias until in the 1999 revisions, it was recog-
nized that the testing technology was available
whereby the probability of incidentally contaminating
a Test for Sterility could be less than the probability
of the sample actually being non-sterile. The current
pharmacopeial situation is therefore that retesting is
only permitted when it can be unequivocally demon-
strated that the contaminant in the Test arose inciden-
tally during testing. Strictly, this is not a retest but a
repeat Test because the first Test is at fault.

The consequence of this approach is that repeat test-
ing is allowed only with a great deal of information
about the microbiological conditions pertaining during
the Test, and a large element of professional judgment
by the functions held responsible for product release.
Many companies have balanced the potential for the
increased risk of commercial loss as a result of failures
in the Test for Sterility with the potential for regulat-
ory action in the event of disagreement over the judg-
ment involved in repeat testing. They concluded that
isolation technology is the only sensible future for
the Test for Sterility.

Sterility assurance

Despite the attention, capital and resources given to
the Test for Sterility, batches of product cannot be
confirmed to be sterile by end-product testing. The
Test for Sterility is in fact only a test for a specific
broad range of microbial contaminants, and its sam-
pling statistics are not capable of disclosing frequencies
of contaminated units that would put patients at risk
owing to non-sterility. This has been recognized by
the pharmacopeias, notably the PhEur, which for some
years has carried a statement in Section 2.6.1 (formerly
V.2.1.1):

. . . a satisfactory result only indicates that no contami-
nating microorganism has been found in the sample
examined in the conditions of the test . . . . The sterility

test is . . . the only analytical method available to
the authorities who have to examine any product for
sterility.

Then, how can sterility of batches of supposedly
sterile products be confirmed by those functions within
companies that are held responsible for product
release? The answer is in the use of validated manufac-
turing processes based on sound scientific evidence that
each product unit is most probably sterile.

This raises a second question of how much confi-
dence must one have to claim sterility? The answer to
this question, for terminally sterilized products, is that
there must be no more than one chance in a million
that viable contaminants survive in any one unit. This
is called a sterility assurance level (SAL) of 10�6. The
answer for aseptically filled products is that the SAL
must be as close to 10�6 as is technically possible, with
the proviso that thedegree of protection given to the
process must afford no more than one chance in a
thousand of any one unit becoming contaminated.
This is called a contamination rate of 10�3, and unlike
the SAL it relates only to the protection given to the
process and not to the potential for contaminants
surviving or proliferating in actual products.[6,7]

The concept of the SAL is founded in academic
studies of how microbial populations reduce in
numbers inresponse to inimical treatments. In 1945
McCulloch[8] showed that for steam sterilization, a
population of bacteria:

exposed to a lethal degree of heat . . . decreases in a
fairly orderly manner. Thus if 90% of the viable popu-
lation is killed during the first minute of exposure,

approximately 90% of the survivors will be killed dur-
ing each subsequent minute, which will continue until
nearly all of the population is extinct.

This exponential order of inactivation of microbial
populations (Fig. 2, the exponential survival curve)
has subsequently been demonstrated to be a general
characteristic of microorganisms in all processes of
sterilization. The logarithmic axis of the exponential
survival curve has no zero point. Thus, there can be
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Fig. 2 Exponential inactivation of microorganisms (the sur-
vival curve).
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no time of exposure at any temperature, no dose of
radiation no matter how high, that can guarantee
100% inactivation of any microbial population.

Exponential inactivation is the basis of the concept
of sterility assurance. If the behavior of microbial
populations in response to a particular sterilizing
procedure is regular and exponential over the region
of the survival curve within which their response can
be monitored, then the treatments required to achieve
SALs of 10�6 can be extrapolated.

The aseptic filling process is not suited to the
calculation of SALs in this way. This is because aseptic
filling is not based on exponential inactivation and
therefore provides no basis for extrapolation. The
principle of aseptic manufacture is that, first of all,
the drug product and its product-contact packaging
components are sterilized to comply with SALs of
10�6, and then they are brought together in
ways that are intended to avoid further contamination
(asepsis). Ideally, the finished product would still
have an SAL of 10�6. The short-fall from this ideal
is primarily a function of the technology used in the
aseptic filling process. Where sterile isolation tech-
nology is being used—this is a developing rather than
an established technology at the time of writing in
2000—it is likely that there is very little shortfall.
With standard technology, a level of process pro-
tection from microorganisms demonstrable through
media fills offering a contamination rate of no more
than 10�3 is nominally acceptable to regulatory bodies
worldwide.

Microbiological GMP in the Manufacture
of Sterile Drug Products

As far as manufacture is concerned, there are two
broad categories of sterile products: those that are
terminally sterilized (filled and hermetically sealed
within their final containers before being exposed to
a sterilization treatment), and those that are aseptically
manufactured (the drug product and its product-
contact packaging components are sterilized and then
brought together in ways that are intended to avoid
further contamination. Serious measures to protect
the manufacture from microbiological contamination
are necessary for both categories but are clearly
most critical in the poststerilization stages of aseptic
manufacture.

There are several sources of standards and limits
that may be applied to the manufacture of sterile
products. They can be divided into sector-specific
standards which are focused specifically on the manu-
facture of sterile pharmaceuticals and generic standards
that are focused on particular technologies, irrespective
of how the technologies are to be applied.

Sector-specific standards applying to manufacture
of sterile drug products

There are five significant sources of sector-specific stan-
dards applying to the manufacture of sterile products.
Two are mandatory, three are voluntary.

The two mandatory standards are Annex 1 of the
European Union’s GMPs[9] and the FDA’s 1987
Guideline on Sterile Drug Products Produced by Asep-
tic Processing.[10] The FDA document is under review
at the time of writing this article.

The first of the two non-mandatory standards is
contained in Section 1116 of the USP. It should be
explained that this is a general chapter of the USP
and is not thereforemandatory unless referenced in a
USP monograph. At time of writing, Section 1116 is
not referenced in any monographs.

The second of the voluntary standards is IS
13408,[11] applying to both medical devices and to
pharmaceuticals according to the International Stan-
dards Organization (ISO) definition of ‘‘healthcare
products.’’ Here, it should be explained that the ISO
is a voluntary body whose membership is drawn from
national standards organizations. ISO standards have
no legal authority in any country or territory unless
the national standards body elects to adopt the ISO
standard instead of publishing its own standards.

The third voluntary standard is The International
Society of Pharmaceutical Engineer’s (ISPE) Baseline
Pharmaceutical Engineering Guide.[12] This is one of
a series of ISPE guidance documents that has limited
endorsement by the FDA. It should be understood that
only minimal standards are being endorsed and there
are many reasons why specific sterile products and
applications could be seen by the FDA to require com-
pliance with higher standards.

Working with these five documents is not easy; they
use different terminology and definitions and have
different emphases that in part, may be a function of
the 10-year span that encompasses publication dates. All
of them are concerned with controlling microbiological
contamination that may arise from the environment,
from personnel, and from materials and equipment.
Some individual standards within these documents
may relate to microbial numbers, others to physical
characteristics that relate to contamination control.

All of these documents stress a requirement for
room classifications according to the concentration of
non-viable airborne particles at 0.5 mm and larger.
The EU GMPs[9] subordinate classification of the vari-
ous areas applicable to sterile manufacture according a
broader based grading system. Grades A to D are
defined in terms of a range of independent characteris-
tics such as the concentration of non-viable airborne
particles at two sizes in operational and non-
operational conditions, the concentration of airborne
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viable particles in operational conditions, and several
other indices of microbial contamination on surfaces
and hands, etc. The inclusion of microbiological limits
within this grading system is important in that it
emphasizes that it is not solely the concentration of
non-viable airborne particles in cleanrooms (room
classification) that determines their suitability for
manufacture of sterile products.

Generic standards for technologies used in the
manufacture of sterile drug products

The most important generic standards applying to
technologies used in the manufacture of sterile drug
products relate to the protection of manufacture from
contamination from the air. The air supply to facilities
for sterile manufacture must be filtered, in some spe-
cific applications, it must be unidirectional, its velocity
may have to be controlled within specified limits, and there
must be pressure differentials between adjacent areas.

In the late 1990s, there had been a great deal of ISO
activity in the harmonization of various standards
applying to air quality.[13] The first three parts address
classification of air cleanliness, methods for testing
and monitoring, and metrology. Parts 1 and 2 cover
much of the ground but are not identical to FS
209[14] (see the following). The significant question
emerging as these standards are published has to do
with the reaction of the pharmaceutical regulatory
agencies. Whereas we can with confidence be sure that
the standards applying to the specifications of HEPA
filter media and to the in situ HEPA filter integrity test
will be accepted, there still are some doubts about the
standard for room classification.

Both of the two mandatory sector-specific stan-
dards[9,10] currently require room classification accord-
ing to Federal Standard 209. This is a U.S. government
standard; its current revision is FS 209E,[14] and it will
not be automatically replaced by IS 14644.[13] Thus, we
are dependent on the next revision of Annex 1 of the
EU GMPs[9] and of the FDA’s Guideline on Sterile
Drug Products Produced by Aseptic Processing[10] to
determine whether they will be adopted for the manu-
facture of sterile drug products.

Validation and Control of
Sterilization Processes

Although there are many sterilization processes used
in association with the manufacture of sterile drug
products, the three primary processes are steam sterili-
zation, dry heat sterilization, and sterile filtration. Dry
heat sterilization is, in the context of the manufacture
of sterile parenteral products, a subset of dry heat
depyrogenation (see the following).

Steam sterilization

Steam sterilization is widely used as a terminal process
for drug products in glass ampules, vials, syringes, and
plastic containers. It is also used for sterilizing closures,
filters, manufacturing equipment, and cleaning equip-
ment, etc.

Steam sterilization in autoclaves has a long and
strong scientific basis (see above). The essence of vali-
dation of steam sterilization processes is to demon-
strate that temperature and time conditions are being
achieved uniformly through every item included the
autoclave load and that the lethality being achieved
in practical situations corresponds to that which would
be expected from sterilization theory.

Thus, compliance with limits for temperature uni-
formity throughout empty autoclaves (heat distri-
bution studies) is an index of the way in which the
autoclaves are engineered. Compliance with limits for
temperature uniformity within items loaded into the
autoclaves (heat penetration) is an index of the way
in which items are wrapped for sterilization (where
applicable) and how they are loaded into the auto-
claves in relation to the positions of steam inlets,
drains, racks, trays, and thermal sensors.

With modern autoclaves, the major impediment of
concern to successful sterilization is air in porous
loads. Air may be present as a contaminant of the
steam supply such that the temperatures theoretically
achievable at particular steam pressures are depressed,
or air may be present within the load, insulating it from
the contact with the steam required for predictable
lethality.

Pure steam generators are designed to deliver steam
of satisfactory quality—standards are published in a
UK document, Health Technical Memorandum
(HTM) 2010[15]—but non-condensable gas like air
and nitrogen can accumulate in the steam through
poorly insulated and trapped distribution systems
and therefore should be tested periodically close to
point of use. Autoclaves suited to sterilization of
porous loads require some form of air removal, most
often by deep pulsed vacuums, before the introduction
of steam. The effectiveness of air removal is difficult to
monitor by physical means; air entrapment may be a
local phenomenon in particular locations in loads, in
particular materials (e.g., in cartridge filters), or where
items come into contact with one another (e.g., with
rubber closures in bulk). Therefore, it is normal to
use biological indicators to ensure that there is corre-
spondence between theoretical and practical reality.
Biovalidation of steam sterilization, although done
extensively, is all very complex and, to an extent, a
poorly understood. The basics are that a suitable
biological indicator should be resistant to sterilization
by steam (but not necessarily the most resistant
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microorganism known—spores of Bacillus stearother-
mophilus) are approved by the USP, PhEur, and others
and are most often used. The biovalidation cycle must
be of lower thermal lethality than the lowest thermal
lethality allowable within the routine production-cycle
specification. Some interesting reviews of biovalidation
of steam sterilization have been published by Halls[16]

and by Agalloco and colleagues.[17]

Steam sterilization is not confined to autoclaves.
Many items of manufacturing equipment, including
some quite massive applications to vessels, pipe-work,
filters, etc., are now sterilized in place with steam (SIP).
It is essential that the equipment holds pressure, that
air is removed, and that condensation does not
accumulate in low points of the system. Biological
validation is generally unsophisticated and is normally
done by ensuring that the process inactivates several
biological challenge test pieces, each carrying 106

spores of Bacillus stearothermophilus (D121-values
undefined but presumably meeting the pharmacopeial
criteria of equal to or greater than 1.5 min) placed
at critical points. Academically, it is problematic to
equate this approach with the sterility assurance level
concept that applies to the sterilization of groups
of items.

Steam sterilization processes are monitored for
compliance with strict specifications of temperature,
pressure, and time. Routine monitoring with biological
indicators is not necessary. Indeed, any item of steam
sterilizingequipment that is operating so erratically as
to merit routine monitoring with biological indicators
should be replaced.

Sterilization by filtration

Filtration is a means of sterilizing fluids by removing,
rather than inactivating, microorganisms. The steriliza-
tion of liquids is used extensively in aseptic manufac-
ture, sterilization of gases is used both in terminal
sterilization and in aseptic manufacture. Most applica-
tions use celluloseesters, polyvinylidine fluoride,
polytetrafluoroethylene, nylon, and other polymeric
materials. The removal of microorganisms from fluids
by passage through filters is very complex; sieving, or
surface retention, is only one of a series of mechanisms
that depend on interactions among the chemistry and
surface characteristics of the membrane, the micro-
organisms, and the suspending fluid.[18]

The FDA[10] defines sterilizing filters as those that
have pore-size ratings of 0.22 mm or smaller and relates
this to a microbiological particle passage test using
Pseudomonas (Brevundimonas) diminuta:

A sterilizing filter is one which, when challenged with
the microorganism Pseudomonas diminuta, at a

minimum concentration of 107 organisms per cm2 of

filter surface will produce a sterile effluent.

It is essential that the microbiological particle pas-
sage test is performed as part of the development of
new sterile formulations. Because of its very specialized
nature, the test is normally performed only by the filter
manufacturers, who then provide limits for secondary
physical tests (e.g., bubble point, pressure decay,
forward flow, etc.), which can be applied to verify the
pore size rating and integrity of the membrane filters.

Maintenance of Sterility After Product Release

The sterility of a sterile dosage form can only be guar-
anteed while it is protected from the surrounding non-
sterile environment within a container made from
materials impermeable to microbial penetration.

Container and closure systems for sterile products
must be capable of withstanding process conditions,
storage, and transport without compromizing the ste-
rility of the product. This has been recently emphasized
by the FDA, which has omitted a former obligation to
provide data from the Test for Sterility in stability
program for new sterile products in favor of verifying
the microbial integrity of the container-closure system.[19]

There are no standard methods for verifying micro-
biological integrity of container-closure systems.
Documents such as that published by the Parenteral
Society in 1992[20] and the PDA in 1998[21] may be
helpful in relating microbiological integrity to second-
ary physical tests, but they do not specify detailed
microbiological test methods.

There are two general approaches, wet tests and
aerosol challenge tests. Wet tests consider penetration
of microorganisms in liquid suspension into sealed
containers usually previously filled with sterile
medium. The basic assumption is that the most vulner-
able route for penetration of liquid filled containers by
microorganisms is in the event of a continuous liquid
film or ‘‘bridge’’ forming between the outside and
the inside of a container. Aerosol challenge tests are
less critical than wet tests and should be applied only
when total exclusion of moisture from the containment
system can be ensured by secondary barriers.

No discussion of maintenance of sterility is com-
plete without addressing multiple-dose ophthalmic
presentations. The normal circumstances for sterile
parenteral products are that they are unit dose or,
if multiple dose, they are penetrated only by sterile
transfer devices (syringes, giving sets, etc.) and used
on one patient only. This is not the case for ophthalmic
ointments and drops: unit-dose presentations are quite
unusual and generally used only in hospital practice,
for example, after eye surgery.
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The multiple-dose presentation is the norm for oph-
thalmic products. The container is breached at first use
and therefore has no further microbiological integrity
over subsequent applications by the patient for an
undefined period possibly up to the expiration date of
the product. Under these circumstances, contami-
nation of the drug products can and must occur; the
proliferation of the contaminating microorganisms the
products is controlled by use of antimicrobial and
preserved formulations. After opening they are, effec-
tively, non-sterile products. Why, therefore, do we go
to the trouble to manufacture ophthalmic ointments
and drops as sterile products? There is no clear answer
to this question; it is an anomaly. It hasbeen a world-
wide regulatory requirement ‘‘since the beginning of
time’’ for ophthalmic products to be manufactured
as sterile, and there is undoubtedly little pointin con-
testing its logic or consistency. Another possible anom-
aly concerning sterility may be arising fromthe FDA’s
1997 proposal[25] to require all aqueous inhalation pro-
ducts to be sterile. This example is anomalous because
only in very exceptional circumstances is the equip-
ment used to administer inhalation products supplied
and maintained sterile and, of course, neither are the
nasopharyngeal and bronchial passages of the patient.

Pyrogens, Lipopolysaccharides,
and Bacterial Endotoxins

Parenteral products are expected to be sterile because
of the risk of infection. Another critical biological
characteristic is that they should be free from pyro-
gens. Pyrogens are substances that, when injected in
sufficient amounts into the human body, give rise to
a variety of extremely unpleasant symptoms of which
the most recognizable is a rise in body temperature.
In extreme conditions, the rise in body temperature
can be so rapid and to such an extent that the patient
dies (endotoxic shock). In the pharmacopeias, pyro-
genic products have traditionally been defined in terms
of the temperature rise induced in injected rabbits.

The causative agent of the pyrogenic response is
lipopolysaccharide. This material is of microbiological
origin, and although all bacteria appear to be capable
of producing lipopolysaccharide, it is found primarily
in the cell envelope of Gram-negative species.
Naturally occurring lipopolysaccharide is referred to
as bacterial endotoxin.

Bacterial endotoxin reacts with a high degree of
specificity with a ‘‘clottable protein’’ contained in the
amoebocyte cells of the horseshoe crab (Limulus poly-
phemus). This has allowed the development of in vitro
testing of drug products and other substances for bac-
terial endotoxins. The pharmacopeias are progressively
replacing their former requirements for in vivo rabbit

pyrogen testing of parenteral products with the in vitro
Limulus Amoebocyte Lysate (LAL) test. There are a
variety of test systems now marketed (gel clot, turbido-
metric, chromogenic, etc.), but the pharmacopeias
regard the gel clot method as the reference test. In
the gel clot method for the LAL test, a quantity of
LAL reagent of defined sensitivity (l), e.g., 0.03 EU
(endotoxin units) per milliliter, is mixed with an equal
quantity of the product under test (or a dilution
thereof). The mixture is incubated for a defined period
and then inverted. The production of a gel is evidence
of bacterial endotoxin in the product sample at a con-
centration equal to or greater than the sensitivity of the
LAL reagent.

Product endotoxin limits are based on dosage
regimes[22] derived from a formula K/M, where K is
the threshold dose for any substance capable of giving
a pyrogenic response in humans. With some exceptions
K has been given a fixed value of 5 EU/kg body weight
of the patient, and adult patient body weight is stan-
dardized to 70 kg for calcualtion. M is the maximum
dose of endotoxin per kilogram of body weight of a
patient that is permitted to be given in a single 1-hr
period.

Endotoxin limits are therefore unique to each
dosage form. Because K is fixed, it is usually only
necessary to determine M from the maximum human
dosage indicated in the product instructions.

The validation and performance of the endotoxin
test require rather elaborate and detailed attention to
use of controls. These details are specified in Section
85 of the USP harmonized with Section 2.6.14 of
the PhEur.

Control of bacterial endotoxins

Although bacterial endotoxins are of microbiological
origin, they are not lost with loss of viability. Of the
sterilization processes commonly used in the manufac-
ture of sterile parenteral dosage forms (see above), only
dry heat is capable of destroying bacterial endotoxins
in a reasonable time frame.[23] There is therefore no
practical way of removing bacterial endotoxins from
finished drug products; thus, they must be controlled
at source.

The most likely source of bacterial endotoxins is
water and product-contact packaging components that
have been in contact with water. This is because bac-
terial endotoxins are most frequently found associated
with Gram-negative bacteria, and Gram-negative
bacteria have evolved to be primarily waterborne.

Water used in manufacture of sterile parenteral pro-
ducts must comply with pharmacopeial limits for
endotoxin of no more than 0.25 EU/ml (limits in the
USP and PhEur for water for injection). In principle
water complying with this limit can be produced by
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distillation, reverse osmosis, and ultrafiltration. PhEur
allows only distillation to be used for the manufacture
of ingredient water for parenteral products; the USP
allows distillation and reverse osmosis (although
reverse osmosis is rarely used in the United States, per-
haps because of FDA pressure). Only the Japanese
Pharmacopoeia allows water for injection to be manu-
factured using ultrafiltration.

Product-contact packaging components, such as
glass vials, which are required to be sterile, are usually
sterilized and depyrogenated by dry heat in ovens or
tunnels. The standard required by the FDA for accept-
able depyrogenation processes[10] is that they should be
capable of reducing a bacterial endotoxin challenge by
a factor of 10�3 (3 logs). Unfortunately, inactivation
of bacterial endotoxins by dry heat is complex, and
satisfactory process specifications are difficult to
predict; inactivation of purified lipopolysaccharide
may approximate to pseudo-second-order reaction
kinetics.[24] It appears that there may be a threshold
temperature ofapproximately 160–170�C, below which
a 3-log reduction of bacterial endotoxin cannot be
achieved regardless of time of exposure.

MICROBIAL CONTROL OF NON-STERILE
PRODUCTS

Non-sterile dosage forms are a diverse group of pro-
ducts. The microbiological risks that non-sterile
products present to the patient are equally diverse. A
single microbiological standard cannot sensibly be
applied to all non-sterile products, and this is well
reflected by pharmacopeial and regulatory require-
ments. Similarly, there can be no single standard
applied to the microbiological control and prevention
of contamination during the manufacture of non-
sterile products.

The Microbial Limit Test

Microbial limit standards for some, but not all, non-
sterile dosage forms are given in USP monographs.
PhEur takes a slightly different approach. Section
5.1.4 lists microbiological criteria for two categories
of non-sterile pharmaceutical products on the basis of
usage. One of these categories is for products for top-
ical and respiratory use, the other for product’s for
oral and rectal administration. Guidance to methods
suited to testing products forcompliance with these
standards is given in Section 61 of USP and Section
V.2.1.8 of the PhEur.

In setting appropriate limits for particular non-
sterile products, both pharmacopeias take account of
the significance of microorganisms to different types

of product, to the way in which the product is used,
and to the potential hazard to the patient. For
instance, 47 of 48 monographs defining microbial lim-
its listed in USP 24 for oral dosage forms restrict
microorganisms (E. coli and/or Salmonella) that are
pathogenic by gastrointestinal ingestion. These are, of
course, not the only microorganisms that could
endanger a patient taking an oral dosage form. They
have been selected as indicators of the general type
because there are well defined methods for their recov-
ery and they are easily recognizable in culture. Simi-
larly, the USP typically (but not universally) restricts
from topical products only those microorganisms
(Staphylococcus aureus, Pseudomonas aeruginosa)
that have the potential to cause skin infections. Sixty-
seven of 68 monographs in the USP 24 require the
absence of at least these two species, and of these 67
only 11 have additional requirements. These limits
applying to the absence of specific indicator micro-
organisms appropriate to the product’s usage may be
supplemented by general hygiene restrictions on total
numbers of microorganisms per gram or milliliter
(typically to no more than 100 cfu per gram or milli-
liter). A very similar overall approach is taken by
the PhEur.

Requirements are not specified in the pharmaco-
peias for sample sizes appropriate to testing batches
of non-sterile products for compliance with microbial
limits. The test is destructive to the product, and it is
extremely unlikely that statistically valid sampling
plans are in use anywhere; samples composed of 10
1-g amounts taken from 10 separate 15-g tubes of
cream, or of three 3.3-ml amounts taken from three
separate 500-ml bottles of syrup, may be typical.

The Microbial Limit Test is, like the Test for
Sterility, only confirmatory. It is not generally manda-
tory to test each batch of every non-sterile product for
compliance with microbial limits. The exception is in
the United States where it is mandatory to test every
batch of non-sterile product. At the time of writing
(early 2001), the FDA has proposed a relaxation of this
rule for future registrations. However, in the case of
tablets there is no requirement to register microbial
limits, and therefore testing is not mandatory. The
logic behind this is that the water content of tablets
is too low to allow proliferation of microbiological
contaminants.

It should also be kept in mind that the major regu-
latory agencies (FDA, MCA) would not want to have
the pharmacopeial limits on numbers of micro-
organisms perceived as tolerance of microorganisms
contaminating and proliferating in non-sterile products.
The acceptance of these limits is only an acknowledg-
ment of the reality that when products are not manufac-
tured as sterile, some microbiological contamination
is inevitable. Well formulated non-sterile products
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manufactured under microbiologically controlled
conditions are extremely unlikely to have bioburdens
approaching the pharmacopeial limits (typically
100 cfu per gram or milliliter). Most regulatory bodies
now expect companies to set tighter microbial limits
on their non-sterile products based on their typical
results, these being seen as alert limits indicative of some
loss of microbiological control if exceeded.

Microbiological GMP in the Manufacture
of Non-Sterile Drug Products

The extent to which the microbiological controls are
required to be applied in the manufacture of non-
sterile dosage forms is primarily a function of two
factors: consequences of infection to the patients and
probability of microorganisms proliferating in the
product.

The seriousness of the risk to patients of infection
from non-sterile dosage forms is primarily dictated
by the route of administration of the dosage form.
The probability of contaminating microorganisms sur-
viving and proliferating in a non-sterile dosage form is
generally a function of its water content. Bearing these
two concepts in mind, it is possible to classify the
extent to which microbiological controls are required
in the manufacture of non-sterile dosage forms accord-
ing to a ‘‘good hotel guide’’ approach such as that
given in Table 1. The precise allocation of ‘‘stars’’ is
a matter of opinion, but at one extreme there is little
doubt that aqueous inhalations merit ‘‘5-star’’ micro-
biological controls in manufacture, and possibly may
soon be required to be sterile.[25] Near the other
extreme, the FDA, for example, does not require
microbial limits to be registered for solid oral dosage
forms.

There is little published guidance to microbiological
controls for non-sterile manufacture. Equipment and
facilities should be designed to minimize the opportu-
nities for contact with air, personnel, and water.

Exposure to air is unavoidable, either as local
atmospheric (environmental) air or as air from

compressors used to operate manufacturing equipment
and in fluid bed dryers, etc. Even for ‘‘1-star’’ non-
sterile manufacture, the air supplied to areas used
for manufacture and filling should be filtered. HEPA
filters should be used in ‘‘5-star’’ non-sterile manu-
facture but are generally not necessary in ‘‘1-star,’’
intermediate classifications of manufacture, requiring
decisions on air filtration to be made from sensible risk
assessments.

Personnel should be restricted from all areas of
pharmaceutical manufacture to those who are neces-
sary. Protection from contamination from personnel
is by training in hygiene, enforcement of hygiene rules,
and provision of protective clothing. Hair is the major
source of contamination from personnel, and ‘‘street
clothes’’ is the second most significant source. Hair-
covers should beprovided and worn properly in all
areas of sterile manufacture; beards, moustaches, and
other excessive facial hair should be covered. Overall
sleeves should extend to the wrist and be elasticated
or studded to provide a neat fit. Because dogs are still
allowed to soil the streets, protective footwear or shoe
covers should be provided to all personnel allowed to
enter pharmaceutical manufacturing areas.

Water is often the major ingredient in non-sterile
products. When it is used as an ingredient, it must meet
the pharmacopeial limit for purified water of not more
than 100 cfu/ml. Well designed and operated pharma-
ceutical purified water production and distribution
set ups meet far tighter standards than these. Water
is also often the principal cleaning fluid for equipment
and facilities and is therefore unavoidable. It is a
potent source of contamination because it usually
contains sufficient nutrients to allow survival of
metabolically versatile microorganisms, particularly
Pseudomonas spp.

When water is left to stand, Pseudomonas spp. do
not only survive, but increase in number. Water should
not be permitted to stand on equipment (particularly
in crannies and crevices), on floors, or in sinks and
wash bays. Contamination spreads with water that
forms films over surfaces and on the hands and cloth-
ing of personnel. Waterborne contaminants may be

Table 1 Classification of non-sterile manufacture according to the need for microbiological controls

Type of non-sterile dosage form

Route of administration Aqueous liquids Non-aqueous fluids Solid dosage forms

Inhalation YYYYY YYYY YYYY
Intranasal, intrabuccal YYYY YYY YYY
Topical YYYY YY YY
Oral YYY Y Y
Anal YY Y Y
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aerosolized by vibrations or when water falls more
than a few centimeters.

To restrict the opportunity for contamination from
water, there should be air breaks of approximately
5 cm installed between equipment drains and the tun
dishes leading to foul drains.

The FDA has published guidances on the design
and control of water systems.[26]

Maintenance of Microbiological Quality
of Non-Sterile Products After Release

It is not desirable for those few microorganisms that
may be present in non-sterile products at the time of
release to increase to numbers to levels at which they
may present a risk of infection to the patient or ‘‘spoil’’
the product.

Additional contamination in the period up to the
first use by the patient or healthcare professional
is provided by the packaging. It is neither necessary
nor usual to find that non-sterile product packaging
has been specifically designed or tested to be imper-
meable to microbiological contamination. On the other
hand, many products are given good microbiological
protection as a secondary consequence of the protec-
tion given to the stability of their active ingredients,
etc. For instance, tablets packed individually in
strips or foils are microbiologically protected until
time of use. It is also unlikely for microorganisms to
be able to contaminate pressurized metered-dose
inhaler containers.

Microbiological protection of multiple-dose pre-
sentations such as liquid inhalations, nasal sprays,
oral liquids, creams, and lotions is more complex.
Once opened they are susceptible to microbiological
contamination. If they are aqueous-based, they are in
principle susceptible to proliferation of these ‘‘new’’ con-
taminants. To avoid this, they are formulated with
antimicrobial agents or preservatives and are expected
to be able to comply with preservative efficacy standards
specified in the pharmacopeias. Preservative efficacy
tests (not harmonized) are described in Section 51 of
the USP and Section VIII.14 of the PhEur (Fig. 3).
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Microbiologic Monitoring of Controlled Processes

Gregory F. Peters
Marghi R. McKeon
Lab Safety Corporation, Des Plaines, Illinois, U.S.A.

INTRODUCTION

Microbiologic monitoring of controlled pharmaceuti-
cal and medical device manufacturing, and pharmacy
compounding processes, is mandated in numerous
standards and guidelines,[1–3] although procedures,
limits, and frequencies are not well defined.[4] Because
many characteristics of microbiologic sampling limit
its value as a monitoring method,[5] efforts to detect
contamination in controlled environments require
carefully developed and executed sampling plans to
produce reliable data that confirm the acceptability
of operating conditions.

Monitoring of any controlled process is a compo-
nent of an outcome-producing, closed-loop system
for assuring continued operation of critical processes in
accordance with validated design conditions. To achieve
this goal, a monitoring plan must be developed, conduc-
ted, and evaluated within the context of a Validation and
Monitoring protocol. All results must be related to the
original validated process, either as evidence that it
continues to operate within acceptable limits, or as a
means of detecting shifts in the process that might
impinge on product quality. Ideally, monitoring results
will also provide information that will be useful in
determining the cause of such shifts.

The objectives of the monitoring plan within the
validation and monitoring system for quality manage-
ment must be clearly defined so that the information
collected will be relevant to system goals. The limita-
tions of sampling equipment and methods must be
taken into consideration when developing the sampling
plan and interpreting results. The underlying causes for
shifts in various monitoring results must be understood
in order to facilitate development of effective correc-
tive action plans.

VALIDATION AND MONITORING RATIONALE

The regulatory requirements for validation of
pharmaceutical aseptic processes are clear.[6] Generally
accepted quality assurance principles require initial

demonstration of the efficacy of any process (vali-
dation), followed by regular, periodic observation to
demonstrate that the process continues to operate in
accordance with validation conditions (monitoring).

Validation usually consists of a series of ‘‘worst-
case’’ process simulations, wherein a sterile growth
medium is substituted for product to demonstrate that
processing consistently yields products of acceptable
quality.[6] During this Process Qualification (PQ) phase,
variable conditions that might effect product quality
are carefully defined, controlled, monitored, and docu-
mented, and the assumption is reasonably made that
the process will then yield the same product quality
achieved during the PQ, so long as all variable factors
are controlled to duplicate validation conditions. This
assumption is based upon the results of monitoring
data obtained from a variety of sources. The validity
of the assumption of acceptable quality is, therefore,
dependent upon the reliability of the monitoring data
as a measure of control of process variables.

Validation Protocol

The validation protocol should define the manufactur-
ing or compounding process, its purpose in terms of
the desired positive impact on product quality, and
how that impact will be demonstrated. The protocol
should include the following components:

1. A description of the product, and applicable
release criteria including AOQL/ROQL;

2. The facility design rationale for maintaining
process integrity, including identification and
elimination of inaccessible areas that may be
difficult to decontaminate, enumeration of the
clean-space engineering controls, and how
these controls will be applied, tested, and
monitored;

3. A schematic description of the aseptic process
and the critical work surfaces, work zones,
and support areas, including the designation of
particulate cleanliness class,[7] microbial target
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values[8,9] (Table 1), and engineering control
equipment validation methodsa;[10]

4. The selection and justification of gowning and
barrier techniques to ensure adequate isolation
of personnel, based upon industry standards[3]

and process requirements;
5. A definition of the aseptic techniques and work

practices of operative personnel, and a report of
findings based upon videotaped observation of
the actual work stream during prequalification
runs for identification and elimination of
personnel-generated contamination sources, iden-
tification of susceptible areas including critical
sites and steps, and indicator sites;

6. A description of sanitizing methods and sanitiz-
ing compound validation;

7. A definition of the equipment and methods to
be used in assuring reliable test data; and

8. All test data, including instrument calibrations,
testing and certification reports, and statistical
justification.

Monitoring Plan

Following evaluation of all environmental monitoring
data collected during the PQ, a monitoring plan[11]

defining ongoing monitoring procedures, locations,
and frequency should be implemented. The PQ data
from product testing should be compared to environ-
mental and process monitoring results to determine
the monitoring sites and methods that best correlate
with shifts in product quality. The plan should

1. Assure specified, periodic monitoring of critical
manufacturing or compounding process param-
eters at critical points during periods of peak
activity, and establish the circumstances and
frequency with which monitoring is to be car-
ried out to assure a reliable basis for claiming
process control.

2. Provide for standardized, quantitative micro-
biologic sampling of process air, environmental
surfaces, and personnel barriers, as well as sam-
pling of other, related parameters.

3. Include sampling location maps, sample
sizes, probe heights, methods, equipment, and

frequency during manufacturing operations,
and a method for statistical justification of
results.

4. Include alert and action limit criteria for acting
upon ongoing monitoring information.

5. Include a system for evaluating and modifying
the monitoring plan to assure collection of
reliable, useful data, and

6. Include a corrective action plan, and methods of
verifying the efficacy of any corrective actions
taken.

Limitations of Microbiologic Monitoring

The minimum media-fill validation requirement of not
more than one sterility failure per thousand units,
representing the minimum sterility assurance level of
10�3 (>99.9%) is the only microbiologic limit in the
validation and monitoring scheme that is based upon
demonstrated product quality. Achievement of this
sterility assurance level represents the aggregate impact
of all process design and control factors, including
sampling and attendant laboratory procedures. (This
limit, however, probably does not reflect the true integ-
rity of a valid aseptic process.)[12] All other limits are
indices, which are used indirectly to demonstrate that
the process is under control as validated. Because all
environmental monitoring is necessarily performed at
some point downstream and apart from the product,
no absolute evaluation of product quality is obtainable
through monitoring procedures, however intensive. In
addition, testing and monitoring methods do not
always parallel or identify the pathways through which
contaminants are introduced into the product.

Difficulty in validating microbiologic monitoring
methods results from a lack of comprehensive testing
standards, reliable test equipment, and reliable methods
for correlating sample data to predictions of product
quality. Several characteristics and qualities of both con-
tamination events and sampling methods limit the use-
fulness of microbiologic monitoring as a method of
determining the acceptability of a specific product batch:

1. Microbiologic contamination events in con-
trolled facilities are usually not randomly dis-
tributed in time, space, or by type of organism;

2. No single sampling method repeatedly recovers
a known and consistent percentage of all types
of organisms;

3. For most types of contamination detected, there
are usually many possible sources, not the least
of which are the sampling personnel, equipment,
and lab processing; and

4. An extended interval is required for develop-
ment of results.

aValidation testing of HEPA filters requires an exacting aerosol chal-

lenge of 100% of the filtration media, frame, and locking device in

accordance with Secs. 40 and 50 F.S. 209b.[18] Successful testing in this

manner establishes control of the ‘‘first air’’ emanating directly from

the filter, as it approaches the entrance plane within the unidirectional

slipstream, to better-than-Class I conditions. Monitoring of HEPA fil-

ters in accordance with F.S. 209e[7] involves an average of DPC readings

derived from a number of representative locations to assure Class 10 or

100 conditions at the entrance plane of the unidirectional slipstream.[10]
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Perspectives

These considerations underscore recent concerns that
regulatory groups may require that unreliable environ-
mental monitoring data be used as release criteria.[15]

Current industry standards and regulatory guidelines
do not, and should not be interpreted to condone the
rejection of batches on the basis of absolute environ-
mental counts alone. Microbiologic monitoring is
employed for practical reasons, not because it is ideal
or unique in detecting shifts in process conditions.

Regulatory agencies and auditors understandably
seek easy-to-interpret data as a basis for decisions
regarding product acceptability, and are becoming
increasingly hesitant to accept product release in the
absence of demonstrable levels of microbiologic con-
trol. Conversely, industry is justifiably reluctant to set
microbiologic monitoring limits because regulators
may misinterpret their meaning in a quality assurance
(QA) context. The failure to meet process control lim-
its is quite different from the failure to meet product
specifications. Failure to meet a monitoring limit
means only that monitoring data can no longer dem-
onstrate validation conditions, and product quality
may be adversely affected. Enhanced product testing
or other corrective actions may be indicated, but
batch rejection should not be extrapolated from QA
monitoring results, alone.

Setting Limits

In the QA context, limits are established to trigger
specific actions, or outcomes. The alert (warning) limit
is the point at which the operator should become
alerted to the possibility of a deteriorating trend.
When an action limit is exceeded, the operator must
take action to identify and correct the condition(s) that
are causing a verified trend before a ‘‘fail’’ limit is
reached and the data fail to indicate process control
and support continued production. In a well-designed
and executed process, however, such a fail limit should
never be exceeded, except in the event of a sudden and
catastrophic breakdown of a critical process control
component.

Akers noted that values presented in the current
U.S.P. h1116i[8] are target values.[13] Given this desig-
nation, it is reasonable to consider these values to be
operational target levels, rather than product quality
control limits. There are several models for setting
alert, action and fail limits, although many only estab-
lish alertand action limits[14] (other terminology may
be used). Extending one current model,[14] the alert
limit might be considered to be the 95th percentile.
Analysis and trending of actual data allow the calcu-
lation of this limit, as well as the 97th percentile for

the action limit, and the 99th percentile as the fail limit.
Regardless of the model used initially to set limits, they
should be based upon both historical data, and an
evaluation of correlations between monitoring results
and product quality. Data analysis should include a
mechanism for evaluation and modification of the
monitoring program and limits.

It is expected that results will fall within normally
anticipated operating levels[8,9] (Table 1) with 95% con-
fidence, if randomness in critical environments and
operations is sufficiently controlled. If data from suc-
cessful PQ runs (when the process is demonstrated to
be under control) do not meet this criterion, the moni-
toring methods may not measure a phenomenon that
relates directly to process control, may not be suffi-
ciently reproducible to provide useful information, or
may have been incorrectly conducted. Every effort
should be made to develop monitoring methods that
comply with this performance expectation so that data
will be useful.

Initial limits may be calculated and compared to
results of any unsuccessful trials. These limits should
eventually be adjusted based on historical data
(Fig. 1). When evaluating data to adjust limits,
Wilson[14] noted, ‘‘Including data taken from a period
of unusually high counts, where the process was out
of control, will lead to inappropriately high alert/
action limits.’’

Conduct of Sampling

Quality management and sampling personnel require
both an in-depth understanding of the environmental
sampling rationale, and a complete understanding of
commonly available equipment, materials, sampling
techniques, and development methods. Reporting forms
should be carefully designed to convey all relevant
information including identification of the technician,
sample location (from a standardized sample map),
date and time, media (including lot, expiration, and
validation date), method, duration of sampling, and
equipment (including calibration date and serial num-
ber). In addition, information such as the product
batch, number and names of personnel, line through-
put rate, number and nature of line interventions, and
other available monitoring data such as room pressure
and other engineering control status readings should be
recorded. Any observed deviations from standard
operating procedures (SOPs) should be noted and com-
municated to the individuals responsible for training
and management of operative personnel. It is essential
to repeat samples when such deviations occur in order
to evaluate the impact they may have on results.

Sampling and laboratory personnel must be highly
competent on both philosophical and functional levels,

Microbiologic Monitoring of Controlled Processes 2301
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and must develop and exercise perfect aseptic tech-
nique.[13] A training program and operating proce-
dures should be established defining all monitoring
steps, including gowning, preparation of samplers,
aseptic sampling techniques, sample recovery, handling
and transport, and laboratory techniques for aseptic
sample development. A laboratory QA program
should assure that monitoring personnel conform to
operating procedures and that technician skills are
periodically tested and validated for high competence
and flawless technique.[13]

Sample Handling

Sampling, sample transport, and sample development
should be conducted in a way that does not affect
results. For example, if agar plates are improperly
transported, condensate may form on the lid and drip
onto the agar surface, redistributing microorganisms
over the surface and around the edges of the plate,
causing false readings. Agar plates should, therefore,
be kept inverted and oriented horizontally during sto-
rage and transport. They should be handled gently,
and transferred to the incubator as quickly as possible
after exposure. With sieve impactors, false positives
can usually be identified as colony forming units
(CFUs) that fall outside the star pattern of jet
indentations in the agar surface below the holes.
Counts >20 CFUs may also be statistically corrected
for increased accuracy by using the positive-hole
correction table.[15]

It is recommended that colony counts be made at
several points in the incubation process, with separate
tallies for bacterial and fungal colonies that tend to
merge at a critical point during incubation, when
fungal colonies may overgrow and obscure bacterial
colonies. For this reason, any bacterial subcultures
should be made prior to the onset of rapid fungal
growth. Whenever possible, optical electronic colony
counters with sufficient backlighting and magnification
to enhance contrast and enumeration should be
employed to increase accuracy. In the presence of
known or potentially high counts, the microscope
enumeration method should be used to closely differ-
entiate and count microcolonies in impact areas on
sample plates following a short incubation period.

DEVELOPING A MONITORING PLAN

Site Selection

A critical site is a point at which the product is exposed
to the environment, when something is added to the

product or product pathway, or a point at which
unprotected product is manipulated. Any intervention
into the process line increases the potential for con-
tamination. (Examples of line interventions include
the introduction, removal, or manipulation of materi-
als and product, equipment adjustments, and sampling
activities.) Particular attention should be given to these
sites and events in the development of the monitoring
plans.[3]

Analysis of a videotape of repetitive prequalification
should be studied for behavior and practices that may
produce or harbor environmental contamination,
leading to the refinement and optimization of work
practices, and development of the formalized process
to be instituted for the PQ validation run. The video-
tape may be used for identifying indicator sites, which
should be incorporated into the monitoring plans, and
intensively sampled during the validation run. These
tapes should be retained and edited for both training
and informational purposes.

For critical processes, it is important to select non-
invasive sampling methods that have high collection
efficiency for a broad range of organisms. To select
the most suitable monitoring methods and equipment,
the probable route of contamination for each critical
site or process should be identified. For example, when
the most likely route of potential contamination is
touch, select surface sampling techniques for person-
nel barriers. When the most likely route is transfer from
contaminated work surfaces, sampling of these surfaces
is most useful. At sites where unprotected product
is exposed to the environment, aerobiological moni-
toring is indicated, and, in unidirectional airflow,
must be carried out isokinetically and isoaxiallyb

in the manner of non-viable particle-count testing.
Some processing steps may require multiple sampling
methods.

Controlled support areas adjacent to critical areas
are the essential interfaces in the transition from the
general environment to the aseptic processing core.
These areas should be adequately pressurized, facilitat-
ing a gradient flow of contaminants from cleaner to
dirtier areas.[10] Controlled staging, support, material
storage areas, and work practices should be examined
and indicator sites identified. Controlled areas should
be maintained and monitored in accordance with
guidelines and industry standards (Table 1).

bIsoaxial: A condition of sampling in which the direction (axis) of

the airflow into the sampling probe inlet is the same as that of the

unidirectional airflow being sampled.[7] Isokinetic sampling: The con-

dition of isoaxial sampling in which the mean velocity of the air

entering the probe inlet is the same as that of the unidirectional

airflow being sampled.[7]
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Personnel, Equipment, and Facility

Validation and monitoring of a process are normally
divided into three main areas of concern: personnel,
equipment, and facility.

The human factor is the greatest potential variable
in any process. Uncontrolled variation in personal
health and hygiene, barrier techniques, and aseptic
technique may cause wide variation in contamination
of controlled support areas and process materials
during staging and preparation, as well as adventitious
contamination of the aseptic process core and pro-
duct. A suitable aseptic process, defining appropriate
and standardized personal hygiene expectations, scrub-
bing and preparation techniques, barrier techniques,
and operator techniques should be developed and
challenged intensively during the PQ exercise. Person-
nel should periodically take both written and media-fill
skill tests.[3]

Ongoing monitoring for compliance with pertinent
SOPs should then be conducted. Sampling of person-
nel barriers, such as gloves, shoe covers, hair cover,
and gowns facilitates detection of potential ‘‘fallout’’
contaminants shed from personnel for evaluation of
both barrier and aseptic techniques. This information
may be useful in establishing required garb-change
intervals, based upon measured garb-penetration times
by endogenous contaminants. All accumulated data
should be used periodically to develop a facility trend
analysis which, in turn, modifies training and work
practices as necessary.

All equipment used in controlled manufacturing or
compounding processes should be designed, staged,
and sanitized in a manner that facilitates unvarying
routine operation, with minimal human interven-
tion. This reduces the potential for random cross-
contamination by operative personnel. Improperly
sanitized or sterilized equipment or components are
also a possible source of contamination.c Monitoring
of representative surfaces of process equipment should
be carried out and documented.

Facility sampling should be carried out under both
as-built and at-rest[7] conditions during initial instal-
lation qualification (IQ) and operational qualification
(OQ) of the facility, in order to baseline and ‘‘bracket’’
performance of the engineering controls, and to ident-
ify the normal background flora present in the

manufacturing environment. Sampling should then be
conducted in-process under operational conditions[7]

during the PQ, to identify the impact of the process
and personnel on the product and environment. It is
important to monitor the validation process during
all shifts and throughout the shift. Sites should be
standardized and selected by statistical models or
grid profiling,[16] based upon testing and monitoring
requirements appropriate to the specific process
(Table 1).

Surface sampling is useful in verifying the effective-
ness of housekeeping and sanitizing procedures. It may
also provide an alert to poor materials preparation
prior to introduction into the controlled environment,
or to lapses in personnel technique or barrier use.
Aerobiologic sampling is most useful when conducted
in conjunction with a complete program for testing
of the engineering control system.[10] Recommended
tests include the following:

1. Facility pressurization, which should be rou-
tinely monitored at recommended intervals;[20]

2. High efficiency particulate air (HEPA) filter
velocity anduniformity testing for laminar air-
flow,[21] and volume in cubic ft/min (CFM)
for conventional flow, including a determination
of room installation air changes;[10]

3. HEPA filter leak-integrity testing;[18]

4. Non-viable particulate cleanliness testing;[7] and
5. Smoke-tracer visualization for establishing the

integrity of unidirectional-flow areas.[10]

Periodic retesting of challenges 1–4 is required by
some regulatory groups, with the interval determined
by the nature of the process and product in a given
area.[17] Repeating Test 5 may be useful in evaluating
failures and can be an extremely valuable training tool.
Concomitant particle count testing may be useful in
identifying contamination indicator sites.

Monitoring of laminar airflow workstations
(LAFWs) requires a complete understanding of HEPA
filtration system performance, and is frequently con-
ducted in ways that do not yield useful information.
When properly validated in accordance with Federal
Standard 209b [Appendix A, para. 40 and 50a],
LAFWs provide air at the entrance plane which is
far cleaner than Class 100.[10] Testing to this cleanliness
level would permit particulate contamination levels
two orders of magnitude greater than during filter
OQ validation testing. More important, the use of
any apparatus that samples discrete locations in a
unidirectional slip stream is unlikely to detect filter
leakage because isoaxial and isokinetic sampling at
the exact point of leakage would be required. There-
fore, placement of a sampling probe upstream from
the product is unreliable and an unnecessary threat

cThe sterilization process for any equipment or supplies that are ster-

ilized prior to introduction into the controlled environment must be

validated, with sterilization records and verifications included in all

product batch histories. Validation of sterilization equipment, alone,

is not sufficient to assure sterility. Because the types of materials

being sterilized, and the arrangement of articles within the sterilizer

can effect results, standardized load configurations must be

developed and validated.
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to sterility. The only practical, in-process use of these
instruments is to detect shifts in the amount of parti-
cles and microbiologic contaminants caused by the
process at some point adjacent to or downstream from
the product. Such a shift might signal a lapse in per-
sonnel technique, barrier use, or prestaging material
preparation, or be caused by HEPA filter loading,
which reduces airflow velocity.

Avoiding Sampling-Induced False Positives

Line interventions for sampling purposes must be
balanced carefully against the total number of inter-
ventions necessary for production purposes. Sampling
should present the minimum risk of contamination,
which is theoretically the same for every line inter-
vention. Because sampling-induced positives should
not exceed 10% of total positives (10�1Np),[17] the num-
ber of sampling interventions should be significantly
lower than the number of production line interven-
tions. In isolators or other isolated critical processes,
where no line interventions occur during production,
not more than one, carefully controlled, aseptic sam-
pling intervention is recommended.

Surface sampling the exterior of finished products,
as indicator sites, assembled from purportedly sterile
components as they exit the process while still under
aseptic conditions, may be a more efficacious method
of estimating microbiologic contamination potential
than invading the critical production site. This method
allows sampling the most critical site adjacen to the
product, and more sites may be non-invasively sam-
pled over a longer interval. In addition, this method
may substantially reduce the incidence of sampling-
induced contamination.

Monitoring Frequency

The frequency of monitoring should be determined by
the maximum interval acceptable for an over-limit con-
dition to remain undetected.[19] This depends upon the
critical nature of the process within the monitored area.
In general, the minimum frequency should be consist-
ent with applicable regulatory guidelines (Table 1).
Although it has been suggested that monitoring fre-
quency can be reduced if no over-limit condition is
detected within a predetermined number of monitoring
cycles, this practice is inconsistent with basic monitor-
ing rationale. Monitoring is conducted to detect a
breakdown in process controls, which may occur at
any time. Even if no control component has failed
for a prolonged period, it must be assumed that a fail-
ure will occur eventually and must be detected within
the predetermined interval. In addition, lack of over-
limit test results may be due to the fact that monitoring

method(s) are not sufficiently sensitive, or that limits
are too high.

EVALUATION OF THE MONITORING
PLAN AND LIMITS

Most discussions of microbiologic monitoring rec-
ommend that the monitoring plan and limits be based
on historical data, but offer little guidance on how this
can be accomplished. Fig. 1 provides a guide for evalu-
ation and revision of the monitoring plan and limits.
An in-depth evaluation may be triggered by over-limit
results from monitoring (Entry Point 1) or by adverse
product testing results without detection of any over-
limit condition through routine monitoring (Entry
Point 2).

Entry Point 1:

1. Conduct routine monitoring. A counter (C) is
used for Step 11. C ¼ 0 at the beginning of
the routine monitoring program.

2. If the results do not exceed any limit, then con-
tinue routine monitoring.

3. If the results exceed any limit, then perform
retesting in triplicate to verify the accuracy of
results. Retest under the same conditions noted
on the sampling form (i.e., same time of day, same
location and operator, same type of production).

4. If triplicate retest results are not over-limit, it is
assumed that the original over-limit result was
due to a non-assignable cause (NAC). Deter-
mine the probable cause of the over-limit count
(i.e., unusual activities noted on test documen-
tation, sampling, lab error, etc.). A record of
positive NACs should be kept and analyzed to
determine ways to improve affected processes
and sampling procedures. Return to routine
monitoring.

5. If results are over an alert limit, but not over the
action limit, then enhance monitoring frequency
for X cycles. (X is determined by the critical level
of the area and process where the over-limit
event occurred, but should provide an adequate
interval to assure detection of a continued
deterioration of process control.)
a. If the alert limit is not exceeded again within

X cycles, then return to Step 4.
b. If the alert limit is exceeded but the action

limit is not, then proceed to Step 10.
c. If the action limit is exceeded, then go to the

corrective action plan (CAP).[5]

6. If results following the triplicate retesting are
over the action limit, but not the fail limit, then
go to the CAP.
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7. If the results following the triplicate resting are
over the fail limit, traditional QA protocols
usually require that operations cease. However,
the appropriate action taken should depend on
the critical nature of the monitored step and
other conditions. An alternative to operation
shut down may be to segregate and hold the
product for enhanced testing for adverse effect;
go to the CAP.

8. If implementation of the CAP results in the
determination of the cause of the over-limit con-
dition, then correct the condition, and retest in
triplicate to verify that the problem was cor-
rected. If no cause was found, then proceed to
Step 10.

9. If test results following corrective action are
within limits, then return to routine monitoring.

10. If test results following corrective action are
still over-limit, or if no cause of the over-limit
condition can be identified, then evaluate the
product for adverse effects.

11. If no adverse impact on product quality can be
detected, add 1 to the counter (C). The result may
indicate that limits are too low, but one event is
not sufficient to support a decision to increase
limits.
a. If C ¼ 3, then the limits are too sensitive,

and should be increased.
b. If C ¼ <3, return to routine monitoring,

Because the results are over-limit at this
point, a repeat investigation of the cause
of over-limit results will be triggered. Limits
should be increased judiciously, and it is
important to be thorough in attempting to
resolve any cause of over-limit testing with
reasonable certainty before increasing limits.
For example, if the cause of the over-limit
result is sampling mistakes or lab error, there
will be no detectable cause in the production
facility, the process or engineering control
evaluations, and probably no adverse effect
on product quality. This should not, how-
ever, be interpreted to mean that limits are
too sensitive.

12. If product is adversely affected, and no cause
can be detected following implementation of
the CAP, the monitoring plan and/or the pro-
cess should be redesigned and revalidated.

Entry Point 2:

13. If product quality is below limits, but monitor-
ing data did not detect the shift, then reevaluate
monitoring data using lower limits to determine
whether or not the process shift could have been
detected. If the data have been graphically

represented, this should be quite simple; increas-
ing the amplitude of the graph may be useful.

14. If lower limits would have detected the shift,
then lower the limits and institute the CAP.

15. If lower limits would not have detected the shift,
then evaluate the cause of the failure, and develop
a new sampling strategy for the key step(s) where
failure occurred. Institute the CAP and verify that
corrective actions taken were effective in improv-
ing product quality.

16. If product quality improves, then add the new
sampling method to the routine monitoring
program.

17. If it does not, return to Step 12.

SELECTION OF MONITORING METHODS,
MATERIALS, AND EQUIPMENT

Effective microbiologic monitoring of controlled
processes usually includes sampling of process air for
aerobiologic contamination, and facility, equipment,
and operative personnel barriers for surface contami-
nation. Equipment and methods used in monitoring
procedures must be carefully considered for attributes
and limitations and must be matched to sampling
objectives to ensure that methods and techniques are
non-invasive, and to facilitate development of well-
organized sampling plans, techniques, data, and data
trending analysis.

Surface Sampling

Surface sampling may be performed at the conclusion
of critical operations to minimize disruption of these
processes[8] and prior to sanitizing procedures[20] to
estimate cumulative, inprocess contaminant burden.[4]

In addition, presanitization surface sampling is ben-
eficial in detecting operations-induced bioburden and
cross-contamination between environmental and
equipment surfaces. Postsanitization surface sampling
is useful for evaluating sanitizing methods and in
retrieving sanitization-resistant isolates for identification
and trend analysis in demonstrating sanitizing com-
pound efficacy. The two most common types of sur-
face sampling are swab-sampling, and surface contact
sampling.

Swab-sampling

Swab-sampling is normally used for flat or irregular,
non-absorbent surfaces with qualitative development
by inoculation of the swab matrix directly into
nutrient broth, observed for growth/no growth.
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Quantitative development is also possible.[5] The main
advantage of the swab method is accessibility to
difficult-to-reach equipment surfaces and areas of the
production environment. Limitations are excessive
time consumption, increased potential for adventitious
contamination due to the cumbersome nature of the
procedure, and failure of enumeration processes to
correlate to full recovery of organisms.

Contact plates

Surface contact plates are normally used for sampling
flat or irregular, absorbent or non-absorbent surfaces.
The surface contact plate consists of a clear plastic
base housing a convex protrusion of nutrient agar with
a plastic cover. Sampling is accomplished by pressing
the agar against the site.

The covered plate is then incubated for development,
and the CFUs per square centimeter enumerated.[21]

Advantages of surface contact plates are reproducibility,
speed, simplicity of collection mechanism, and mini-
mized potential for adventitious contamination; collec-
tion and correlation to recovery of organisms are
superior to swab-sampling.

Aerobiologic Sampling

Aerobiologic sampling is conducted in critical and con-
trolled areas to detect airborne viable contaminants
present during manufacturing operations. Aerobiolo-
gic sampling procedures, frequency, and limits should
be established based upon environmental conditions
required to maintain product quality, and established
for each processing step (Table 1).[4] Aerobiologic sam-
pling employs two basic methodologies:

1. The gravity settle plate, which provides passive
measurement of microorganisms likely to deposit
by sedimentation at critical and controlled sites
within a given period, and

2. The volumetric air sampler, which provides
active measurement of viable contaminants by
mechanical aspiration and dynamic inoculation
of process air.

Gravity settle plates

The gravity settle plate measures microorganisms set-
tling from the air onto a known surface area in a
known time. Settle plates may be positioned within
the critical area at indicator sites where the product
may become exposed to airborne contamination, and
in controlled areas at locations identified as likely sour-
ces or areas of ‘‘fallout’’ aerobiologic contamination.

Settle plates are not appropriate aerobiologic sampling
method for monitoring the efficiency of unidirectional
(laminar) airflow or other air-cleaning devices. This is
based upon studies,[22,23] and the general assumption
that ‘‘ . . . the settling velocity of contaminants (in
unidirectional airflow) is negligible, which implies that
gravitation plays an inferior role. With the assumption
of a constant value of the diffusion coefficient, the dif-
fusion equation in a velocity field within rectangular
coordinates becomes
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where c is concentration: vx, vy, vz are velocities in the
x, y, and z directions: and D is diffusion coefficient.

This gives the simplest possible mathematical model
which describes a system with regard to transport of
contaminants emitted in a source of an arbitrary
position . . . ,’’[23] demonstrating that particle disper-
sion in undisturbed streamlines is primarily a function
of streamline uniformity and velocity. Disruptions of
the parallel (laminar) airflow streamlines caused by
equipment, personnel movement, and product result
in turbulent flow, creating small and temporary vorti-
ces and eddies. It is only turbulent diffusion within
the vortex that causes removal of entrained contami-
nants.[23] Therefore settle plates, strategically placed,
are reported to provide a superior method of predict-
ing potential product contamination by mimicking
the deposition of microbe-carrying particles (MCPs)
into or onto the productd.[24] They are inexpensive,
may be used to continuously monitor the entire pro-
duction interval, are less invasive of aseptic operations,
and may usually be placed closer to exposed products
than volumetric air samplers.

Settle plates cannot be used for quantitative
measurement of airborne microorganisms because the

dRegardless of placement of an aerobiological sampler in a laminar

airflow work zone, it can at best measure the effect of the process

at some point downstream from the product. For example, the

mouth of a flask may be situated in ‘‘first air’’ issuing from the

HEPA filter, while air impinging on the surface of a plate adjacent

to it will be affected by disruptions of the airstream caused by the

flask. Contamination found on the plate then results from a different

set of conditions than those to which the product is subjected and

does not exactly parallel the product contamination mechanism.

Only a media-fill process simulation can fulfill this function. Aerobio-

logic sampling immediately downstream of the critical orifice can,

however, detect downward shifts in the overall cleanliness of the criti-

cal process air, which in turn may indicate increased contamination

potential near the product.
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sample volume of sedimentation air samples cannot be
measured. Air turbulence around an open plate may
also effect collection results, and smaller particles
may not settle at all.[22] In addition, extended exposure
times may result in some desiccation of the nutrient
agar, resulting in poor microbial growth.[25]

Volumetric air samplers

As an active sampling method, the volumetric air sam-
pler aspirates a known volume of process air, capturing
microorganisms into or onto a nutrient agar medium, a
liquid, or a filter. Microorganisms are developed and
quantified as an estimate of CFUs present in the
sampled environment per cubic foot of air (or other
volumetric measurement).[4] The quantitative princi-
ples of volumetric (active) air sampling may be
expressed by

S ðRtÞC ¼ Rf ð2Þ

where S is source intensity, Rt is transport rate, C is
correction factor, and Rf is failure rate.

Volumetric air sampling is accomplished by a
number of different methodologies, including impinge-
ment, impaction through single or multiple orifices,
centrifugal impaction, and filtration. Each method
has inherent advantages and disadvantages that affect
the value of the data collected relative to the specific
application. Tables 2A and B presents a comparison
of popular samplers based upon relative cost, difficulty
of use, appropriate applications, and other factors.

Impingement: In an impinger, a known volume of
air is drawn through fluid in a glass vessel.[20,30] Parti-
cles separate from the airstream by impinging at the
flask bottom, where they are stopped and retained by
the liquid as the air continues to flow out through the
pump system. High air velocities passing through
the impinger effectively break up bacterial/particulate
aggregates, resulting in microbial counts, which more
closely reflect the actual number of microorganisms,
leading to recommendations that impingers be used
as the standard reference method for monitoring aero-
biologic contamination.[26,28] However, impingers may
require the addition of antifoam agents and replace-
ment of fluid, due to agitation and evaporation loss
during longer sampling procedures.

These additional steps increase the possibility of
adventitious contamination. It has been demonstrated
that the sampling efficiency of an impinger is depen-
dent upon both system design and the particle sizes
being sampled.[29] Accuracy and reproducibility of
results have been reported to be difficult, and particles

of <5.0 mm have been demonstrated to pass through
the impingers tested.[30]

Impaction: In slit-to-agar (STA) or sieve impac-
tors, a known volume of air is aspirated through a sin-
gle orifice (STA), or multiple orifices (sieve), and viable
particles, due to their inertia, are forced out of inlet
airflow streamlines and impacted onto perpendicular,
target nutrient agars as the streamlines abruptly
change direction to bypass the target stage. In the
centrifugal impaction sampler, high centrifugal forces
created by ‘‘spinning’’ air through an impeller turbine
at sufficient velocities to cause separation of micro-
organisms from sample air streamlines result in their
impaction onto a nutrient agar strip placed at the inner
periphery of the sampling chamber, parallel to the inlet
airflow axis.

Sieve impactors are available in single-stage or
multistage designs that facilitate both enumeration
and sizing of aerobiological contaminants. As the sam-
ple air transits the device, sample velocities increase at
each stage, resulting in gradient deposition and accu-
rate sizing of microorganisms of smaller diameters
and lower mass. Microorganisms aspirated by sieve
samplers through a matrix of multiple-inlet orifices
impact directly onto an agar medium for development
from a single agar plate for each vertically stacked
stage, with no further subculture steps required for
enumeration. Advantages of sieve samplers are gener-
ally high particle deposition rates, the ability to size
particles and vary sampling time and volume, and
superior collection efficiencies when compared to other
methods of aerobiological testing. Single- and six-stage
configurations have been reported to be two of the
three sampling methods of choice.[27]

Use of STA samplers in isolators and critical pro-
cess zones should be accomplished using a sterile sam-
pling hose and probe, facilitating remote location of
the sampler in a non-critical area. In monitoring a uni-
directional slipstream, this hose/probe configuration
should be both isoaxially oriented, and isokineticb, in
order to minimize disruption of the slipstream. Advan-
tages of the STA include the ability to revolve the plate
at varying rates so that the samples may demonstrate
changes in aerobiological concentrations directly over
time, and the ability to obtain multiple samples with
a single petri dish.[31] STA samplers have historically
been the standard against which other air samplers
are assessed.[17,32] Agar plates are easily removed from
the sampler for development, with contamination
enumerated as CFUs per unit of air sampled.

The STA is reported to be both unsuitable for use in
the presence of high concentrations of organisms[33]

and cumbersome to use.[17] In addition, it has been
demonstrated that a significantly higher percentage of
particles sized 0.5–0.8 mm, and a significantly lower
percentage of particles sized 3.0–25.0 mm, were present
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Table 2A Relative cost/difficulty comparisons

Sampling

method/sampler

Acquistion

costa

Cost of

use/sample

1–6b

Ease of

use

1–6b

Sampling

speed

1–6b
Mobility

1–6b

Contamination

potential

to sample

Contamination

potential to

environment

Reproducibility

1–6b
Applications

A–C

Isolators

1–6b

Swab sample

typical

� 5 2 2 2 4 1 2 C 4

Contact plate

typical

� 2 1 1 1 1 1 1 B 1

Gravity settle

plate typical

� 1 1 1 1 1 1 3 A 1

SAS super 90

air sampler

5 2 2 2 2 2 2 2 A 3

STA New

Brunswick

5 1 3 2 4 2 3 2 A 1c

Sieve impactor

Andersen 1-STAGE

2 1 3 2 2 2 3 1 A 3

Centrifugal biotest

RCS plus

3 3 3 2 2 4 2 3 A 6

Sieve impactor

Anderson 6-STAGE

5 4 6 6 3 4 3 2 A 5

Gel membrane

sartorius MD8

4 6 2 1 1 2 2 1 A 1c

SMA P200 impactor 6 1 2 2 2 2 3 2 A 4

Glass impinger

all glass

6 2 4 3 4 4 3 2 A 4

Table 2B Relative cost/difficulty comparisons

Sampling

method/sampler

Laminar

airflow

1–6b
Critical

environments

Production

areas

1–6b

General

areas

1–6b

Flat

environmental

surfaces

Irregular

environ.

surfaces

Personnel

barriers

1–6b
Volumetric

(SP) Y/N

Remote

probe

possible

External

power Sample

Swab sample

typical

4 2 2 1 2 1 4 N � � S

Contact plate

typical

1 1 1 1 1 4 1 N � � S

Gravity settle

plate typical

1 1 1 1 � � � N � � S

SAS super 90

air sampler

2 3 2 2 � � � Y N Y S

STA New

Brunswick

1d 3 1 2 � � � Y Y Y S

Sieve impactor

Andersen 1-STAGE

2 2 1 1 � � � Y N Y S

Centrifugal biotest

RCS plus

5 5 3 1 � � � N N N P

Sieve impactor

Anderson 6-STAGE

5 2 2 2 � � � Y N Y S

Gel membrane

sartorius MD8

1d 1 1 1 � � � Y Y Y P

SMA P200 impactor 3 3 2 1 � � � Y N Y S

Glass impinger

all glass

4 3 2 2 � � � Y N Y S

aAcquisition cost in thousand dollars.
bDifficulty: 1–6 (easiest–hardest).
cWith Hose/probe attachment.
dWith Hose/isokinetic probe attachment.

A: Aerobiologic samples; B: Flat surface samples; C: Irregular surface samples; P: Proprietary media system; S: Standard Commercially-available

system.

(Courtesy of Northview Biosciences Inc., Northbrook, IL.)
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in sample air, which had passed through the slit of an
STA, than were found in ambient air.[34] This was
attributed to fragmentation of larger particles follow-
ing passage through the slit of the STA.e

Due to dehydration of the agar reported to occur
over long sampling periods, continuous sampling
exceeding 30 min using an impaction sampler is not
recommended. Areas of loss have been reported for
sieve samplers,[39] including inlet loss (the effect of
cross-wind at the sample inlet point), interstage loss
(deposition of particles on internal surfaces other than
the impaction agar), and particle re-entrainment
(particles reintroduced into the airstream due to par-
ticle ‘‘bounce,’’ resulting from dehydration of the
impaction agar).

Advantages of the centrifugal sampler are the capa-
bility of sampling large amounts of air (40 L/min) in a
short time; it is quiet, lightweight, self-contained, and
does not require cumbersome air pumps or external
power for operation. Centrifugal samplers provide a
good indication of environmental isolates.[17]

Centrifugal sampling cannot be carried out iso-
kinetically,[23] and the accuracy of results is dependent
upon the sizes of the particles being sampled. Since
particulate sizes in the air volume being sampled are
not routinely determined, the validity of the centrifugal
sampler as a quantitative device has been called into
question,[35] especially for quantification of small
particles.[27,36] Another recent study indicates that
centrifugal sampling causes air to move in a turbu-
lent, mixing manner, introducing heavily disturbed air-
flow patterns around the sampler which may, in turn,
impart disturbances to any unidirectional airflow pat-
terns being sampled.[23] Reaspiration of sampled air
is also a problem with earlier designs, creating diffi-
culty in discriminating between incoming and outgoing
airstreams, which is necessary to quantify micro-
organisms.[37] Proprietary agar medium strips are spe-
cially designed and unique to this system, and require
careful technique to insert and remove aseptically.

Membrane filtration: Membrane filtration (MF)
sampling is accomplished by capturing aerobiological
contamination as it passes through a cellulose mem-
brane filter (CMF) or gelatin membrane filter (GMF).
The mechanisms of MF particle removal are inertial
impaction, diffusional interception, and direct inter-
ception. Following collection, the GMF may be plated
aseptically onto an agar petri dish to dissolve, allowing
microorganisms to grow directly on the nutrient
medium. Dissolution of the membrane into a sterile
solution is also possible.[31]

While MF sampling has been demonstrated to be
the most effective means of retaining aerobiological
contamination, CMF sampling exhibits a lower
recovery rate than an impinger when tested against
stress-sensitive microorganisms, such as Serratia
marcescens[38] orEscherichia coli[27] due to desiccation
on the CMF surface. Studies have indicated that
gelatin foam filters incorporated into GMF gave sig-
nificantly higher recovery rates than CMF over the
same sampling period.[39,40] Recent comparisons of
sampling systems indicate that GMF is equally as
effective as the STA sampler, irrespective of particle
size, and is significantly more effective than centrifugal
sampling in the collection of microorganisms with sizes
<5.0 mm.[31] A recent study comparing the GMF
system with centrifugal, sieve, and STA systems in
sampling the unidirectional airflow slipstream in the
presence of visual tracers indicates the GMF sampler
to be the only sampling method capable of isokinetic
and isoaxial samplng with novisual disturbance to
the laminar airflow pattern.[31] However, in this study,
the STA was tested without the remote hose-isokinetic
probe device.

Limitations of the GMF are an additional aseptic
subculture step, which increases the probability of
adventitious contamination, and a proprietary mem-
brane filter, which results in a per-sample cost cur-
rently exceeding 12 times that of the one-stage sieve,
SAS, STA, SMA, and glass impinger systems, and four
times that of the centrifugal sampler.

Growth Media

Growth and collection media used in microbiologic
monitoring should be selected on the basis of the target
organisms, areas and surfaces sampled, and inhibitory
residues that may remain on the sampled surfaces.
Media commonly used for environmental monitoring
are listed in Table 3. Under certain circumstances
(e.g., when obligate anaerobes are recovered from the
product), additional, specific media and methods
should be selected by a qualified microbiologist.[17]

Comparison of Aerobiologic Samplers

The different characteristics and operating principles
of aerobiological samplers do not facilitate direct and
simple comparisons. The user should, therefore, care-
fully evaluate the numerous advantages and disadvan-
tages of each method in selecting a sampler for the
intended application (Tables 2A and B).[41] Two stud-
ies that provide basic comparisons of aerobiological
sampling systems may offer useful information:

A study comparing eight bioaerosol samplers was
carried out by Jensen et al. in 1992.[27] Results indicated

eInterestingly, this attribute was reported by investigators to be an

advantage of the all-glass Impinger.[31,32]
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that the Andersen 6-STG, I-STG, and Ace Glass AGI
30 samplers were the samplers of choice for recovering
aerosols of free bacteria (i.e., mostly single cells of E. coli
and B. subtilis, dae � 2mm) under the controlled
conditions of the study.[42] Another study, comparing
seven samplers commonly used in controlled environ-
ments, was conducted by Ljungqvist and Reinmiiller
in 1998.[43] This study indicated widely varying results
for the impaction samplers tested. The limited number

of parallel tests performed prevented an evaluation
of comparative collection efficiencies based upon statisti-
cal considerations. The salient recommendations of this
study are that results should be seen more ‘‘ . . . as an
indication of a [contamination] level and not be taken
as a true absolute value,’’ and that aerobiological
samplers be selected carefully, based on practicalities of
using different types for different locations or situations.
Furthermore, this study recommends the simultaneous
use of a discrete particle counter (DPC) to measure the
total number of airborne particles present in the area
sampled.f

ANALYSIS AND INTERPRETATION
OF MONITORING RESULTS

Effective interpretation of data from microbiologic
monitoring of the environment can be the most diffi-
cult aspect of the monitoring process. Several factors
complicate this process, including the inherently non-
random distribution of most microbial contamination
events, errors in sample handling, variation of sam-
pling technique from one monitoring event to the next,
and seasonal shifts in the type and level of contami-
nants likely to be present in the general environment.

The purpose of statistical evaluation of sample data
is to extrapolate from a collection of individual events
(e.g., 30 min of process time) to the entire population of
events (e.g., 8-h shift). Because microbial monitoring
data usually measure the impact of human activity,
which is not reproducible exactly from one event to
the next, results usually do not fit standard statistical
models for normal distributions. In spite of this limi-
tation, it is necessary to summarize the data for com-
parison to limits. The best statistical methods of
evaluation are determined by the nature of the
data.[14] Wilson suggests that microbial monitoring
data histograms generally resemble Poisson or negative

fBecause it is impossible to derive instantaneous results from micro-

biologic testing, the authors agree that such data should, where poss-

ible, be correlated with a DPC as an instantaneous data source, in

developing useful historical data. Although ‘‘ . . . no universal

relationship has been established between the total concentration

of airborne particles and the concentration of viable airborne

particles . . . ’’,[7] such a correlation may be possible under controlled

operational conditions within a specific area or facility (determined

by Ljungqvist and Reinmüller in two facilities) to be approximately

10�4 (10,000 : 1). Such a correlation would facilitate a ‘‘viability

index’’ as a rational means of correlating shifts in instantly available

particle count values with probable corresponding shifts in aerobio-

logical contamination. This technique would be very useful in the

instantaneous identification of contamination indicator sites. Similar

correlations have been established on a facility-specific basis by the

Lab Safety Corp. during the course of regular, periodic aerobiologi-

cal sampling of three bone marrow transplant complexes over a per-

iod of several years. In all cases, a correlation of the total population

of aerobiological contaminants to instantaneous DPC data (termed

the ‘‘viability index’’) was used to trace the distribution and probable

presence of the life-threatening organism A. niger in immuno-

compromised patient populations. Although it was found that in

these highly controlled facilities (e.g., Class 1000 or better) the corre-

lation was one to two orders of magnitude higher than that described

by Ljungqvist and Reinmüller,[41,43] the correlations were consistent,

allowing facility managers to reliably detect possible life-threatening

deteriorations of the critical patient environment through the use of

instantaneous DPC data as an aerobiological contamination indi-

cator. The data analyzed indicate that aerobiological contaminants

appear to increase in proportion to non-viable contaminants as the

cleanliness of a facility increases. This is probably due to the fact

that, as general environmental contamination is eliminated, human

activity becomes the principal source of contamination.

Table 3 Media commonly used for environmental monitoring

Medium Selective for Sample application

Tryptic soy agar (TSA)a,b Aerobes and facultative anerobes Air and surface

Letheen agarc Aerobes and facultative anerobes Surface

DE neutralizing agard Aerobes and facultative anerobes Surface

Sabouraud dextrose agar Yeast and molds Air and surface

Rose bengal agar Yeast and molds Air and surface

Buffer solutione Surface
aTryptic soy agar is also known as soybean casein digest agar.
bUnmodified general purpose medium use for culturing bacteria and/or fungi.
cContains additives used to neutralize residuals of halogen-based disinfectants, such as sodium hypochlorite (bleach).
dContains additives used to neutralize residuals of halogen and quaternary ammonium chloride-based disinfectants.
eSamples collected using sterile swabs and buffer solution must be transferred to media for culturing and enumeration.

(Courtesy of Northview Biosciences, Inc., Northbrook, IL.)
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exponential distributions,[14] whereas Akers points out
that Poisson distributions may only be appropriate for
systems with minimal human intervention.[12] The for-
mula for the Poisson distribution[44] is given by

PðCÞ ¼ ðnp0Þc

C!
e�np0 ð3Þ

where C is individual sample count, np0 is average
count, and e ¼ 2.718281.

Trend analysis of results at individual sample loca-
tions may be more useful than statistical analysis of
data summaries because each sampling location
probably reflects a unique situation. Non-traditional
groupings of data may also be valuable. For example,
grouping all locations where a specific activity was
noted on the sample collection form, grouping all data
collected during a specific time frame (i.e., just after
lunch, or near the end of a production cycle), or
grouping all data for each operator may reveal specific
problem areas.

The example control charts presented by Besterfield
in Fig. 2 demonstrate four major types of out-of-
control patterns.[44] A fifth pattern is due to mistakes,
which will usually show up as isolated, out-of-control
points. All apply equally to production and sampling
operations. All patterns may be observed on both
range (R) charts and standard (or reference) process
average charts but are usually more common to charts.

Likely causes for each type of pattern can be identi-
fied, and a checklist of assignable causes applicable to
the particular process should be developed through
cause and effect (C&E) analysis.[44] Examples of likely
causes for these patterns are:

a. A change or jump in pattern caused by an inex-
perienced operator, a change in raw materials,
or a failure of an equipment part;

b. A trend or steady change in level due to a grad-
ual change in the production environment, a
gradual change in equipment performance (e.g.
HEPA filter loading), or a gradual tendency
toward lax observation of SOPs;

c. Two populations may be due to more than one
process line or piece of critical equipment on
the same chart, more than one operator on the
same chart, or different samplers or sampling
techniques; and

d. Recurring cycles may be caused by periodic
operator rotation, operator fatigue and rejuvena-
tion cycles, sanitizing and cleaning cycles, and
seasonal shifts.

Recurring cycles may be missed if sampling intervals
happen to coincide with the cycle frequency, in which
case only the low or high range of the cycle may be

detected. Out-of-limit trends near the lower limits of
the R chart represent superior performance and should
be analyzed to identify methods of maintaining these
process levels.[44] Whatever statistical methods are
employed for summarizing data, graphic representa-
tions, such as histograms and process control charts
can be extremely useful for detecting trends or cyclic
patterns in test results.

There are two types of over-limit results: Random
results are due to chance (unassignable) causes,
whereas non-random results are due to assignable
causes. For a controlled process and facility, the objec-
tive is to differentiate between individual data points
that are assignable and those that are not. If the indi-
vidual over-limit event is not repeated during sub-
sequent, multiple retests, it is not assignable and does
not represent a deteriorating trend. All statistical eval-
uation methods include mechanisms for ‘‘discarding’’

x

x

x

x

A

B

C

D

Fig. 2 Out-of-control pattern recognition. (A) Change or

jump in level; (B) Trend or steady change in level; (C) Two
populations; (D) Recurring cycles. (Chart courtesy of Pren-
tice Hall, Inc., Upper Saddle River, NJ.)
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spurious data. There is, however, a cause for any unas-
signable result, and efforts should be made to identify
and understand it. All data have meaning, and may be
useful for improving the process or testing procedures.

Speciation

Speciation of microorganisms is indicated when product
testing results detect the presence of a specific organism,
when evaluating the efficacy of sanitizing compounds
and routines, and when monitoring results trigger the
corrective action plan. Speciation should be carried
out and analyzed by a qualified microbiologist familiar
with the sampling equipment, sampling methods
employed, and the origins of organisms commonly
found in cleanrooms.[17,45] Speciation should also be
conducted periodically to identify isolates normally
recovered when the process is operating within limits,
and may be useful in identifying the probable cause(s)
of any out-of-limit condition. During the initial phase
of the corrective action plan, an analysis of probable
contamination sources and routes should be made for
all organisms identified.[17] Information obtained by spe-
ciation may immediately indicate the most likely source.
This information may also indicate less common con-
tamination sources, such as perverted cleaning solutions.

Periodic re-evaluation of the monitoring plan
should be carried out, and seasonal effects considered
in trend analysis. Many sampling methods do not col-
lect all organisms with equal efficiency, and organisms
likely to be present may vary seasonally. Any seasonal
shift (up or down) should be investigated by speciation,
and sampler correction factors for the predominant
organisms applied.

CORRECTIVE ACTION PLAN

The CAP should clearly define and document

1. The method of data analysis;
2. Alert, action, and fail limits;
3. Corrective actions to be employed in the event

of detection of a deteriorating trend or an
over-limit condition; and

4. A means of confirming the effectiveness of
corrective action(s).

A verified trend above the action or fail limit should
immediately trigger implementation of the CAP.
Because human activity is the most likely source of
process control failure, the investigative process nor-
mally begins with personnel, and proceeds through
the various possible causes from most to least likely.
An exception to this general plan is verification of

room pressurization, which is a primary indication of
engineering control equipment efficiency. Although
routine monitoring of pressurization should detect
any out-of-limit results, the simplicity of verifying
proper pressurization suggests this as a first step.

In general, the cause of any deterioration in process
or environmental control can be traced to one of three
principle systems: a) personnel controls; b) process
controls; or c) facility (engineering) controls. Increases
in detected airborne microbiologic contamination
levels may result from any of several conditions, and
a simple set of logical challenges can be applied to
the data to determine the most likely cause.

Challenge 1, Is the increase real and reproducible?
If it is not reproducible, it may be due to sampling
error, or NACs. If it is reproducible, it may be due
to an actual increase in levels, or due to enhanced col-
lection efficiency, due to changes in methods, materials,
or seasonal or other shifts in the kinds of contaminants
present (different organisms have different sampling
efficiencies); Challenge 2, If the increase is real, is it
due to an increase in source intensity, or to a decrease
in the ability of engineering controls to maintain a
clean air supply? The easiest way to differentiate
between these possibilities is to examine particle count
data. There are several possible combinations of test
results, each indicating a different cause for increased
airborne contamination: a) If particle counts taken
under operational conditions have not risen, but air-
borne microbiologic contamination has, it is most
likely due to a breakdown in personnel discipline
and/or gowning procedures; b) If operational particle
counts have risen, but at-rest counts have not, it is
again likely that the cause of elevated microbial con-
tamination is personnel activity and that it represents
an increase in source intensity (when human activity
is eliminated, engineering controls are able to produce
the same conditions that were present during the OQ
validation phase); and c) If at-rest particle counts have
risen, the increase is probably due to a decrease in the
efficiency of the engineering controls.

Similar logical tests can be applied to increases in
surface contamination levels, which may be due to
increases in source intensity, or decreases in the
efficiency of barrier controls or cleaning and sanitizing
procedures. Flow charts illustrating the logical evalu-
ation of data, and investigation of out-of-limit results
are useful as starting points in the development of
corrective action plans.[5]
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INTRODUCTION

Microencapsulation technology has been used from
1930s in packaging flavors and vitamins. Since the first
commercial product was introduced for the carbonless
copying paper,[1] the technology has advanced to a
new level. Various microencapsulation techniques are
available nowadays, and the microencapsulated pro-
ducts are widely used in pharmaceutical, biomedical,
agricultural, food, consumer products, and cosmetic
industries. Representative applications of microparti-
cles in the pharmaceutical and biomedical industries
include:

� Taste and odor masking[2]

� Protection of drugs from the environment[3]

� Particle size reduction for enhancing solubility of
the poorly soluble drugs[4]

� Sustained or controlled drug delivery[5]

� Cell encapsulation[6]

The microparticle system has become an indispens-
able part of the controlled drug delivery fields for the
past few decades since it can readily be adapted for vari-
ous administration methods. In particular, biodegrad-
able polymeric microparticles can provide a number of
advantages over conventional parenteral formulations:

� Sustained delivery: By encapsulating a drug in a
polymer matrix, which limits access of the biologi-
cal fluid into the drug until the time of degrada-
tion, microparticles maintain the blood level of the
drug within a therapeutic window for a prolonged
period. Toxic side effects can be minimized, and
patient compliance can be improved by reducing
the frequency of administration.

� Local delivery: Subcutaneously or intramuscu-
larly applied microparticles can maintain a thera-
peutically effective concentration at the site of
action for a desirable duration. The local delivery
system obviates systemic drug administration for
local therapeutic effects and can reduce the related

systemic side effects. This system has proven ben-
eficial for delivery of local anesthetics.[7]

� Pulsatile delivery: While burst and pulsatile release
is not considered desirable for the sustained delivery
application, this release pattern proves to be useful
for delivery of antibiotics and vaccines. Pulsatile
release of antibiotics can alleviate evolution of the
bacterial resistance. In the vaccine delivery, initial
burst followed by delayed release pulses can mimic
an initial and boost injection, respectively.[8]

With the recent advance of biotechnology and poly-
mer chemistry, the use of microparticle systems will
continue to grow for a variety of applications. The
objective of this article is to provide a review of the
technical aspects of the microencapsulation techniques
that have been widely used in the pharmaceutical
industry and recent advances of the technology so
that the pharmaceutical scientists can take full advan-
tage of the existing assets of this area in developing
new microparticle systems.

TERMINOLOGY

The microencapsulation processes produce small
particles ranging in size from 1 to 1000mm. There are
different names for these particles: microparticle, micro-
sphere, microcapsule, and micromatrix. Although they
are often used interchangeably, distinctions can be made
such that microcapsules are made of one or multiple
core substances (solid or liquid) that are surrounded
by a distinct capsule wall, whereas micromatrices are
polymeric matrices in which the encapsulated sub-
stances are homogeneously dispersed. Microparticles
or microspheres are general terminologies that involve
both. Although micromatrices are also called micro-
spheres depending on the authors,[5] we will follow the
former definition in this chapter. In consideration of
the scope of this chapter, current discussion is limited
to the microparticles that utilize natural or synthetic
polymers as an encapsulating material.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120028567
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 2315



M
icroencap–
N

eural

MICROENCAPSULATION TECHNIQUES

Existing microencapsulation techniques have been
reviewed extensively,[5,9–12] and for this reason, here
we will briefly summarize representative microen-
capsulation techniques.

Coacervation

The coacervation method is one of the earliest micro-
encapsulation techniques, which has been used for
various consumer products. This method is based on
separation of a solution of hydrophilic polymer(s)
into two phases, which are small droplets of a dense
polymer-rich phase and a dilute liquid phase. Coacer-
vation can be divided into simple and complex
coacervation depending on the number of polymers
that are involved in the formation of microparticles.

Simple coacervation

This process involves only one polymer (e.g., gelatin, poly-
vinyl alcohol, carboxymethyl cellulose), and the phase
separation can be induced by conditions that result in
desolvation (or dehydration) of the polymer phase.
These conditions include addition of a water-miscible
non-solvent, such as ethanol, acetone, dioxane, isopro-
panol, or propanol,[13] addition of inorganic salts, such
as sodium sulfate,[14] and temperature change.[5]

Complex coacervation

This process involves two hydrophilic polymers of
opposite charges.[15] Neutralization of the overall posi-
tive charges on one of the polymers by the negative

charge on the other is used to bring about separation
of the polymer-rich phase (Fig. 1). The best-known
example is the gelatin-gum arabic system pioneered by
Bungenberg de Jong in the early 1940s.[16] Since electro-
static interactions are involved, the pH of the medium is
very important. For example, in the gelatin-gum arabic
system, pH should be below the isoelectric point of gela-
tin so that the gelatin can maintain the positive charge.
Once embryonic coacervates form around the dispersed
oil or solid phases, these polymer complexes are stabi-
lized by cross-linking using glutaraldehyde.

Commercial products

The first commercial microparticle product based on the
complex coacervation method was carbonless copy paper
developed by National Cash Register Corp.[1] The back
side of the first page is coated with microcapsules in the
3–10mm size range made of a gelatin-gum arabic shell
by the coacervation technique. In the center of the cap-
sules is the oil containing colorless color-forming agent
(e.g., crystal violet lactone). The front side of the second
page is coated with a developing layer. The pressure
imposed on both sheets of paper upon writing induces
breakage of the microcapsules and makes the colorless
color-forming agent released and react with the develop-
ing layer to develop color. The microcapsules have also
been used in Scratch-N-Sniff� scent strips and Snap-N-
Burst� fragrance samplers.

Emulsion Solidification

Microparticles can be produced from emulsion of
two or more immiscible liquids. For example, a

Fig. 1 Phase diagram for complex

coacervation.
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solution of hydrophobic drug and polymer in an
organic solvent (oil phase, dispersed phase) is emulsi-
fied in an aqueous solution containing an emulsifying
agent (water phase, continuous phase) to produce oil-
in-water (o/w) emulsion. The drug containing polymer
particles can be solidified as the solvent is removed.
Depending on the solubility of drug in water and
encapsulating polymer, the emulsion type can be
varied from water-in-oil-in-water (w/o/w for encap-
sulation of water-soluble drug in water-insoluble poly-
mer), water-in-oil-in-oil (w/o/o for encapsulation of
water-soluble drug in water-insoluble polymer), or
water-in-oil (w/o for encapsulation of water-soluble
drug in water-soluble polymer) to solid-in-oil-in-
water (s/o/w for encapsulation of water-soluble drug
particles in water-insoluble polymer). Depending on
the method of solidifying the discontinuous droplets,
the emulsion method can be classified as solvent evapo-
ration, solvent extraction, and cross-linking method.

Solvent evaporation

Typically, the polymer is dissolved in a volatile organic
solvent such as methylene chloride. Drugs or diag-
nostic agents, either in soluble form or dispersed as
fine solid particles, are added to the polymer solution,
and then this mixture is emulsified in an aqueous
solution that contains an emulsifying agent such as
poly(vinyl alcohol) (PVA). The resulting emulsion is
stirred until most of the organic solvent evaporates,
leaving solid microparticles that may be washed
with water and freeze-dried. To facilitate solvent
evaporation, the emulsion is often heated slightly
above the boiling point of the solvent. For example,
when methylene chloride (boiling point: 39.8�C) is
used as an organic solvent, the emulsion is heated
to �40�C.

Solvent extraction

The solvent evaporation method depends on high
vapor pressure of the solvent; therefore, this method
requires volatile solvents such as methylene chloride.
Otherwise, the solidification process takes too long
that it results in irregular morphology,[17] high porosity
of the microspheres,[18] loss of payload,[19,20] or
increased polydispersity of size distribution.[17] In
this case, the relatively non-volatile solvents can be
removed by extraction into the continuous phase.[21]

This can be done by using a solvent that has signifi-
cant solubility in the continuous phase,[22] increasing
the concentration difference between the dispersed
and continuous phase,[19] or adding a third solvent
into the continuous phase to facilitate extraction of
the solvent.[21]

Cross-linking

A number of hydrophilic polymers from natural origin,
such as gelatin, albumin, starch, dextran, hyaluronic
acid, and chitosan,[23] can be solidified by a chemical
or thermal cross-linking process. A w/o emulsion is
prepared by emulsifying the polymer solution in an
oil phase (typically vegetable oils or oil–organic solvent
mixtures) containing an emulsifying agent such as
Span 80. Most proteins are cross-linked using glutaral-
dehyde, but its toxicity remains a problem for pharma-
ceutical applications. Heating[24] and adding counter
polyions[25] or cross-linking reagents[26] (Fig. 2) are
alternative cross-linking methods.

Hot-Melt Microencapsulation

The polymer is first melted and then mixed with solid
drug particles or liquid drugs.[27] This mixture is sus-
pended in an immiscible solvent and heated to 5�C
above the melting point of the polymer under continu-
ous stirring. The emulsion is then cooled below the
melting point until the droplets solidify.

Ionic Gelation/Polyelectrolyte Complexation

Ionic gelation involves cross-linking of polyelectrolytes
in the presence of multivalent counter ions. For
example, spraying a sodium alginate solution into cal-
cium chloride solution produces rigid gel particles.
Ionic gelation is often followed by polyelectrolyte
complexation with oppositely charged polyelectrolytes.
This complexation forms a membrane of polyelectro-
lyte complex on the surface of the gel particles, which
increases the mechanical strength of the particles. For
calcium alginate gel particles, polylysine is often used
for this purpose. Other polymer systems that can be
used for ionic gelation (polyelectrolyte complexation)
are chitosan/triphosphate, carboxymethylcellulose/
aluminum (or chitosan), k-carrageenan/potassium (or
chitosan), pectin/calcium, gelan gum/calcium, and
polyphosphazene/calcium (or polylysine). This method
was developed by Lim and Sun[6] for cell encapsulation;
nowadays, it has widely been used for both cell and
drug encapsulation.

Interfacial Polymerization

Monomers can be polymerized at the interface of two
immiscible substances to form a membrane. An
example is a nylon membrane resulting from poly-
merization of two monomers (typically dichloride
and diamine) at the interface. A non-aqueous phase
containing surfactant and an aqueous phase con-
taining drugs and diamine are mixed to form a w/o
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emulsion. Then additional non-aqueous phase con-
taining acid chloride is added to the emulsion to allow
interfacial polymerization. Polymerization can be
terminated by adding excess non-aqueous phase.[28]

Spray Drying

Spray drying is a single-step, closed-system process
applicable to a wide variety of materials. The drug is
dissolved or suspended in a suitable (either aqueous
or non-aqueous) solvent containing polymer materials.
The solution or suspension is atomized into a drying
chamber, and microparticles form as the atomized
droplets are dried by heated carrier gas. The result
of the spray drying process is heavily dependent
on the material properties: The instrument settings,
such as inlet temperature, rate of feed flow, spray air
flow, and aspirator flow, can together influence the
product parameters such as particle size, yield, tem-
perature load, and content of residual solvents.
Optimization of these parameters is usually made
through trial and error.

Spray Desolvation

Spray desolvation involves spraying a polymer solution
onto a desolvating liquid. For example, microparticles
can be made by spraying a PVA solution onto an acet-
one bath. Here, the polymer solvent (water) is extracted
into acetone, and PVA precipitates to form solid micro-
particles.[29] In another example, bovine serum albumin
(BSA) was encapsulated in poly(lactic-co-glycolic acid)
(PLGA) by this method. The micronized drug was sus-
pended in a PLGA–acetone solution and atomized
ultrasonically into ethanol bath.[30]

A modification of this method is the cryogenic
solvent extraction method.[31] Drugs are dissolved or
dispersed in the polymer phase consisting of PLGA
and methylene chloride. This drug–polymer mixture
solution is atomized over a bed of frozen ethanol over-
laid with liquid nitrogen. The microdroplets freeze
upon contacting the liquid nitrogen, then sink onto
the frozen ethanol layer. As temperature increases,
the frozen microdroplets begin to sink into the thawing
ethanol. Methylene chloride of the polymer phase then
thaws and is slowly extracted into ethanol, resulting in

Fig. 2 Microencapsulation based on w/o emulsion and in situ cross-linking. (From Ref.[26].)
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hardened microparticles. This process was used to
produce a microparticle formulation for human
growth hormone (hGH).[32,33] Prior to the encapsula-
tion process, hGH is formulated with zinc to produce
insoluble Zn-hGH complex. The encapsulation of this
complex contributed to stabilize hGH during the
fabrication process and within the microspheres after
hydration.[32] An in vivo study of this formulation
demonstrated a lower Cmax and an extended serum
level for weeks with a biocompatibility comparable
to that of the protein solution.[33] The hGH formu-
lation using this method (ProLease�) was marketed
as an injectable suspension for once- or twice-a-month
administration (Nutropin Depot�).

Spray Coating

In spray coating, the coating material is sprayed onto
solid drug core particles that are rotated in a coating
chamber. This method is typically used for coating
tables or capsules.

Fluid-bed coating (Air-suspension technique)

There are three commonly used fluid-bed processes:
top, tangential, and bottom spray methods. When the
granules are coated by the top-spray granulator sys-
tem, granules usually have a porous surface and an
interstitial void space; therefore, the bulk density of
produced granules is usually lower than that attain-
able by other granulation techniques. A rotating-disk
method (also called a tangential-spray coating
method), which combines centrifugal, high-density
mixing, and the efficiency of fluid-bed drying, yields a
product that has a higher bulk density but still has
some interstitial void space. This method results in
particles that are less friable and more spherical in
shape. In the Wurster process (bottom spray), the solid
core particles are fluidized by air pressure and a sol-
ution of wall materials is sprayed on to the particles
from the bottom of the fluidization chamber parallel
to the air stream. Since the spraying nozzle is immersed
in the airflow and sprays the coating materials concur-
rently into the fluidized particles, the coating solution
droplets travel only a short distance before contacting
the solid particles. As a result, the film is applied more
evenly and the coated film is more homogeneous. The
coated particles are lifted on the air stream, which dries
the coating as the particles are carried away from the
nozzle. The particles rise on the air stream, then settle
down, and then begin another cycle. The cycles
continue until the desired film thickness is achieved.
The Wurster process is particularly well suited for uni-
form coating of particles with a polymeric membrane
in a single operation.

Pan coating

Relatively large particles can be encapsulated by pan
coating. Size of solid particles should be greater than
600 mm to achieve effective coating using this method.
This is a typical method used to apply sugar coatings
on candies. This method employs a rotating drum con-
taining core materials (such as candies), onto which
warm sucrose solution is ladled. The rotation distri-
butes the syrup evenly as a thin coat on the cores
and increases the surface area of the syrup that aids
in evaporation of the water. As the water evaporates,
the sugar hardens and coats the cores. For pharmaceu-
tical products, perforated pans are used and the coat-
ing solution, usually an aqueous solution, is sprayed
onto the tumbling cores.

Supercritical Fluid

The supercritical fluid method is a relatively new
method, which can minimize the use of organic solvents
and harsh manufacturing conditions taking advantage
of two distinctive properties of supercritical fluids
(i.e., high compressibility and liquid-like density). This
method can be broadly divided into two parts: rapid
expansion of supercritical solutions (RESS), which
utilizes the supercritical fluid (e.g., carbon dioxide) as
a solvent for the polymer,[34] and supercritical anti-
solvent crystallization (SAS), using the fluid as an
antisolvent that causes polymer precipitation.[35]

Recent reviews of the supercritical technology for
particle production are available in the literature.[36]

Selection of the Microencapsulation Methods

A single microencapsulation method cannot be uni-
versally applied for a variety of drugs. In developing
a new microparticle system for a given drug, it is
important to understand the physicochemical proper-
ties of the drug and find an encapsulation method
and polymeric materials that best match the properties.
Since water is the most widely used solvent system,
solubility of the drug in water often serves a good start-
ing point of the survey. Physical status of the drug can
also limit the selection. The microencapsulation meth-
ods that have widely been used for drugs of different
properties are summarized in Table 1.

ACHIEVEMENTS AND LIMITATIONS

Natural polymers such as proteins, carbohydrates, fats,
and waxes constitute an important group of encapsula-
tion materials; however, microparticles for the con-
trolled drug delivery purpose have been prepared
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using almost invariably water-insoluble synthetic
polymers. To date, poly(lactic acid) (PLA) and PLGA
have been the most preferred polymers because they
have been used in products approved by the U.S. Food
and Drug Administration (U.S. FDA), such as surgical
sutures and depot formulations, and they have a
relatively long history of use for biomedical applica-
tions. Poly(lactic acid)- and PLGA-based microparticle
systems are commercially available. Lupron Depot�

(leuprolide acetate, TAP Pharmaceuticals Inc.) is the
first commercial product based on PLA polymers.[47]

Since then, various PLGA- or PLA-based products
such as Zoladex� Depot (goserelin acetate, Astra-
Zeneca), Sandostatin LAR� Depot (octreotide acetate,
Norvatis), and TrelstarTM Depot (triptorelin pamoate,
Pfizer) were introduced. Nutropin Depot (human
growth hormone, Genentech Inc.) entered the market
as the first protein-encapsulated PLGA microparticle
product in 1999.

Despite the extensive use of PLGA polymers in
the microencapsulation arena, it has been found
through decades of research that the PLGA micro-
particle systems are not universally suited for different
applications. One of the limitations in the prevalent
PLGA systems is that bulk hydrolysis of the polymer
induces acidification of microenvironment of the
microparticles, which can be detrimental to various
payloads such as proteins[48] and nucleic acids.[49] In
addition, their drug release kinetics are not readily
tunable and, thus, are inappropriate for specific
applications.[50,51]

RECENT ADVANCES IN THE
MICROENCAPSULATION TECHNOLOGY

In this section, a few examples of current issues in the
microencapsulation technology are summarized. Solu-
tions to these obstacles have been sought through
highly interdisciplinary efforts. The latter part of this
section introduces some of the recent advances in the

microencapsulation technology as well as current
applications of the technology.

Drug Stability

Potential sources for drug instability

Stability issues often occur in protein or nucleic acid
microencapsulation, which are notoriously sensitive
to various chemical and physical stresses.[44,52,53] The
instability issue brings about two major problems:
1) incomplete and little release of the functional drugs
and 2) immunogenicity or toxicity concern for the
degraded or aggregated drugs.[53] Although the main
sources of the instability may vary depending on the
type of drugs, the following are the ones often attribu-
ted as potential causes.

The double-emulsion solvent removal method is the
most widely used technique for encapsulation of most
water-soluble drugs, including proteins, peptides, and
nucleic acids. On the other hand, it is often found
that these drugs are damaged at water/organic solvent
(w/o) interfaces.[54,55] For example, when an aqueous
solution of carbonic anhydrase was subjected to vor-
tex mixing in the presence of methylene chloride,[55]

about 40% of carbonic anhydrase was recovered at
the interface after centrifugation of the emulsion.
Direct exposure to the organic solvent can also induce
denaturation of the protein drugs. Proteins that are
dissolved or suspended in organic solvents face highly
hydrophobic environments, in which their functional
configurations are easily disrupted. Shear stresses pro-
duced by the emulsion methods are also unfavorable
conditions. Especially when it is coupled with another
unfavorable condition, the shear rate facilitates aggre-
gation of the protein drugs.[54]

It has also been noticed that the sensitive drugs can
be denatured or degraded during the long-term release
period.[52] There are different proofs that suggest
microparticles made of PLGA polymers generate

Table 1 Selection of microencapsulation methods for drugs with different properties

Water-soluble drugs Water-insoluble drugs

Liquid drugs w/o/w double emulsion[37] o/w or o/o emulsion[42,43]

w/o/o double emulsion[38] Coacervation[1]

w/o emulsion[27,39] Spray drying[7]

Ionic gelation[39]

Spray drying[41]

Solid drugs Cryogenic solvent extraction method[32,33] Coacervation[46]

s/o/w or s/o/o emulsion[44] Fluid-bed coating
Fluid-bed coating[45]

Supercritical fluid[35]
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acidic microenvironments throughout the release per-
iod.[48,56] Acidic pH can cause a number of undesirable
events. First, the acidic conditions can facilitate
hydrolysis of peptide bonds and disulfide exchange.[57]

Second, some proteins can undergo conformational
transition at low pHs and induce non-covalent aggre-
gation.[48] Third, it was shown that an acidic environ-
ment developed within microspheres contributed to
deamidation and covalent dimerization of insulin.[58]

Fourth, lactic acid and glycolic acid units accumulated
within degrading microspheres can induce acylation of
peptides.[59] On the other hand, adsorption of proteins
to the polymer surface is another potential source that
disturbs structural integrity of the encapsulated pro-
tein.[55,60] Among various interactions involved in the
protein adsorption, hydrophobic interactions are gen-
erally regarded as the main driving force of adsorption
and aggregation causing incomplete release.[61]

Strategies to address the instability issues

Different approaches have been pursued in an attempt
to improve stability of the encapsulated drugs. Table 2

summarizes various approaches according to inacti-
vation sources.

Recent approaches include a new microencapsula-
tion method that was developed in an attempt to
accommodate most of the above strategies.[70,71] This
new method called the ‘‘solvent exchange method’’ is
based on interfacial mass transfer between two con-
tacting liquids, which results in reservoir-type micro-
capsules. Fig. 3 describes one method of making
microcapsules. Series of polymer solution droplets
and aqueous drug solution droplets are separately pro-
duced using ink-jet nozzles, and then are induced to
collide in air. Following the collision, the two liquid
phases are separated as a core and a membrane within
the merged microdroplets due to the surface tension
difference as well as incompatibility of the two liquids.
There are several potential advantages of this method.
First, the process does not include potentially dam-
aging conditions such as an emulsification step but
employs a mild drop generation protocol. Second, in
the mononuclear microcapsules, undesirable interac-
tions between protein and organic solvent or polymer
matrix are limited only to the interface at the surface

Table 2 Common inactivation sources of encapsulated proteins and the stabilization strategies

Inactivation source Stabilization strategy

Exposure to w/o interfaces Reducing or avoiding denaturation at w/o interfaces
by including protective excipients;[55,63] employing anhydrous
microencapsulation processes.[44]

Exposure to the hydrophobic
organic solvent

Using more hydrophilic solvents such as
ethyl acetate[17] and methyl ethyl ketone.[64]

Physical stresses
during preparation

Reducing physical stresses by eliminating the emulsification
step and employing low temperature processes.[32,33]

Acidification of the
microenvironment

Counteracting acidification by coencapsulating antacid excipients;[48]

increasing permeability of the polymer matrix;[65] modifying
degradation characteristics of the polymer.[65,66]

Interaction between

protein and polymer

Preventing adsorption by modifying hydrophilicity of the

polymer surface;[67] pre-entrapment of protein in the hydrophilic core;[68]

including adsorption competitors.[69]

(From Ref.[62].)

Fig. 3 Microencapsulation based on the solvent exchange method.
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of the core. A recent study showed that these reservoir-
type microcapsules were able to release the encapsulated
lysozyme at a near zero-order kinetics for over 50 days.
The released lysozyme remained functionally intact,
which suggests that the protein survived the microencap-
sulation process without losing its biological activity.
Third, the organic solvent for polymers can be chosen
with more flexibility than in conventional methods.
Hence, toxicity concerns over residual solvents, in parti-
cular, methylene chloride, can be avoided.

Control of Drug Release

Drug release from biodegradable polymer microparti-
cles is determined by the polymer degradation kinetics,
structural features of the microparticles, and distribu-
tion of the drugs within the particle matrix. The ultimate
goal of microparticle systems in the controlled drug
delivery is to achieve readily tunable release profiles,
which has been pursued in various perspectives.

Polymer chemistry

Polyanhydrides[72] and poly(ortho esters)[73] are alterna-
tive biocompatible, biodegradable polymers that have
obtained the FDA approval for the treatment of a brain
tumor (Gliadel� wafer, approved in 1996) and are cur-
rently under the clinical phase II trial as of 2004 for
the treatment of postsurgical pain management,[74]

respectively. Unlike PLGA polymers, which undergo
bulk degradation, these polymers have in common that
their erosion processes are confined to the surface layers.
Consequently, the drug release is primarily controlled by
erosion of the surface. The interior of the matrix remains
essentially neutral in pH because the hydrolysis products
diffuse away from the device.[73] Microparticles fabri-
cated using poly(ortho esters) showed lower initial bursts
and sustained release profiles of a model protein.[75]

Hybrids of existing biodegradable polymers were intro-
duced in order to increase versatility of the polymeric
systems taking advantage of different attributes of
the participant polymers. For example, copolymers of

polyesters and polyanhydrides were synthesized to
achieve better control over the degradation properties
and drug encapsulation.[76]

Formulation efforts

If a high initial dose is not an intended effect as in the
vaccine or antibiotic delivery, the initial burst is, in
most cases, an undesirable form of drug release. How-
ever, it is often true that microparticle systems contain-
ing hydrophilic drugs, such as proteins, display a large
initial burst before they can reach a stable release rate.
Initial burst is generally ascribed to two possible
causes. First, drug distribution in the matrix is hete-
rogeneous. Drugs that are either loosely associated
with the surface or embedded in the surface layer are
responsible for the burst release.[77] Second, the micro-
particles may have porous structure. Drugs can escape
through the pores and cracks that form during the
microparticle fabrication process.[78,79]

One way of reducing the surface-bound drugs is to
make a blank layer on the microparticle surface. In this
regard, it is worthy to note the recent efforts to make
multiwall polymeric microparticles. The additional
layers have traditionally been made using the spray
coating method. However, the major disadvantages
are relatively large size of the resulting particles and
low production efficiency. Alternatively, double-walled
microparticles can be prepared utilizing phase sepa-
ration of constituent polymers:[80,81] A mixture of two
polymer solutions, such as polyanhydride and PLA,
is emulsified in an aqueous continuous phase. As the
solvent evaporates, the polymer solution concentration
increases to the point where they are no longer mutually
soluble and begin to separate. However, since the
location of individual polymer in the microparticles
mainly depends on the thermodynamics of the phase
separation, there is not much control over the wall
composition of the microparticles. On the other hand,
a recent study showed that this limitation could be
overcome by utilizing multiple concentric nozzles and
controlling the flow rates and concentrations of the
polymer solutions (Fig. 4).[82] Another way of making

Fig. 4 Scanning electron micrographs of PLGA encapsulating poly[(1,6-bis-carboxyphenoxy)hexane] (PCPH) (A), PCPH
encapsulating PLGA (PCPH : PLGA mass ratio ¼ �2 : 1) (B), and PCPH encapsulating PLGA (PCPH : PLGA mass
ratio ¼ 3 : 1) (C). Scale bar ¼ 25 mm. (From Ref.[82].)

2322 Microencapsulation Technology



M
ic

ro
en

ca
p–

N
eu

ra
l

coated microparticles involves sequential formation of a
matrix core containing drugs and a wall polymer coat-
ing.[83] An in vitro release study using tetanus toxoid
as a model drug showed that the coating was effective
in suppressing the initial burst.[83]

Migration of drugs during drying and storage steps
is sometimes responsible for a heterogeneous drug dis-
tribution in the polymer matrix.[78] During the air or
vacuum drying process, the residual solvent (usually
water) flows to the matrix surfaces before evaporation.
Here, drugs also diffuse toward the surface along with
water and result in heterogeneous drug distribution
in the polymer matrix. In this case, the drying method
can make a difference: For example, the burst release
was significantly reduced[77] or almost entirely elimi-
nated[84] by the freeze-drying.

High affinity of the encapsulated drug to the con-
tinuous phase is another reason for heterogeneous
drug distribution. For efficient internalization of the
drug within the polymer matrix, formulation and
fabrication parameters are varied. Addition of a small
fraction of glycerol into the discontinuous phase was
found to be effective in enhancing internalization of
the drug (insulin) to the polymer phase.[85] The initial
burst decreased from 40% to 10% by this approach.
In another example, increasing hydrophilicity of the
encapsulating polymer by polyethylene glycol (PEG)
modification contributed to reducing the presence of
the surface-associated drug and the initial burst.[86]

Relatively homogeneous drug distribution can also be
achieved by generating a fine primary emulsion.[87,88]

The fine primary emulsion was obtained using a high
energy homogenization method such as sonication[88]

or high shear rate application.[87]

In alternative approaches, improvement of the
structural features of microparticles was sought
through various formulation parameters. In general,
low molecular weight polymers result in high burst
release.[79] It is partly because the low molecular weight
polymer is more soluble in the organic solvent and
undergoes slow solidification to produce more porous
microparticles. Polymer concentration,[89] composition
of the copolymer,[90] and hydrophilicity of the poly-
mer[91] also affect the degree of initial burst by govern-
ing the rate of polymer solidification. In case of the
emulsion method, composition of the continuous
phase influences particle size, encapsulation efficiency,
and/or initial burst.[79,92] High concentration of PVA
suppresses the initial burst because the viscosity of
the continuous phase prevents migration of the inter-
nal aqueous phase toward the continuous phase.[79]

Addition of salt or sugar into the continuous phase
can also contribute to suppression of the initial
burst.[93] The presence of salt or sugar increases the
osmotic pressure across the polymer phase, which is
in essence a semipermeable membrane in the semisolid

state. This increase in osmotic pressure prevents influx
of the continuous phase into the dispersed phase and
reduces the formation of water channels, which often
results in a high initial burst.

Size control

Particle sizes are known to have significant influences
on the release rate.[94,95] The effects vary depending
on the drug release mechanism. When the drug release
is mainly controlled by diffusion, which is usually the
case of the early stage of release from polymeric
microparticles or hydrogel-based microparticles,
smaller microparticles tend to release the drugs at a
relatively high rate due to the large surface area and
the short diffusion distance.[96] On the other hand,
when the release depends on the polymer degradation,
the particle size controls the release rate by affecting
additional features such as drug distribution and poly-
mer degradation rate.[97]

In this regard, a variety of efforts have been made
to obtain microparticles of monodisperse and con-
trollable sizes. A common feature of these approaches
is that the dispersed phase is formed by fragmentation
of a liquid jet, which is a more readily controllable
process as compared to emulsification. A few examples
have shown promising results in controlling the par-
ticle size distribution.

A method developed by Amsden and Goosen[98]

involves extruding a solution through a needle and
then an electric field, which pulls the droplets off the
end of the needle. Applicability of this method to
microparticle fabrication for the controlled release
was demonstrated using a solution of ethylene vinyl
acetate and BSA. It was shown that the particle size
could be controlled by varying size of the needle and
strength of the electric field. However, this method
was not effective in reducing the mean diameter main-
taining a narrow size distribution. This limitation was
later alleviated using a continuous phase flowing per-
pendicularly past the needle tip, which aids in over-
coming interfacial tension between the polymer
solution and the needle tip.[99]

Researchers at the University of Illinois utilize a
small-gauge needle that vibrates at an ultrasonic fre-
quency for this purpose.[100] A jet of a polymer solution
passing the needle breaks up into uniform droplets,
which becomes solidified micromatrices after solvent
removal. The droplet size can be precisely controlled
as a function of orifice size, solution flow rate, and
vibration frequency. An optional carrier stream
enables further reduction of the particle size. In vitro
release studies using microparticles of different mean
diameters demonstrated the dependence of the diffusion-
dependent release profiles on the particle size.[96]
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microdispenser system also demonstrates a good
potential of controlling the microcapsule size.[70] Here,
two ink-jet nozzles carrying a polymer solution and an
aqueous drug solution, respectively, are arranged in a
way that two emerging liquid jets can collide resulting
in reservoir-type microcapsules (Fig. 5A). The ink-jet
nozzles operate in the same mechanism as the small-
gauge needle described above to generate homo-
geneous microdroplets. The size of merged droplets,
i.e., the microcapsules, is 1.26 times of the single
droplets, when measured right after the collision, indi-
cating that there is no volume loss upon the collision
(Fig. 5A). On the other hand, the majority of micro-
capsules collected in the water bath were close to single
droplets in size, and the membrane existed only as a
thin membrane (Fig. 5B). It is likely that the polymer
layer shrank as the solvent that constituted the
majority of the polymer phase was extracted into the
aqueous phases by the solvent exchange.[70]

RECENT APPLICATIONS OF THE
MICROPARTICLE SYSTEMS

Use of microparticle systems is not limited to the
sustained or local delivery and has a wide range of
applications. A limited number of examples are intro-
duced below.

Since it was first noticed that bioerodible hydro-
phobic polyanhydrides [e.g., poly(fumaric-co-sebacic
anhydride)] exhibited strong bioadhesiveness, micro-
particles made of these polymers have been investi-
gated as potential oral drug delivery systems.[101] The
bioadhesiveness in this case comes from the hydrogen
bonding interactions between mucin and carboxylic
acid groups that form during the polymer erosion.[102]

Furthermore, the small size of microparticles provides
additional advantages by promoting cellular uptake of
the formulation. Taking advantage of both the small

size of microparticles and the chemical attributes of
the polymeric system, the bioadhesive microparticles
have shown enhanced oral bioavailability of
dicumarol,[103] insulin, and DNA.[101]

Polymeric microspheres have been used for delivery
of DNA vaccines, which enable prolonged immune
responses through sustained release of DNA encoding
a protein antigen. It has been known that <10 mm
particles are preferentially internalized through
phagocytosis by macrophages and antigen-presenting
cells.[91] Poly(lactic-co-glycolic acid) was used as an
encapsulating polymer in the initial research with
promising results.[91] On the other hand, disadvantages
of PLGA particles in delivering DNA vaccines were
acidification of microenvironment, which can inacti-
vate encapsulated DNA,[49] and slow release rate, which
does not catch up with the life span of the target cells
such as dendritic cells. In order to provide for rapid
and tunable release and to avoid internal acidification,
use was recently made of pH-triggered biodegradable
polymers based on poly(ortho esters)[50] and poly-
b-amino esters.[104] These microparticles loaded with
DNA were successfully internalized into the antigen-
presenting cells, enhanced immune response, and
suppressed in vivo tumor challenges significantly.[50,51]

CONCLUSIONS

The microencapsulation technology, which started as a
way of encapsulating dyes and flavors, has now
become one of the most intriguing fields in the area
of controlled drug delivery systems. The encapsulation
techniques have been advanced to such a level that not
only small molecular weight drugs but also macro-
molecules, such as proteins and genes, can be delivered
via microparticle carriers. Although the technological
advances have led to commercialization of several
microparticulate products in recent years, many techni-
cal problems are to be overcome yet. Examples of such

Fig. 5 Stroboscopic images of microcapsule formation via midair collision between two component liquids (scale
bar ¼ 100mm) (A) and bright-field microscope images of microcapsules (B). The left and streams are 0.25% alginate solution
and 4% PLGA solution, respectively. The nozzle orifice diameter d ¼ 60 mm; volumetric flow rate Q ¼ 0.6 ml/min; and forcing
frequency f ¼ 10.6 kHz. (From Ref.[70].)
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hurdles are maintaining the stability of encapsulated
drugs throughout the lifetime of the products,
manipulating release rates according to the applica-
tions, and transferring bench scale processes to the
manufacturing scale. Some of the answers to those pro-
blems have been provided by advances in polymer
chemistry, formulation efforts, and recent progresses
in new microencapsulation techniques. The microen-
capsulation technology will remain as one of the most
important areas in drug delivery and various other
applications.
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INTRODUCTION

The range of techniques for the preparation of micro-
spheres offers a variety of opportunities to control
aspects of drug administration. The term ‘‘control’’
includes phenomena such as protection and masking,
reduced dissolution rate, facilitation of handling, and
spatial targeting of the active ingredient. This approach
facilitates accurate delivery of small quantities of potent
drugs; reduced drug concentrations at sites other than
the target organ or tissue; and protection of labile
compounds before and after administration and prior
to appearance at the site of action.

The characteristics of microspheres containing drug
should be correlated with the required therapeutic
action and are dictated by the materials and methods
employed in the manufacture of the delivery systems.

The behavior of drugs in vivo can be manipulated by
coupling the drug to a carrier particle. The clearance
kinetics, tissue distribution, metabolism, and cellular
interactions of the drug are strongly influenced by the
behavior of the carrier. Exploitation of these changes
in pharmacodynamic behavior may lead to enhanced
therapeutic effect. However, an intelligent approach to
therapeutics employing drug-carrier technology requires
a detailed understanding of the carrier interaction with
critical cellular and organ systems and of the limitations
of the system with respect to formulation procedures
and stability. A variety of agents have been used as drug
carriers, including immunoglobulins, serum proteins,
liposomes, microspheres, nanoparticles, microcapsules,
and even cells such as erythrocytes.

Antineoplastic drugs,[1–5] narcotic antagonists,[6] ste-
roid hormones,[7,8] luteinizing hormone releasing hormone
analogs,[9,10] elastase,[11] and other macromolecules[12]

have been incorporated into microspheres. In addition,
vaccines, living cells, and tissues have been encapsulated.

DEFINITION AND GENERAL DESCRIPTION

Microspheres can be defined as solid, approximately
spherical particles ranging in size from 1 to 1000 mm.

They are made of polymeric, waxy, or other protective
materials, that is, biodegradable synthetic polymers
and modified natural products such as starches, gums,
proteins, fats, and waxes. The natural polymers include
albumin and gelatin;[13,14] the synthetic polymers
include polylactic acid and polyglycolic acid.[15,16]

The solvents used to dissolve the polymeric materi-
als are chosen according to the polymer and drug
solubilities and stabilities, process safety, and eco-
nomic considerations. Substances can be incorporated
within microspheres in the liquid or solid state during
manufacture or subsequently by absorption. Fig. 1
shows two types of microspheres: Microcapsules, where
the entrapped substance is completely surrounded by a
distinct capsule wall, and micromatrices, where the
entrapped substance is dispersed throughout the micro-
sphere matrix.

Microspheres are small and have large surface-to-
volume ratios. At the lower end of their size range they
have colloidal properties. The interfacial properties of
microspheres are extremely important, often dictating
their activity. In fact, the principle of microsphere
manufacture depends on the creation of an interfacial
area, involving a polymeric material that will form an
interfacial boundary and a method of cross-linking to
impart permanency. The methods of manufacturing
described later are by no means comprehensive and
the reader should bear in mind that if the aforemen-
tioned criteria are adhered to, the only limitation to
the manufacture of microspheres is the researcher’s
imagination.

HISTORICAL AND CONTEXTUAL
PERSPECTIVE

The concept of packaging microscopic quantities of
materials within microspheres dates back to the 1930s
and the work of Bungenberg de Jong and coworkers[17]

on the entrapment of substances within coacervates.
The first commercial application of encapsulation was
by the National Cash Register Company for the manu-
facture of carbonless copying paper.[18] The technology
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and applications have advanced over the last several
decades. This technology is used by the agricultural,
food, household products, medical, graphics, and
cosmetics industries.

The potential use of microspheres in the pharma-
ceutical industry has been considered since the
1960s[19–21] for the following applications:

� Taste and odor masking
� Conversion of oils and other liquids to solids for

ease of handling
� Protection of drugs against the environment (moist-

ure, light, heat, and/or oxidation) and vice versa
(prevention of pain on injection)[22]

� Delay of volatilization
� Separation of incompatible materials (other drugs

or excipients such as buffers)
� Improvement of flow of powders
� Safe handling of toxic substances
� Aid in dispersion of water-insoluble substances in

aqueous media, and
� Production of sustained-release, controlled-release,

and targeted medications[23–26]

� Reduced dose dumping potential compared to large
implantable devices

Microencapsulation has also been used medically
for the encapsulation of live cells and vaccines. Bio-
compatibility can be improved by the encapsulation of
artificial cells and biomolecules such as peptides, pro-
teins, and hormones,[27,28] which can prevent unwanted
immunological reactions that would lead to inacti-
vation or rejection. Microspheres are used for isolating
materials until their activity is needed. The biotech-
nology industry employs microspheres to contain
organisms and their recombinant products to aid in
the isolation of these products.[29]

PHARMACEUTICAL APPLICATIONS

A number of pharmaceutical microencapsulated pro-
ducts are currently on the market, such as aspirin,
theophylline and its derivatives, vitamins, pancrelipase,
antihypertensives, potassium chloride, progesterone,
and contraceptive hormone combinations.[30]

Microencapsulated KCl (Micro-K, R.H. Robins,
Richmond, VA) is used to prevent gastrointestinal
complications associated with potassium chloride.
The dispersibility of the microcapsules and the con-
trolled release of the ions minimize the possibility of
local high salt concentrations, which could result in
ulceration, hemorrhage, or perforation. Microspheres
have also found potential applications as injection[31,32]

or inhalation[33–36] products. The number of commer-
cially available products does not reflect the amount
of research that has been carried out in this area, nor
the benefits that can be achieved using this technology.
Economic considerations have been a key factor in
determining the number of pharmaceutical micro-
encapsulated products. Most encapsulation processes
are expensive and require significant capital investment
for equipment. An exception is pan or spray coating
and spray drying, since the necessary equipment
may already be available within the company. An
additional expense is due to the fact that most micro-
encapsulation processes are patent protected.

OTHER APPLICATIONS

Applications of microencapsulation in other industries
are numerous. The best known microencapsulated pro-
ducts are carbonless copying paper, photosensitive paper,
microencapsulated fragrances, such as ‘‘scent-strips’’
(also known as ‘‘snap-n-burst’’), and microencapsulated
aromas (‘‘scratch-n-sniff’’). All of these products are
usually prepared by gelatin–acacia complex coacer-
vation. Scratch-n-sniff has been used in children’s books
and food and cosmetic aroma advertising.[37] Micro-
capsules are also extensively used as diagnostics, for
example, temperature-sensitive microcapsules for ther-
mographic detection of tumors.[38]

In the biotechnology industry microencapsulated
microbial cells are being used for the production of
recombinant proteins and peptides.[29] The retention
of the product within the microcapsule can be ben-
eficial in the collection and isolation of the product.
Encapsulation of microbial cells can also increase the
cell-loading capacity and the rate of production in
bioreactors. Smaller microcapsules are better for these
purposes; they have a larger surface area that is impor-
tant for the exchange of gases across the microcapsule
membrane. Microcapsules with semipermeable mem-
branes are being used in cell culture.[39] A feline breast

A B

Fig. 1 Schematic diagram illustrating microspheres. (A)
Microcapsule consisting of an encapsulated core particle

and (B) micromatrix consisting of homogeneous dispersion
of active ingredient in particle.
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tumor line, which was difficult to grow in conventional
culture, has been successfully grown in micro-
capsules.[40] Microencapsulated activated charcoal has
been used for hemoperfusion.[28] Paramedical uses of
microcapsules include bandages with microencapsu-
lated antiinfective substances.[24] A unique application
of microencapsulation technology is for feeding organ-
isms. Sea bass larvae have been fed with all-protein
microcapsules or with microcapsules containing lipids
to supplement their diet.[41]

MICROSPHERE MANUFACTURE

The most important physicochemical characteristics
that may be controlled in microsphere manufacture are:

� Particle size and distribution
� Polymer molecular weight
� Ratio of drug to polymer
� Total mass of drug and polymer

Each of these can be related to the manufacture and
rate of drug release from the systems. The following
discussion presents methods of manufacture of coated
or encapsulated systems, referred to as microcapsules,
and matrix systems containing homogeneously distrib-
uted drug, referred to as micromatrices.

Wax Coating and Hot Melt

Wax may be used to coat the core particles, encapsula-
ting drug by dissolution or dispersion in the molten wax.
The waxy solution or suspension is dispersed by high
speed mixing into a cold solution, such as cold liquid
paraffin. The mixture is agitated for at least one hour.
The external phase (liquid paraffin) is then decanted
and the microcapsules are suspended in a non-miscible
solvent, and allowed to air dry. Multiple emulsions
may also be formed.[42] For example, a heated aqueous
drug solution can be dispersed in molten wax to form a
water-in-oil emulsion, which is emulsified in a heated
external aqueous phase to form a water-in-oil-in-water
emulsion. The system is cooled and the microcapsules
collected. For highly aqueous soluble drugs, a non-
aqueous phase can be used to prevent loss of drug to
the external phase.[43] Another alternative is to rapidly
reduce the temperature when the primary emulsion is
placed in the external aqueous phase.

Wax coated microcapsules, while inexpensive and
often used, release drug more rapidly than polymeric
microcapsules. Carnauba wax and beeswax can be
used as the coating materials and these can be mixed
in order to achieve desired characteristics.[44] Wax-
coated microcapsules have been successfully tableted.

Small aerosol particles, 1–5 mm in diameter, have been
condensation coated from a vapor of a fatty acid or
paraffin wax.[45,46] These particles have been shown to
exhibit reduced dissolution rates in vitro, correspond-
ing to reduced absorption rates following deposition
in the lungs of Beagle dogs.

Polyanhydrides[47] have been chosen for the prep-
aration of microspheres because of their degradation
by surface erosion into apparently non-toxic small
molecules.[48,49] The mixture of polymer and active
ingredient is suspended in a miscible solvent, heated
5�C above the melting point of the polymer and stirred
continuously. The emulsion is stabilized by cooling
below the melting point until the droplets solidify.

Spray Coating and Pan Coating

Spray coating and pan coating employ heat-jacketed
coating pans in which the solid drug core particles are
rotated and into which the coating material is sprayed.
The core particles are in the size range of micrometers
up to a few millimeters. The coating material is usually
sprayed at an angle from the side into the pan. The
process is continued until an even coating is completed.
This is the process typically used to coat tablets and
capsules.

Coating a large number of small particles may
provide a safer and more consistent release pattern
than coated tablets. In addition, several batches of
microspheres can be prepared with different coating
thicknesses and mixed to achieve specific controlled
release patterns.

The Wurster process, a variation of the basic pan
coating method, is an adaptation of the fluid-bed
granulator.[50,51] The solid core particles are fluidized by
air pressure and a spray of dissolved wall material is
applied from the perforated bottom of the fluidization
chamber parallel to the air stream and onto the solid
core particles. Alternatively, the coating solution can be
sprayed from the top or the sides into an upstream of
fluidized particles. This adaptation allows the coating
of small particles.[52] The fluidized-bed technique
produces a more uniform coating thickness than the
pan-coating methodology. Problems can arise with
inflammable organic solvents because of the high risk
of explosion in the enclosed fluidizer chamber. Explosion
proof units have been designed; however, over the past
two decades aqueous coating solutions are being used
more and more.

Examples of aqueous coating solutions include water-
soluble low molecular weight cellulose ethers,[53,54] emul-
sion polymerization latexes of polymethacrylates,[55] and
dispersions of water-insoluble polymers such as ethyl-
cellulose in the form of pseudolatex.[56] These solvent-free
coating solutions provide a range of different coatings
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from fast disintegrating isolating layers to enteric and
sustained-release coatings. Lehmann has reviewed differ-
ent commercial methods, the conditions required for
coating, and various coating formulas including illustra-
tions of the types of equipment used.[57]

Coacervation

Coacervation is the simple separation of a macromole-
cular solution into two immiscible liquid phases, a
dense coacervate phase, which is relatively concen-
trated in macromolecules, and a dilute equilibrium
phase.[17] Coacervates may be described as liquid
crystals and mesophases. In the presence of only one
macromolecule, this process is referred to as simple
coacervation. When two or more macromolecules of
opposite charge are present, it is referred to as complex
coacervation.[17] Simple coacervation is induced by a
change in conditions, which results in dehydration of
the macromolecules. This may be achieved by the
addition of a non-solvent, the addition of microions, or
a temperature change, all of which promote polymer–
polymer interactions over polymer–solvent interactions.
Complex coacervation is driven by electrostatic inter-
active forces between two or more macromolecules.[58]

Bungenberg de Jong, Kruyt, and Lens[59] first
showed that solid particles could also be entrapped in
coacervate systems. On phase separation by simple or
complex methods tiny coacervate droplets are formed,
which sediment or coalesce to form a separate coacer-
vate phase. The coacervate forms around any core
material that may be present, such as drug particles
(Fig. 2). Agitation of the coacervate system can prevent
coalescence and sedimentation of the droplets, which
can be cross-linked to form stable microcapsules by
addition of an agent, such as glutaraldehyde, or the
application of heat.[14,23,60,61] Drug microencapsulation

by coacervation has been reviewed by Madan[61] and
by Nixon.[23]

The large number of variables involved in complex
coacervation (pH, ionic strength, macromolecule con-
centration, macromolecule ratio, and macromolecular
weight)[17,62] affect microcapsule production, resulting
in a large number of controllable parameters. These
can be manipulated to produce microcapsules with
specific properties. Complex coacervate microcapsules
have been formulated as suspensions or gels,[63] and
have been compounded within suppositories[64,65] and
tablets.[65,66]

Although many successful coacervate microencap-
sulation systems have been prepared, coacervate
microcapsules have a number of limitations. They
can be produced only at specific pH values, they
require stabilization by cross-linking agents or heat,
and the retention of the encapsulant depends on the
extent of cross-linking. The pH limitation can be over-
come to some extent by the addition of water-soluble
non-ionic polymers, such as polyethylene oxide or
polyethylene glycol.[67,68] The presence of a small
amount of these polymers allows microencapsulation
to occur over an expanded pH range. For example,
the pH range for coacervation of gelatin and acacia
can be extended from pH 2.6–5.5[62] to pH 2–9.[67] In
addition, these polymers induce simple coacer-
vation,[67] as has been shown for macromolecules
such as gelatin, carboxymethylcellulose, and ethylene–
maleic anhydride copolymer. The pH range for simple
coacervation is also expanded in the presence of
these water-soluble non-ionic polymers. For example,
the pH range for simple coacervation of gelatin can
be increased from only pH values close to the isoelec-
tric point to the pH range of 5.5–9.5.[67]

Cross-linking of coacervates is necessary to stabilize
coacervate emulsion droplets and hence form micro-
capsules. Both chemical cross-linking agents and the
application of heat may be harmful to the encapsulant
materials, such as thermolabile and chemically labile
drugs and live cells. A stable coacervate system, formed
without the use of chemical cross-linking agents or the
application of heat, has been developed by Burgess and
Singh.[69,70] This system is potentially useful for the
delivery of protein and polypeptide drugs and other
materials unable to withstand cross-linking procedures.

Calcium Alginate Microcapsules

Dropping or spraying a sodium alginate solution into a
calcium chloride solution produces microcapsules. The
divalent calcium ions cross-link the alginate, forming
gelled droplets. These gel droplets can be permanently
cross-linked by addition to a polylysine solution. Lim
and Sun[71] developed this method for the encapsulation

Fig. 2 Schematic diagram of the formation of a coacervate
around a core material.
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of live cells. Variations on this method with different
polymers have been developed. Chitosan is a preferred
polymer, because it has a better biocompatibility than
alginate.[72] Traditionally alginate beads were formed
by dropping the alginate solution into the calcium
chloride with a fine-bore pipette. However, the droplets
were relatively large, because the drops do not fall until
they reach a critical mass. Smaller droplets can be
formed by using a pump to force the alginate through
the pipette,[71] a vibration system to help remove the
drops from the end of the pipette,[71] and an air atomi-
zation method.[73]

Spray Drying

Spray drying is a single-step, closed-system process
applicable to a wide variety of materials, including
heat-sensitive materials. This process is often used
commercially since the necessary equipment is fre-
quently available at the manufacturing site. As a closed
system, it is ideal for good manufacturing practice
and the production of sterile materials. The drug
and the polymer coating materials are dissolved in a
suitable solvent (aqueous or non-aqueous) or the drug
may be present as a suspension in the polymer solu-
tion. Alternatively, it may be dissolved or suspended
within an emulsion or coacervate system. For example,
biodegradable polylactide microcapsules can be pre-
pared by dissolving the drug and polymer in methylene
chloride.[74] Methylcellulose and sodium carboxy-
methylcellulose spray-dried microspheres are prepared
by dissolving the polymers in aqueous systems. The
microsphere size is controlled by the rate of spraying,
the feed rate of the polymer drug solution, the nozzle
size, the temperature in the drying and collecting
chambers, and the size of these two chambers. The
quality of spray-dried products is improved by the
addition of plasticizers[75] that promote polymer
coalescence and film formation and enhance the forma-
tion of spherical and smooth-surfaced microcapsules.

Solvent evaporation

This is one of the earliest methods of microsphere
manufacture. The polymer and drug must be soluble in
an organic solvent, frequently methylene chloride. The
solution containing the polymer and the drug may be
dispersed in an aqueous phase to form droplets.
Continuous mixing and elevated temperatures may
be employed to evaporate the more volatile organic
solvent and leave the solid polymer–drug particles sus-
pended in an aqueous medium. The particles are finally
filtered from the suspension. Fig. 3 shows polylactic
acid particles prepared in this manner.[76]

Precipitation

Precipitation is a variation on the evaporation method.
The emulsion consists of polar droplets dispersed in a
non-polar medium.[77] Solvent may be removed from
the droplets by the use of a cosolvent. The resulting
increase in the polymer drug concentration causes
precipitation forming a suspension of microspheres.

Freeze Drying

This technique involves the freezing of the emulsion;[77]

the relative freezing points of the continuous and
dispersed phases are important. The continuous-phase
solvent is usually organic and is removed by subli-
mation at low temperature and pressure. Finally, the
dispersed phase solvent of the droplets is removed by
sublimation, leaving polymer-drug particles.

Chemical and Thermal Cross-Linking

Microspheres made from natural polymers are pre-
pared by a cross-linking process; polymers include
gelatin, albumin, starch, and dextran. A water–oil
emulsion is prepared, where the water phase is a
solution of the polymer that contains the drug to be
incorporated. The oil phase is a suitable vegetable oil
or oil-organic solvent mixture containing an oil-soluble
emulsifier. Once the desired water–oil emulsion is
formed, the water soluble polymer is solidified by
some kind of cross-linking process. This may involve
thermal treatment[78] or the addition of a chemical
cross-linking agent such as glutaraldehyde to form a
stable chemical cross-link as in albumin.[79] If chemical
or heat cross-linking is used, the amount of chemical
and the period and intensity of heating are critical in

Fig. 3 Scanning electron micrograph of polylactic acid micro-

spheres containing phenolphthalein prepared by the solvent
evaporation method. Magnification �4000. (From Ref.[76].)
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determining the release rates and swelling properties
of the microspheres.[78] If glutaraldehyde is the cross-
linking agent, residual amounts can have toxic effects.

NANOPARTICLES

Nanoparticles, 10–1000 nm polymeric particles, are
prepared from the same natural and synthetic bio-
degradable polymers as microspheres.[80–82] Albumin
nanoparticles are prepared by the cross-linking pro-
cesses mentioned previously. For the preparation of
particles from synthetic polymers, heterogeneous bulk
polymerization techniques of suspension, emulsion,
and micelle polymerization are often used.

Suspension polymerization of water-insoluble liquid
monomer and drug may be achieved by agitating a
dispersion of droplets, 10–1000 nm in diameter, in a
continuous aqueous phase.[83] The temperature must be
carefully controlled. An initiator is frequently employed
to increase the reaction rate in the droplets, and the
aqueous phase may contain stabilizers to prevent coal-
escence and thickening agents to increase the viscosity.
The polymer is formed by reaction of the functional
groups of the monomer. This process has the advantage
that the continuous phase absorbs the heat of the poly-
merization reaction and minimizes the temperature
change within the droplets. However, aggregation of
the particles may arise as the polymer molecules in sus-
pended particles coalesce. Unfortunately, it is difficult
to eliminate stabilizers and additives, used to prevent
coalescence, from the final product.

Emulsion polymerization involves the dispersion
of the monomer liquid in an aqueous phase to form
droplets, 0.05–5 nm in diameter.[84–87] An initiator
and a surfactant, in a concentration higher than its
critical micelle concentration, are present in the aque-
ous phase. Excess surfactant molecules form micelles
whose hydrophobic interiors take up part of the avail-
able monomer, causing them to swell. Initiator radicals
diffuse into these swollen micelles and begin the poly-
merization process. As the monomer is consumed, it
is replaced by progressive diffusion of the remaining
monomer from its location in the emulsified droplets
to the interior of the micelles. The micelles continue
to swell in size as polymerization proceeds. The enlarg-
ing surfaces compete for available surfactant, thus
influencing the number of available micelles that can
participate in the polymer formation. This method
yields particles of very small size and predictable
number at low temperatures. However, the particles
usually have a high concentration of associated
monomer, which may be toxic.

Micelle polymerization differs from emulsion poly-
merization in that all of the monomer and the drug
is contained within micelles composed of surfactant.

Diffusion of the monomer from the micelles is pre-
vented by the non-solvent properties of the outer phase.
Therefore, the increase in particle size is negligible as
the polymerization proceeds.

CHARACTERIZATION

Materials

The polymer employed to prepare microspheres must
be characterized in terms of molecular weight and
purity,[88–90] however this topic is beyond the scope
of this article. Characterization of the materials may
have implications for the formation of the micro-
spheres. The viscosity and film-forming properties of
the polymers used should be known. Viscosity can
affect the tendency to form microspheres, their size,
and even their shape. Burgess and coworkers[69,91] have
shown that albumin–acacia coacervates do not form
microcapsules under certain conditions of pH and
ionic strength, if the viscosity of the coacervate phase
is too high. Burgess and Carless[62] developed a method
to predict the optimum conditions for complex coacer-
vation based on the charge carried by the two polymers
involved.

Microspheres

Size characterization may be conducted by various
methods including light microscopy, resistance block-
age techniques (Coulter analysis), light blockage
techniques, light scattering, laser diffraction analysis,
and for particles less than 1 mm, photon correlation
spectroscopy. Electron microscopy, scanning electron
microscopy, and scanning tunneling microscopy are
used for surface characterization of microspheres.
Fourier transform Raman spectroscopy or X-ray
photoelectron spectroscopy may be used to determine
if any of the material which should have been
entrapped is present on the surface and if any other
contaminants are present.[92,93] Other surface charac-
terization techniques include surface charge analysis
using microelectrophoresis. Surface charge can provide
information regarding microsphere aggregation.[14,94]

Surface charge is an important parameter with respect
to the interaction of microspheres within the body.[95]

Surface forces are important in the entrapment,
wetting, and adhesion of core material by the coating
material. The wettability of solids by different liquids
is usually assessed by contact-angle measurement.[96,97]

When wetting of the core material is poor, it is difficult
or impossible to form microcapsules. For example,
Eudragit RS dissolved in THF-cyclohexane failed to
encapsulate charcoal particles but was successful in
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ecapsulating potassium dichromate.[98,99] The surface
hydrophobicity of oil droplets has been shown to affect
their uptake into complex coacervate droplets.[100] Oil
uptake was directly related to the hydrophile–lipophile
balance (HLB) value at the droplet interface. Addi-
tives, such as surfactants, which alter surface properties
were shown to affect the uptake of core materials.

Biological Distribution

The disposition of microspheres upon entry to the
body has been studied extensively. They are frequently
labeled with a radionuclide to allow study by scintil-
lation counting or scintigraphy.[22] This work has
largely focused on tissue distribution as a function of
particle size, with the conclusion that particles below
7 mm tend to locate predominantly in the reticulo-
endothelial system of the liver, whereas particles
7–15 mm in size tend to be collected in the capillary
system of the lung.[76] The acute toxicity,[101] tissue
interaction,[102–104] cell interaction,[105–107] and protein
interaction[108] of various microspheres have been
investigated. These studies demonstrated that the
toxicity of microspheres is related to the number and
size administered. Initial inflammatory responses to
the administration of microspheres were consistent
with observations that phagocytosis by neutrophils
and macrophages may occur. The extent and nature
of the cell and tissue affects of microspheres may be
related to the surface characteristics of the polymer
employed and to the particle size. For example, fibrino-
gen has been shown to associate with poly-DL-lactide
microcapsules, affecting the surface-charge characteris-
tics.[103] This phenomenon is related to the hydro-
phobic nature of the surface. Indeed, hydrophilic
coatings can reduce the uptake of microspheres by
the liver and peritoneal macrophages.[109–111]

THERAPEUTIC APPLICATIONS

Targeting

Drugs can be targeted to specific sites in the body
using microspheres and other colloidal carrier systems.
Targeting by colloid delivery systems is dealt with
elsewhere in this encyclopedia. Targeting by micro-
spheres may be passive, active, diversional, or physical.
In passive targeting the microspheres follow their natu-
ral distribution in the body (which depends on particle
size, shape, surface characteristics, particle deformation,
and route of administration). In active targeting the
natural distribution of the microspheres is altered (for
example, by attachment of site-specific vectoring agents
such as monoclonal antibodies and lectins). Diversional

targeting means blocking the natural distribution of
the microspheres, for example, partly or completely
impairing the cells of the reticuloendothelial system,
which would otherwise take up the microspheres. Physi-
cal targeting involves an external influence, such as a
change in temperature or a magnetic field to direct the
microspheres to the desired site.

Degrees of targeting can be achieved by localization
of the drug to a specific area in the body, to a partic-
ular organ in the body (for example, the lungs), to a
particular group of cells within the body (for example,
the Kupffer cells), and even to intracellular structures
(such as the lysosomes or the cell nucleus). The
problems associated with directing microspheres to
specific areas in the body following parenteral admin-
istration are discussed in the article Colloids and
Colloid Drug Delivery in this encyclopedia.

Oral targeting can be achieved using microspheres;
those less than 10 mm in diameter have been shown
to target the Peyer’s patch.[112] Microspheres less than
5 mm were shown to be transported through the
lymphatics within macrophages and those larger than
5 mm remained in the Peyer’s patch.[112] Toxoid vaccine
microcapsules were effectively delivered and released
in the gut-associated lymphoid tissue following oral
administration.[113]

Controlled Release

The rate of drug release from microspheres dictates
their therapeutic action. Release is governed by the
molecular structure of the drug and polymer, the resis-
tance of the polymer to degradation, and the surface
area and porosity of the microspheres.[16,114,115] Reser-
voir delivery systems extend the residence time of drug
within the systemic circulation and were originally
focused on zero-order dissolution kinetics. This math-
ematical expression describes a linear relationship
between rate of appearance in plasma and time. Ideally,
the plasma drug concentration is independent of time
for most of the dissolution period and is optimally
maintained in the therapeutic window.

In non-porous polymeric systems the rate of drug
release is dictated by the device surface area which
is linked directly to its shape. Drug release from
polymeric systems with a variety of geometries has
been described.[116] Zero-order release kinetics may
be more easily achieved with slab or rod geometries
than spheres. The rate of release from spheres may
result from polymer diffusion or erosion.[115,117,118]

Diffusion-mediated release has been studied exten-
sively and described mathematically.[119,120]

The internal structure of microspheres may vary
as a function of the microencapsulation process
employed.[121] Reservoir microcapsules have a core of
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drug coated with a polymer. The drug is distributed
homogeneously throughout the polymeric matrix in
monolithic microspheres.

Controlled drug release from microspheres occurs
by diffusion of drug through a polymeric excipient,
diffusion of entrapped drug as the polymer erodes,
and release of drug through pores in the polymeric
microspheres. If the drug is released by diffusion
through the polymer without erosion, the release
depends on the surface area of the microspheres and
the path length of the drug in transit to the surround-
ing environment. For example, increasing the surface
area, by reducing particle size, results in an increased
release rate. The path length of motion for the drug
in the matrix can be controlled by manipulating the
microsphere loading. Microspheres with a high drug
content release the active ingredient more rapidly than
those with a low load. Physicochemical properties of
the drug and excipient such as permeability of one in
the other, identity of the polymer, degree of crystal-
linity, inclusion of plasticizers and fillers, and thickness
of the polymer influence the drug release rate.

Release from reservoir microcapsules

The factors affecting drug release may be elucidated by
a study of drug release from the simplest system, a res-
ervoir microcapsule. Diffusion of drug through such a
structure may involve transport not only through an
isotropic medium, such as the drug in solution, but
also through a polymeric membrane. Transport of
drug through such a membrane involves dissolution
of the drug in the polymer at the high-concentration
side of the membrane interface and diffusion across
the membrane in the direction of decreasing concen-
tration. In addition, the concentration difference
across the membrane, which is taken as the driving
force for drug transport, tends to decrease as the solu-
bility of the drug on the upstream side of the mem-
brane decreases. Therefore, the dissolution rate of
poorly soluble drugs can be an important factor in
limiting drug release.

Consider a spherical reservoir device where the
thermodynamic activity of the core material is main-
tained constant within the device, and the coating is
inert, homogeneous, and of uniform thickness. The
steady-state release rate derived from Fick’s law is

dM

dt
¼ 4 DKC

ro; ri

ro � ri
ð1Þ

where ro and ri are the outside and inside radii, res-
pectively, D is the diffusion coefficient of the drug
molecule, K is the partition coefficient, and C is the con-
centration difference between either side of the coating.
Assuming all parameters on the right side of Eq. (1)

remain constant, consistent with no change in activity
of the core material, C does not change. Integration
of Eq. (1) over a finite period of the steady state would
indicate that the drug release was zero-order. This is
explained by the pathlength and surface area remaining
constant since the membrane the drug has to traverse is
of uniform thickness. If, however, the thermodynamic
activity of the core material does not remain constant,
then release is first-order.

It may be necessary to consider the effect of a
boundary layer on the release rate. A boundary layer
of appreciable drug concentration on the surface of
the device would hinder drug release by diffusion.
The effect of the layer is more marked with drugs of
low solubility and with microparticles having irregular
surfaces. From this simple example, it can be seen that
various factors affect the release rate from reservoir
microcapsules.

Release from monolithic micromatrices

In a monolithic microsphere the path length does not
remain constant, since the drug in the center has a
longer path to travel than the drug near the surface,
and therefore the rate of release decreases exponentially
with time.

Nevertheless, monolithic microspheres can be made
to release drug at an approximately constant rate.[116,122]

The core loading of these microspheres may be increased
to create structures similar to those of reservoir micro-
capsules. An optimum combination of particle sizes (a
size distribution), may be prepared to achieve a constant
rate of drug release. Preparing microspheres with an
erodible polymer in such a way that maximum erosion
occurs in conjunction with minimum diffusion may
establish a constant release rate. Although the principles
described here appear simple, they are difficult to utilize
because of their dependence on a number of factors, each
of which can complicate the process.

Live-Cell Encapsulation

Microcapsules have been investigated as potential arti-
ficial cells (first demonstrated by Chang in 1964)[123]

and as a means to immobilize live cells.[71] Potential
medical applications of artificial cells have been inves-
tigated such as artificial liver, artificial kidney, and red
blood cell substitutes. The encapsulation of living cells
has been investigated as a means to transplant tissues
without immune rejection. The capsule membrane
must be semipermeable in order to be impermeable
to high molecular weight antibodies, which would
cause rejection or destruction of the transplanted cells,
but be permeable to lower molecular weight species
such as oxygen, nutrients, and internally generated
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therapeutic agents (for example, hormones such as
insulin). The encapsulation process must not be harm-
ful to the cells and therefore must not involve harsh
conditions, such as those caused by the use of organic
solvents and heat during processing. The finished
microcapsules must be sterile, stable, and biocompati-
ble. The encapsulation of mammalian cells is more
difficult than that of microbial cells since their mem-
branes are more fragile, and these must be preserved
during encapsulation. The temperature, pH, ionic
strength, and toxicity of solvent and reagent must be
carefully controlled. A common method of micro-
encapsulating live cells is to entrap the cells in a pro-
tective gel and form a permanent membrane around
the gel droplets. A calcium alginate gel method was
developed by Lim and Sun,[71] has been successfully
applied to mammalian cells. A microencapsulation
system combining the easy setting characteristics of
alginate and the stability and biocompatibility of
hydrogel polymers has been devised;[124,125] it involves
an alginate-HEMA graft copolymer.

Immobilized islets of Langerhans are able to
respond to external glucose concentrations and release
insulin into the systemic circulation.[71] A number of
animal studies have shown that alginate-polylysine
encapsulated pancreatic islets were successful in cor-
recting the diabetic state in rats for periods of two to
three weeks.[126]

Immobilized cells are also used in biotechnology in
the production of protein molecules. For example,
entrapped hybridoma cells have been used for the pro-
duction of monoclonal antibodies[29] which are secreted
into the microcapsules. This allows for easier collection
of the antibodies compared to growing the hybridoma
cells directly in the culture medium. The microcapsules
are easily separated from the culture medium and bro-
ken to collect the antibodies. Isolation of the antibodies
from the culture medium involves numerous purification
steps, and product is lost during each of these steps to an
extent which depends on the efficiency of the process.
Live vaccines have been encapsulated. For example.
Bacillus Calmette Guerin has been encapsulated in an
alginate polylysine-alginate system.[73]

STERILIZATION

Microspheres that are administered parenterally must
be sterile. Sterilization is usually achieved by aseptic
processing. The final product may not be able to
undergo terminal sterilization, which may be detrimen-
tal to the delivery system, altering the release pattern or
destroying the targeting properties. In addition, the
entrapped drug or biological substance may not be
able to withstand the heat of sterilization. Although
the exterior of the microspheres can be investigated

for sterility by conventional plating methodology, it
is difficult to determine whether the interiors of the
microspheres are free from contamination. The micro-
spheres can be broken, although this introduces the
possibility of false positive or false negative results. A
method has been developed whereby the presence of
viable organisms in the interior of microsphere systems
can be determined without breaking the microcapsules
using a detection method for organism metabolism.[127]

Sterilization is one of many aspects that must be
addressed when considering microspheres for com-
mercial purposes.[128] The development of a product
is achieved most effectively by parallel approaches to
formulation and process design. Very little has been
published with regard to industrial-scale manufacturing
of microspheres for the delivery of pharmaceuticals.

ARTICLE OF FURTHER INTEREST

Colloids and Colloid Drug Delivery
Systems, p. 636.
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Milling of Active Pharmaceutical Ingredients

Elizabeth S. Fisher
Merck and Co., Inc., Rahway, New Jersey, U.S.A.

INTRODUCTION

Physical properties of active pharmaceutical ingredi-
ents (APIs) can impact their effectiveness in the body
and influence formulation development and design.
While some of these properties are not easily adjust-
able, particle size and surface area can usually be
changed with resulting improvement in performance.
In most cases, it is necessary to reduce particle size,
which is frequently accomplished by comminution or
milling. This entry provides examples of how milling
can be used to achieve particle size control of APIs
and the various equipment choices that are available
to do so. To accomplish most biopharmaceutical and
powder-processing objectives, the typical postmilling
particle size specification is in the submicron to tens
of micron range, depending on the compound and
the motivation for size reduction. Both slurry and
dry-milling options are available for APIs, with
strengths and weaknesses that will be discussed in some
detail. Addition of a size reduction step to an API
manufacturing process also requires some attention
to equipment design, industrial hygiene, and safety
issues, and some of these concerns are highlighted in
the appropriate sections of this article.

MOTIVATIONS AND METHODS FOR PARTICLE
SIZE REDUCTION AND CONTROL

Particle size reduction is typically used to enhance
dissolution rate and/or bioavailability of APIs with
limited in vivo solubility. Because the rate of dis-
solution of a particle is not only directly proportional
to solubility, but also directly proportional to particle
surface area (Fick’s first law, Noyes–Whitney equation),
increasing the surface area by reducing the average
particle size increases dissolution rate.

Another motivation for particle size reduction of
APIs is to facilitate getting the compound to a desired
area of the body. For example, pulmonary drug deliv-
ery by dry powder inhalation is an administration
route where particle size reduction is required to
achieve drug delivery to the target region of the lung.
The aerodynamic diameter of a particle should be in

a critical range to reach appropriate regions of the
deep lung for maximum adsorption,[1] and this size
range can be achieved by milling.

Particle size control may also be desirable to facili-
tate solids handling during formulation. Solids pro-
duced by uncontrolled crystallization or precipitation
processes can have a broad size distribution that can
result in poor flow properties or tendency to segregate.
The particle size of APIs can also impact efficiency
of blending with excipients, compressibility, flow/
suspension behavior, and compaction performance in
downstream equipment. Small particle sizes may be
important for controlling dose uniformity in the final
formulation, especially for low doses.[2]

Therefore, to meet the needs of formulation and
pharmaceutical process development, a particle size
specification is often imposed upon bulk API production.
The capability to control the particle size during early
development of APIs and to predict the operating con-
ditions that will produce that particle size reproducibly
at commercial scale is very important. A terminal milling
step is often employed to normalize particle size among
batches, narrow a size distribution so that better flow
and handling properties are produced, or match API
particle size more closely with excipient particle size to
minimize the potential for segregation during blending.

Particle size control of APIs can, in some cases, be
achieved by controlled crystallization or precipitation
processes rather than by milling. This has been demon-
strated for many compounds, including those using
novel systems such as impinging jets[3,4] and supercriti-
cal fluid devices.[5,6] However, it is not always practical
to develop, design, and operate a crystallization
process for desired particle size control owing to either
economic or technical reasons. As the chief objective of
API crystallization is achieving high purity solids, the
addition of a second objective such as size control is
not often practical, and can be hard to accomplish in
a single step. A separate recrystallization can be
performed to achieve a desired average particle size,
but depending on the specific compound, this can
result in reduced yield and may still be hard to accom-
plish. For example, mixing and heat transfer may have
a strong effect on crystal growth and nucleation for a
particular compound, and conditions that work at
small scale can be difficult to duplicate on scale-up.[7]
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A terminal milling step decouples the objectives of
purity and size control, and offers the opportunity to
reduce widely varying feedstock to the same final
particle size with a high degree of reproducibility.

MILLING OVERVIEW

Milling processes can be categorized by the medium in
which milling occurs: in liquid or in gas. Both cate-
gories rely on similar events for particle breakage,
including collisions of particles with surfaces or with
each other. In wet milling, liquid shear forces or cavi-
tation can also impart energy to the particles, resulting
in size reduction. These aspects are summarized in the
table below (Table 1).

One important parameter contributing to different
breakage mechanisms is solids concentration or
density in the mill. This directly influences the number
of particle–particle or particle–wall collisions and the
force of those collisions. Particle density in the mill is
controlled not only by feed rate to the mill, but also
by mill residence time. Depending on the type of equip-
ment and how it is operated, solids density in the mill
can impact both the milling rate and its efficiency;
so understanding and control of this parameter are
important for scale-up.

Another way that milling processes can be categor-
ized is by the mechanism used to break the particles.
Compression, impact and attrition, and cutting or
shear are usually listed as the main methods of accom-
plishing size reduction.[2,8,9] Note that for a particular
piece of milling equipment, multiple mechanisms may
be involved.

The goal of milling, in most cases, is to meet a size
specification, which may be expressed as an acceptable
range of mean particle sizes or a limit on large (typi-
cally d90 or d95) or small (d5 or d10) particles. Even
the highest energy-milling techniques will not produce
a specific particle size, but instead will produce
material with a distribution of particle sizes. In many
cases, this distribution will be log normal, but it is
not uncommon to produce multimodal distributions

or distributions of varying breadth. A milling oper-
ation can be combined with a classification operation
if a narrow and/or unimodal particle size distribution
is required. Several types of milling equipment can
perform both operations, or a separate classification
step can be made part of the overall manufactur-
ing process.

The surface area of the milled API may also be of
interest because it directly impacts overall dissolution
rate. However, one disadvantage of analyzing surface
area without determining particle size is that as a scalar
quantity, surface area contains no information on the
breadth of the distribution or its modality. Determin-
ing this particle size distribution can be important for
ensuring consistency in dissolution rate. For example,
one measure of dissolution rate is in vitro dissolution
time (time required to dissolve a certain fraction of a
powder sample), and achieving consistent dissolution
times usually demands that some fraction of the
sample be below a particular particle size.

Requiring that API delivered for formulation meet
specifications on both particle size and surface area
overconstrains the system, and is generally not recom-
mended. It is preferable to develop specifications
that are based on what the API milling process can
consistently achieve as well as what the formulation
process or formulated product can tolerate, through
a process of preparing and testing samples during
product development.

Selection of milling equipment to accomplish a
certain set of size or surface area attributes naturally
requires a good understanding of equipment capa-
bilities and past performance. However, it is important
to note that compound properties such as hardness,
friability, and fracture toughness affect milling per-
formance for both dry and slurry milling.[10] Particle
hardness is commonly quantified using the Mohs
scale,[2] and milling equipment vendors use this scale
to describe the particle sizes that can be achieved with
their mills. Even particle morphology or aspect ratio
will affect milling results. For example, surface area
of needle-shaped API crystals may not increase dra-
matically after milling, as that operation typically will
only reduce the needles’ length, creating a limited

Table 1 Comparison of dry and wet milling

Characteristics Dry milling Wet milling

Medium Air Liquid

Medium property Compressible Incompressible

Force/energy transfer Particle–particle collision,
particle–equipment collision

Particle–particle collision,
particle–equipment collision,

liquid shear forces

Inertial dampening of forces Weak to none Strong
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amount of new surface. Therefore, understanding how
the properties of the feed to the mill affect milling
performance is also important information to gather
during milling development.

While milling is a powerful tool, it has some
drawbacks. For example, milling is not able to control
particle shape other than generally by reducing aspect
ratio, and has a limited capability to actually control
particle size distribution. Additionally, selection of
appropriate milling conditions to reach a given size
can be highly empirical, with milling conditions determ-
ined by trial and error in many cases. Capital costs for
mill installation are high, and operation can be labor
intensive. Milling can also have lower productivity
than other steps in the API manufacturing process.
Some pharmaceutical compounds are not amenable
to milling owing to compaction sensitivity (resulting
in loss of crystallinity), temperature sensitivity (result-
ing in melting and/or crystal form conversion), or
possibility of change in hydration state (resulting in
partial or complete dehydration, depending upon oper-
ating conditions). Therefore, milling may not always be
the best choice for size reduction for every compound
or application.

The following sections focus on several common
wet (slurry) and dry milling techniques, describing
important parameters and risks and benefits of each
technique. The most important difference among the
techniques is the typical particle average size that can
be achieved in each, which, as noted above, depends
not only on the mill but also on properties of the feed.
While this makes prediction of milling performance
difficult, comparison to previous results provides some
guidance on what performance can be expected. The
chart below summarizes average particle sizes achieved
for a few APIs in experiments performed with some of
the different mills that are discussed in the sections
below (Fig. 1).

SLURRY MILLING—GENERAL
PROCESSING CONCERNS

Slurry or ‘‘wet’’ milling (i.e., particle size reduction
when solid particles are suspended in a liquid medium)
has a number of potential advantages over dry milling.
For example, this may be a good choice for size
reduction of heat-sensitive materials, as the liquid in
the slurry can remove heat generated by the milling
process. Besides possibly causing chemical decompo-
sition, local high temperatures can cause phase transi-
tions, conversion of crystalline material to amorphous,
or melting or oiling if the API melting point is low.
Acceptable temperature control can be achieved by
precooling the slurry before milling and/or by the
use of a local heat exchanger at the mill exit.

However, it is important to note that significant
heat/cool cycling can defeat the purpose of milling
by inducing an ‘‘annealing’’ effect. Dissolution of fine
particles and regrowth on other larger particles can
obviously change the particle size distribution after
or during a milling operation.[6] This effect can be
significant when particles are milled to submicron sizes,
owing to Ostwald ripening, but can occur with any size
material if solubility is a strong function of tempera-
ture and temperature is not well controlled. This is
especially important upon scale-up, where batch size
increases, and jacket surface area to batch volume ratio
decreases, both of which influence heat transfer.

Static charge generation is a potential problem with
this type of milling, depending on the conductivity
of the solvent used for the slurry. Appropriate ground-
ing of all equipment to prevent static charge buildup
and operating under inertion to prevent a flammable
atmosphere are necessary precautions to take to
manage the static hazard.[11]

Equipment for wet milling, which uses a mechanical
sealing system, will typically employ a seal fluid to cool

Fig. 1 Examples of average particle sizes achieved for different milling techniques.
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and lubricate the seal. There is therefore the potential
for seal fluid to enter the batch stream under normal
operating conditions, so the seal fluid should be com-
patible with the solvent and API being processed.
The sealing system should also be thoroughly cleaned,
not only to extend the seal lifetime, but also to prevent
objectionable material from entering the batch.

Size reduction that is achieved in a wet mill will
depend in part on the residence time of the batch in
the mill. Residence time can be controlled by operating
in single-pass mode, where the batch is pumped through
the milling device from one vessel to another, or in
recycle mode. For both, it is important to measure slurry
flow rate to confirm that residence times are maintained
as a process is scaled up. When the batch is recirculated,
one way to quantify this is to convert elapsed time to
number of batch turnovers (batch turnovers ¼ elapsed
time � flow rate through the mill/total batch volume).
It can take several passes or batch turnovers to achieve
a steady-state particle size distribution, depending on
the mill.

Commercially available devices suitable for slurry
milling of pharmaceutical solids are relatively limited.
Media (bead) mills may be used for slurry milling of
APIs, with the drawbacks of potentially long time
cycles and extraneous matter concerns such as media
shedding. Submicron particle sizes can be achieved
with this equipment.[12,13] Rotor stator technology,
which is applied widely for emulsification and homoge-
nization, has been used for slurry milling of APIs to
achieve particles in the 20–30 mm range.[14]

Wet Milling—Rotor/Stator

Equipment that is used to make emulsions can, in
many cases, be used to break API particles suspended
in liquid. Examples include toothed high-shear inline
mixers and cone or colloid mills. Important parameters

for predicting extent of size reduction and their effects
are summarized in Table 2.

Probe milling runs can be conducted using a
stand-alone rotor/stator mixer in a batch vessel; this
approach yields an order of magnitude estimate for
the minimum particle size that can be achieved for
the test compound, but it does not provide data that
can be used to predict time cycle on scale up. At scales
of tens of grams or more, it is preferable to use a flow-
through unit, which allows each portion of the batch
passed through it to have the same exposure (in space
and time) to the rotor/stator shear patterns. In this
approach, solids are charged to the mill as a dispersion
in a liquid phase and allowed to flow through the mill.
As noted above, the residence time of the batch in the
flow-through unit is an important parameter for deter-
mining extent of milling. This is dictated by the flow
rate through the unit, which can be controlled indepen-
dently by a pump, taking care not to exceed the natural
draft or flow rate generated by the rotor/stator, which
would reduce the milling efficiency. It can require 50–75
batch turnovers to reach a steady-state particle size with
toothed rotor stator mills.[14]

For the toothed rotor/stator mills, there are loca-
lized areas of high shear where the most energy is
imparted to the particles, and breakage is believed to
occur, through a combination of shear and collision.[15]

Therefore, useful parameters that quantify mill per-
formance will reflect these effects. Three typical param-
eters used in rotor–stator mill scale up are tip speed
(rotation rate of rotor � rotor circumference), shear
rate (tip speed/distance between rotor and stator),
and shear frequency (rotation rate � number of slots
on rotor � number of slots on stator).[14] Rotor–
stator types typically differ in the number of rows of
teeth and the number of teeth in each row of rotor
and stator, though other geometric differences are
possible. When rotor–stators of different design are
available for study, shear frequency appears to have

Table 2 Rotor/stator milling parameters and their effect on average particle size

Variable Effect on product fineness

Rotor speed Increasing tip speed increases milling rate and produces
smaller particles. Typical ranges 10–50 m/sec[15]

Rotor/stator gap
(gap width)

Smaller gap increases shear forces, increases milling rate,
and produces smaller particles.

Rotor/stator design

(number of teeth)

Mainly affects milling rate, but can affect steady-state

particle size achieved

Slurry density Higher solids concentration increases milling rate but does
not typically affect steady-state particle size.

Temperature Higher temperatures can promote product dispersion, but
may compromise the chemical purity of the product, or
increase tendency toward redissolution of small particles.

Residence time Product fineness increases with milling time
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the greatest effect on both milling rate and steady-state
particle size that can be achieved with each design, with
increased shear frequency resulting in increased milling
rate and decreased particle size.[14] If scale-up is per-
formed with equipment that has a fixed rotor–stator
design, preserving rotor tip speed at increasing scale
results in large-scale milled particle sizes that match
small scale results.

Slurry density or solids concentration will affect
milling efficiency and therefore cycle time. Generally
speaking, the higher the slurry density, the faster the
milling rate, although there is a practical limit to the
solids concentration that can be milled without plug-
ging or flow problems.

Average particle size achieved by toothed rotor/
stator mills is typically tens of microns, with 95%
of the particles usually not larger than 40–50 mm.
Depending on the hardness of the compound and its
morphology, the milled particle size distribution may
be fairly broad unless very long milling cycle times
are employed. For hard, block-like crystals, breakage
may mainly occur at corners and edges, and the crys-
tals may be worn down more than they are cleaved.
This breakage pattern has been correlated to single
crystal model predictions of attachment energies for
a given crystal lattice.[14] This ‘‘chipping’’ phenomenon
can result in a significant fines population and a poten-
tially bi- or multimodal distribution of particle sizes
for a milled sample.

If the goal of milling is to achieve a moderate surface
area (1–2 m2/g) or if the API is very friable and breaks
easily, this technique can work well. Time cycle con-
straints, insufficient size reduction, or a broad particle
size distribution can be disadvantages to this method.

In some cases, rotor stator milling may be used to
reach a particular average size that is larger than the
steady-state result. In these cases, it is important to
either employ some type of in-line particle size moni-
toring or carefully consider any differences in rotor/

stator design on scale-up. Subtle differences in design
(impacting shear frequency or other aspects of the
shear field in the rotor/stator) can change the milling
efficiency, with the result that different numbers of
batch turnovers are required at larger scale to achieve
the desired size.

Wet Milling—Media (Ball) Milling

Media milling uses mechanical force to move media
through a suspension of API in liquid. The media are
typically spherical particles of glass, ceramics, metal,
or plastics with a diameter of a few millimeters or less.
Milling efficiency results depend on many variables,
including maximum speed of the media (usually an
impeller tip speed in the milling chamber), amount of
media loaded in the milling chamber (bead loading),
slurry concentration, and milling time. Residence time
required for milling to desired size will depend on the
mill design as well as hardness of the compound
relative to the media. The table below lists these param-
eters and more information about their effects on
milling performance (Table 3).

Choice of media can significantly affect mill efficiency
and maintenance. Most ball milling data indicate that
spheres are the most effective shape. Different size
spheres ranging from 0.2–130 mm are commercially
available; in stirred media mills, beads 6 mm in diameter
or smaller are commonly used. Some common bead
materials are (in the order of decreasing density) various
grades of steel, ZrO2, ZrSiO4, Al2O3, SiO2, annealed
glass, polytetrafluoroethylene (PTFE), and polystyrene.

The resulting milled particle size is much smaller for a
media milling operation than for rotor/stator milling.
This technique can be used to prepare material from
1–2mm average size to nanoparticle size, in some
cases, employing proprietary media or additives to the
slurry.[12,16] Surface areas for material of 1–2mm size

Table 3 Media milling parameters and their effect on average particle size

Variable Effect on product fineness

Bead size Reducing media size tends to reduce the particle size that can
be achieved

Intrinsic bead

density

Increasing density of the bead material does not necessarily

produce finer product. In some cases, more dense beads
have produced coarser product

Bead loading A bead charge of >50% usually provides good mill efficiency

Agitator speed Higher linear velocity at the agitator tip increases milling rate

Temperature Higher temperatures can promote product dispersion, but
may compromise the chemical integrity of the product, or

increase tendency toward redissolution of small particles

Residence time Product fineness increases with comminution time
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can be 4–5 m2/g and higher. Nanoparticle surface areas
can be significantly greater (10 m2/g and more).

The intrinsic parameters that govern the grinding
process are the number of stress events and the stress
intensity.[17] These factors will depend on the mill
design and residence time distributions in the mill,
and good correlations can be developed for the process
parameters listed in the previous paragraph, for a
particular mill. Scale-up or process transfer to another
mill can be complicated by differences in the relative
contributions of number of stress events and stress
intensity, and if power per unit volume for larger mills
decreases, it can be difficult to predict mill performance
on scale-up.[7] Despite these complications, researchers
have demonstrated acceptable scale-up performance
among different mill sizes from the same manufacturer,
achieving particles of <150 nm reproducibly. This was
accomplished by holding key parameters constant:
bead loading, agitator tip speed, and linear velocity
of the slurry through the mill chamber (flow rate divi-
ded by chamber cross sectional area).[18]

Hydraulic packing occurs at high flow rates through
the mill, and results in reduced milling efficiency as the
media is concentrated (packed) at the mill exit instead
of remaining dispersed in the mill chamber. This effect
can significantly increase power consumption and heat
input to the batch.[19] The flow rate at which significant
hydraulic packing occurs has been observed to increase
linearly with increasing agitator tip speed and decreas-
ing bead loading, and is also a function of the batch
viscosity.[18]

Cryogenic milling can be performed in a media mill,
in which process a nonflammable refrigerant is used as
the liquid medium, and the mill is run at very low tem-
peratures.[20] This would be suitable for heat-sensitive
compounds, but removal of the refrigerant from the
final product and larger scale concerns would need to
be considered.

Because of the amount of energy and force and fre-
quency of impact involved in media milling, shedding
of mill and media components into the batch can
occur.[13] As there are typically no downstream purifi-
cation steps for the API after media milling (except
possibly solid/liquid separation), development experi-
ments should evaluate whether objectionable levels of
mill and media materials could be found in the
media-milled API. Acceptable levels of these materials
in APIs will usually be in the ppm range. For some
materials of construction, it may be possible to precon-
dition system components to reduce the risk they will
shed particles into the batch. Additionally, premilling
with another technique (such as rotor stator milling)
will reduce media milling cycle time and thereby reduce
total shedding.[18]

If a large-scale media milling step is intended as
part of an API manufacturing process, a method for

deliquoring and drying the resulting small particles
must be part of the overall process design. Options
for solid isolation at large scale include centrifugation
and pressure filtration. In each case, the high surface
area achieved by the media mill will usually be
preserved after isolation and drying, though the par-
ticles themselves may be aggregated. Each isolation
technique has its own advantages and disadvantages,
discussion of which is outside the scope of this entry
except to note that considering what happens down-
stream of the mill is critical to developing a useful process.

Wet Milling—Hydrodynamic Mixers

Another technique that can produce micron to sub-
micron size API particles is homogenization, which is
accomplished by processing a suspension of solid
particles with a piston-gap homogenizer or microflui-
dizer.[6,13] In these operations, a slurry is pumped at
thousands of pounds of pressure through a small gap
or orifice. The forces and actions involved include very
high shear, cavitation (the formation, growth, and
implosive collapse of vapor bubbles in liquid) and
particle collision. Cavitation causes very high local
temperatures and turbulent flow fields as well as shock
waves that induce very energetic particle collisions.

Cavitation milling has been shown to effectively
reduce average particle size of APIs to 4–6 mm.[21,22]

In one type of cavitation milling device,[23,24] the vapor
bubble collapse of cavitation is localized by the design
of the device, using the kinetic energy generated by
collapsing vapor bubbles for particle size reduction.
With a cavitation chamber used as a flow-through mill,
energy dissipation is uniform, reducing the potential
for cavitation erosion caused by localized energy dis-
sipation on solid surfaces. This reportedly minimizes
the pitting problems observed with other sonic technol-
ogies such as sonic horns. Average particle size
achieved can be correlated with the cavitation number,
a parameter that is proportional to the operating
pressure and vapor pressure of the fluid.[21]

An initial size reduction step may be required before
this technique can be used, at least in part because of
close tolerances in the processing equipment and risk
of plugging or clogging. As with media milling,
premilling will also reduce total processing time for
the milling operation.

DRY MILLING—GENERAL
PROCESSING CONCERNS

A variety of equipment is available for dry milling
of APIs, and this technique is usually capable of
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producing average particle sizes from 1 to 30 mm very
reproducibly. However, while dry milling is performed
frequently in pharmaceutical processing, the available
dry milling methods have some common processing
problems, whose occurrence and severity depend
mainly on the properties of the API solids. These pro-
blems include powder buildup or accumulation in the
mill, which can impact mill performance, and potential
undesired phase transition (such as melting) during the
milling owing to poor heat dissipation. Dry milling
may also cause electrostatic agglomeration of milled
particles that may hinder the API dispersion during
formulation.[6] While these drawbacks can make dry
milling impractical for some compounds, for others
this method of size reduction is quite effective and
reproducible. Process development experiments must
take equipment limitations into account and evaluate
the potential for all of these effects.

Dry milling equipment with moving parts can gener-
ate a great deal of heat. For example, internal tempera-
tures of a pin mill can reach 40–60�C, depending on
operating conditions. For compounds that are suscep-
tible to thermal degradation and/or melting problems,
cryomilling can be an option. In this technique, the API
to be fed to the mill is precooled as part of a solids feed-
ing system, using liquid nitrogen. The gas used in mill-
ing (either as the source of energy for milling or drawn
in by rotating mill parts) can also be cooled, if neces-
sary. This type of process is also used to ‘‘embrittle’’
soft or deformable materials, so they will shatter in
the milling equipment.[25] Because the cooling is per-
formed as part of the feeding system, this technique
can be used with a variety of dry milling equipment.

Flow properties of the dry solids are important in
developing a milling operation for scale-up. Flowability
of the unmilled solids primarily affects delivery of solids
to the mill, but if the milled or partially milled solids are
very cohesive or prone to accumulating electrostatic
charge, overall process productivity and yield may be
reduced. Milled material that tends to build up in low
flow areas of the milling system (cyclones, pipe elbows,
and bends) can be removed periodically but at the cost

of extended processing time. Material that builds up
in the mill or that blocks the mill exit can result in
overheating of the equipment and catastrophic failure.

If the dry milling equipment does not include inter-
nal classification, or if a separate classifier is not part of
the equipment train, feed particle size may affect milled
particle size. Additionally, as one main mechanism for
particle breakage in these mills is interparticle colli-
sions, the density of solids in the mill or the solids feed
rate can be an important parameter to control to
obtain reproducible milling results.

As with wet milling, a unimodal particle size distri-
bution cannot always be achieved in dry milling. This
is true even for processes that include classification.
Depending on compound properties such as brittle-
ness, hardness, and morphology or aspect ratio, some
milling conditions may produce multimodal distribu-
tions. Classification can provide better control to
permit separation of fines or a population of larger
material, to meet specifications on a minimum or
maximum particle size. Note, however, that manipu-
lation of mill operating conditions can significantly
impact not only average size but also particle size dis-
tribution. Therefore, as with wet milling, a good under-
standing of past mill performance as well as compound
properties and behavior will be key to developing a
useful and reproducible dry milling process.

Several references provide information correlating
particle hardness (on the Mohs scale) with size
reduction, which can be achieved in a dry mill.
Depending on the mechanism of action of the mill
and the amount of energy it can provide, there may
be a practical lower limit to the average particle size
that can be achieved. The table below summarizes
some of this information (Table 4).[2,9]

Dust Collection, Explosivity, and Worker
Exposure Concerns

Dry milling typically generates a significant amount of
dust or fines, which need to be collected to prevent

Table 4 Types of dry milling equipment categorized by average particle size achievable and hardness of
materials it can process

Mill type

Typical minimum particle

size achieved (lm)

Suitable for what maximum

Mohs hardness

Cutting mills 150 Soft

Pin/cage mills 10–50 Soft, up to 3

Hammer mills 10–75 Intermediate, up to 6

Jet mills 2 Soft, up to 3

Fluidized bed jet mills 2 Hard, up to 10

Media (ball) mills <1 Hard, up to 8
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worker exposure and to minimize environmental impact.
Depending on the required API attributes of size and
surface area, the finer material that can be recovered
from a dust collector can be used in formulation in
combination with the main portion of the batch. If this
is necessary or intended, pharmaceutical grade dust
collection equipment (appropriate materials of construc-
tion, cleanability, and surface finishes) is required.

Most milled API produce a dust that can be explos-
ive. A certified laboratory can perform dust explosivity
testing to determine minimum ignition energy (MIE),
the least amount of energy required to ignite a dust
sample. This is defined as the energy required for
ignition at an optimum dust concentration, i.e., the
concentration that is ignited at the lowest energy value.
An MIE less than 20 mJ indicates that a low-energy
ignition source such as static electricity could have
the potential to ignite the dust.[26] If this is the case,
it is necessary to perform a careful evaluation of the
processing environment to prevent conditions where
an explosion can occur.

The chart below presents MIE results (in mJ) for a
select sample of APIs produced at Merck and Co., Inc.
It is clear that while not every compound poses a
severe dust explosion risk, 20% of the compounds in
this set have MIEs of 10 mJ or less and require special
handling precautions (Fig. 2).

Additional dust explosion parameters can be mea-
sured (Pmax, maximum pressure a burning dust can
generate and Kst, rate of pressure increase generated
by burning dust), and these are typically used in the
design of milling and dust collection equipment that
is required to be able to withstand or vent dust explo-
sions of varying severity.

The three ways that a dust explosion can be avoided
are by using inertion, avoiding the development of
explosive mixtures (dust cloud), and preventing the

occurrence of ignition sources.[11] Milling equipment
can be operated under nitrogen to create an inert
atmosphere, by supplying nitrogen as the grinding
gas in a fluid energy mill or by supplying nitrogen
instead of room air as the makeup gas for a mill with
rotating parts such as a pin mill. Note that this method
also requires controls to prevent personnel asphyxi-
ation, such as oxygen monitoring and leak checking.
Inertion may not need to be complete to increase the
MIE to a safer level, depending on the compound.
Explosive conditions are also possible outside the pro-
cessing equipment, for example, if a dust cloud could
be generated during operations associated with milling.
These activities could include charging solids to the
feeder or mill (if there are fine enough particles already
present in the mill feed), packaging solids from a mill
system, or cleaning equipment at the end of operation,
especially dust collection devices. Therefore, attention
to housekeeping and the procedures used for these
other operations are also important. Possible ignition
sources include metal–metal contact that can produce
sparks and generation of a static charge. Taking pre-
cautions to make sure the milling equipment is running
properly and that the API to be milled is free of
extraneous metal will prevent possible spark gener-
ation by metal–metal impact, and careful grounding
of equipment will avoid buildup of static charge.

Personnel protection has become increasingly
important as API potency increases. Because it pro-
duces very fine particles, dry milling can result in great-
er risk for worker exposure to pharmacologically
active dust than slurry milling. This risk is mitigated
by performing dry milling operations in an enclosed
environment or in a ventilated enclosure designed to
protect the mill operator. This can greatly add to the
cost of a dry milling system and, in some cases, can
dictate what type of milling equipment should be used
at large scale. At commercial scale, where engineering
controls are favored over reliance on personal protec-
tive equipment, the cost of a system that protects
workers from exposure to API could exceed the cost
of the milling equipment itself. Slurry milling may be
a better choice than dry milling for extremely potent
compounds, to reduce the likelihood of worker
exposure to airborne API.

Dry Milling—Impact Mills

Pin disk and hammer mills are also called pulverizers,
and are mechanical energy impact mills. Rotating
milling elements cause particle–particle and particle–
mill impact that fracture the material being milled. In
a hammermill, rotating blades or hammers agitate
the unmilled solids and ultimately force them through
a screen.[2,8] A universal mill employs a variety of

Fig. 2 MIE ranges for several API, in milliJoules. The chart
displays the fraction of compounds in the set with MIE from
1–10, 10–30, and above 30 mJ. Data courtesy of the Process
Safety Laboratory, Merck and Co., Inc.
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rotating milling elements such as a pin disk, a wing or
blade beater, a turbine rotor, or a hammer-type rotor,
in combination with either a matched pin disk (that
may or may not rotate) or a perforated screen or
stator.[8,25] Some internal classification can be achieved
by appropriate selection of milling tools. The particle
size that can be achieved will depend on the type of
milling tool selected, rotor speed (calculated as tip
speed at the outermost rotating part), and solids
density in the mill or solids feed rate.

In a hammer mill, material fed into the mill is
contacted by the hammers and flows in the direction
of their rotation. Breaker plates may be installed, in
which case the particles hit the plates, causing more
breakage. Partially milled particles are directed back
to the rotating hammers, until they are small enough
to exit the screen.[9]

In a pin disk mill, feed is introduced at a controlled
rate to the milling chamber through the center of the
stator and is propelled through intermeshing rings of
rotor and stator pins by centrifugal motion. After
milled solids pass the outermost ring, they exit the mill
and are collected. This type of milling is typically able
to achieve smaller average particle size than wet rotor/
stator milling, partly because of the shear-dampening
effects of the liquid phase in wet rotor stator milling,
but also because of the higher tip speed (speed of
outermost row of pins) in a pin disk mill compared
with the rotor/stator homogenizers: on the order of
100 m/sec compared with 50 m/sec.[15]

Final particle size achieved in a pin disk mill is gov-
erned by rotor speed, solids feed rate, and gas flow rate
through the mill. Smaller particles can be generated by
maximizing rotor tip speed and minimizing both
product feed and air flow rate (increasing particle resi-
dence time).[27] As equipment scale is increased, main-
taining rotor tip speed is one reliable way to achieve
milled particle sizes comparable to small-scale results.

An air-classifying mill combines a classifier with an
impact mill. Hammers or bars on a spinning rotor
provide the milling force, and a blower draws gas flow
through the milling chamber and into the vanes of a
rotating classifier wheel. To pass through the classifier
vanes and exit the mill, particles must be light enough
to be carried along with the main gas glow, overcoming
the centripetal acceleration of the classifier.[9]

These types of equipment typically generate signi-
ficant amount of heat, so may not be the first choice
for processing compounds with relatively low melting
points (<80–100�C). Processing conditions can also
increase the temperature in the mill beyond normal
ranges. For example, feed rate must be carefully
balanced against residence time in the mill; if a mill
is ‘‘choke fed’’, such that particles accumulate in the
mill faster than they are discharged, significant heat
buildup and melting can occur. Additionally, as with

other types of milling, it is possible for amorphous
material to be produced during milling. In addition
to product quality and stability concerns, the presence
of even small amounts of amorphous material may
result in processing problems, and poor product qual-
ity if the glass transition temperature of the amorphous
solids is close to the mill’s surface temperature. If
amorphous material forms in a location that blocks
solid or gas flow through the mill, local heat accu-
mulation will occur as in a choke-fed situation. It is
possible to overcome this in some equipment designs
by providing cooling to the mill motor and also by
cooling the gas flowing through the milling chamber.

Average particle sizes achieved in impact mills can
be 5–20 mm, depending on compound properties such
as hardness and brittleness/friability. Surface areas
are typically 1–2 m2/g.

Dry Milling—Air Attrition/Fluid Energy

Two main types of air attrition mills are loop/spiral
mills and impinging jet mills. In spiral or loop mills,
jets of gas located tangentially around a central section
create a vortex of gas, and particles that are introduced
to this stream impact the mill walls and each other,
resulting in particle breakage. In an impinging jet
or fluidized bed jet mill, material to be milled is fed
to a chamber in which impinging high-velocity gas jets
cause primarily particle–particle collisions to induce
breakage. Because of this difference in milling mech-
anism and geometry, there is typically less wear or
abrasion in a fluidized bed jet mill compared with a
loop or spiral mill. Fluidized bed jet mills can process
materials with a Mohs hardness of up to 10, while
spiral mills are more commonly used for softer materi-
als (up to a Mohs hardness of 3).[2]

In a spiral or loop mill, gas velocities are usually
such that sonic flow is achieved through the gas
nozzles. Typically, particles must achieve a particular
minimum size to escape the vortex and exit the mill
through the main gas exit, providing internal classi-
fication within the mill itself. Larger particles tend to
remain near the perimeter of the milling chamber
because of centrifugal force, until they are light enough
to be carried out of the mill with the exhaust gas by
centripetal force. The milled particle size depends on
geometric parameters such as shape and diameter of
the grinding chamber, and shape/type, number, and
angle of the grinding nozzles, as well as on operating
parameters such as the grinding jet pressure, total gas
flow rate, and solids feed rate.[9,28] Higher grinding
jet pressure typically results in smaller average milled
particle size. Solids feed rate affects the particle
concentration in the mill and the number of possible
interparticle collisions as well as the mean free path
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of a particle traveling in the gas stream. Given this
interplay of variables, lower solids feed rate typically
leads to smaller average particle sizes, and higher feed
rates produce coarser product.[28] Equations exist to
calculate theoretical milled particle size as a function
of these variables as well as fluid and solid proper-
ties.[29,30] There is an optimum feed rate for best pro-
ductivity and tightest particle size distributions.[28,30]

Two advantages of this type of mill are that it has no
moving parts, and that the Joule–Thompson effect
produced by the expanding gas passing through the
nozzles results in cooling within the mill to counteract
any local temperature increase caused by friction.

The residence time in the mill required for a particle
to reach this minimum size will depend again on com-
pound properties such as brittleness and hardness. If
the ratio of the solids feed rate to the overall gas flow
rate through the mill is maintained constant, results at
larger scale closely match small-scale experiments.[28]

Grinding gas pressure must also be preserved upon
scale-up to achieve average particle sizes comparable
to what is produced at small scale.

In impinging jet fluid energy mills, nozzles direct jets
of gas into a milling chamber where they cause ener-
getic interparticle collisions. A separate classifier such
as a rotating wheel prevents solids from exiting the mill
until they have reached a certain minimum size. This
size depends on the rotation speed of the wheel and
the velocity of the gas exiting the mill through the
vanes of the wheel. Typically, varying classifier speed
provides the best control over milled particle size, but
grinding gas pressure and total gas flow rate (because
of their effect on velocity through the classifier) are
additional parameters that can be adjusted to achieve
target size reduction and cycle time. These may be
changed somewhat independently by changing the
nozzle diameter. When these parameters are fixed,
solids feed rate usually does not affect milled particle
size, but does affect the mill residence time and
productivity.

Milling gas pressures in both mills are usually
between 3 and 10 bar.[6] Typical particle sizes achieved
are between 1 and 10 mm average size, usually with
tight distributions because of the internal classification.
Surface areas achievable in these mills range from 2 to
5 m2/g, depending on the API friability.

Because of the particle–wall and particle–classifier
impacts, one drawback of this type of mill is the poten-
tial for buildup of compressed product in the mill or on
the classifier. This can affect milled particle size by
changing the open volume in the mill or open area in
the classifier, especially if classifier vanes or gas nozzles
become plugged or blocked. Buildup at the exit of the
mill or in the classifier typically results in a gradual
increase in the average-milled particle size over time
owing to reduced classification efficiency. Specifically,

for fixed gas flow rate, decreasing area for flow
increases the gas velocity and permits larger/heavier
particles to exit the mill. If material that builds up
becomes compressed and discolored or amorphous,
this can also affect product quality if it enters the
milled batch stream. Even if these problems are
avoided by intermittent equipment cleaning during
an experiment, the impact on overall productivity can
be significant.

Dry Milling—Media (Ball) Milling

This type of milling is very similar to the slurry media
milling discussed in an earlier section, except that the
continuous phase in the milling chamber is gas instead
of liquid. When used for dry milling, these mills typi-
cally consist of cylindrical jars that revolve on their
long axis, containing media that tumbles along the wall
of the jar as it rotates.[2,31] Small lab-scale dry ball mills
are frequently used for probe size reduction runs and
may consist of a single ball in a jar.

Milling is accomplished through a combination of
attrition and impact. Particle sizes that can be achieved
range from 10 to 100 mm, depending on parameters
similar to those discussed above for slurry media mill-
ing. It is recommended that a media fill of 50% and a
solids fill of 25% (usually just filling the void spaces
between the media) be used for best efficiency. Rotation
speed is clearly also an important parameter, with the
caveat that it must be below the critical speed (rotation
speed at which the balls revolve with the milling
chamber instead of cascading over each other) for
milling to occur.[27]

It is important to note that depending on operating
conditions, a significant amount of amorphous content
can be generated in these mills.[13,32] This observation
has been used advantageously to improve bioavailabil-
ity via the cogrinding of polymers and API.[33,34]

EFFECT OF MILLING ON CRYSTALLINITY AND
PARTICLE SURFACE PROPERTIES

API physical properties affect drug delivery both
directly (solubility, dissolution) and indirectly (ability
to be formulated). Solubility is a thermodynamic pro-
perty and, therefore is intrinsic to a given crystal form,
while dissolution rate can be altered by reducing
particle size and/or increasing wettability. The degree
to which API properties affect formulation of an oral
dosage form depends on the drug loading in the formu-
lation, which is defined as the weight percent of API in
the excipient blend. The higher the drug loading, the
greater role API physical properties typically play in
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dictating the compaction pressure or other critical
parameters in the formulation process.

While the focus of this overview has to this point
been on API physical properties that are directly affec-
ted by milling (particle size and, hence, surface area), it
is important to note that other API properties may be
affected by milling. For example, milling is known to
induce loss of crystallinity, through compressive or
impact force and/or exposure to elevated tempera-
tures. This is typically undesirable, as amorphous
solids are usually less chemically and physically stable
than crystalline solids. It is expected that much of the
amorphous content is localized at the particles’ sur-
faces, so while the overall amorphous content may be
low, its impact on particle–particle interactions in for-
mulation can be significant.[35–40] Milled compounds
that are partially amorphous or that have different
surface energies can have different wettability[6,13] or
different flow properties[41,42] compared with unmilled
API. In some cases, these differences are caused
by recrystallization of amorphous material upon
storage.[38,42]

Because of this potential for variability, it is critical
that the crystallinity of milled API be measured and
controlled at small and large scale and that it be pre-
served upon storage to ensure appropriate stability
and downstream performance. Several techniques exist
for assessing amorphous content and characterizing
surface properties of powders (X-ray powder diffrac-
tion, solid-state nuclear magnetic resonance (NMR),
inverse gas chromatography, heat of crystallization
(by DSC), water vapor sorption, isothermal microca-
lorimetry, and contact angle determination); so these
parameters can be evaluated during process devel-
opment experiments, and product quality can be
confirmed at production scale.[32,36,37,39,41,43] This is
one of many reasons that small-scale test milling
devices must be compared to larger-scale equipment,
so that potential for API conversion to amorphous
form can be evaluated accurately at small scale by
exposing samples to processing conditions that simu-
late large-scale operation.

GENERAL CONCERNS FOR API MILLING
EQUIPMENT DESIGN

API processing has specific concerns that are shared by
some, but not all industries, and these are important to
consider in selecting a milling process or milling equip-
ment. For example, ability to easily clean all equipment
surfaces and material of construction concerns are
critical for API, where typically no further chemical
purification occurs after the final size reduction step.
The risks of metal shedding, lubricants, or seal fluid
entering the process stream, and cross-contamination

among products that may use the same mill must all
be weighed when a milling process is being developed.

In some cases, a milled API will be used directly in
an aseptic formulation, which means that the milling
equipment must be sterilizable and milling performed
aseptically. When a terminal sterilization step follows
milling (for example, dissolution of the API for formu-
lation followed by sterile filtration), API handling
and processing must still be performed in an area and
manner that will minimize bioburden in the product.
This may require filtration of nitrogen or solvent used
in a milling operation, and limited open handling of
the product during milling.

At early stages of development, when little API is
available for experiments, the physical losses on test
milling equipment are important to consider. Many
types of small mills are commercially available, but
not all of this equipment can or should be used at
the scale required for API manufacturing, or even
clinical supply preparation. To minimize overall devel-
opment time, it is preferable to use a small test mill for
which a reliable correlation to large-scale performance
has been developed.

CONCLUSIONS

API particle size reduction and size control is impor-
tant because it can improve dissolution rates in vivo,
improve handling during formulation, and help ensure
good content uniformity in formulation. Milling of
APIs can accomplish size reduction to a reproducible
average size or size range in both small- and large-scale
processing. This entry has briefly reviewed some con-
siderations that should be addressed during milling
process development and described some typical types
of equipment that are used for API size reduction,
along with their advantages and drawbacks. Compound
properties and probe milling experiments can be used to
determine which, if any, of these approaches would be
best suited for a particular API and formulation.

The need for ultrafine particles in the toner industry
in the early 1990s paved the way for production of
particles in the ‘‘nano’’ range in the pharmaceutical
industry, which is an area of continued new develop-
ment. Future directions for API milling will likely
include more investigation of milling in the presence
of excipients, to bring API and surfactants into
intimate contact for biopharmaceutical and/or formu-
lation processing reasons. There is also continued
and perhaps increasing interest in delivering drugs as
amorphous solids rather than in crystalline form to
enhance solubility and dissolution rate, which could
include use of milling to effect this conversion. It is
hoped that the future will also include further advances
in prediction of milling results. Recent examples include
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work published by Taylor et al.,[44] where nanoindenta-
tion of single crystals is employed to predict milling
performance at pilot scale, and by Kwan et al.,[45] where
single-particle impact testing results have been correlated
with small-scale milling results.
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Mixing and Segregation in Tumbling Blenders
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MOTIVATION

Mixing of solids is essential to many industries,
including pharmaceuticals, ceramics, metallurgy,
chemicals, food, cosmetics, coal, and plastics. To
give an idea of the magnitude of applications involv-
ing granular processes, U.S. worldwide production
alone accounts for over a trillion kilograms of granu-
lar and powdered products annually, most of which
must be uniformly blended to meet quality and
performance goals. In this article, we present an
example-oriented overview of current understanding
of mixing and segregation mechanisms that are of
importance to powder blending operations. We focus
on industrial tumbler designs, which simultaneously
comprise the bulk of solids blending operations and
represent the systems for which predictive modeling
appears to have the greatest potential. We direct
the reader to existing literature sources (e.g., Harnby,
1997) for information on more specialized blending
equipment. Numerous distinct mechanisms for both
mixing and demixing of granular materials have been
catalogued including convection, diffusion, shear,
percolation, etc., and in most applications, several
mechanisms act concurrently and interact in com-
plex, and currently poorly understood, ways. Thus
the mode by which powders are loaded into blenders
of common design can alter the time needed to
homogenize them by two orders of magnitude. Given
that a certain blender can be designed to deliver
acceptable performance in the laboratory, we have
no consistent a priori mechanism to scale up the pro-
cess and achieve the same performance in blenders of
industrial size. Although comprehensive and predic-
tive understanding of practical blending problems
still remains a long-term goal, it has recently become
possible to define models that generate respectable
agreement with observations in practical granular
devices (e.g., 3D tumblers), and methods have
become sufficiently refined that systematic techni-
ques to analyze new products and equipment are
available, either off the shelf or as research-ready
hardware.

FUNDAMENTALS

Research on granular flow and blending roughly can
be divided chronologically: prior to about 1990,
industrially usable results were mostly empirical (e.g.,
in experiments using a particular blend in a specific
device), and fundamental research was largely analytic
(e.g., using continuum approximations to the granular
state applicable only to one phase of granular beha-
vior). Although important progress was made into
developing specialized engineering solutions and fun-
damental physical properties of granular systems, little
generally applicable knowledge was attainable using
either approach. Since that time, computational and
methodological advances have permitted quantitative
evaluations of granular flow, transport, and mixing
at an unparalleled level of detail and accuracy. In this
Section we have reviewed progress on tumbling
flow and blending phenomenology that has led to the
development of the best predictive models existing.

Definition of the ‘‘Granular State’’

A chief limitation, and the principal area of oppor-
tunity for the future, in developing predictive under-
standing of granular flows is the coexistence of
multiple, history-dependent, granular states. Within a
device—be it a tumbler, a high shear intensifier, a mill,
a fluidized bed, etc.—granular material can, and typi-
cally will, exhibit multiple rheologically different
phases that vary non-trivially and often with profound
consequences as a function of minor changes in
material or environmental variables. This is a parti-
cular problem in the pharmaceutical industry, where
products may be developed in dry, northern, latitudes
and produced in wet, equatorial climates. Both hygro-
scopic excipients and actives behave very differently in
these two environments, and blending regimens that
work in one may fail in the other. Moreover, even
within a single well-controlled bench-scale device, mul-
tiple phases are typically present. The tumbling blender
is a case in point.
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In Fig. 1, a deceptively common outcome of an
attempt toblend dissimilar materials is shown, here of
grains differing only in size and color. In this trans-
parent 4-L capacitya V-blender, we have tumbled equal
volumes of small light-gray and larger black grains at 6
rpm for 200 revolutions. The visibly segregated state is
only one of several distinct segregated configurations
that form spontaneously and reproducibly in all com-
mon blender geometries and scales, and persist despite
the practitioner’s best efforts at modification of pro-
cess parameters. Developing cures for this type of
problem demands a systematic understanding of why
segregated states occur in the first place, so that the
cause of segregation can be addressed directly. This
understanding in turn requires an analysis of the differ-
ent granular behaviors seen during the tumbling
operation.

A first step in the analysis of granular behaviors is
the characterization of the different granular phases that
are inevitably present during flow. Grains, unlike com-
mon fluids, must ‘‘dilate’’ in order to flow, that is, grains
in the static state are interlocked, and cannot move
without separating. The locations and timing of dilation
can be quite complex, but once dilation occurs, the overt
granular behavior seen remains static and solid-like far
from the regions of dilation, and becomes respectively
glassy (disordered), fluid-like, or gas-like near the shear
interface as the shear rate increases. The modifier,
‘‘like,’’ is important to include, because a solid-like

region is not truly elastic as it transmits stress along
irregular compressive chains, undergoes slow creep
and settling on time scales ranging from seconds to
hours, and can solidify into a rigid ‘‘cake’’ over time
scales of days to months. Likewise the fluid-like phase
transmits shear discontinuously both in space and time,
and does not obey Navier–Stokes equations, and the
gas-like phase is far from equilibrium and is not charac-
terized by Maxwell–Boltzmann statistics. It is the differ-
ences between qualitative behaviors of different regions
of a granular bed at different times and between any one
of the behaviors and accepted models for flow and dis-
persion that make predictive understanding of even the
simplest granular systems challenging.

Despite the intrinsic difficulties in developing an
all-encompassing model for granular flow, important
blending problems of practical interest have been effec-
tively analyzed using model-based, computational, and
semiempirical means. The current understanding of
granular blending and demixing is summarized in
subsequent sections.

Elementary Two-Dimensional
Mixing Mechanisms

In tumbling applications, dilation and flow principally
play out near the unconstrained upper surface of a
granular bed, and the bulk of grains beneath are
thought to remain nearly motionless during rotation
of the blender. This simplified picture changes for
some blender varieties (e.g., Fig. 2B), but predictive
models for blending in most common blending geo-
metries can be derived by disregarding all transport
beneath the free surface. In the following sections,
the best existing models and methods are summarized
and their application to common tumbler designs is
described.

Although it differs significantly from more complex
practical blender geometries (see sections on ‘‘Com-
petitive Patterned Demixing’’ and ‘‘Examples’’), the
horizontal drum tumbler has a simple geometry and
therefore provides a useful environment for a first
analysis of granular mixing and demixing. A horizon-
tal drum mixer is the simplest form of a tumbling blen-
der and it is used in many pharmaceutical, chemical,
and metallurgical industries in the form of ball mills,
dryers, rotary kilns, coating pans, and mixers.

Flow regimes

Flow in rotating drums has been described qualita-
tively in terms of regimes such as slipping, avalanching,
rolling, cascading, cataracting, and centrifuging.

Slipping: The slipping regime occurs when the
granular bed undergoes solid body rotation and then

Fig. 1 ‘‘Left-right’’ segregated state, here in a transparent
V-blender, between larger (dark) and smaller (light) grains.

This state occurs spontaneously at high fill levels and fast
tumbling speeds in many tumbler designs.

aThe reader should note that ‘‘capacity’’ customarily refers to a frac-

tion (generally 60%) of the total interior volume of a blender.
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slides, usually intermittently, against the rotating
tumbler walls. This most frequently occurs in simple
drums that are only partially filled, and is often coun-
teracted by including baffles of various designs along
the inner walls of the tumbler. Although the slipping
regime is not important for blending purposes per se,
it is encountered even in effective blending systems,
and an evaluation of the number of times a bed is
turned over per tumbler revolution will often reveal
the presence of some slipping.

Avalanching: A second regime seen at slow tum-
bling speeds is the ‘‘avalanching’’ flow regime, also
referred to as ‘‘slumping.’’ In this regime, flow consists
of discrete avalanches that occur as a grouping of
grains travels down the free surface and comes to rest
before a new grouping is released from above. The ava-
lanching regime is not seen in large tumblers (larger
than a few tens of centimeters in diameter), but is an
instructive case because flow and mixing can be solved
in closed form for simplified drum geometries, and les-
sons from this regime can, with due caution, be carried
over to more realistic systems.

To analyze this problem, one only need observe that
if the angle of repose at the free surface immediately
before an avalanche is Wi, and after an avalanche is
Wf, then the effect of an avalanche is to carry a wedge
of material in the angle Wf � Wi, downhill, as sketched
in Fig. 3A for an idealized 2D disk blender. The same

caricature applies at all fill levels, and one can readily
use this model to make several concrete predictions.
First, mixing occurs during avalanches through two
distinct mechanisms: one, particles within a wedge
rearrange during a single avalanche, and two, particles
rearrange globally between wedges during successive
avalanches. Second, at 50% fill (Fig. 3B) no two ava-
lanching wedges intersect, so no global mixing between
separated regions can exist, and mixing must be slow.
Third, since flow occurs only near the avalanching
surface, at high fill levels a non-mixing core necessarily
develops (Fig. 3C). Although this model is oversimpli-
fied and neglects material variations, boundary effects,
and other important physics, these conclusions carry
over to more realistic tumbling systems.

Rolling: At higher tumbling speeds, discrete ava-
lanches give way to continuous flow at the surface of
the blend. Grains beneath the cascading layer rotate
nearly as a solid body with the blender until they reach
the surface. One can solve for flow and transport sub-
ject to certain simplifying assumptions in this regime
as well. For this solution, one assumes that the grains
are so small as to be regarded as a continuum and
one takes the free surface to be nearly flat, as sketched
in Fig. 4A. The interface between the flowing layer and
the supporting bed beneath has been determined exper-
imentally and through detailed computations to be
roughly parabolic in shape[1] and by demanding mass
conservation at this interface one can construct con-
tinuum flow equations for this system.[2] If one
simulates the mixing in an idealized disk blender of
mechanically identical grains initially separated by
color to left and right of a vertical central plane, one
obtains the results (for a particular fill level and

Fig. 3 (A) Avalanching flow in an idealized disk tumbler
transports grains from an uphill wedge to a downhill wedge

as the free surface relaxes from an initial angle Wi to a final
angle Wf. This implies that global mixing occurs in quadrilat-
eral regions where grains within one wedge intersect with a

second wedge. (B) Consequently, tumblers mix more
efficiently at low fill levels than at high, and global mixing
nearly stops at 50% fill. (C) At fill levels above 50%, a core

develops that does not visit the avalanching surface and,
therefore, does not experience transport or mixing.

Fig. 2 Schematic of dilation mechanism that is a prerequi-
site for the flow of solids. (A) In undisturbed state, grains
are interlocked and behave much like an ordinary solid. (B)

A granular bed dilates in response to applied shear, and
can then flow. (C) In the flowing state, the bed can form dis-
tinct crystalline, glassy, fluid-like and gas-like phases. The
crystalline phase is regular and ordered, the glassy phase is

disordered but static, the fluid-like state flows but exhibits
enduring contacts, and the gas-like state is characterized by
rapid and brief interparticle contacts.
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flowing layer depth) as shown in Fig. 4B. Correspond-
ing experimental results are shown in Fig. 4C.

Cascading, cataracting, and centrifuging: For
larger tumblers, or for tumblers rotated at higher
speeds, the surface is manifestly not flat, as shown in
Fig. 5 in a 1 meter diameter disk tumbler.[3] This flow,
termed cascading, differs qualitatively from the rolling
flow solution: here the flowing layer is thin and is
nearly uniform in speed and thickness, and has been
modeled as depth averaged, plug-like flow. As the
rotation speed of the tumbler is increased, the surface
becomes increasingly sigmoidal until grains become
airborne, and at higher speeds yet, the grains centrifuge
against the tumbler wall. These regimes are termed

cataracting and centrifuging, respectively, and have
not been well analyzed.

MIXING MECHANISMS IN
THREE-DIMENSIONAL TUMBLERS

Although drum blenders represent a convenient
paradigm for the purpose of categorizing granular
behaviors, most blending operations occur in more
complex tumbler geometries. Three of the most com-
mon geometries used in pharmaceutical operations
are the double-cone, the V-blender, and the tote blen-
der, sketched in Fig. 6. Each of these geometries have
many variants, for example symmetry can be broken
to introduce cross-flow by slanting the double-cone,
by elongating one of the arms of the V-blender, or
by inserting baffles in a tote.

To model flow and blending in complicated geome-
tries, particle-dynamic simulations have been imple-
mented. In these simulations, particles are treated as
individual entities with physical properties (e.g., size,
static and dynamic friction coefficients, coefficient of
restitution, etc.) appropriate to the problem of interest,
and Newton’s laws of motion are integrated for each
particle. Particle-dynamic simulations are similar in
concept to molecular-dynamic simulations, but include
features of importance to the flow of macroscopic
particles (e.g., static and dynamic friction models) in
place of microscopic properties (e.g., bond strengths
and chemical potentials). Particle-dynamic simulations
come in many different types depending on how they
treat physical parameters such as rolling friction and
particle shape or numerical issues such as search
algorithms and routines to maintain computational
stability. Results of distinct computational simulations
can differ, sometimes significantly, and the importance
of experimental validation of numerical results cannot
be overemphasized.

Two of the most common classes of particle-
dynamic simulations are termed ‘‘hard-particle’’ and
‘‘soft-particle’’ methods. Hard-particle methods calcu-
late particle trajectories in response to instantaneous,
binary collisions between particles and allow particles
to travel ballistically between collisions. This class of

Fig. 5 Cascading flow occurs in large tumblers or during
tumbling of fine, but freely flowing, grains. This snapshot

shows a 1 m diameter transparent disk tumbler partially filled
with colored �500mm irregular grains. The free surface is
manifestly not flat, and the cascading layer is thin and nearly
uniform with distance along the flowing surface.

Fig. 4 (A) In the rolling regime, the blend separates into a

flowing layer near the surface and a solid-like supporting
bed. (B) By establishing simple conditions such as mass con-
servation, one can generate an analytic model for the flow,
producing mixing patterns between initially separated and

colored, but otherwise identical, grains. (C) Comparison with
experimental mixing patterns using freely flowing grains in a
small drum tumbler reveals substantial agreement. The snap-

shot in (C) is obtained from the interior of the blend using the
solidification technique described in the section on ‘‘Solidifi-
cation.’’

Fig. 6 Three common tumbler designs: (A) double-cone, (B)
V-blender, and (C) tote, or bin blender.
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simulation permits only instantaneous contacts, and is
consequently often used in rapid flow situations as are
found in chutes, fluidized beds, and energetically agita-
ted systems. Soft-particle methods, on the other hand,
allow each particle to deform elastoplastically and
compute responses using standard models from elas-
ticity and tribology theory. This approach permits
enduring particle contacts and is therefore the method
of choice for tumbler applications. The simulations
described in this article use soft-particle methods that
have been validated and found to agree in detail with
comparison experiments.[4,5]

Convection

Mixing in all tumbling blenders consists of a fast con-
vective stage, driven by the mean velocity of many
particles, followed by a much slower dispersive stage,
caused by velocity fluctuations leading to rearrange-
ments of individual particles. Convection in grains
(as in fluids) is by far the fastest and most efficient mix-
ing mechanism, yet at the same time it suffers from the
same mixing limitations known for fluids: convective
flows can, and very often do, possess barriers to mixing
(e.g., islands) that do not interact with surrounding
material. Two pathologies are readily observed: over-
filled mixers develop elliptic, non-chaotic, islands that
rotate as a unit in the center of the granular bed (dis-
cussed earlier in section on ‘‘Flow Regimes’’), and sym-
metric blenders (seen in most standard designs) exhibit
separatrices that divide the flow into non-interacting
sectors. Beyond this, little is known currently of details
of particle flow patterns and mixing barriers in practi-
cal, three-dimensional blender geometries. There is
strong evidence, though, indicating that flow bifurca-
tions analogous to those seen in fluids may be present
in granular tumblers.

Convection in the context of granular blenders
refers to transport associated with flow driven by
gravity (in tumbling blenders) or impellers (in intensi-
fied, ribbon, or other blenders). Convection is observed
in all functioning blender geometries, and can be
visualized using particle-dynamic simulations. In
Fig. 7 are shown successive front and side views taken
a quarter revolution apart of 20,000 identical but
colored spheres tumbled in a V-blender in the cascad-
ing regime. These snapshots illustrate the qualitative
motion produced in this blender, which causes the
bed to overturn from top to bottom. Mixing due to
convective flow grows linearly with time insofar as
the area of an interface between differently colored
layers in these snapshots or in Figs. 4B and C,
grows characteristically linearly with time. Although
similar qualitative behaviors are seen in all tumbler
geometries, the quantitative mixing seen can differ

considerably between geometries (see section ‘‘Mixing
Rates’’).

Dispersion

Dispersion, also referred to as diffusion, is contrasted
with convection, which can effectively intersperse
grains in a tumbler within tens to hundreds of revolu-
tions. Dispersion also refers to the random relocation
of individual grains due to collisions between adjacent
particles and can take hundreds to thousands of revo-
lutions to act. Thus particles cross a plane separating
the two arms of the V-blender (or an equivalent sym-
metry plane in many other blender geometries) only
as a result of occasional collisional happenstances
and not as a result of an overall mean flow. Various
stratagems, including the use of baffles, asymmetric
cross-flow designs (referred to earlier), irregular
rotation protocols, or axial rocking, have been intro-
duced to mitigate this limitation. Notwithstanding these
improvements, dispersion is the rate-limiting mech-
anism for mixing, and there is much potential for
improvement of dispersive mixing.

Although convection is typically orders of magni-
tude more rapid than dispersion, as a practical matter
the relative contribution of each mechanism to blend-
ing is strongly influenced by the initial distribution of
species in the mixer. Thus ingredients loaded in hori-
zontal layers (Fig. 7) can be mixed relatively rapidly,
while ingredients layered side by side (either intention-
ally (Fig. 8) or inadvertently (as a result of careless
loading of a tumbler) will typically mix enormously
more slowly.

To visualize this effect, in Fig. 8 is shown the
dispersive mixing of 8000 identical but colored grains
loaded side by side, here in a tote blender. With each

Fig. 7 Rapid, convective flow seen in particle-dynamic

simulation of identical but colored spheres in V-blender.
(A) view from front reveals that unlike in some designs,
convection in this blender drives grains axially, alternately

outward toward the tumbler arms and inward toward its
center. This axial flow strongly influences mixing, as described
in the section on ‘‘Mixing Rates.’’ (B) View from side indi-
cates that transport is dominated by a spiraling flow, seen also

in drums and other blenders (Fig. 4).
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successive revolution, only a few particles cross the
interface separating the two symmetric halves of
the tumbler, and as a result, after 10 revolutions the
original particle ordering is still unmistakable. System-
atic assays obtained from experiments of blending of
realistic pharmaceutical excipients and actives confirm
that imperfectly loaded blends retain any initial asym-
metry for many hundreds of tumbler revolutions.

Shear

A final class of mechanisms of granular and powder
mixing is grouped under the category of shear. This
includes a host of very different mechanisms that act
in a shearing layer (Fig. 2) or in a high-shear region
as produced by an intensifier or related device. Grains
rearrange during shearing and so disperse across a
shear layer. In addition, large or irregular grains tend
to be expelled from regions of high shear through a
mechanism known in research on suspensions as
‘‘shear-induced migration.’’ Finally, arrangements of
adjacent grains become distorted through the influence
of external strain. This is the most classic form of shear
mixing, which itself admits several distinct subcate-
gories.

First, there is the simple effect of shear on deform-
ing a granular bed. In simple tumblers, this can mani-
fest itself in a nearly continuous distribution of strain,
resulting in regular and predictable mixing behavior
such as is displayed in Fig. 4C. This figure was
obtained using freely flowing grains, of mean size
nearly 1 mm.

Second, a granular bed consisting of weakly cohes-
ive materials (e.g., non-tacky grains in the size range
50–300 mm) exhibits stick-slip motion so that flow
becomes intermittent rather than continuous. This is
a situation of practical importance because pharma-
ceutical blends, for example, use particles across a
broad range of sizes and materials. As the size of grains
diminishes or as interparticle cohesion grows, stick-slip
flow transforms mixing interfaces from smooth, reg-
ular, patterns as shown in Fig. 9 (500- or 700-mm cases)

to a complex, irregular pattern, shown in Fig. 9 (300-
or 100-mm cases). In simple geometries, this response
to shear can be accurately modeled: if we assume that
the flowing surface of a bed periodically sticks and
slips, then the mechanism displayed in Fig. 4A can
be embellished by allowing the shear band between
flowing layer and bed to deform periodically.[2] This
produces patterns of mixing between initially separated
but identical grains that are substantially similar to
experiment, as shown at the bottom of Fig. 9. This is
important for blending because in smooth, regular
flow, adjacent particles remain nearby for long periods
of time, while in intermittent, stick-slip flow, particles
can rapidly relocate across the blender. It is not diffi-
cult to show that periodic sticking and slipping results
in an exponentially rapid growth of interfaces between
separated regions of grains.

Third, for particles smaller than about 100 mm,
cohesive forces (believed to be due to van der Waals
interactions for intimate contacts, and to surface ten-
sion of adsorbed water layers for lubricated contacts)
between particles becomes comparable to particle
weights, and small particles can stick to one another
in relatively rigid aggregates. Unless such aggregates
are destroyed, the system will behave as if it had an
effective particle size much larger than the primary
particle size.

For strongly cohesive materials, it is typically neces-
sary to fragment agglomerates through the introduc-
tion of high shear, ‘‘intensification,’’ devices such as
impellers or mills that energetically deform grains on
the finest scale. Intensification is commonly performed
in an early preblending stage using a fraction of the
total desired excipient to avoid overblending the final
product. Results of intensification are discussed in
the section ‘‘Assays.’’

Fig. 9 Mixing patterns after 1 revolution in drum tumblers
loaded with identical (except for color) grains in four experi-

ments using successively finer grains, as well as in a model
simulation of idealized stick-slip flow. At 700 and 500mm,
the mixing interface remains smooth and regular, while
below about 300 mm, it becomes variegated due to intermit-

tent slipping of the cascade. Each experimental snapshot
shows a view from the interior of a blend using the solidifi-
cation technique described in the section on ‘‘Solidification,’’

and all cases began with light grains to the left of center and
dark grains to the right.

Fig. 8 Dispersive mixing is slow across the symmetry plane
of a blender, here a tote design. After 10 revolutions, a front
view reveals clear evidence of the initial left-right distribution

of identical but colored spheres in this particle-dynamic
simulation.
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DEMIXING

Processing the blends of dissimilar grains almost
invariably promotes demixing, also referred to as seg-
regation, characterized by the spontaneous emergence
of regions of non-uniform composition. Segregation
due to differences in particle size in a blend has
drawn the greatest attention in the literature, including
studies of fluidized beds, chutes, hoppers, vibrated
beds, and tumbling blender. Segregation due to particle
density, shape, and triboelectric order have also been
recorded. As a practical matter, segregation manifests
itself in granular mixing that characteristically
improves over a brief period (while convection gener-
ates large scale mixing) and then degrades, often
dramatically (as slower segregational fluxes take over).
Demixing should not be confused with the phen-
omenon of overblending, which is also frequently
encountered in blending applications. Overblending is
associated with physical degradation of material
properties, as occurs for example when a waxy lubri-
cant is excessively deformed causing it to coat pharma-
ceutical grains and reduce their bioavailability, or
when coated granules are damaged through abrasion
or fracture.

At the present time, mechanisms for segregation
even in the simple tumbling drum remain obscure,
and work on more complex and industrially common
blender geometries is extremely limited. Three distinct
types of demixing are moderately well characterized
in tumblers. They are radial demixing, axial demixing,
and competitive patterned demixing. We describe each
of these in turn.

Radial Demixing

Segregation typically proceeds in two stages. First,
large grains rapidly segregate radially, producing a
central core of fine grains surrounded by larger grains,
identified in Fig. 10 for a simple drum tumbler. Unlike
the core seen in overfilled tumblers (Fig. 3C), this core
appears at fill levels under 50% and is exclusively asso-
ciated with migration of fine grains toward the center
of an overturning blend. Radial segregation is seen in
both quasi-2D and fully 3D blenders of various geome-
tries. In simpler 3D geometries, such as the drum, dou-
ble-cone or tote, the core is nearly always apparent
when blending significantly dissimilar grains, while in
more complicated geometries such as the V-blender
or slant-cone the core becomes significantly distorted
and may only be conspicuous for higher fill levels or
in certain (e.g., upright) orientations of the blender.
Even in the simplest case of the drum tumbler, how-
ever, the location and dynamics of the core remain
somewhat enigmatic: as shown in Fig. 10, the core is

actually located upstream of the geometric center of
the granular cascade.

The core appears to form as a result of two cooper-
ative influences. First, smaller grains percolate through
the flowing layer to occupy successively lower strata
each time the bed overturns. Second, once a sufficient
volume of smaller grains has accumulated, the larger
grains tend to roll increasingly freely over the (com-
paratively smooth) substrate of smaller grains. This
higher speed surface flow reinforces the segregated
state by expelling remaining slower small grains. These
mechanisms are very robust, and cores are almost
invariably found in tumbling of freely flowing grains
with diameter ratios between about 1 : 1.5 and 1 : 7.
As the diameter ratio approaches unity, the core
becomes more diffused, while as the diameter ratio
grows sufficiently large, fine grains can percolate
increasingly freely through a matrix of larger grains
or, if sufficiently fine, can coat the larger species.

Axial Demixing

A second stage of segregation occurs in drum tumblers
as grains in the core migrate along the tumbling axis.
Numerical and experimental investigations have attrib-
uted this migration to conflicting causes, e.g., a second-
ary flow within the core leading to a bulging of the core
toward the surface versus different angles of repose of

Fig. 10 Typical segregation pattern seen between fine (dark)
and coarse (light) grains in small transparent drum tumbler.
A core of fines extends along the entire length of the tumbler,

connecting the bands that emerge at the surface in a single
bulging tube. The coarse grains are constrained to flow
within the confines defined by this tube. This constraint is

important for understanding mechanisms of demixing in
more complex geometries, as described in the section ‘‘Com-
petitive Patterned Demixing.’’
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fine, mixed, and coarse grains. Whatever the ultimate
cause, the result of this axial migration is the formation
of a series of bands as shown in Fig. 10. In this final
state, two pure phases of material are formed, divided
by sharp boundaries with very little intermixing.

Competitive Patterned Demixing

In more complex, and more common, tumbler geome-
tries, several distinct segregation patterns have been
observed. These patterns are believed to arise from a
competition between surface segregation of coarse
grains flowing over a radially segregated core of fine
grains and interactions with the boundaries of the tum-
bler. Despite significant differences between common
blender geometries, there is substantial commonality
in the ultimate patterns seen. For example, mixing of
large, light-gray and small, dark-gray grains in a
double-cone and a V-blender generates similar patterns
in both experiments and particle-dynamic simulations,
as shown in Fig. 11.

As parameters such as fill level, tumbler speed, and
concentrations of the different particle species are var-
ied, the patterns observed though change significantly.
Importantly, there appear to be a few dominant and
recurring patterns that are seen both in experiments
and in simulations in all blender geometries. Notably
at high fill levels and tumbling speeds, the ‘‘left-right
state’’ shown in Fig. 1 appears to dominate. This
pattern and two other common variants are shown at
the top of Fig. 12 in top views of the surface of a

double-cone blender. Each of these patterns appears
reproducibly and spontaneously whenever different
size grains are tumbled in any of several blender geo-
metries. Simulations shown beneath the experimental
figures in Fig. 12 use a continuum model in which large
particles are convected on the surface of an idealized
convex bed of smaller grains. Container geometry is
included by assuming that large particles rebound
specularly when they reach the downstream boundary
of the idealized blender. Correspondence between
experimental data and this simulation indicates that
ongoing improvements in modeling show promise for
unveiling the underlying mechanisms of demixing
and permitting eventual accurate modeling of practical
granular processing systems.

Scaling

An ultimate goal of granular research is to enable
processing to be scaled up from bench to pilot to full-
scale operations. Scale-up methods are well developed
in other, (e.g., fluid) operations, but remain a distant
objective in granular systems. Several alternative
scale-up approaches have been suggested. For
example, the natural dimensionless group associated
with granular flow at a known speed, v, down a speci-
fied height incline, h, under gravity, g, is the Froude
number, defined to be the ratio of kinetic to potential
energies: Fr ¼ v2/gh. Experimental analysis reveals,
however, that neither mixing nor segregation scale with
Fr. Reasons for this are several: the competing mixing
mechanisms of convection, diffusion, and shear each
act on different characteristic time scales, and their
interactions are therefore complex in the extreme.

Fig. 11 Axial segregation in top views of double-cone blen-

der from (A) experiment and (B) particle-dynamic simulation
using large (light) and small (dark) spherical grains. Similar
patterns are seen in other tumbler designs, for example in
the V-blender in (C) experiment and (D) simulation.

Fig. 12 Three common segregation patterns between large

(light) and small (dark) grains seen in top views of double-
cone blender. (A) experimental snapshots and (B) simplified
continuum simulations.
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Additionally grains accelerate down a cascading sur-
face, and therefore the resulting behavior changes
qualitatively depending on whether they do or do not
reach an asymptotic speed in the cascade (for example,
compare Figs. 4C and 5). These and other influences
make first-principles analysis of granular scale-up
problematic.

Nevertheless, reproducible empirical scaling rela-
tions do appear to be attainable for specific blenders.
As an example, in the drum blender it has been determ-
ined that dynamically similar convective flow occurs
provided that R �O2/3 is held constant for lower tum-
bling speeds (where particles reach a terminal speed
in the cascading layer) and provided that R �O1/2 is
held fixed for higher tumbling speeds (where particles
do not reach a terminal speed), where R is the drum
radius and O is the tumbler rotation speed. Likewise
the demixing patterns shown in Figs. 1, 11 and 12
are found at all blender scales, and dynamical simi-
larity relations have been obtained for transitions
between these patterns. These encouraging findings
indicate that scaling of a particular granular blending
process in a specified geometry may be possible, but
that scaling relations can be expected to vary quanti-
tatively as process parameters (e.g., material proper-
ties, fill levels, tumbler geometries, etc.) are changed.
As in any rapidly evolving field, the current state of
understanding is not yet fully adequate for practical
needs, but research trends show promise for the inter-
mediate and longer terms.

MIXING MEASURES

A prerequisite to meaningful evaluation and interpret-
ation of mixing is the use and understanding of a
reliable measure of mixing. Though this concept may
seem straightforward, some care needs to be exercised
in its implementation. Any mixing measure is obtained
by first evaluating a relevant quantity, typically con-
centration, in specified sample regions. Ideally, in order
for the samples to be representative, they should be
taken uniformly from a flowing stream that is itself
uniform both in space and time. In tumblers, this is
not practical, and very often sampling consists of
extracting small aliquots of grains from a static bed.
We discuss techniques, and limitations, of extracting
such aliquots shortly, but first it is worthwhile to
review what one would do if provided with complete
access to concentration data throughout a granular
bed. Such an idealized scenario is sketched in Fig. 13,
where we display sequential snapshots of a 2D bed.
Suppose we can subdivide the blender into identical
boxes—elements of area in 2D, elements of volume
in 3D. In each box, let us define a concentration, Ca,
of a species of interest. Thus Ca might range from 0

in the black regions of Fig. 13, to 1 in the light-gray
regions.

Data Interpretation

The first thing to notice is that not all boxes are com-
pletely occupied by grains, and boxes near the periph-
ery of the bed can bias results strongly. For example,
in the leftmost snapshot, partially filled boxes consist
of anomalously high concentrations Ca, and an
unweighted evaluation of concentrations in all boxes
would yield a mean concentration, for this particular
case, of 60% light-gray grains. This is clearly wrong,
and can be corrected either by reducing the box size
(hence diminishing the fraction of boxes containing a
boundary of the bed) and excluding boundary boxes
or, preferably, by weighting each box based on its
fractional fill level.

A second issue is that there is necessarily a trade-off
between precision and resolution. That is, if the box
sizes are reduced, one obtains more boxes and hence
more values of Ca, and consequently any mixing mea-
sure will in principle have a lower standard error. On
the other hand, this reduction has an obvious limit as
the box size approaches the grain size, at which point
any blend will statistically appear to be unmixed
(because each box can only take on one of the two
values, Ca ¼ 0 or Ca ¼ 1). In practice, a happy
medium delivering both suitably low standard error
and an adequate sample sizeb is easily achieved; never-
theless it is important to understand what it is that
one is seeking to obtain before deciding on a sampling
protocol.

A third issue is illustrated in Fig. 14, where we plot
three schematic mixing states, each containing the

Fig. 13 (A) Subdivision of blend into sampling regions. By
determining concentrations, Ca, of interest in each region,
one can compute relevant statistics. (B) and (C) as time pro-

gresses, concentrations approach a mean value with standard
error that diminishes as the number of sampled regions
increases.

bTo compute a lower bound on box size, one typically assumes Pois-

sonian statistics for the presence or absence of particles within a

given box, so that uncertainties in a box containing n particles go as.
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same fraction of light and dark regions. Plainly the
leftmost state is fully segregated, but most simple mea-
sures would provide the same evaluation of mixedness
for the two other states. Moreover, the rightmost sche-
matic represents a common outcome of shearing flows
(cf. striated state in Fig. 9). For this reason, it may be
desirable to customize one’s mixing measure to accu-
rately reflect the desired endpoint of measurement,
and correspondingly innumerable different mixing
measures have appeared in the literature. These many
different measures unfortunately do little to advance
the comprehensive understanding of granular blending
or to permit comparisons between different data
sources, and it is consequently preferable, where feas-
ible, to use a single set of mixing measures as suggested
in the following section.

Intensity of Segregation

One of the most useful measures of mixedness is the
intensity of segregation. This is little more than a
normalized variance of concentration measurements.
Intrinsic to the use of intensity of segregation, there-
fore, is the presumption that the mixing distribution
is, at least to a first approximation, Gaussian. This
raises two issues: first, it is not clear that granular
mixing tends toward a Gaussian state, and second, in
many practical applications a Gaussian is not the
desired outcome. Indeed, in pharmaceutical proces-
sing, if a blend were Gaussian rather than uniform,
then the unavoidable presence of exponential tails on
a Gaussian distribution would guarantee that some
small fraction of tablets made from the blend would
be beyond any therapeutic range that one could spe-
cify. Fortunately, granular flows seem to scatter grains
more uniformly than a simple Gaussian would predict,
although the details and mechanisms for this behavior
are not yet well understood.

With these caveats in mind, a definition of the inten-
sity of segregation is:

I ¼ s2 � sr
2

s2
o � sr

2
ð1Þ

where s2 is the variance of sampled data, sr
2 is the vari-

ance of the same number of randomly chosen concen-
tration data, and so

2 is the variance of an initial,
typically fully segregated, state, again consisting of
the same number of data points. Several forms of I
appear in the literature; this form is useful because it
is normalized so that I ¼ 1 and I ¼ 0 correspond to
completely segregated and randomly mixed states,
respectively.

Two other mixing measures of importance to phar-
maceutical processing are, first, the relative standard
deviation (RSD), defined to be:

RSD ¼ s
hCai

ð2Þ

where s is the standard deviation and Ca is the mean
concentration over all samples taken, and the mixing
rate, k. The mixing rate is defined according to the
relation:

I ¼ Ioe�kt ð3Þ

where Io is an initial intensity and t is time. Many,
though not all, mixing mechanisms produce an expo-
nential approach to uniformity as presupposed by
[Eq. (3)]. Deviations from [Eq. (3)] are discussed in
the following section; for now, if we assume that the
intensity of segregation decays according to [Eq. (3)],
we can extract a mixing rate from any given experi-
ment and thereby evaluate and compare mixing effi-
ciencies of different blenders, of blenders operated
under different conditions, and of effects of changes
in material or other properties of interest.

Examples

Mixing rates

To examine the behavior of mixing measures, it is use-
ful to begin by considering systems free of experi-
mental uncertainties. Particle dynamic simulations
such as those discussed in the sections ‘‘Mixing
mechanism in Three Dimensional Tumblers’’ and
‘‘Demixing,’’ represent such ideal systems: the pres-
ence and locations of all particles are known and are
free of sampling errors (discussed in the section on
‘‘Sampling Techniques’’).

Fig. 14 Illustration of the importance of rational data

interpretation. The state (B) intuitively looks well mixed,
but has the same number of black and white boxes as states
(A) and (C). Evidently a larger box size is required to make

meaningful mixing measurements. States (B) and (C) have
very different structures, but produce similar measures of
mixing using common statistics. For this reason, many custo-

mized mixing measures have evolved in the literature.
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The simplest of these simulations from the point of
view of mixing measurement is the double-cone. Raw
variances taken from volume elements initially sepa-
rated axially in the blender are shown in Fig. 15A.
The variances are color coded according to the initial
locations sketched in the inset. Evidently, after the first
or second revolution of the blender, variances decay
nearly exponentially (i.e., linearly on this semi-log
plot). Mixing is slowest, however, between particles
initially near the axial center of the blender (light gray
in Fig. 15A). This is to be expected because, as com-
mented earlier, the rate limiting mixing process is
dispersion across the symmetry plane of the blender,
or looked at another way, grains starting further from
the symmetry plane experience a secondary axial con-
vective flow, that grains closer to this plane do not.

It is instructive to compare this simulation with its
counterpart in the V-blender, shown in Fig. 15B, where
mixing is much more irregular. This irregularity has
been traced to periodic sloshing of grains to and from
the arms of the blender. Again there is a barrier to mix-
ing across the symmetry plane of the tumbler, but com-
parison of the scales of Figs. 15A and B reveals that the
sloshing process accelerates mixing significantly. Thus
as one would expect, the smooth flow seen in the dou-
ble-cone is manifested in a smooth decay in variance
shown in Fig. 15A and modeled by [Eq. (3)], while
the periodic sloshing of grains in the V-blender is
poorly fit by such a simple relation. For all tumblers,
it is notable that mixing evolves with each successive
tumbler rotation and not with elapsed time, and all stu-
dies indicate that tumbler rotation rate (within a fixed
regime) is nearly inconsequential.

Segregation Rates

As its name suggests, the intensity of segregation is
especially useful for analyzing segregating mixtures.
For example, rather than evaluating I in a simulation
of identical particles, as shown in Fig. 15, if we evalu-
ate I for a simulation of the segregating mixture in the
double-cone shown in Fig. 11B, we obtain the plot
shown in Fig. 16A. Here the blend starts from an arti-
ficially mixed state, I � 1, and approaches an asymp-
totically segregated state, I ffi 0.3. The solid data
points are obtained by dividing the total occupied vol-
ume into separate boxes and calculating the number of
small grains within each box. The dashed gray curve is
an exponential approach to an asymptote included for
comparison, which indicates that segregation, as well
as mixing, in simple geometry tumblers obeys a simple
exponential relation. For more complex tumbler
geometries, segregation approximately follows an
exponential approach to an asymptotic segregated
state, but is more erratic, as shown in Fig. 16B for
the V-blender.

SAMPLING TECHNIQUES

Thieves

In practical blending processes, one cannot obtain
arbitrary quantities of pristine data as one can using
particle-dynamic simulations, and one must settle for
sampling a static bed, as mentioned previously. In such
a case, it is especially important to understand sam-
pling limitations and systematic biases. A common
means of obtaining samples in a tumbler is by the
use of a scoop or thief sampler. These samplers are
inserted into the bed and extract samples from its

Fig. 15 Variance of concentrations of identical color-coded

grains from particle-dynamic simulations of (A) a double-
cone and (B) a V-blender. Notice that the smooth flow in
the double-cone is reflected in a smooth, asymptotically
exponential, reduction in variance with time, while the slosh-

ing flow in the V-blender (Fig. 7) produces periodic undula-
tions in mixing response.
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interior. In such an application, it is necessary to
obtain a representative spatial distribution of samples
throughout the bed, and for this purpose it is recom-
mended that one build a jig above the tumbler opening
into which one can insert samplers at fixed locations in
the plane of the opening and to specified depths per-
pendicular to the plane.

The behaviors of two popular types of thief sam-
plers are shown in Figs. 17 and 18. In Fig. 17 is shown
the result of inserting a ‘‘side-sampling’’ thief, consisting
of a tube with a slot in its side that can be opened to
allow grains to flow into a cavity and closed to extract
the sample. In the photograph of Fig. 17A, an interior
section of a solidified bed (see section on ‘‘Solidifi-
cation’’) of light gray 200-mm and dark 60-mm grains
is shown. The grains are initially layered, and from this
snapshot it is clear that the act of inserting the thief

causes grains to be entrained along the insertion route.
This entrainment causes local particle rearrangements
that typically result in the bed appearing to be anomal-
ously well mixed. It is also significant that side-sampling
thieves rely on particle flow into the sampling cavity to
obtain grains, and consequently freely-flowing or smaller
grains can penetrate the sampling slot more readily than
cohesive or larger grains. These conclusions are borne
out in quantitative tests: in Fig. 17B, we plot the fraction
of smaller beads in samples obtained using a side-
sampling thief in separate experiments in which 60-mm
grains are initially arranged in a single thick layer over
a bed of 200-mm grains. Evidently the thief obtains
samples almost entirely consisting of the smaller species,

Fig. 17 Systematic sampling errors introduced by a side-
sampling thief. (A) Initially layered configuration of large
(light) and small (dark) grains are noticeably disturbed as this

thief entrains grains during insertion. (B) This type of thief
relies on free flow of grains to fill a cavity when a slot is
opened in the side of the sampling tube. Consequently, fine

and freely flowing grains are overrepresented by this probe,
and fine grains are transported to regions where they were
not originally placed.

Fig. 16 Evaluation of segregation between different size
particles in particle dynamic simulations in (A) double-cone

and (B) V-blender.
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irrespective of the genuine concentration originally in
the sampling location.

The problem that side-sampling probes do not allow
larger or more cohesive grains to enter the sampling
cavity can be mitigated through the use of ‘‘end-
sampling’’ thieves such as the one shown in Fig. 18.
In these thieves, the sampling tube is inserted to a
desired depth in the bed, an aperture at the distal
end of the probe is opened, and then the probe is
pushed deeper into the bed and the aperture is closed
again to allow extraction of the sample. Because grains
are actively forced into the cavity, rather than passively
flowing into it as in side-sampling thieves, this device
is relatively free of differential sampling problems as

can be caused by differences in particle flowability.
However, as shown in Fig. 18A, these devices are
typically bulky and consequently entrain considerable
material during their insertion. The resulting sample
concentration measurements (Fig. 18B) are therefore
improved over those of the side-sampling thief, but
remain very inaccurate and the data consistently over-
estimate a blend’s mixedness.

Core Sampling

An alternative that is nearly free of either flow (e.g.,
Fig. 17B) or entrainment (e.g., Fig. 17A) anomalies is
the ‘‘core-sampler.’’ This sampler extracts an entire
contiguous core of grains throughout the depth of
insertion. At its simplest, the probe consists of a thin
walled tube that is inserted into a granular bed,
together with a mechanized extrusion apparatus to
permit samples to be extracted in a last-in, first-out
manner after the tube has been removed from the
bed. In the case of freely-flowing grains, which could
otherwise flow out of the tube, the device is embel-
lished by incorporating an end-cap that can be opened
during insertion and then closed during extraction.
Unlike the end-sampling thief, the end-cap mechanism
here is internal to the sampling tube, and an entire core
is extruded from the bed. The behavior of this device is
demonstrated in Fig. 19. Using the end-cap (shown
closed in Fig. 19A), the concentration data obtained
compare favorably with other methods, as shown in
Fig. 19B. Importantly, in the core sampler the core
extends through the depth of the sampling tube and
so sample sizes are large. Random uncertainties are
therefore small and corrections for systematic errors
that remain can be predictably made.

Without the end-cap, agreement between experi-
ment and theory is further improved. In Fig. 20 we dis-
play core sampling results for three different inner
diameter sampling tubes using a two-layer bed of com-
mon pharmaceutical excipient powders: microcrystal-
line cellulose and lactose. For all sampler diameters,
the experimental data are indistinguishable from ideal
expected concentrations. In practice, we note that it is
important that the walls of the sampling tubes be
polished (to prevent excessive entrainment and dif-
ficulty filling the tube during insertion) and that a
well-regulated extrusion device be employed.

Assays

Once samples have been obtained, one can use a
variety of available chemical, optical, spectroscopic,
chromatographic, or other assays to determine concen-
trations of interest. For example, data in Fig. 20 were
obtained using a calibrated densitometric technique

Fig. 18 Sampling errors introduced by an end-sampling

thief differ from those of a side-sampling thief, but persist
nonetheless. In this type of thief, a window is opened at
the bottom of the sampling tube and grains are forced into

a cavity by further insertion of the thief. This eliminates
the bias toward grains that passively fill a cavity more easily
than others, but on the other hand, (A) these thieves entrain

more grains during insertion and (B) their performance again
suffers from substantial systematic error.

2364 Mixing and Segregation in Tumbling Blenders



M
ic

ro
en

ca
p–

N
eu

ra
l

in which one of the two species was colored in advance;
identical results have been obtained using other assay
techniques, e.g., reflection near-infrared spectroscopy
used to evaluate distributions of magnesium stearate
(a common pharmaceutical lubricant). One parti-
cularly useful technique for evaluating the effectiveness
of tumbler design or process modifications involves the
use of conductivity assays. For this technique, stan-
dard non-ionic excipients are blended with mock-
actives consisting of simple soluble salts (e.g., KCl or
NaCl) granulated in the size of interest. Samples
extracted from the interior of the blend using core-
samplers (inserted at controlled locations using a
jig as described previously) are then extruded in
fixed weight aliquots and dissolved in a known quan-
tity of solvent (typically just deionized water). The con-
centration of the solution is then measured using

commercially available probes, and by comparing
concentration data with calibration curves obtained
separately, one can rapidly and accurately establish
mixing statistics of the mock-active as a functions of
operational parameters of interest.

As an example, we have mentioned that it is typi-
cally necessary to fragment cohesive agglomerates
through the use of an intensifier bar (a high speed
impeller) or similar device. To investigate the effective-
ness of intensification during preblending, in Fig. 21 we
show plots of RSD of mock active vs. blending time in
a V-blender with and without intensification. Each
data point is obtained from a separate experiment in
which the blender is loaded in predefined layers and
then tumbled for the specified time, after which mul-
tiple samples are taken (again always from the same

Fig. 20 Non-freely-flowing, powdered material can be
extracted from a blend using a core sampler with an open
end. In this case, measurement errors are virtually undetect-
able, here in a sampling experiment using a thick layer of

microcrystalline cellulose above a bed of lactose.

Fig. 21 Mixing rates in a V-blender tumbled at 24 rpm with
and without shear induced by a high speed intensifier bar.

Fig. 19 Core sampler with end-cap can be used for freely-
flowing (e.g., granulated) materials that would escape from
the sampling tube during removal from the bed without the
end-cap. (A) Very little entrainment is visible after insertion,

and (B) systematic errors are reduced.
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locations in the bed) and assayed. Because the samples
are taken using entire intact cores, large numbers of
data are obtained throughout the depth of the bed.
Typically nine cores are taken, distributed uniformly
in a grid around the blender opening; since the V-blen-
der has two arms, in this set of experiments five cores
were taken through openings at the end of each arm.

By solidifying an entire blend, one can obtain data
in enormous quantities and in exceedingly high detail.
For example, in Fig. 23, we show the interior of a blend
in a double-cone solidified using a methacrylate sol-
ution and then sliced open through the tumbler sym-
metry plane. Here �90-mm grains have been blended
beginning with a segregated initial state, and the mix-
ing structure, characteristic of stick-slip flow (described
earlier), can be resolved down to the size of the grains
themselves.

This type of sampling protocol permits the quanti-
fication of mixing under a variety of different conditions.
As we have mentioned, because core sampling provides
large quantities of bed material in a reproducible
manner, one can assay some of the samples and retain
others for later analysis—e.g., to perform dissolution
or bioavailability tests or for archival purposes.

Solidification

Core sampling combined with calibrated assaying tech-
niques represents the best available technology for
quantification of mixing of industrial scale blenders.
Other techniques are available, however, for labora-
tory scale studies. The gold standard for these is the
solidification technique, described here. To solidify a
granular bed, one performs a mixing experiment using
colored or otherwise distinguishable grains and infil-
trates the blend with a polymeric solution such as

methacrylate copolymer, low viscosity epoxy, or heated
gelatin. The polymer is allowed to set, and the solidified
monolith is sliced open using a saw (for large samples
solidified with methacrylate or epoxy) or a knife (for
samples set in comparatively soft gelatin) to reveal
internal mixing patterns. Separate experiments using
structured (e.g., intentionally layered) blends confirm
that the blend is not disturbed by infiltration provided
that the infiltration is carried out slowly and from one
end of the tumbler to the other (so as to avoid trapping
bubbles). This technique is appropriate only for labora-
tory scale apparatus, in which setting times are short
and it is feasible to handle and slice the entire frozen
blend. Additionally, the technique typically involves
sacrificing the blending vessel (which is obviously not
always practical), although blends solidified in gelatin
can be released from the blender by heating it from
outside.

Typical results are shown in Fig. 22 using a segre-
gating mixture of fine, dark, and coarse, light, grains in
a drum tumbler solidified using gelatin. The slices dis-
played show clear evidence both of radial and axial seg-
regation. These slices incidentally also reveal an evident
shortcoming of attempting to visualize mixing only from
the outside of the blend. This has been done many times
in the literature, but without validating the results by
examining the interior of the bed, such studies can be
grossly misleading, as the differences between the
exterior and interior slices shown in Fig. 22 illustrate.

Fig. 22 Internal and external slices obtained by solidifying a
blend, here of coarse (light) and fine (dark) grains in a drum

tumbler. Segregation is evident, and the difference between
internal and external slices highlights the importance of not
relying on external appearances of tumbled blends.

Fig. 23 High-resolution data are obtainable by solidifying

and slicing an entire blend, here of identical but colored
�90-mm grains in a double-cone blender.
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Other Techniques

Other, more technologically involved, techniques have
also been developed for visualizing the interior of
granular beds. These include:

� Diffusing wave spectroscopy, used to measure sta-
tistics of fluctuations in relatively thin, Hele-Shaw
configurations

� Positron emission tomography, in which a single
radioactive grain is tracked during flow within a granu-
lar bed using an array of external photomultipliers

� Magnetic resonance imaging, in which magnetic
moments of hydrogenated grains are aligned in
structured configurations (e.g., stripes) and these
structures are tracked for short periods of time

� X-ray tomography, in which a population of radio-
opaque grains are tracked in a flow of interest.

These techniques are typically expensive and cum-
bersome to implement; nevertheless they reveal flows
within an optically opaque bed and provide valuable
information not attainable otherwise. For example, in
Fig. 24, we display results of x-ray tomography experi-
ments that show the evolution of the interior mixing
structure within a double-cone blender using molyb-
denum-doped tracer particles (dark in Fig. 24). These
experiments represent a scaled-up version of the solidi-
fication data shown in Fig. 23: the capacity is 8 times
larger (�4.8 L vs. 0.6 L), and the particle diameter is
18 times larger (�1600 vs. 90 mm). Data of this kind
reveal a complexity in flow and mixing evolution that
simultaneously represents the cause of historical dif-
ficulty in understanding the subject and the opportu-
nity for future developments.
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Moisture in Pharmaceutical Products

R. Gary Hollenbeck
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Baltimore, Maryland, U.S.A.

INTRODUCTION

The earth contains 75% water,[1] some of it in pharma-
ceutical products. With regard to solid dosage forms,
pharmaceutical scientists have struggled for years to
answer questions on how much is there, in what form
is it, and if, when, and how might it influence a product
or manufacturing process.

The term moisture, usually defined as wetness con-
ferred by an unidentified liquid,[2] is assumed here to
be due to water. Thus, the scope of this article is the
characterization of and consequences due to relatively
small amounts of water associated with solids of phar-
maceutical interest. Chemical stability, crystal struc-
ture, powder flow, compaction, lubricity, dissolution
rate, and polymer film permeability are some properties
of pharmaceutical interest that have been demonstrated
to be influenced by the presence of moisture. Wet
granulation, extrusion, spheronization, tray drying,
freeze drying, spray drying, fluid-bed drying, tableting,
and aqueous film coating are some unit operations
that obviously depend on the amount and state of
water present.

Moisture can and does influence the properties of
individual active ingredients and excipients, and it is
essential, as a first step, to characterize the effect of
moisture on these individual components. Indeed,
most of this article examines the sorption behavior of
specific chemicals. However, the behavior of a pharma-
ceutical formulation is a complicated function of the
individual component attributes. The following is an
example of heterogeneous moisture distribution: A
powder blend containing 2% moisture has a 10% con-
tent of an hydrophilic binder. If one assumes that all
the moisture is associated with the binder, the moisture
content of the binder itself would be 20%. Photomicro-
graphic evidence demonstrates dramatically how the
presence of a disintegrant, for example, can dramati-
cally alter the environment in which a moisture-
sensitive drug may exist at a particular relative
humidity.[3] Even though at least one model has been
developed that allows the prediction of component
moisture contents in a blend,[4] the distribution of
water in complicated formulations is largely uncharted
territory.

Historical Perspective

In the area of moisture in pharmaceutical products, it
is possible to identify three stages in the scientific and
regulatory history. The first stage dealt more or less
exclusively with the amount of water present in phar-
maceuticals, most of which were products of natural
origin, with regard to issues of potency and commerce.

In the second stage, there was a realization that
water could affect the chemical and physical properties
of drugs and dosage forms. The fact that water might
exist in different states was exemplified by partitioning
the water into ‘‘bound’’ or ‘‘free’’ moisture. The impli-
cation was that the free, or solvent-like, moisture
was responsible for most stability and production
problems.[5]

The third stage came with the realization that even
small amounts of ‘‘bound’’ moisture could have a
dramatic impact on properties and processes of phar-
maceutical interest. In the evolution of this scientific
pursuit, it is now evident that the state of moisture is
as important as the amount present. Although sophis-
ticated thermodynamic characterization of adsorbates
has been the subject of research since the pioneering
work of Gibbs,[6] this stage has been enhanced by the
ability to examine behavior at the molecular level by
using powerful new analytical tools.

Over the years, only few studies linked a thorough
characterization of moisture with physical and chemi-
cal stability and production problems. Recent interest
indicates that the subject is still important, there are
still questions to be answered, and the gap between
thermodynamic characterization and technological
application will continue to narrow.

Compendial Standards

The methods for moisture determination in USP 24/NF
19[7] are at best, classical, addressing only the determi-
nation of moisture content.[8] The specifications for
most official articles are arbitrary and may be excess-
ively restrictive or broad. They are not supported by
the type of data referred to previously that relate moist-
ure content to the stability or performance of the article.
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A USP Advisory Panel on Moisture Specifications
initiated a revision process[9] with the inclusion of
background material in the general chapter h1241i
‘‘Water-Solid Interactions in Pharmaceutical Sys-
tems.’’ However, this occurred over 10 years ago and
it has not been followed by the inclusion of standard
analytical tests that can be used to characterize the
state of water.

The USP offers two methods for the determination
of moisture content in solids: titrimetry (Karl Fisher
titration) and gravimetry (e.g., thermal gravimetric
analysis). Applications, advantages, and disadvantages
of these methods are addressed later. Most articles
listed in the official compendia contain specifications
on ‘‘water’’ or ‘‘loss on Drying (LOD).’’ For chemi-
cals, the gravimetric method is the same as the physical
test in the general chapter h731i ‘‘Loss on Drying.’’[8]

As volatile components other than water may be pre-
sent, loss on drying is not a de facto moisture content
determination. Inclusion of a ‘‘water’’ specification
is an indication that the only volatile component
present is water.

The nature of moisture content determinations is
perhaps best exemplified by the fact that the Handbook
of Pharmaceutical Excipients[10] lists 31 separate ver-
sions of laboratory tests to determine moisture content
and one to determine equilibrium moisture content.
These methods were used to assess the moisture con-
tent in the compilation of 148 monographs,[10] many
of which do not deal with solids.

BACKGROUND

Conventions, Definitions, and Terminology

The subjects of moisture and solids have not been dis-
tinguished by clear definitions and consistent usage.
Table 1 clearly defines terms that are often misused.

Several conventions will be followed in this article.
Moisture contents are expressed on a dry weight basis.
When necessary, the subscript 1 is used for water, and
the subscript 2 for the other component in the adsorb-
ent; in the absence of a subscript, the property is to be
attributed to water. Results of many routine tests
conducted in my laboratory have been included here.
Although the specific equipment used and all the
experimental details are not provided, an effort has
been made to include information that can substan-
tially influence the results of the test (e.g., heating rate
in thermal gravimetric analysis). These data should be
taken as being representative of the substance tested
and not necessarily as the results to be expected
for a given lot of the substance examined with
different instrumentation under different experimental
conditions.

The sorption isotherm is the most widely used
expression to quantify a substance’s affinity for water.
It is, as the term implies, a relationship at a constant
temperature.

n ¼ fðxÞ ð1Þ

where n, the number of moles of water sorbed, is a
function of x, the partial pressure of water in the
atmosphere at that temperature. The correspondence
of n to moisture content and x to relative humidity, as
defined in the Table 1, suggests that this functional
relationship may be stated in numerous ways. Often,
the graphical presentation of sorption isotherms is a plot
of the dependent variable moisture content versus rela-
tive humidity, with both expressed on a percentage basis.

Idealized moisture isotherms are presented in this
article for substances that sorb moisture in discrete
stages (e.g., crystalline materials capable of forming a
hydrates) and for substances that do not interact with
water in discrete stages.[11] These idealized isotherms
form a basis for the discussion of deviations and unex-
pected effects of moisture sorption that can influence
the physical or chemical properties of the solid.

Fig. 1 is a sorption isotherm constructed for a hypo-
thetical solid with a molecular weight of 180, which is
capable of forming a monohydrate. In this case, the
solubility of the substance in water is assumed to be
50 wt% and the critical humidity for the transition
from anhydrous to monohydrate is assumed to be
60% RH. It is also assumed that a solution of the solid
in water behaves ideally.

The stepwise character demonstrated in this profile
is characteristic of a substance capable of forming a
hydrate. At humidities below 60% RH, the moisture
content of the solid remains virtually unchanged.
When the activity of water reaches a critical relative
humidity of 60%, water is sorbed by the solid as
the anhydrous form converts to the monohydrate.
For this example, the moisture content associated with
the complete transition to the monohydrate is 10%
(e.g., 1 mole of water ¼ 18 g; 1 mole of the sub-
stance ¼ 180 g).

Further increase of humidity has no appreciable effect
on moisture content until a water activity is reached
equal to that associated with a saturated solution of
the substance in water at the temperature of the analysis.
The relative humidity associated with this activity will be
referred to as RHs. In this case, RHs ¼ 91% relative
humidity, as the solubility of 50 wt% is x2 ¼ 0.09. On
a mole fraction basis, and, assuming ideal solution
behavior, x1 ¼ 1 � x2 ¼ P1/P1

o. In this hypothetical
case, the moisture content of the saturated solution when
all the solid is dissolved is 100%; therefore, at 91% RH
the monohydrate sorbs water from the atmosphere until
dissolution is complete. The fact that constant humidity
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Table 1 Definitions

Term Symbol(s) Definition

Sorption The spontaneous acquisition of a component (water in this
case) from the atmosphere by a system.

Adsorption Sorption confined to the surface of the solid. The amount of
water adsorbed is directly proportional to the surface
area available.

Absorption Sorption characterized by penetration of the sorbed
component into the bulk structure of the solid. The
amount of water absorbed does not depend on
surface area.

Desorption The spontaneous loss of the sorbed component (water) to

the atmosphere.

Sorbent The substance or system responsible for sorption.

Adsorbent Ostensibly the substance responsible for adsorption. The
term ‘‘absorbent’’ is not in common usage. Adsorbent is
used without discriminating between adsorption or

absorption.

Adsorbate The substance being adsorbed (water in this case).

Moisture content MC, W The total amount of water present with the adsorbent.

Dry weight basis WD An expression of moisture content related to the weight of
dry solid.

WD ¼ wt. water/wt. of dry solid

%MCD Amount of moisture present with 100 g of dry solid.

%MCD ¼ 100WD

Wet weight basis WW An expression of moisture content referring to the total
weight of the sample.

WW ¼ wt. water/wt. of sample

%MCW Amount of moisture present in 100 g of sample.
%MCW ¼ 100 WW

Equilibrium moisture content EMC, %EMC, WD.eq, WW.eq The moisture content (sometimes expressed on a percentage
basis) at equilibrium under specified conditions of
temperature, pressure, and vapor composition.

Partial pressure of water
in the atmosphere

P/Po The vapor pressure of water in the atmosphere (P)
expressed as a fraction of the saturation vapor pressure
of pure liquid water (Po) at the same temperature.

x As the behavior or water vapor is generally assumed to be
ideal (fugacity ¼ pressure), x is the activity of water.

Relative humidity %RH, 100P/Po, 100x The vapor pressure of water in the atmosphere (P) usually

expressed as a percentage of the saturation vapor
pressure of pure liquid water (Po) at the same
temperature.

Bound moisture Water associated with a solid exhibiting a vapor pressure

less than P.

Free moisture, unbound
moisture

Water present in a solid exhibiting a vapor pressure greater
that P. This water is sometimes referred to as ‘‘freezable’’
water.

Hygroscopicity A term synonymous with sorption, implying an acquired

amount or state of water sufficient to affect the physical
or chemical properties of the substance.

(Continued)
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is produced by a saturated solution of a substance has
been used as a basis for establishing controlled-humidity
chambers.

At relative humidities above 91%, the colligative
behavior of the solution results in absorption of water
until the solution is in equilibrium with water vapor in
the atmosphere. In Fig. 1, this region has been con-
structed based on Raoult’s law.

Although some specific examples are given, several
aspects of the sorption of water by crystalline sub-
stances deserve attention at this point. First, it is
important to recognize that the large quantity of water
that associates with these systems actually obscures
small changes in moisture content that occur between
hydrate transitions. It has been stated that lactose
monohydrate, for example, ‘‘contains 5% water of
crystallization and approximately 0.1% adsorbed
water’’,[10] indicating that adsorption takes place on
the hydrate.

Furthermore, this sorption isotherm is a thermo-
dynamic relationship. Although it represents the equi-
librium position, it does not provide any information
about the rate at which the transitions take place.
For example, the desiccant calcium sulfate goes

through two stages of hydration, as shown in Eq. (2).

Stage 1:

CuSO4 þ
1

2
H2O ! CuSO4 þ

1

2
H2O

Stage 2:

CuSO4 þ
1

2
H2O þ 1

1

2
H2O ! CuSO4 þ 2H2O

ð2Þ

The first stage where the hemihydrate is formed
takes place instantaneously in the presence of water
vapor, whereas the second stage requires a matter of
weeks or months to reach completion, depending on
the humidity at which the hemihydrate is stored.[12]

Finally, the critical relative humidities are depen-
dent on the nature of the solid. For example, the spon-
taneous dissolution process has been observed for
many water-soluble substances at relative humidities
significantly below that associated with a saturated
solution of the substance in water.[5] Van Campen,
Amidon, and Zograf[13–15] have examined the moisture
sorption kinetics of deliquescent solids at relative
humidities above what they term the ‘‘critical relative
humidity’’ (RHo), where adsorbed water takes on the
character of condensed water and serves as a solvent.
It is important to recognize that a highly undesirable
process such as deliquescence can occur when it may
not be expected (e.g., when RHo < RH < RHs).

In all the previous examples, the process was
absorption, and water ultimately had access to the
entire solid; variations in particle size, and conse-
quently, surface area, would not effect the profile. In
many of the subsequent examples, not only is surface
area a determinant of moisture content, but pertur-
bation of the solid can occur during sorption to
produce unexpected and dramatic effects.

Brunauer[16] organized the experimental isotherms
observed for vapor sorption into the now classical five
groups, Types I to V. Brunauer, Emmett, and Teller[17]

Table 1 Definitions (Continued)

Term Symbol(s) Definition

Water of hydration Water present in regular positions within a crystal lattice.[3]

(There is a specific stoichiometry with the other

molecule.)

Efflorescence Spontaneous loss of water of hydration (not thermally
induced).

Deliquescence Sorption sufficient to produce dissolution of the substance.

Monolayer capacity Vm Volume of water (STP) adsorbed at STP when the surface
is covered.

Ym Amount of water adsorbed when the surface is covered.
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Fig. 1 Stepwise sorption isotherm for a hypothetical substance.
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presented a unified theory of multilayer physical
adsorption that was purported to describe all types
of isotherms. Numerous texts present detailed
discussion of the basis for this theory. In the context
of this discussion, capillary condensation will not be
considered and the focus will be Types I, II, and III
behavior. Fig. 2 is a graphical representation of these
three types, generated from Eqs. (3)–(5).

Type I isotherms, where sorption occurs on strong
sorption sites, are characterized by a monotonic increase
in the amount of vapor adsorbed, up to a maximum
value assumed to represent a completed unimolecular
layer. The Langmuir equation is generally a suitable
functional relationship for n ¼ f(x), as given by

y ¼ ymBx

1 þ Bx
ð3Þ

where y is the amount of water adsorbed at x ¼ P/Po,
ym is the monolayer capacity, and B is a constant, often
referred to as the adsorption coefficient. Using the
generally assumed value of 1250 nm2 for the area
occupied by a molecule of water on the adsorbent
surface, the surface area can be estimated from ym.

The characteristic inflection in Type II behavior occurs
when multilayer sorption starts. The Brunauer, Emmett,
Teller (BET) equation,[17] shown as Eq. (4), can describe
isotherms where multilayer sorption is evident:

y ¼ ymCx

ð1 � xÞð1 þ ðC � 1ÞxÞ ð4Þ

Based on the assumptions in the kinetic derivation
of the BET equation, the constant C is related to the

average heat of adsorption in the first layer. Type III
isotherms occur when this value is low.

Application of the BET equation to experimental
data has become the standard method for surface area
determinations. The constants are determined from
data at low humidities (5–30% RH). Based on these
parameters, the BET equation almost always overesti-
mates the amount of water associated with the solid at
high humidity.

As 100% RH is approached, the BET theory pre-
dicts that the amount of water adsorbed will be infinite.
As the influence of the solid surface does not extend
indefinitely, it should be expected that a finite number
of molecular layers would be adsorbed (presuming that
the solid is not soluble.) Many authors attribute the
‘‘infinity catastrophe’’ of the BET theory to the lack
of consideration of lateral adsorbate interactions.[18–20]

Ostensibly the constant C relates to the state of
water associated with the solid; however, the simplistic
assumptions (all molecules in the second and higher
layers are assumed to have the same character as bulk
water and horizontal interactions between molecules
are ignored for all layers) used in the derivation pre-
clude really useful thermodynamic information.

Eq. (5), a modification of the BET equation which
assumes a third thermodynamic state for the adsorbate,
was developed independently by Guggenheim et al.[21].

y ¼ ymCKx

ð1 � KxÞð1 þ ðC � 1ÞKxÞ ð5Þ

where K is a constant that accounts for the intermediate
state between tightly bound water in the first layer and
bulk liquid. This model is also simplistic but it does fits
data at high relative humidities better than the BET
equation. Eq. (5) is termed the GAB equation.[22]

All of the equations presented thus far are single-
valued relationships between the amount adsorbed
and the pressure of water in the atmosphere. However,
hysteresis is frequently observed. When a sample that
has reached a specific equilibrium moisture content is
exposed to lower relative humidity, desorption occurs.
In many cases, adsorption and desorption isotherms
are not superimposable.

Fig. 3 is an example of a Type II sorption isotherm
with hysteresis. Although the etiology of hysteresis has
been the subject of many discussions,[23–30] the
phenomena usually can be attributed to

� Irreversible perturbation of the solid, that is, sorp-
tion can increase (swelling) or decrease (collapse
of a freeze-dried cake) the surface area;

� Kinetic origin, that is, the new equilibrium position
has actually not yet been reached; and

� An actual change in state of the adsorbate.

24
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Fig. 2 Hypothetical Type I, II, and III sorption isotherms
with a monolayer capacity of ym ¼ 5.
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Most individuals recognize hysteresis in terms of a
substance having different moisture contents at a speci-
fied relative humidity (CD in Fig. 3). The implications
of this situation are obvious: the moisture content of a
material depends on its history of exposure to different
relative humidity conditions. Controlling relative
humidity can only insure that the moisture content lies
within the range specified by the isotherm. The other
aspect of hysteresis is that substances with equal moist-
ure contents can have adsorbed water with different
chemical activity (AB in Fig. 3).

Although the sorption isotherm is fundamental
to the characterization of moisture interaction with
water, it is generally not possible to make any judg-
ments about the effect of water on the substrate from
the isotherm alone. For example, it is not possible to
determine if an increase in moisture content is due
to multilayer adsorption, swelling of the substrate, or
some combination of the two.

Sorption isotherms for lactose are shown in Fig. 4,
compressible sugar in Fig. 5,[31] microcrystalline cellu-
lose in Fig. 6,[32] and aspirin in Fig. 7.[3] The isotherm
for lactose has been adapted from data in the Hand-
book of Pharmaceutical Excipients;[10] the stepwise
isotherm expected is not evident. The dashed line in
Fig. 4 is based on the statement that the monohydrate
forms at 70% RH.

Compressible sugar NF is an example of a material
that very slowly sorbs relatively small amounts of
water, with a resulting isotherm that is not smooth.
The adsorption isotherm was generated from a sample

that had been carefully preconditioned to remove
moisture. The dramatic difference between the desorp-
tion and adsorption branches of the isotherm indicates
that water forms a hydrate-like phase.[31] Zografi and
Kontny[22] have demonstrated that almost all of the
water taken up by compressible sugar is associated
with the maltodextrin.

Moisture sorption of microcrystalline cellulose has
been studied extensively.[22,32,33] Fig. 6A includes the sorp-
tion and desorption studies for microcrystalline cellulose.
The inserts are plots of moisture content versus time,
which approximately represent the kinetics of sorption
and desorption at each humidity. The equilibrium adsorp-
tion isotherm (Type II) has been fit to the BET equation
(C ¼ 16.48, ym ¼ 0.033 g/g solid) and this curve is
presented in Fig. 6B along with a curve described by the
GAB equation by using the same monolayer capacity.

The isotherm for aspirin would be classified as Type
III, indicating a low affinity for water followed by mul-
tilayer sorption. These four isotherms cover a broad
range of moisture interaction with solids of pharma-
ceutical interest.

ANALYTICAL METHODS

There is no single analytical method that suffices in the
characterization of moisture associated with solids.
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Fig. 4 Moisture sorption isotherm for lactose. (Adapted
from Ref.[10].)
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Fig. 3 Type II isotherm with hysteresis.
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The best approach is a judicious combination of the
following techniques.

In this era of automatic titrators, microprocessor-
controlled thermal analysis, and definitive spectral tech-
niques, one of the most powerful techniques, that is,
optical microscopy, is frequently overlooked. The value
of direct sample observation, preferably while it is
exposed to different relative humidities, cannot be over-
stated. In the author’s laboratory, a plexiglass chamber
was constructed that can be placed on the stage of the
microscope, through which air of known humidity can
be circulated. This simple technique has been very useful
in examining the swelling (or lack) of disintegrants[34]

and the influence of very hydrophilic excipients in com-
bination with a moisture sensitive drug.[3]

In a moisture determination by the physical separ-
ation of water from the solid, it is important to recog-
nize that free and bound moisture must be dissociated
from the solid by an applied stress, using

Solid � xH2O ! Solid � yH2O þ ðx � yÞH2O ð6Þ

where x is the moles of water initially associated with
the solid, y the moles of water still associated with

the solid, and (x � y) the amount of water released
as a consequence of the stress. The stresses used differ
according to the conditions (e.g., high temperature, low
vapor pressure, anhydrous solvent systems). Hence, the
moisture contents determined by different methods
may very well be different. There is no guarantee that
y ¼ 0, and no reason to expect that y has the same
value for different methods.

An equally important consideration is the fact that
these stresses are different than those that may be
responsible for moisture release during manufacturing
or within the product after manufacture. One should
approach the determination of moisture content with
the disconcerting realization that different methods
can produce different results and that none of these
results may be relevant.

Thermal Methods

Thermal gravimetric analysis (TGA) is undoubtedly
the most widely used method of moisture content
determination. The sensitivity and sophistication of
TGA instruments ranges from the classical moisture
balance (LOD) to specially designed microbalances
enclosed in chambers that may be evacuated. Micro-
processor control of the temperature increase has led
to more reproducible and discriminating information.

The result of a TGA of dicalcium phosphate dihy-
drate is shown in Fig. 8. The profile represents the
weight loss with increasing temperature (1.5�C/min)
in an environment containing a desiccant. The total
weight loss is the difference between the initial weight
and the final constant weight of the dry solid. There
are two regions in the profile, the first beginning at
about 90�C and the second at about 170�C. Assuming
that the only volatile component is water, calculations
indicate WD ¼ 0.228 (22.8% MC), with WD values of
about 0.042 and 0.186 associated with Regions I and
II, respectively.

The profile in Fig. 8 is characteristic of a crystal
hydrate, showing discrete regions of moisture loss
occurring at relatively high temperature. This parti-
cular profile is consistent with the dehydration scheme
shown in Eq. (7).

Reaction 1 :

CaHPO2 � 2H2O ! CaHPO4 � 1
1

2
H2O þ 1

2
H2O

Reaction 2 :

CaHPO4 � 1
1

2
H2O ! CaHPO4 þ 1

1

2
H2O ð7Þ

Differential scanning calorimetry (DSC) is a ther-
mal method that measures the energy change accompa-
nying a non-adiabatic process. A small sample of the
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Fig. 5 Moisture sorption isotherm for compressible sugar.
(Adapted from Ref.[31].)
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moist solid contained in a metal sample container is
exposed to a controlled increase in temperature. Water
dissociated from the sample is swept out of the heating
chamber by a nitrogen stream and the dynamic energy
consumption (mcal/sec) required to keep the sample at
the same temperature as an empty sample container is
recorded. When the temperature is increased at a con-
stant rate, the area under the DSC curve reflects the
energy, in the form of heat, associated with the
phase change.

The DSC profile for dicalcium phosphate dihydrate
(Fig. 9 curve A) includes two endotherms consistent
with the dehydration scheme shown in Eq. (7). (In
all DSC plots reported here, endotherms are positive

deflections from the base line.) It should also be noted
that the energy change measured is not specific for
water; it includes, for example, energy consumed or
released because of changes in crystal structure. Thus,
it is generally not appropriate to estimate moisture
content from the enthalpy change for dehydration
and the specific heat of vaporization of water.

A common error is to look at temperature profiles
(TGA or DSC) and conclude, for example, that no
water is released from dicalcium phosphate dihydrate
at 50�C. It is important to recognize that this is a
dynamic test with a large temperature increase
examined over a relatively short time periods.
Exposure of dicalcium phosphate dihydrate at 50�C
may indeed drive off water of hydration; the system
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Fig. 6 (A) Moisture sorption isotherm for microcrystalline cellulose : adsorption and desorption. (Adapted from Ref.[22].) (B)
BET and GAB equations describing the adsorption branch.
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Fig. 7 Moisture sorption isotherm for aspirin. (Adapted
from Ref.[3].)
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Fig. 8 Thermal gravimetric analysis of dicalcium phosphate
dihydrate.
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is not held at any particular temperature and the rela-
tive rate of moisture loss is slow.

Curve B in Fig. 9 is the result of an interesting test
on a sample of anhydrous dicalcium phosphate that
had been exposed to 100% RH for three months.
Clearly, some of the moisture acquired by the solid
was converted into water of hydration. However, the
broad endotherm from about 50 to 130�C represents
the energy consumed in the dissociation of water that
is not part of the crystal structure. The existence of
two states of water in the same solid raises a number
of questions pertaining to the wisdom of using
anhydrous dicalcium phosphate as an excipient for
moisture-sensitive drugs.

The TGA profile for lactose is shown in Fig. 10.
This profile is consistent with a monohydrate that loses
its water of hydration in one step. DSC data for lactose
are shown in Fig. 11. Scan A for anhydrous lactose is
rather uneventful, although comparison with the other
scans seems to indicate the presence of a small quantity
of water. Scan B is for lactose monohydrate; the single
water of hydration is lost at approximately 135�C, with

decomposition occurring at about 200�C. Scan C is for
an anhydrous lactose sample that had been exposed to
100% RH for three days. Clearly, the water sorbed by
anhydrous lactose was quickly and completely con-
verted to water of hydration.

Thermal analyses of microcrystalline cellulose
reveal distinctly different results. The TGA (Fig. 12)
shows a loss of moisture at low temperature and a
reasonably monotonic decrease that does not indicate
discrete stages of hydration. The DSC (Fig. 13) shows
a broad region of moisture loss at temperatures well
below the boiling point of water.

The principal advantage of the thermal methods is
convenience; however, these analyses are not specific
for water, and exposure to high temperature may be
an unrealistic stress or alter the sample. An acceptable
determination of moisture content using a thermal
method provides a result with minimal residual moisture
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Fig. 9 Differential scanning calorimetry of dicalcium phos-
phate samples. (A) dicalcium phosphate dihydrate; (B) anhy-
drous dicalcium phosphate with adsorbed moisture.
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Fig. 10 Thermal gravimetric analysis of lactose monohydrate.
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Fig. 11 Differential scanning calorimetry of lactose samples.
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Fig. 12 Thermal gravimetric analysis of microcrystalline
cellulose.
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and only minor alteration of the solid. Thermal methods
can be combined with a specific titration of water by
bubbling the evolved gas from TGA or DSC through
the titration medium.

Karl Fisher Titration

For over 60 years, the specific titration of water has used
a reagent developed by Karl Fisher, which consists of
iodine, sulfur dioxide, and pyridine in methanol. The
Karl Fisher titration of water is addressed in most ana-
lytical chemistry texts and is not presented here. A brief
review with a pharmaceutical perspective has recently
been published.[35] However, the advantages and disad-
vantages of this method for the characterization of water
associated with solids are discussed later.

In its simplest form, the Karl Fisher titration is a
one-point determination of moisture content. The
principal advantage is specificity for water. It is also
a non-thermal method, which is very sensitive and
can be easily automated. The main disadvantage is that
the solid must dissolve in the titration medium to be
sure that the total amount of moisture is released. If
the analysis is carefully designed in such a way that
moisture is ‘‘extracted’’ from the solid to the same
degree each time, accurate and reproducible results
can be obtained for solids that do not dissolve.

With automation, the Karl Fisher titration provides
a titration kinetics profile (e.g., milliliters of titrant vs.
time). If the rate of water release from the solid is the
rate-limiting step, the kinetics of the Karl Fisher
titration profile can provide indirect information about
the state of water associated with the solid. Fig. 14
shows the titrations of two different samples of
dicalcium phosphate dihydrate. Here, and in the
titration profiles in Fig. 15, the data have been normal-
ized in such a way that each titration ultimately con-
sumes 25 mL of reagent. This normalization is

analagous to increasing the sample size in such a way
that it contains an amount of available water which
would require 25 mL of reagent to neutralize. Also, the
direct titration of water can be finished in less than 90 s.

The titration profiles for dicalcium phosphate are not
monotonic, but exhibit stages of dehydration consistent
with the scheme shown in Eq. (7). It is also evident that
the release of moisture is faster from the milled form
(Fig. 14, curve B) of the excipient. This is consistent with
the increased total surface area and shorter diffusional
path expected with smaller particle size.

In Fig. 15, Karl Fisher titration of anhydrous dical-
cium phosphate, which had been exposed to 100% RH
for 3 months (curve B), is compared to with that of
milled dicalcium phosphate dihydrate (curve A). The
adsorbed water, which was not incorporated into the
crystal lattice, was released from the solid very rapidly.

Results of normalized Karl Fisher titrations for lac-
tose monohydrate and microcrystalline cellulose both
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Fig. 13 Differential scanning calorimetry of microcrystalline
cellulose.
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Fig. 14 Normalized Karl Fisher titrations of dicalcium
phosphate dihydrate; (A) unmilled form; (B) milled form.
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phosphate; (A) milled sample; (B) anhydrous sample with
adsorbed moisture.
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present profiles not significantly different from water,
indicating a very rapid release of moisture.

Spectroscopic Methods

The most useful spectral methods for the characteriza-
tion of water in solids are Fourier transform infrared
spectroscopy (FTIR), nuclear magnetic resonance
(NMR), and powder X-ray diffraction (XRD). A thor-
ough treatment of these methods is not given here;
instead the example of ampicillin presented by Brittan,
et al.[36] is summarized.

Hydrates normally form crystal structures (pseudo-
polymorphs) that differ from the anhydrous form.
Different powder XRD patterns of ampicillin in the
anhydrous and trihydrate forms are shown in Fig. 16.
Although moisture contents often present values that
are close to being stoichiometric, X-ray confirmation
of the differing crystal structure should be a requisite
for designation as a hydrate.

The X-ray method is not just useful from the quali-
tative perspective. In samples that contain both anhy-
drous and hydrate forms, diagnostic regions of the
pattern can be identified, and the relative areas of
peaks in these regions may be used to establish the
relative amounts of each phase.[36]

Infrared analysis of water associated with a solid
centers on an assessment of the degree to which the

environment influences the stretching frequency asso-
ciated with the –OH group. The –OH stretching mode
for free water in the gaseous state has a characteristic
energy of 3655 cm�1. The frequency of this stretching
is lowered when water is condensed and/or bound.
Ice has a characteristic –OH stretching frequency of
3400 cm�1. By comparison of the FTIR spectra for
the anhydrous form with those of the sample with
water, the –OH bands for water can be identified.
The distinctive, sharp peak for crystalline water is
shown in Fig. 17; when water is present in several
states, multiple bands may be seen in the spectrum.

Solid-state NMR is a method that promises to
increase the understanding of the state of water in
solids and its specific influence on the chemicals of
interest. In Fig. 18, for example, it is clear that the
solid-state 13C NMR spectra of ampicillin trihydrate
is a very different form than that for the anhydrous
form. Although three carbonyl resonances present in
the anhydrous form (169.7, 172.7, and 174.6 ppm), it
is interesting that only two (170.4 and 172.6 ppm) are
fully resolved in the hydrate form.[33] Thus, in the
latter, two of the three carbonyls are equivalent.
Evidence also exists for differences in carbons in the
aromatic ring based on the presence of water of
hydration.

Fig. 16 Partial X-ray diffraction patterns of ampicillin
samples. (Adapted from Ref.[36].)
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Fig. 17 Partial FTIR spectra of ampicillin. (Adapted from
Ref.[36].)
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INFLUENCE OF MOISTURE ON PRODUCT
AND/OR PROCESS ATTRIBUTES

No attempt will be made to provide a comprehensive
summary of the numerous studies that have been
conducted and which show how water influences the
processing and stability of pharmaceutical solids and
dosage forms. For more information, the reader is
referred to some classical texts,[10,27,37,38,39] recent gen-
eral articles on the subject,[5,11,40,41] and those with
specific emphasis on the role of water on stability[42–45]

or compaction properties.[46–50]

In an earlier section, the potential for a water-
soluble substance to deliquesce was discussed. The
emphasis here is on less obvious effects of moisture
on solid dosage forms, and three associated areas that
link to information presented earlier in this article are
discussed: 1) moisture-induced changes in the state of
the solid; 2) the effect of moisture on the performance
of excipients in the manufacture of compressed tablets;
and 3) the chemical stability of bioactive agents alone
and in combination with excipients.

Moisture-Induced Changes

That moisture can have a dramatic effect on the physi-
cal character of a substance has been demonstrated
recently by Carstensen and Van Scoik.[49] Amorphous
sucrose spheres were prepared by lyophilization and

placed in an environment at 33% RH. Lyophilization
characteristically produces a highly porous, amorph-
ous solid cake. As shown in Fig. 19, its moisture con-
tent increases considerably in the first few days of the
study. However, the moisture absorbed by the porous
amorphous sucrose phase eventually caused a collapse
of the structure and a commensurate reduction in
moisture content because of the dramatic decrease in
available ‘‘surface.’’ Not only did the physical struc-
ture change from a loose to a more dense amorphous
structure, but also the amorphous sucrose was shown
to convert to the crystalline form at a rate that was
dependent on relative humidity. This example is con-
sistent with the increased emphasis being placed on
changes in state of the solid as a result of sorption.
One of the difficulties associated with a thermodyn-
amic treatment of solids is the problem of dealing with
changes in surface area as a continuous variable. An
early thermodynamic treatment to address this prob-
lem was presented by Copeland and Young in
1961.[51] These authors considered a change in the
number of moles of adsorbent as an addition or
removal of particles with the same specific surface area,
and, therefore, presented a basis for treating thermo-
dynamic properties of powder systems as continuous
functions. Wu and Copeland[52] used this approach in
the characterization of barium sulfate. They found
clear evidence to discount the ‘‘inert’’ adsorbent theory
and stressed that even though thermodynamic vari-
ables of adsorbents are generally smaller than these
for adsorbates, this can be misleading. Adsorbent
properties are average properties of the respective

Fig. 18 Solid-state13C NMR spectra of ampicillin samples.

(Adapted from Ref.[36].)
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Fig. 19 Moisture uptake by amorphous sucrose at 23�C at
33% RH. (Adapted from Ref.[49].)
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component. When the adsorbed moisture is homoge-
neously distributed within the solid, this estimate is
reasonable. However, if the process is adsorption and
only the first few layers of the adsorbent are affected,
the thermodynamic changes would be dramatically
increased. Very few pharmaceutical studies involve the
determination of thermodynamic properties of the
adsorbent which is a promising area for further research.

The need to address changes in adsorbent is discussed
by Zografi.[5] He observes that water absorbed into the
bulk structure of a solid can act as a plasticizer and
depress the glass transition temperature. At tempera-
tures above the glass transition point, the mobility of
molecules or segments of molecules in the system
increases.[5] The change from the ‘‘glassy state’’ to the
‘‘rubbery state’’ can account for a number of physical
chemical processes of pharmaceutical interest, including
the collapse and subsequent crystallization of lyophilized
cakes (see example previously), direct compaction prop-
erties, powder caking, permeability of coatings and
packaging materials, and solid-state chemical stability.[5]

Recognition of this fact has been the single greatest
recent advance in establishing a framework for under-
standing and predicting the impact of moisture.

Zografi and Kontny[22] corrected the experimentally
determined monolayer capacities of microcrystalline
cellulose for degree of crystallinity and found reason-
ably consistent values. This result supported the con-
clusion that water in microcrystalline cellulose is
confined to the non-crystalline regions.[22,54]

Effect of Moisture on Excipients and
Tablet Manufacture

The bulk properties of celluloses are generally influ-
enced by adsorbed moisture.[55,56] The effect of the
change in bulk solid properties for microcrystalline
cellulose has been demonstrated by a tableting oper-
ation in a very simplistic manner. Dry microcrystalline
cellulose (%MC ¼ 0.07) was compared with material
with a moisture content above that associated with
completion of the monolayer (%MC ¼ 5.1). A ther-
modynamic picture of the character of water in these
samples can be based on the adsorbate thermodynamic
properties: DH > 3.5 kcal/mole (14.65 kJ/mole),
DG > 2.3 kcal/mole (9.6 kJ/mole), DS < 4.12
entropy units (e.u.) per mole with the dry solid, and
DH ¼ 1.5 kcal/mole (6.27 kJ/mole, DG ¼ 0.53 kcal/
mole (2.21 kJ/mole), DS ¼ 3.35 e.u./mole for moist-
ure at the 5.1% level, or 1.5 times monolayer capacity.
(The differential entropy goes through a maximum
near the level where a monolayer is completed, and
the large difference in free energy between the two
states can be accounted for primarily in terms of the
bonding of the water to the solid.)

In each case, preconditioned material was placed in
the hopper of an instrumented tablet machine and the
performance of these two materials was compared at
constant machine settings. The sample with 5.1% MC
produced tablets that weighed slightly less (an effect
on flow and bulk density), and as a result were exposed
to lower compression force. However, the moist micro-
crystalline cellulose resulted in harder tablets, even
though it had been exposed to lower compression
force. The loci of points on the compression force ver-
sus hardness profile (Fig. 20) for the tablets indicate a
different fundamental behavior for the two materials.

In a similar, yet more extensive study, the compac-
tion of compressible sugar was examined for materials
preconditioned at different relative humidities. The
hardness versus compression profiles (Fig. 21) for these
samples show a group of lines whose slope appears to
be a function of moisture content. This relationship is
also demonstrated in Fig. 22, where the slope is used as
a compressibility index. This index is a linear function
of moisture content; samples with ‘‘desorbed’’ moist-
ure did not differ from those with adsorbed moisture.

Chemical Stability of Bioactive Agents

Despite recent advances in understanding the influence
of moisture on the physical state of the solid, it is per-
haps the effect of sorbed moisture on the chemical
stability of moisture-sensitive drugs that is most
important, particularly because many new bioactive
agents are expensive moisture-sensitive proteins.

The literature related to the study of the influence of
moisture on the properties and stability of proteins is
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Fig. 20 Compression force vs. hardness plots for microcrys-
talline cellulose tablets with 0.07 and 5.1% MC. (The points
represent individual tablets collected during manufacture.)
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extensive and growing rapidly. The examination of
water associated with proteins and polymers is relevant
to the pharmaceutical scientist dealing with the formu-
lation and processing of small drug molecules as well
because many excipients used belong in this large-
molecule category. A review of protein stability from
the pharmaceutical perspective has been presented by
Hageman.[42] He ascribes the effect of water content
and activity on the solid-state stability of proteins to

� Changes in dynamic activity;
� Changes in conformational stability;
� Participation of water as a reactant or inhibitor; and
� Participation of water as a medium for mobilization

of reactants.

Using an analysis of the hydration data of lysozyme
and other proteins, Hageman[42] describes critical
ranges of hydration based on certain properties of
bound water (carboxylate absorbance at 1580 cm�1,
amide-1 shift at 1660 cm�1, OD stretching frequency
at 2570 cm�1, specific heat capacity, diamagnetic sus-
ceptibility). Below monolayer capacity, these physical
properties of water do not change significantly, and
this water has very little mobility. Between 6% and
25% water, the properties of bound water change dra-
matically, above 25% water, the properties of bound
water are similar to bulk water.

In Fig. 23, the role of moisture in bimolecular reac-
tions is classified by Hageman into three cases. The
increases in reaction rate are attributed to a change
in state of the water associated with the solid as
reflected by a lower effective viscosity. In Case I, there
is a continual increase in reaction rate with increasing
water content above the monolayer. When all the reac-
tant has been solubilized and further water dilutes the
medium, Case II results. If the dilution is extensive, or
if water is a product inhibitor of decomposition, a rate
reduction can be observed (Case III). Case III behavior
is an example of the effect of moisture on the progress
of the Malliard reaction for the glucose-containing for-
mulations of a-N-acetyl-L-lysine, poly-L-lysine, insulin,
casein, and plasma proteins.[41] The fact that there can
be a maximum degradation rate at a humidity other
than 100% RH is observed in other situations as well.

The presence of excipients in a formulation can
influence product stability. The conceptually appealing
strategy of including a ‘‘moisture scavenger’’ in a for-
mulation is based on this. In glucose-containing
systems, it was demonstrated that liquid and solid
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Fig. 21 Hardness vs. compression pressure for compressible
sugar with different moisture contents. (Adapted from

Ref.[31].)
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Fig. 23 Effect of sorbed water on the reaction rates of bimo-
lecular reactions in the solid state. (Adapted from Ref.[41].)
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humectants can influence the mobility of water in the
system. The location of the maximum rate of reaction
was found to vary from 40% to 80% RH, depending
on the additives.[41] The addition of liquids such as
glycerol or propylene glycol lowered the mobilization
point and facilitated the reaction at lower humidities.
The addition of the solid humectant sorbitol reduced
the reaction rate dramatically by decreasing free water
for mobilization of reactants.

Carstensen[11] has presented a summary of the
effects of moisture on the stability of smaller molecules
by addressing three cases: decomposition with non-
depleting moisture, simultaneous decomposition in
the solid and dissolved states, and decomposition with
limited amounts of water. In the context of this dis-
cussion, emphasis here is placed on hydrolytic degra-
dation processes.

The first case with abundant moisture was initially
modeled by Leeson and Mattocks[53] by assuming that
the solid particle was surrounded by a layer of moist-
ure sufficiently mobile to permit dissolution of the drug
substance. If the layer remains saturated with drug,
this approach yields an apparent zero-order degrada-
tion process given

� dM

dt
¼ kS½H2O� ð8Þ

where �dM/dt is the rate of drug loss, k is a rate con-
stant appropriate for the order of the reaction, S is the
saturation concentration of the drug in the layer, and
[H2O] is the concentration of water. Although this sim-
ple approach often suffices in form to describe data
observed in a stability study, it should not be expected
to account for the effects of moisture present in the
different states described previously.

The degradation of aspirin powder after 120 days at
100% RH and 25�C, for example, was found to be
more than ten times greater than what would be
expected based on suspension data.[46] In addition,
the actual rate of aspirin degradation has been found
to increase with time.[57,58] Carstensen presented a
theory to describe this non-linear behavior based on
the fact that the formation of salicylic acid actually
exposes moisture adsorption sites of higher energy on
aspirin,[58] thereby leading to the acquisition of more
water. This explanation accounts for an increase in rate
with time, but does not explain why the rate is higher
for the powder than a suspension where the supply
of water is in huge excess. This increased rate could
be due to specific acid catalysis in a film of relatively
small volume where the pH is dramatically affected
by the hydrolysis itself.[58]

Finally, the complicated situation faced when a
moisture sensitive drug is combined with an hydrophi-
lic excipient is shown in Fig. 24. In this study, aspirin

was combined with 4% of the disintegrant and stored
for 120 days at 25�C at the respective humidity. The
moisture contents stabilized within the first few days,
and the degradation results are presented as moles of
the degradation product salicylic acid per mole of
water. Point A is the result for aspirin powder alone
at 100% RH.

These results demonstrate many of the points pre-
sented here. At 100% RH, the reaction rate is lower
than that expected for croscarmellose and sodium
starch glycolate, because the disintegrants swelled
and in doing so diminished the available moisture
(crospovidone does not swell). Normalizing based on
the total moisture present overstates the amount of
water available to react and underestimates the actual
reaction rate. At the other extreme (20% RH), the
analysis is also biased by overstating the amount of
water available, but for a different reason. The water
associated with the system here is tightly bound to
the disintegrant and not available. At intermediate
humidities, depending on the excipient, the observed
rate for degradation of the solid is higher than
expected. This behavior may be a consequence of the
activated sorption process and a specific acid catalysis
described by Carstensen.[58] Nevertheless, results of
this sort are disconcerting for the product development
pharmacist interested in making a stable tablet that
disintegrates quickly.
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Fig. 24 Effect of humidity on the salicylic acid content in
aspirin-disintegrant mixtures at 120 days and 25�C (A,
aspirin powder). (Adapted from Ref.[57].)
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CONCLUSIONS

Real progress has been made in the last 10 years, pro-
viding pharmaceutical scientists with a solid basis for
understanding the interaction of water with solids of
pharmaceutical interest. Much of this progress has
been the consequence of a paradigm shift: the model
of the solid as an inert substrate is almost never valid.
Further characterization of the state of water in solid–
water systems may ultimately provide a basis for the
design of stable formulations and permit the establish-
ment of performance-based specifications for pharma-
ceutical excipients.
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INTRODUCTION

Technological advances in both biotechnology and
molecular biology have yielded a surge in the number
of new chemical entities that are produced to treat spe-
cific diseases or ailments. However, a growing portion
of these new chemical entities display poor aqueous
solubility, leading to poor oral bioavailability and an
inability to form intravenous formulations. Nanoparti-
cle formation has been proposed and utilized as a
method to improve oral bioavailability of poorly sol-
uble drugs and as a method for delivery of particles
via parenteral, pulmonary, and topical administration.

Nanotechnology, as it is described by the National
Institutes of Health, comprises particles or structures
that are in the size range of 1–100 nm in diameter.
Included in this designation are nanoparticles and
nanospheres for the delivery of drug molecules. How-
ever, much of the pharmaceutical literature recognizes
nanoparticles to include particles that are less than
1 mm in diameter. The utility of nanoparticles within
the pharmaceutical industry has been studied exten-
sively in recent years and has received increased focus
from researchers and government-funding agencies.
Hydrophobic drugs that do not benefit from micro-
nization or solubilization in cosolvents can be used
effectively as nanoparticles. Also, controlled release
and drug targeting have shown promise when adminis-
tered as nanoparticles or nanocapsules, especially
parenteral delivery of peptides and nucleotides. The
delivery of biomolecules such as polypeptides and
nucleotides has seen improved uptake and localization
owing to the production of specialized nanoparticle
carriers. Controlled release of parenteral doses can be
achieved through the production of biodegradable
nanoparticles that are used to encapsulate drug mole-
cules, and these delivery systems can be delivered via
intravenous, subcutaneous, or depot intramuscular
injection.

This article will cover properties inherent to nano-
particles as well as methods for their production and
use. Also, current and novel methods for viewing and
characterizing nanoparticles will be discussed through
theoretical and practical considerations.

BENEFIT OF NANOPARTICLES

Nanoparticles have many desirable properties that have
been exploited in research as well as commercialization
of specific dosage forms. For example, Liversidge and
Cundy have reported enhanced bioavailability of
danazol through the production and delivery of
nanocrystalline drug particles. In their study, absolute
bioavailability of the nanoparticle formulation was
77% higher than a similar formulation consisting of
microparticles.[1] It is reported that nanoparticles
possess improved dissolution and bioavailability when
delivered orally. This aspect has yielded drug products
for specific molecules that were previously thought to
be undeliverable or displayed suboptimum absorption.
Elan’s NanoCrystalTM technology has yielded two
products that have been approved by the United States
Food and Drug Administration (FDA). Rapimune
(sirolimus), which was previously only available as a
solution and required additional storage and delivery
requirements, is now available as a solid dosage form
because of the production of nanoparticulate drug par-
ticles. Also, nanoparticle dispersions may be delivered
via parenteral routes, without the need for complete
solubilization in the delivery vehicle or the addition
of harmful solubilizers. The FDA recently approved
Abraxane, which is a protein-stabilized, nanoparticle
formulation of paclitaxel that does not require Cremo-
phor EL to improve solubilization. This formulation
significantly reduces hypersensitivity reactions owing
to Cremophor administration, which eliminates the
need for premedication to prevent such reactions.[2]

Localization of drug molecules is possible through
binding of specific ligands to the surface of nanoparti-
cles, which aids in cell recognition and internalization.
Fig. 1 illustrates the localization of paclitaxel micellar
nanoparticles that selectively bind to the surface and
are internalized by tumor cells.

PROPERTIES OF NANOPARTICLES

Particles and structures that are in the nanoscale size
range display many favorable properties compared to

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041590
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.2384
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their microparticle counterparts. Most importantly is
the level of dissolution enhancement, which can be
achieved through nanoparticle production. Also, par-
ticle interactions can be tailored to facilitate pro-
duction, while maintaining their functional
characteristics. However, concern should be given to
particle size stability, owing to the metastable state
achieved through nanoparticle formation. This section
will focus on properties inherent in nanoparticles and
how these properties can be exploited for drug delivery
and aid in characterization.

Rate of Dissolution

Not withstanding the use of nanoparticles for intra-
venous and topical applications, improvement in oral
bioavailability is one of the most important contri-
butions attained through nanotechnology.[4] Molecules
that are poorly water soluble may be poorly absorbed
because of a lack of sufficient concentrations of
solubilized drug. Formulations that are amorphous can
overcome this by supersaturation of the dissolution
medium allowing for greater absorption of the delivered
dose.[5] However, stability problems are significant for

amorphous pharmaceuticals, leading to recrystallization
and particle growth, while in the solid form.[5]

Nanotechnology can achieve similar results, while
bypassing these stability issues.

dC

dt
¼ ADðCs � CÞ

h
ð1Þ

The dissolution rate of a particle can be described
by the Noyes–Whitney equation (1) where dC/dt is
the rate of dissolution, A is the surface area of the
particle, D is the diffusion coefficient, Cs is the appar-
ent solubility of the drug in the dissolution medium,
C is the concentration of the drug in the dissolution
medium at time t, and h is the thickness of the dif-
fusion boundary layer. The diffusion coefficient is
dependent on the drug in question and cannot be
adjusted. Also, the thickness of the boundary layer
can be manipulated in vitro through increased agi-
tation; however, this proves to be difficult in vivo.
The rate of dissolution can be improved (increased)
by creating particles that have a high surface area
and improved wettability (higher surface area in con-
tact with dissolution medium) or by increasing the
apparent solubility of the drug. Through the pro-
duction of nanoparticles, the surface area of the
particle increases significantly, thereby increasing the
rate of dissolution. It is also theorized that very small
particles, such as nanoparticles, may be able to super-
saturate within the dissolution medium owing to a
phenomenon related to Ostwald ripening. According
to the Ostwald–Freundlich/Kelvin equations, small
droplets of liquid dispersed in a gas–liquid medium
evaporate more quickly and to a greater extent than
do large droplets owing to increased curvature at
the droplet surface, which raises the vapor pressure
of the liquid.[6] This theory has been suggested to
apply to solid–liquid interfaces as well. By decreasing
the size of solid particles to the nanometer scale, the
high-energy state that is achieved will increase the
extent to which it can dissolve owing to an increase
in dissolution pressure. In turn, this will increase the
apparent solubility of the dissolving particles. How-
ever, as will be discussed later in this section, particle
dispersions that are not of a uniform size distribution
will see a shift in particle size owing to this phenom-
enon over time. Thermodynamically, larger particles
(lower energy) that may be present in the dispersion
during dissolution will attract molecules from the
supersaturated solution (high energy) and grow over
time, thereby limiting the time that supersaturation
can be maintained. Particles that have a nearly mono-
disperse size distribution will show the greatest
propensity for long-term supersaturation.

Fig. 1 Fluorescence microscopy of the binding of Rh-PE-

labeled paclitaxel-loaded poly(ethylene glycol)-phosphatidyl
ethanolamine (PEG-PE)-based micelles to murine EL4 and
large luteal cells (LLC); and human BT-20 and MCF-7 cells.

(With permission from Ref.[3].)
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Particle Interactions

The dynamics of nanoparticles dispersed in a liquid
medium are determined by several forces. Gravitational
forces act on particles of sufficient size (>1mm) and will
cause settling based on Stoke’s Law, assuming that the
density of the particle is greater than that of the dis-
persing medium. Nanoparticle or colloidal dispersions
typically display Brownian motion, which is random,
irregular motion within the dispersing medium. Attract-
ive and repulsive forces between nanoparticles will deter-
mine the level of aggregation of particles and are
determined by the zeta potential.

Brownian motion

The motion or movement of colloidal particles in a dis-
persing medium was first observed by Robert Brown in
1827 and theorized by Albert Einstein in 1905 to
describe Brownian motion. Interactions of colloidal
particles with the dispersing medium, liquid or gas,
cause a random, irregular movement of the particle
away from its original position in space.[7] According
to the Stokes–Einstein theory, the degree of motion
or its velocity is dependent on the suspending med-
ium’s viscosity, temperature, and molecular size. This
theory is the basis for particle size measurements using
dynamic light scattering (DLS), which measures the
velocity of suspended particles when the viscosity and
temperature of the dispersing medium are known.
Brownian motion also prevents settling or creaming
of nanoparticle dispersion, which is advantageous for
long-term stability.

Zeta potential

Particles composed of heteroatomic molecules typi-
cally display a surface charge, which may be positive
or negative, depending on the orientation and ioniza-
tion of the particle components. Electrostatic interac-
tions between particles will determine the propensity
of aggregation and repulsion phenomena. The zeta
potential is a measure of the surface charge of the dis-
persed particles in relation to the dispersing medium.[8]

Ideally, the particles should have a high net charge or
zeta potential compared to the dispersing medium to
prevent aggregation. The repulsive forces brought on
by similar ionic charges on particle surfaces will
prevent the natural attractive forces determined by
hydrogen bonding and van der Waals. Dispersions,
which are allowed to aggregate to form microparticles
or larger, will not be governed by Brownian motion
and may settle to form irreversible cakes or cream at
the liquid surface. However, by controlling the zeta
potential, aggregation can be prevented.

Ostwald ripening

Stability of dispersed nanocrystals is determined not
only by its propensity to aggregate, but also by the
tendency for the particle size distribution to grow in
magnitude over time. This phenomenon is described
by the theory of Ostwald ripening.[9] Nanoparticles are
thermodynamically unfavorable compared to their lar-
ger counterparts. Smaller particles have a larger surface
area-to-volume ratio than large particles. This leads to
the instability of the molecules at the surface of the
particle, compared to molecules that are packed appro-
priately in the center of the particle. The high-energy
state is unfavorable and will cause migration of the
molecules from the smaller particles to the larger ones
over time, thus causing overall growth of the distribution
of particles. Uniformly monodisperse particles would
therefore not display Ostwald ripening owing to a lack
of larger particles in the dispersion; however, uniformly
monodisperse suspensions are -atypical in the pharma-
ceutical industry. Although nanoparticle suspensions,
which are relatively monodisperse, may display longer
stability compared with heterodisperse systems.[4]

METHODS FOR MANUFACTURE

Spray Drying

Although this is not a new method, several researchers
have used this method for removal of solvent from other
micronization techniques (e.g., Nanocrystals).[1] Initially,
spray drying was used for the removal of solvent from
solutions, which caused rapid evaporation of the feed
solution and precipitation of the dissolved Active Phar-
maceutical Ingredient (API)/Stabilizers. This method,
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Fig. 2 Size histograms obtained for the 5-phenyl-1,
2-dithiole-3-thione (5-PDTT)-containing emulsion before and
after reconstitution. (With permission from Ref.[10].)

2386 Nanoparticle Engineering



M
ic

ro
en

ca
p–

N
eu

ra
l

although well established, requires that the drug be
stable at the working temperatures (upwards of 120–
150�C). Also, for water-insoluble drugs, organic solvents
must be used, which can be explosive at the elevated
temperatures and expensive for recovery and disposal.
Dollo et al. have used spray drying to remove solvent
from emulsions of drug and stabilizer.[10] In this case,
the droplet size, which affects the particle size of the
dried material, is predetermined during the homogeniza-
tion step of the process. Fig. 2 is an example of an
emulsion, which was spray dried to form dry particles.
As can be seen by the figure, following reconstitution
of the particles, nanoparticles still remain similar in size
to that of the original emulsion.

Aerosol Flow Reactor

The aerosol flow reactor method utilizes similar princi-
ples to that of spray drying.[11] Drug and stabilizers are
dissolved in a biocompatible organic solvent, which is
atomized into a chamber using an inert gas as a pro-
pellant. The droplets are passed through the heated
flow chamber where the solvent is rapidly evaporated
yielding nanoparticulate particles. Temperature, sol-
vent type, atomizer type, and solution concentration
are key parameters for the process. Particles that are
produced below 120�C are dense and are not signifi-
cantly different than particles produced at 40�C.
Temperatures above 160�C create particles that are
small and porous, owing to an increased evaporation
rate of the solvent. The atomizer that is used must
create nanodroplets, because the particle size is directly
related to the size of the droplet from which it was pre-
cipitated. This is a continuous method, which produces
narrow particle size distribution. Scanning electron
microscopy (SEM) micrographs of particles formed
by an aerosol flow reactor are shown in Fig. 3. These
particles are on the order of 200 nm in diameter and
display a hollow spherical morphology.

Mechanical Techniques

Milling

Conventional dry milling processes such as ball milling
and hammer milling are limited to production of
microparticles on the order of 1–10 mm in size. These
limitations are owing to difficulties in processing as
well as handling. Dry milling generates heat during
processing as well as a lack of stabilization excipients
during processing to prevent particle growth and
aggregation. Furthermore, nanoparticles in the dry
state are very difficult to handle and process into drug
products, owing to the high electrostatic forces that
make recovery difficult. However, Nanosystems, now

a division of Elan, developed a technology that utilizes
wet milling as a method to circumvent many of these
problems.[1] A schematic representation of the Nano-
Crystal milling apparatus is shown in Fig. 4. The mill-
ing apparatus consists of a milling chamber, milling
shaft, and recirculation feed. High-energy shear forces
mechanically break down microparticles that are sus-
pended in a polymer solution. The milling media can
consist of glass, zirconium oxide, or highly cross-linked
polystyrene resin. Temperature is controlled through
coolant recirculation and when using the batch mode,
the process can create particles <200 nm in 30–
60 min. This process creates narrow particle size distri-
butions with good batch-to-batch reproducibility.
However, residue from the milling media can be intro-
duced into the final dispersion and may lead to
toxicity.[12] This problem is reduced when polystyrene
resin is used as the primary milling substrate.

High-pressure homogenization

Similar to milling processes, high-pressure homogeni-
zation uses high shear forces to break down particles
in suspension. Typically, piston-gap homogenizers
(Fig. 5) are used at pressures up to 2000 bar.[13,14]

A suspension of milled microparticulate drug is forced
through the narrow opening at high pressure, causing
cavitation, high shear, and particle collision at high
velocity within the gap of the homogenizer. Within
the gap, the aqueous carrier begins to boil, causing

Fig. 3 SEM (A,B) and TEM (C) images of hollow nanopar-

ticles produced by an aerosol flow reactor. (With permission
from Ref.[11].)
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gas to form. Upon leaving the gap, rapid implosion of
the carrier creates high shear and cavitation, which
disintegrates the suspended microparticles into nano-
particles. Particle–particle collision within the gap
occurs at high velocity, causing further mechanical
breakdown of the particles. The homogenization press-
ure is an important parameter for the production of
nanoparticles using this technique and should be inves-
tigated for each situation. Also, the number of cycles
for recirculation of particles through the homogeniza-
tion gap can be adjusted to achieve optimum results.

Precipitation Techniques

Other solution-based particle engineering applications
have been introduced in the past several years. Each
process requires the dissolution of a drug into a solvent
and then precipitation in an antisolvent or evaporation

of the solvent. The processes differ by the type of
solvent/antisolvent and the temperature and pressure
at which the technique is carried out. Surfactants and
stabilizers typically are incorporated into either or
both the antisolvent and the solvent. Solvent and
supercritical solution technologies have been exten-
sively reviewed.[15,16]

Antisolvent precipitation

Controlled Precipitation. Developed by The Dow
Chemical Company, controlled precipitation (CP)
efficiently creates nanoparticle dispersions containing
drug and stabilizers.[17] The process involves dissol-
ution of drug and stabilizers within a water-miscible
solvent, which is dispersed within an aqueous solution
in a controlled manner. Upon introduction into the
aqueous solution, solvent power of the organic sol-
ution is lost, leading to nucleation and precipitation
of the dissolved drug. Stabilizers and crystal growth
inhibitors can be present in both the organic and the
aqueous phase. Adsorption of the stabilizers to the
particle surface prevents particle growth. Removal
of solvent is conducted using vacuum distillation fol-
lowed by spray drying or lyophilization. Solvent type,
temperature within the mixing chamber, stabilizer
type, and stabilizer location are important parameters
for nanoparticle production. Increasing the tempera-
ture within the mixing zone tends to increase the particle
size as well as leads to bimodal particle size distri-
butions, owing to increased particle growth within the
mixing chamber. Median particle sizes have been
produced at less than 200 nm in diameter, with good

Fig. 4 A schematic representation of the
nanocrystal milling apparatus. (With permis-
sion from Ref.[12].)

Fig. 5 The mechanism of particle diminution during piston-
gap homogenization. (With permission from Ref.[4].)
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recovery and low residual solvent levels. The decrease
in particle size yields significantly higher surface
areas compared with the bulk microparticulate drug
particles and physical mixtures. Furthermore, the
increased surface area significantly improved the rate
of dissolution for model poorly water-soluble drugs.
Scale-up of this process was shown to be successful
for producing large batches, on the kilogram scale, of
nanoparticles.

Evaporative Precipitation into Aqueous Solution. In
the evaporative precipitation into aqueous solution
(EPAS) process, the poorly soluble drug precipitates
owing to evaporation of the organic solvent near or
above the boiling point and contact with an aqueous
solution.[18] The drug-loaded organic solvent is pres-
surized, heated, and atomized through an elliptical
conical stainless steel nozzle into a heated water bath
containing stabilizing excipients. The large pressure
drop across the 125-mm diameter nozzle orifice creates
intense atomization with rapid evaporation of the
primary organic solvent owing to the high temperature
of the feed solution and aqueous-receiving solution.
The rapid evaporation of the feed solvent results in
supersaturation, nucleation, and precipitation of the
drug into nanoparticles. The excipients within the
organic feed solution and/or aqueous-receiving vessel
stabilize the particles by preventing particle growth
and recrystallization of the drug precipitates. In
addition, the excipients also enhanced the drug particle
dissolution rate and long-term storage stability. Dissol-
ution curves for particles produced by EPAS are
shown in Fig. 6. As can be seen in the figure, the forma-
tion of nanoparticles dispersed in solubilizing excipi-
ents significantly enhances the rate of dissolution
compared to the bulk drug.

Supercritical fluid technologies

Precipitation into a Compressed Antisolvent. Precipi-
tation into a compressed antisolvent (PCA) involves
the atomization of a solvent feed solution into com-
pressed liquid or supercritical CO2.[16] Because of the
high-surface area produced by the atomization pro-
cess, the loss in solvent strength and precipitation is
more rapid creating much smaller particle sizes. This
process requires that the organic solvent be miscible
with the compressed gas and can produce particles in
the size range of 500 nm. This technique can also be
accomplished within a coaxial nozzle, which improves
mass transfer rates, thereby creating smaller, more
stable particles. The addition of an ultrasonic tip to
the nozzle creates much higher atomization and smal-
ler droplet production by the nozzle, which increases
the interfacial area. Hydrocortisone, which was pro-
cessed using the ultrasonic nozzle antisolvent precipi-
tation, was formed into discrete, nearly spherical
particles that were distributed around 500 nm in diam-
eter. A nozzle geometry, which elicits a hollow swirling
cone jet for use in PCA, was introduced by Jarmer,
Lengsferd, and Randolph.[19] A photo of the mixing
zone of a PCA process utilizing the swirl cone nozzle
can be seen in Fig. 7. This design yielded better mixing
and was able to precipitate nanoparticles with very
narrow distributions.

Rapid Expansion from Supercritical Solutions. In the
case of rapid expansion from supercritical solutions
(RESS), the solvent is supercritical CO2, and the loss in
solvent power is owing to atomization of the CO2 into
a chamber at atmospheric pressure.[20] A schematic rep-
resentation of the RESS process is shown in Fig. 8. The
rapid change in pressure causes evaporation of the super-
critical CO2 and precipitation of the dissolved solute.
This process requires that the API be soluble in the
supercritical CO2, and the particle sizes achieved by this
process are determined by the temperature, pressure,
nozzle geometry, and solution concentration.
Initial studies using this technique yielded problems with
recovery and stabilization. More recently, researchers
have begun atomizing the supercritical CO2 below
the surface of an aqueous solution, which contains
stabilizers and solubilizers to prevent particle growth
and aid in solubilization of the nanoparticles. This
form of precipitation is termed rapid expansion from
supercritical into aqueous solutions (RESAS). Utiliza-
tion of the RESS process has been shown to produce
nanoparticles with narrow particle size distribution.
RESS processing of griseofulvin has produced primary
particles in the size range of 150 nm in diameter, with
significantly faster dissolution rates compared to unpro-
cessed drug.[22]
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Fig. 6 A Dissolution profile of carbamazepine produced by
the EPAS process, ultrarapid freezing, spray drying, and bulk
drug. (With permission from Ref.[18].)
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Emulsion Techniques

Microemulsions

Oil and water [oil-in-water (O/W) or water-in-oil
(W/O)] emulsions are utilized for the production of
nanoparticle dispersions. The colloidal emulsions are
stabilized by a film of surfactants and polymers, which
interact with the oil and water phases to prevent
aggregation and droplet growth. These microemulsions
are typically used as templates for the production of
nanoparticles and solid lipid nanoparticles (SLN).

Biocompatibility of the organic phase is important and
limits the types of organic solvents, which can be used.
One method for the biocompatible template micro-
emulsions utilizes a W/O emulsion. The drug of interest
is dissolved in the organic phase at which time the drug
diffuses into the aqueous droplets where it precipitates.
Using this method, Debuigne et al. were able to achieve
particles of nimesulide in the size range of 45–60Å
(e.g., 4.5–6.0 nm) with narrow distributions, which
remained stable for long periods of time.[23] More
recently, Trotta et al. utilized this technique to formulate
griseofulvin nanoparticles from O/W microemulsions.[24]

Biocompatible, water-miscible solvents such as butyl
lactate, benzyl alcohol, and triacetin were used above
their miscibility level. In this process, Trotta was able
to achieve microemulsions without agitation or any other
added energy. The results from their study are listed in
Table 1. Griseofulvin nanoparticles were formed in the
size range of 80–300 nm in diameter and varied depend-
ing on the surfactant and cosurfactant used during stabi-
lization of the microemulsion. This technique, although
relatively new to the pharmaceutical industry, shows
potential to form nanoparticles with narrow distributions
when using biocompatible organic solvents.

Freezing Techniques

Spray freezing into liquid

The spray freezing into liquid (SFL) process creates
micronized powders with enhanced dissolution rates

Fig. 7 (A) Image of the PCA jet mixing between a swirling
hollow-cone jet. (B) Photo of a swirling hollow-cone jet being

injected into stagnant supercritical CO2. (With permission
from Ref.[19].)
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Fig. 8 A schematic representation of the RESS process.
(With permission from Ref.[21].)

Table 1 Photon correlation spectroscopy diameter, polydispersity index, after and before disultrafiltration, and Z-potential of
griseofulvin suspension

Size (nm)

Solvent Surfactant mixture Cosurfactant After Before Z-potential (mV)

Butyl lactate Lecithin-ethanol TDC 162 � 15 (0.12) 240 � 32 (0.18) �31

Butyl lactate Lecithin-1,2-propanediol TDC 212 � 24 (0.15) 286 � 44 (0.18) �36

Butyl lactate Lecithin-ethanol KG 85 � 12 (0.09) 98 � 15 (0.11) �38

Butyl lactate Lecithin-1,2-propanediol KG 103 � 13 (0.08) 116 � 18 (0.09) �32

TDC: taurodeoxycholate, KG: dipotassium glycyrrhizinate.
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of poorly water-soluble drugs as well as stabilization of
peptides.[25] This is a particle-engineering process that
utilizes the atomization of a feed solution containing
an active ingredient (small molecule or macromolecule)
and dissolution enhancing excipient(s) or cryoprotec-
tants directly into a cryogenic liquid such as nitrogen.
The resulting dried powder is composed of discrete
microparticles where the active ingredient is molecu-
larly dispersed with a polymer in a porous matrix. This
molecular dispersion is achieved by rapid freezing in
liquid nitrogen, which prevents phase separation. Dur-
ing the SFL process, the drug-loaded organic solvent is
pressurized and atomized via a poly ether–ether ketone
(PEEK) nozzle below the surface of liquid nitrogen.
Because of the rapid flow rate, liquid–liquid impinge-
ment and marked temperature drop in the jet, the emit-
ted solvent is atomized into fine, high-surface area
microdroplets that are frozen rapidly. The suspension
of frozen microdroplets is lyophilized to remove solvent,
resulting in an amorphous, micronized powder. Exemp-
lary SEM micrographs are shown in Fig. 9. From these
micrographs, it can be seen that the SFL process creates
microparticles, which contain a nanoparticulate network
structure within. These low-density particles contain
protein or drug along with stabilizing agents.

Nanoparticulate Drug Carrier Systems

Polymeric nanocapsules and nanoparticles

Nanoparticles composed of polymeric materials have
been extensively investigated for their use in deli-
very and controlled release of drug molecules, pepti-
des, and nucleotides via oral, topical, and parenteral
routes.[26] Polymers such as chitosan, polyglycolic acid
(PGA), polylactic acid (PLA), and polylactic-glycolic
acid (PLGA) are the most common types used for
the production of nanoparticulate carrier systems,
although there is a host of other novel polymers that
are being developed to improve biocompatibility, bio-
degradability, site-specific delivery, controlled release,
and drug-loading capabilities. There are several meth-
ods that have been employed to load active molecules,
the polymeric nanoparticles. The solvent evaporation
method involves the dissolution of drug and polymer
into an organic solvent. This solution is then emulsified
into a nonsolvent to form a microemulsion. Over
time, and with the help of vacuum, in some cases, the
organic solvent will evaporate, causing supersaturation
in the nanodroplets and precipitation of the polymer
and drug into nanoparticles. This method creates
nanoparticles with high drug-loading efficiency,
although it is limited to drugs that are soluble in the
same solvent as the polymer. Double emulsion tech-
niques can be employed to encapsulate water-soluble
drugs and macromolecules. Nanoparticles containing
bovine serum albumin (BSA), which were formed by
this technique, are shown in Fig. 10. The particle size,
based on the SEM technique, is about 162 nm in diam-
eter, and the distribution was approximately mono-
disperse with a spherical morphology. Spherical
morphology is expected in nanoparticles produced by
emulsion techniques.

The solvent diffusion/spontaneous emulsification
process can create much smaller droplet sizes than
the solvent evaporation method. In this case, the
dispersed phase is composed of a water-immiscible sol-
vent and a water-miscible solvent, which is emulsified
into an aqueous solution. The diffusion of the water-
miscible solvent causes turbulence and further breakup
of the droplets in the emulsion. The removal of solvent
can be conducted similarly to the solvent evaporation
method.

Although water-immiscible solvents display low
solubility in water, there is some amount of solubility.
The solvent diffusion/emulsification method exploits
this for the production of nanoparticles.[28] In this tech-
nique, drug and polymer are dissolved in an organic,
water-immiscible solvent that is emulsified into an
aqueous solution containing emulsifiers and stabilizers.
The emulsion is then diluted with water to increase the
level of organic solvent, which can be dissolved in the

Fig. 9 SEM micrographs of SFL BSA powders. SFL BSA
(A, B); Slow frozen BSA (C); SFL BSA/tyloxapol (D, E); Slow
frozen BSA/tyloxapol (F). (With permission from Ref.[25].)
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continuous phase. This causes a decrease in organic
solvent content within the dispersed phase, which leads
to precipitation of the polymer and drug to form
nanoparticles. Polymeric nanoparticles can also be
formed using the aforementioned techniques such as
supercritical techniques and precipitation and freezing
technologies.

Encapsulation of particles within nanoparticulate
carriers allows for inclusion of surface-modifying
agents.[26] These agents may include charge and lipo-
philicity modifications to prevent uptake by immune
cells or to aid in localization within specific tissues
or organs. Also, the nanoparticles may be coated with
ligands to improve specific cell recognition, uptake,
and delivery of payload within a cell or tissue. Ligands
may also aid in oral uptake of polymeric nanopar-
ticles through specialized cells within the gastrointes-
tinal tract, as well as decrease breakdown of peptides
through enzymatic inhibition.

Lipid-based nanoparticulate carriers

Nanoparticles composed of lipids, which are solid at
room and physiologic temperatures, are referred to as
SLN.[29] These are typically composed of stabilizing
surfactants, triglycerides, glyceride mixtures, and
waxes. The most common method for manufacturing
SLNs is high-pressure homogenization and can be per-
formed at both elevated and low temperatures.
Decrease in particle size is achieved similarly to homo-
genization of drug crystals where cavitation and turbu-
lences are the main mechanisms. In hot high-pressure
homogenization, drug and lipid are comelted above

the melting point of the lipid. This dispersion is added
to a heated aqueous phase, which is at an identical
temperature. A course emulsion is formed through
rapid stirring, after which, the droplet size is reduced
through high-pressure homogenization. The emulsion
is then cooled to room temperature, causing recrystal-
lization of the lipids and formation of the SLN. This
technique is not suitable for temperature-labile drugs,
which, to use SLN technology, must be processed
through cold high-pressure homogenization, which
has a shorter heating time. This method requires
comelting of the drug and lipid and then rapid cooling
and cryogenic grinding to form lipid microparticles.
The microparticles are dispersed in surfactant solution
and homogenized to form nanoparticles. Other meth-
ods for the production of SLNs include microemulsion
technology, solvent emulsification followed by evapor-
ation or diffusion (similar to processes used for poly-
mer and drug nanoparticle production), w/o/w
double emulsions, or through ultrasonciation. Drug
loading of SLNs is typically as high as 25%. SLNs
have shown good stability over extended periods of
time (>1 yr). This method can be used to encapsulate
hydrophobic and hydrophilic drugs as well as macro-
molecules. Fig. 11 displays the most common morpholo-
gies that can be produced when forming SLNs. If the
drug is miscible with the lipid, a solid solution can be
formed, which is completely homogeneous. For drugs
that are not miscible with the lipid, the drug and
lipid will orient themselves into two phases. The location
of these phases would be dependent on their difference
in polarity compared to the dispersion medium. That is,
more polar drugs would orient to the water phase to

Fig. 10 Scanning electron micrograph of BSA-loaded PLGA nanoparticles. (With permission from Ref.[27].)
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materials would move toward the core of the
nanoparticle.

A novel nanoparticulate lipid-based carrier system
was developed by Mumper et al. at the University of
Kentucky.[30] This carrier system is composed of a
lipophilic-emulsifying wax such as cetyl alcohol/
polysorbate 60 and other surfactants such as Brij 72,
Brij 78, and Tween 80. The nanoparticles were formed
through a warm microemulsion technique where
encapsulates have included paclitaxel and plasmid
DNA. The emulsification process is spontaneous, and
cooling of the emulsion causes solidification of the
nanoparticle-containing drug. This novel carrier has
shown high efficiency in drug delivery across the
blood–brain barrier.

Polymeric micelles

Polymer engineering has yielded several new block
copolymers, which have the capability to entrap drug
molecules or macromolecules within micelles. Their
particle size is fairly monomodal, owing to thermo-
dynamic constraints on the size of a micelle formation.
Block copolymers in solution, which are amphiphilic
and at concentrations above the minimum micelle con-
centration, will associate into a core shell morphology,
where the interior is hydrophobic and the exterior is
hydrophilic. Hydrophobic drugs can diffuse into the
micelles, aiding in their solubilization and delivery.
Micelles are typically on the order of 100 nm in
diameter (Fig. 12) and can improve endothelial absorp-
tion through passive diffusion. However, one draw-
back to micelle formation is the low drug loading
that can be achieved, which limits this technique to
low dose drugs or macromolecules. Ligands can be
associated with the polymer or covalently bound the
hydrophilic moiety that is at the exterior of the micelle,
improving localization and targeting for specific appli-
cations. Micelles containing chemotherapeutic agents
such as paclitaxel and camptothecan have shown a

decrease in drug-related side effects owing to improved
solubilization as well as improved localization to the
site of action.[31]

Liposomes

Consisting of nontoxic oleaginous phospholipids and
cholesterol, liposomes are a versatile delivery mech-
anism for drug molecules.[32] Liposomes vary in size,
surface charge, phospholipids content, and method of
manufacture. Small unilameller vesicles (SUV) are
composed of a single layer of phospholipids and are
on the size range of 25–50 nm in diameter. Multilamellar
vesicles (MLV) are composed of multiple layers of phos-
pholipids, where the layers are separated by aqueous
solutions. Liposomes composed of phospholipids, which
are saturated or unsaturated, and display varying
degrees of rigidity and permeability. Compositions con-
taining mostly saturated phospholipids are more rigid
and nearly impermeable, whereas unsaturated phospho-
lipids display lower stability and rigidity and are much
more permeable. Unsaturated phospholipids can be
obtained from egg and soybean phosphatidylcholine.
Targeting of liposomes can be achieved through surface
modification by various means. Surface charge can
improve uptake by certain cells such as macrophages,
as well as repel uptake, depending on the charge. Also,
ligands can be associated or covalently bound to the
liposomal surface, improving localization and uptake
by desired cells and organs. Stealth liposomes can be
constructed by modifying the surface with polyethylene
glycol (PEG), which increases its half-life.[33]

Fig. 11 Drug incorporation models for solid lipid nano-
particles. (With permission from Ref.[29].)

Fig. 12 Cryo-TEM image of paclitaxol (PTX)-loaded
pHPMAmDL-b-PEG micelles. (With permission from
Ref.[31].)
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STRATEGIES FOR RECOVERY
OF NANOPARTICLES

Most nanoparticle production processes create disper-
sions of nanoparticles in either an aqueous or organic
medium. For intravenous or topical applications, the
final dosage form may include an aqueous component
and therefore will not require recovery of the nanopar-
ticles in a dry form. However, stability as a dispersion
is limited significantly compared to nanoparticles in
the dry form, owing to Ostwald ripening, chemical
and physical degradation, oxidation and uncontrolled
aggregation. Also, drying or recovery is essential for
nanoparticles that are intended for delivery through
dry oral dosage forms, dry powder inhalers, oleaginous-
based topical formulations, or through redispersion of
a dry pellet or cake for parenteral, oral, topical, or pul-
monary delivery. For this reason, most nanoparticle
dispersions produced by the aforementioned processes
are further processed to a dry powder by one of several
recovery techniques.

Spray Drying

Several research groups have utilized spray drying of
nanoparticle dispersions as a method for recov-
ery.[1,10,17] Typically, nanoparticle dispersions with or
without stabilizing agents is sprayed through a heated
nozzle (�120�C) and atomized into a chamber with
flowing heated air. The droplets quickly evaporate,
entrapping the nanoparticles within the dissolved exci-
pients and stabilizers. Recovery using this method can
be cumbersome owing to the electrostatic forces, which
bind the particles to the walls and surfaces of the spray
dryer as well as loss through the air exhaust system.
Pharmaceuticals that are heat labile should not be
recovered using this method.

Lyophilization

Although time consuming, lyophilization is an effective
method for removal of solvent from nanoparticle dis-
persion. All freezing technologies require lyophiliza-
tion of the frozen particles to remove solvent and
produce dry nanoparticulate powders and cakes. Also,
dispersions of nanoparticles can be rapidly frozen in
liquid nitrogen or another cryogen and lyophilized to
remove solvent. This method will ensure that the
produced powder will be similar in structure to that
of the nanoparticles in dispersion as well as recovering
included stabilizing agents and excipients. Rapid freez-
ing is ideal, as slow freezing can cause precipitation of
dissolved drug and phase separation. Lyophilization
cycles should be optimized to prevent particle growth
within the lyophilizer. Similar to other solid materials,

frozen liquids possess a glass transition temperature
and melting point and could be affected by dispersed
or dissolved components. As lyophilization occurs at
very low pressures, there is a shift in the phase diagram
to the solid phase, even well above the melting point of
the frozen material. However, when the temperature
reaches the glass transition temperature (Tg0) of the
frozen material, viscous flow and crystal reorientation
can occur, causing crystallization of amorphous parti-
cles, crystal growth, and phase separation.[34] Tg0 is
associated with the glass transition temperature of
the material at the given pressure during lyophilization
and differs from Tg at standard pressure. It is ideal
that the lyophilization temperature be below and near
the Tg0 for the given system for optimum solvent
removal and stability.

Filtration

Particles suspended in a liquid medium can be recov-
ered using filtration, assuming that the filter pore size
is smaller than the particles. Membrane filters, which
are used for sterile filtration, range from 100 to
450 nm in diameter and would, therefore, only be able
to filter dispersions containing particles larger than that
diameter. To overcome this limitation, dialysis type
membranes can be used to remove fluid from the nano-
particle dispersion. Dialysis membrane pores range in
size from 50 to 300 kDa in diameter, which corresponds
with 7–20 nm, respectively. Filter membranes are avail-
able, which selectively remove solvent, while concentrat-
ing suspended solids and dissolved molecules that are
larger than the pore size (e.g., polymers). Reverse osmo-
sis and nanofiltration can concentrate particles that are
as small as 1 nm. Concentration of particles in the range
of 10–100 nm can be achieved through ultrafiltration
membranes. Caution should be given to a membrane
pore size, which does not remove unwanted dissolved
components such as reaction by-products and contami-
nants. Ideally, membrane pores allow passage of liquid
components and dissolved molecules.

METHODS FOR CHARACTERIZATION

Light Scattering

Light scattering techniques have been the mainstay for
the determination of particle size and particle size dis-
tributions. Several theories are employed to calculate
the particle size distribution level and angle of
diffracted light.[35] When light is directed at a particle,
it can either be deflected or absorbed by the particle,
which is dependent on the size of the particle relative
to the wavelength of the light source. Particles that
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are large compared to the wavelength of the light
source tend to diffract the light source. Smaller parti-
cles, close to the size of the wavelength or smaller tend
to scatter light. Most measurements are conducted on
particle dispersions, rather than single particles, where
most often a dilute dispersion is required. Concen-
tration requirements are based on particle size where
larger particles must be more dilute than smaller parti-
cles. Automated light scattering techniques account for
this by determining light transmittance intensity as a
measure of concentration, such that the user need
not be concerned with particle size before the actual
measurement.

DLS or photon correlation spectroscopy

Particle size distribution measurements using DLS
requires dilute dispersions of particles that are less than
6mm in diameter.[36] It is relatively simple and inexpen-
sive to conduct measurements, and computer-controlled
acquisition and analysis are available. DLS is well
suited for measuring nanoparticles because it takes
advantage of Brownian motion, which is unique to
colloidal particles. For this reason, DLS is limited to
particles that are small and not affected by settling
forces. As was mentioned previously during the dis-
cussion on Brownian motion, DLS measures the velocity
of a particle in motion and correlates this velocity to size.
A laser light is utilized as a radiation source, and the
frequency variation of scattered light is detected. Shift
frequencies owing to particle motion are directly related
to particle velocity and used to calculate particle size
based on the theory of Brownian motion. A distribution
of shift frequencies is used to construct a particle size
distribution.

Laser light scattering

Laser light diffraction particle size analyzers use dif-
fracted light, diffused light, or both in the calculation
of particle size distributions. Accurate analysis can be
conducted on particles in the range of 10 nm–1 mm in
diameter. This method is simple, and the software
package allows for many thousand measurements that
are averaged together to give the final distribution.
This reduces the number user runs, making this mea-
suring technique a very efficient means for ascertaining
the particle size distribution of nanoparticles. Like
other diffraction techniques, dilute dispersions of the
nanoparticles are required for measurement. Typically,
the nanoparticle dispersion is recirculated through
a flow cell where the measurement takes place. This
allows for measurement of a larger portion of the
dispersion, rather than a limited number of particles,

which may be present in non-uniform distributions in
the cell, as in DLS or in the Coulter counter. Also, this
prevents settling of the particle or particle aggregates.
Sonication is provided on several types of measuring
units to aid in aggregate breakup. For particles that
are above 1 mm in diameter, Fraunhofer diffraction is
measured and calculated into a particle size distri-
bution. This type of measurement assumes a spherical
particle. Particles that are smaller than 1 mm require
that the Mei theory be employed. This calculation
assumes that the particles are spherical, and the refrac-
tive index of the dispersion medium and particles must
be known. The refractive index is an important
parameter, which, if incorrect, can greatly change the
calculated value. This technique can also be used to
determine droplet size of emulsions and microemul-
sions as well as droplets formed during atomization
for several of the particle engineering techniques.

Coulter counter

Dilute dispersions of nanoparticles or microparticles
can be evaluated using the Coulter counter, although
accuracy is limited to particles that are above 400 nm
in diameter. Particle size distributions are calculated
through electrical resistance variations when a particle
in dispersion passes between two electrodes. The resist-
ance causes a voltage pulse, which is directly pro-
portional to the particle volume of the individual
particle. When the concentration of particles is suffi-
ciently low, each voltage pulse corresponds to an indi-
vidual particle such that a particle size distribution can
be established. This technique requires that the parti-
cles be spherical for accurate volume measurements.
Particles that are nonspherical may rotate and create
a particle envelope that is much larger than its actual
size. Also, porous particles will give volumes larger
than their actual volume.

SEM

Because of the size limitations of optical microscopes,
electron microscopy plays an important role in viewing
particle size of a limited number of particles and eval-
uating particle shape and morphology.[37] This tech-
nique, unlike environmental SEM (ESEM), requires
that the sample be dry and a contrast agent applied
to the surface. The contrast agent is typically gold
or palladium, which is added to the surface through
sputter coating under high vacuum. Addition of the
contrast agent or the drying procedure may change
the morphology or size of the particles during viewing,
which is one of the disadvantages of using this tech-
nique. Also, a distribution of sizes is nearly impossible
to determine using this method, owing to limitations
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on number of particles that can be viewed. Evaluation
of the chemical makeup of nanoparticles as well as
drug content evaluation can be conducted during
SEM using energy dispersive spectroscopy (EDS),
which is available as an additional component to the
microscopy unit.

Atomic Force Microscopy

Scanning probe microscopy encompasses several tech-
niques that can be used to characterize surface
phenomenon such as height, charge, and magnetism,
one of which is atomic force microscopy (AFM), which
measures height and contour using a force probe.[37,38]

The AFM instrument scans the sample with a nano-
sized tip connected to a cantilever. In contact mode,
the tip is allowed to lightly tap or drag across the sur-
face of the sample. As the tip scans the surface, vertical
deflection or repulsion occurs and is measured by the
instrument to indicate the height of the local surface.
In noncontact mode, measurement of attraction to
the sample surface is used to determine the height of
the local surface. The resolution of AFM is as low as
10 nm, and surface measurements can be conducted
in both liquid and dry states. Nanoparticles are best
viewed when adsorbed to the surface of a stage com-
posed of silicone or glass. Viewing of the particles in
their native state allows for optimum characterization
of nanoparticles formed within particle dispersions,
as significant drying can affect particle size and mor-
phology. AFM has been used to view nanoparticles
adsorbed to the surface of glass with high resol-
ution.[37] Fig. 13 shows AFM pictures of adsorbed
SLN particles that correspond to �300-nm diameter
particles.

Transmission Electron Microscopy

Similar to SEM, transmission electron microscopy
(TEM) is a method for evaluating the particle size
and morphology of nanoparticles.[39] This technique
is under high vacuum and requires that the sample
be dry following sample preparation. TEM tomogra-
phy gives much higher resolution images compared
to SEM and can resolve at much higher magnifica-
tions. The addition of a contrast agent or coating is
not required for this technique. However, staining
agents can be used to improve contrast between com-
ponents in a mixture. An example of this can be found
in Fig. 14, where an SFL particle has been positively
stained (i.e., drug has been stained) to show the
size of the drug domains within the nanoparticulate
microparticle. Unlike SEM, this type of electron
microscopy transmits electrons through a particle
rather than reflecting them. Therefore, the sample must

be relatively thin. Low-angle scattering owing to the
diffusion of electrons is what is measured during nor-
mal TEM operation. Z-contrast TEM or STEM
dark-field imaging is a novel method for high-resol-
ution viewing of API/excipient mixtures without the
use of electron density staining or dispersion formation

Fig. 13 Non-contact mode AFM images of SLNs at scan
ranges of (A) 50 mm; (B) 25mm; and (C) 5mm. (With per-

mission from Ref.[37].)
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and drying. This tomography process has been used in
the semiconductor industry and requires the use of a
high-angle annular dark field (HAADF) detector.[39]

The high-angle scattering is associated with electron
interaction close to the nucleus of the atom. For this
reason, the detector is very sensitive to compositional
changes and thickness within the specimen. Analysis of
the sample contents can also be evaluated using electron
energy loss spectroscopy (EELS) and EDS.

Analytical Ultracentrifugation

As discussed previously, colloidal particles do not dis-
play sedimentation rates according to stokes law, but
rather motion within the dispersion is determined by
Brownian motion. However, during centrifugation,
sedimentation can be forced, and the rate of sedimen-
tation will vary depending on the particle size or
particle density. Several commercial apparatuses are
available, which will apply a given centrifugation level
and measure the sedimentation rate of the colloidal
particles.[41] This method has been used extensively
for polymer and inorganic particle analysis. This
method requires dilute dispersions and can be more
precise than DLS measurements of Brownian motion.
Similar to other techniques, spherical particles are
required and can be determined through SEM analysis
for particle shape.

CONCLUSIONS

The utility of nanoparticles is unmistakable and will
yield many novel methods for their manufacture,
collection, and characterization in the coming years.
This article has listed and described several of the
reported techniques for the production of nano-
particles and some examples of their use in drug deliv-
ery. Collection of the nanoparticles is important for

transition into a dosage form capable of being admi-
nistered and can be tedious owing to limitations on
filter sizes and can be time consuming using other
methods. Particle characterization can be achieved by
several means and must be conducted to ensure opti-
mum and robust nanoparticle production. The field
of nanotechnology is effectively in its infancy with only
room to grow and with funding now coming from
government agencies; the research in this field will
grow exponentially.
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INTRODUCTION

The process of formulation, whether for oral products,
parenterals, or other pharmaceutical products, is com-
plex and involves the interaction of many ingredient
and process variables. As such, it is difficult to under-
stand such systems, let alone develop useful models of
them. Statistics have the advantage of generating clearly
expressed models, with associated confidence levels.
However, for more than three or four inputs, they rap-
idly become unwieldy, so that the formulator is tempted
to oversimplify the problem in order to model it.

Neural networks provide an alternative approach.
Neural networks are mathematical constructs that are
capable of learning, for themselves, relationships within
data. The network makes no assumptions about the
functional form of the relationships, but simply tries
out a range of models to determine one that will best
fit to the existing data that are provided to it. As such,
increasingly artificial neural networks (often referred to
as ANNs) are used to model complex behaviour in pro-
blems like pharmaceuticals formulation and processing.

Although neural networks on their own are useful
for generating models, thus allowing ‘‘what if’’ possibili-
ties to be investigated, their capabilities are enhanced
further by combining them with other technologies.
For example, the use of neural networks for modeling
in conjunction with genetic algorithms for optimiza-
tion has proved very powerful, because it allows the
formulator to develop a formulation to meet stringent,
often conflicting, objectives. Another artificial intelli-
gence technology, fuzzy logic, can be used to define
the optimization objectives. Fuzzy logic has proved
especially valuable when conflicting properties (for
example, hard tablets that disintegrate quickly) are
desired. More recently, efforts have been made to inte-
grate the technologies even more tightly, creating new
methodologies like neurofuzzy logic, which combines
the ability of neural networks to ‘‘learn’’ from data,
with fuzzy logic’s capacity to express complex concepts
in a simple fashion.

Here, the key neural computing technologies and
their application to formulation and formulation opti-
mization are reviewed.

TECHNOLOGIES

Neural Networks

Neural networks provide an alternative to statistics for
the task of developing models to fit to experimental
data. Because the field developed independently from
statistics, different terminology is often used for neural
networks. Equivalent terms in statistics and neural
networks are summarized in Table 1; these are taken
from Orr.[1]

The development of neural networks originates in
the 1940s, when the first attempts were made to see if
machines could mimic the learning behaviour of
mammalian systems. They were given their name
because the fundamental mathematical processing unit
is analogous to the mammal’s neuron, and like a neu-
ron they collect inputs, and process them to create an
output signal. Provided the signal is sufficiently signifi-
cant, the neuron then ‘‘fires’’ to produce an output to
the next neuron in the assembly. The full analogy
between mathematical and mammalian neurons is
outlined in Table 2. Like mammalian neurons, these
mathematical neurons are useful only when they are
interconnected in a network. Neural networks are
under active investigation by the artificial intelligence
community, resulting in a number of possible forms
for the neuron, various possible architectures for the
network, and a range of procedures for ‘‘training’’
the network.

Early use of neural networks was inhibited because
the time taken to ‘‘train’’ a model on early computers
was prohibitive. Now, however, inexpensive fast PCs
make neural computing very feasible and widely
accessible, since generally it takes only a few minutes
to develop a useful model. Partly as a result, the
growth of the use of neural networks in formulation
has been rapid over the past few years. As discussed
later, they have had application for many different
fields of pharmaceutical formulation and processing.
For formulation problems, the inputs to the network
are generally the ingredients, ingredient amounts,
and processing conditions. The outputs consist of all
measured responses that the formulator has collected.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120030643
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Simply expressed, an ANN is a collection of math-
ematical processing units (neurons), interconnected
into a network that is capable of ‘‘learning’’ relation-
ships within data. ANNs are data driven; that is to
say, they require data from which they can learn, but
they do not require any assumptions about the model
to be learned.

Artificial neurons perform simple mathematical
operations on input data to produce an output. One
of the most popular artificial neurons, called the ‘‘per-
ceptron,’’ is illustrated in Fig. 1. Here, the inputs are
weighted, summed, and transformed using a ‘‘smooth-
ing function,’’ to produce an output function. A range
of smoothing functions can be used, the most popular
of which are sigmoidal (both symmetric and asymmet-
ric), tanh (which like the sigmoidal function is S-shaped,
but is symmetrical about the origin), and linear.

The way in which the neurons are interconnected
is referred to as the ‘‘network architecture’’ or ‘‘topol-
ogy.’’ A variety of network architectures has been
developed for different applications, but one of the
most common is the so-called multilayer perceptron
(MLP) network, illustrated in Fig. 2. This is a ‘‘feed-
forward’’ network, the ‘‘feed forward’’ meaning that
information is passed in one direction through the
network from the inputs, through various ‘‘hidden
layers,’’ to the outputs. The inputs are simply the input
variables and, as stated above, in the case of formu-
lation these correspond to ingredients, ingredient
amounts, and processing conditions. The ‘‘hidden
layers’’ are made up of perceptrons. Typically, one
hidden layer is adequate to learn the relationships in
most data sets; two hidden layers should enable all

problems to be ‘‘learned,’’ but there is a greater risk
of overtraining. Overtraining is a phenomenon by
which the network ‘‘memorizes’’ the training data,
but is unable to generalize and to make accurate
predictions.

The number of ‘‘nodes’’ or perceptrons in the hid-
den layer(s) characterizes the network architecture.
Consequently, papers in the literature will state that
they used ‘‘one hidden layer with five nodes,’’ for
example. Frequently, users ‘‘tune’’ the network by
selecting different numbers of nodes in the hidden
layer, to find which gives the best fit to data. Again,
when more nodes are added, this increases the risk of
overtraining since more parameters will be used in
the fit. The aim should be to use the minimum number
of nodes that will provide a fit to the training data.

Variations of this simple architecture exist. One
such case is the so-called ‘‘jump’’ network, where there
are connections directly from inputs to outputs, in
addition to the hidden neuron connections. Another

Table 1 Equivalent terms in statistics and neural networks

Statistics Neural networks

Model Network

Regression Supervised learning

Interpolation Generalization

Observations Training set

Parameters (Synaptic) weights

Independent variables Inputs

Dependent variables Outputs

Ridge regression Weight decay

Table 2 Analogy between biological and artificial neurons

Biological neuron Artificial perceptron

Signal into synapse Input vector

Strength of synaptic connections Weights

Biological cell body Summation block

Output impulse Output function

Property 1

Property 2

Input 1

Input 2

Input 3

Input 4

Input 5

Input
layer

Hidden
  layer
(3 nodes)

Output
 Layer

Fig. 2 Schematic drawing of multilayer perceptron (MLP)
neural network.

Output

Smoothing
Function

Summation
Block

In
pu

ts

Fig. 1 Schematic drawing of perceptron, a simple artificial

neuron.
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variation, implemented in some software packages,
allows the user to ‘‘prune’’ the network by removing
weak connections, thereby cutting down on the num-
ber of free parameters used to model the system.

In designing networks for the case of multiple out-
puts, two possible strategies can be adopted. One is
to develop a single model that connects all the inputs
to all the outputs. The other, which can be more useful
if optimization is the end goal, is to develop a separate
network for each of the properties, in effect by having
only one output node, corresponding to that property,
in the network.

An adaptation of the simple feed-forward network
that has been used successfully to model time depen-
dencies is the so-called recurrent neural network.[2]

Here, an additional layer (referred to as the ‘‘context’’
layer) is added. In effect, this means that there is an
additional connection from the hidden layer neuron
to itself. Each time a data pattern is presented to the
network, the neuron computes its output function just
as it does in a simple MLP. However, its input now
contains a term that reflects the state of the network
before the data pattern was seen. Therefore, for sub-
sequent data patterns, the hidden and output nodes
will depend on everything the network has seen so
far. For recurrent neural networks, therefore, the net-
work behaviour is based on its history.

In neural networks, the ‘‘learning’’ can be super-
vised or unsupervised. Supervised learning is useful
for discovering cause-and-effect relationships. Here,
the network incorporates a sort of ‘‘teacher’’ which
tells the network how well it is learning the data. Data
are presented as records (patterns) containing cause-
and-effect information (i.e., information on inputs
and outputs). Given the inputs, the network tries to
reproduce the output by adjusting the weights on the
various neurons, until the network’s predictions match
the observations. Usually, the adjustment of weights
involves a process called backpropagation,[3] in which
the size of the error is used in adjusting the weights.
There are a number of backpropagation algorithms,
but the most common are standard incremental and
standard batch methods, both of which rely on the
expression

DwikðnÞ ¼ �e�dEp=dwik þ a�Dwikðn � 1Þ ð1Þ

This contains two adjustable parameters. e, the
learning rate, gives the average size of the weight
changes. a, the momentum, is included to speed up
training in ‘‘flat’’ regions of the error surface. How
well the network trains can depend crucially on the
right choice of values for these parameters. Conse-
quently, alternative methods like RPROP, which does
not require a user-specified learning rate and momen-
tum, have been developed.

Simple one-layer feed-forward MLP neural net-
works, with varying numbers of nodes in the hidden
layer (and with various learning parameters for the
backpropagation algorithms) have been by far the
most popular for modeling pharmaceutical examples,
and many papers report considerable tuning of the
parameters (for example, the number of nodes in the
hidden layer) to get the best fit to data. Rather
fewer look at the effect of changing the backpropa-
gation algorithms or the backpropagation parameters,
although these can have a significant effect on training.
Recurrent neural networks have been used rather less
frequently, but have proved to be successful for model-
ing time-dependent phenomena like dissolution profiles.

One other network that has been used with super-
vised learning is the radial basis function (RBF)
network.[4] Radial functions are relatively simple in
form, and by definition must increase (or decrease)
monotonically with the distance from a certain refer-
ence point. Gaussian functions are one example of
radial functions. In a RBF network, the inputs are
fed to a layer of RBFs, which in turn are weighted to
produce an output from the network. If the RBFs
are allowed to move or to change size, or if there is
more than one hidden layer, then the RBF network
is non-linear. An RBF network is shown schematically
for the case of n inputs and m basis functions in
Fig. 3. The generalized regression neural network,[5]

a special case of the RBF network, has been used
infrequently especially in understanding in vitro–
in vivo correlations.

One final issue to note with supervised neural net-
works is that, because they fit to the data available to
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Layer of radial
basis function
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Fig. 3 Schematic drawing of radial basis function neural
network.
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them, it can be difficult to assess the validity of the
model. It is a real risk that the network will ‘‘memorize’’
the data with which it is presented, so that it develops an
overly complex model that fits to the noise as well as to
the underlying features. The generally accepted way of
avoiding this problem is to hold back some of the data
(typically at least 10%) and to use it for testing the ability
of the network to predict unseen data.

Supervised learning has been used in almost all
formulation studies to date, since its main aim is to
develop cause-and-effect models. However, unsuper-
vised learning does find some use when larger quanti-
ties of data are available. In unsupervised learning,
the network looks at the data it is given, treating it
all as inputs. The network discovers some of the
properties of the data set, and learns to show these
properties as its output. Usually, the network learns
a compressed representation of the data. Kohonen net-
works[6] are examples of unsupervised learning, provid-
ing an objective way in which data can be clustered by
mapping the input patterns (vectors of arbitrary
dimension n) onto a map with only one or two dimen-
sions. In CAD/Chem from A I Ware, their proprietary
Gaussian Functional Link network[7] combines unsu-
pervised learning to cluster the initial data with super-
vised learning using the clusters as the training data set,
using a network that resembles RBF but with the pos-
sible addition of other functional forms.

The field of neural network research remains an
active one, and it can be expected that researchers will
continue to try to apply different network architectures
for different applications.

Genetic Algorithms

The goal of many pharmaceutical formulators is to
produce an optimum formulation or process, often
for complex problems where two or more objectives
are in conflict with each other. In principle, a series
of ‘‘what if’’ experiments could be performed to try
to find the optimum, but in practice this process of
trial-and-error is too time consuming and relies too
much on luck. Therefore, an optimization technique
is required.

Optimization poses a real challenge for multidimen-
sional problems, since most of the conventional opti-
mization techniques like steepest descent and
conjugate gradient methods are likely to find a local,
rather than the global, optimum. Genetic algorithms,
which are based on evolutionary concepts like repro-
duction and mutation, can avoid these problems.
Although their development dates back to the 1970s
when they were introduced by Holland,[8] their general
use (like that for neural networks) was not feasible
until fast inexpensive computers were readily available.

The combination of neural networks with genetic
algorithms has proved especially fruitful, since it allows
the same neural network models to be used both for
‘‘what if’’ predictions and for optimization. In prin-
ciple, it is possible to use the measured properties as
inputs to a neural network, and the ingredients as out-
puts (an effect-and-cause model rather than cause and
effect) in order to predict what formulation will give
specific desired properties. However, for non-linear
problems, in practice this approach can give models
that are not consistent with the cause-and-effect mod-
els previously generated. For formulation, the combi-
nation of a genetic computing approach with neural
networks was pioneered by A I Ware in their CAD/
Chem program, which was available until the end of
1999 and which used the proprietary guided evolution-
ary simulated annealing (GESA) algorithm.[9] More
recently, INForm from Intelligensys offers the combi-
nation of neural networks for modeling with genetic
algorithms for optimization.[10] The integration of the
two technologies is illustrated schematically in Fig. 4.

With genetic algorithms, a trial population of
solutions is generated. These are assessed against a cri-
terion of ‘‘fitness’’ and the fittest solutions become the
parents of the next generation, as shown schematically
in Fig. 5.

The assessment of fitness requires the definition of
the objective function Obj, shown in Eq. (2), against
which the models can be assessed.

Obj ¼
PP

i¼1 ðdiðpiÞ�wiÞ
PP

i¼1 wi

ð2Þ

In this multiobjective optimization, the weights
(wi) correspond to the relative importance of each
property, allowing the formulator to emphasize
the properties of greatest significance in a particular

Fig. 4 Genetic algorithms integrated with neural network
modeling in optimization system.
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project. This in turn means that formulations can be
customized to some extent for each client or project.
The use of weights also allows the formulator to deal
with conflicting properties (e.g., hard tablets that disin-
tegrate quickly) and to examine the trade-offs involved
in sacrificing one property in order to improve another.

The objective function also requires the desirability
di for each property. The desirability is a function
describing whether the property should be as high as
possible, as low as possible, or in some range in the
middle. As described below, this can be achieved using
fuzzy logic.

In addition to the criterion of fitness, the use of
genetic algorithms implies that two other things are
possible. One is the ability to express the solution as
a chromosome, that is, in a form such as a character
string (generally an array of bits or characters) that
encodes the values for the different parameters that
are being optimized. Secondly, operations that mimic
sexual reproduction (called crossover or recombi-
nation) and mutation are required. As the name sug-
gests, in crossover genetic material is exchanged by
swapping bits from one solution with bits from
another. Typically, the user can control the degree of
crossover. A large replacement percentage allows
extensive exploration of the optimization hypersurface,
but it may take a long time (many ‘‘generations’’) to
converge to the global optimum. A relatively small
value does not allow much exploration of the hyper-
surface, but can be useful if the solution is relatively
near an optimum.

Fuzzy Logic

Conventional logic can be traced back to the Greeks,
and depends on the premise that a hypothesis can
be classified either as true or false. This maps onto

conventional set theory, so that a hypothesis either lies
in the ‘‘true’’ set, or else lies wholly outside it. That is,
the membership in the ‘‘true’’ set is either 0 (for false
hypotheses) or 1 (for true ones). The problem with
such conventional or ‘‘crisp’’ logic, though, is that
it does not map intuitively onto everyday life. An
oft-cited example is the definition of a ‘‘comfortable’’
room temperature. If 20�C is a ‘‘comfortable’’ tem-
perature, does this mean that 19�C, or 21�C, are not
comfortable? Crisp logic would insist that this is so,
or else would require the user to set up very compli-
cated rules. The same issues arise when describing
any variable in linguistic terms. For example, for disin-
tegration, a time of 250 sec might be judged as ‘‘fast.’’
But this might not mean that a time of 260 sec is
too slow.

Fuzzy logic allows more intuitive statements and
descriptors to be used. It is based on the theory of
fuzzy sets, introduced in the 1960s by Lotfi Zadeh.[11]

For fuzzy sets, membership functions can take any
continuous value between 0 and 1. In effect, in addition
to the black and white of conventional logic, fuzzy
logic allows for shades of gray. In the context of the
disintegration time example, two sets, ‘‘fast’’ and
‘‘slow’’ can be defined, as illustrated in Fig. 6. Here,
disintegration times in a range around 300 sec have
memberships in both ‘‘fast’’ and ‘‘slow’’ sets.

Fuzzy logic forms a useful basis for defining desir-
ability functions describing the values that different
properties should take. For example, in the case of
the hardness of a pharmaceutical tablet, higher hard-
ness values may be preferred. Fig. 7A shows the
desirability function, for the case where tablet hardness
should take a value >10. For pharmaceutical tablets,
we may also be looking for a short disintegration time
so that the drug gets into the system as quickly as
possible. Fig. 7B shows the case where disintegration
time should take values <300 sec. This figure shows
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Fig. 6 An illustration of the use of fuzzy logic to map the
disintegration time of a tablet onto the linguistic concepts
‘‘fast’’ and ‘‘slow.’’

Fig. 5 Schematic representation of genetic algorithm
optimization.
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that disintegration times below 300 sec are 100% desir-
able, and that desirability falls off in a linear fashion
as the disintegration time is increased. A simple
implementation of crisp logic would force us to say
that a tablet with disintegration time of 299 sec was
totally undesirable; fuzzy logic allows us to assign a
desirability of just <100% to such a formulation. How-
ever, because the desirability is used in the fitness
assessment [shown in Eq. (2)], then the higher the dis-
integration time, the more the formulation giving such
a value is penalized in the optimization.

Fuzzy logic is also widely used in process control,
because it allows rules to be expressed in a simple
linguistic format IF (A) THEN (B), with an associated
confidence level that is related to the membership func-
tions. To understand how it is used for control, con-
sider the simple example of a fan heater governed by
four rules, summarized in Fig. 8. These rules map onto
the four fuzzy sets COLD, COOL, WARM, and HOT
also shown in Fig. 8. If the room temperature is 18�C,
the heavy line on Fig. 8, then by Rule 3, the fan speed is
medium, with truth value 0.7, and by Rule 4, the fan
speed is low with truth value 0.3. The process of

defuzzification then allows us to set an appropriate
fan speed.

This ability to express objectives in simple terms
also allows fuzzy logic to be combined tightly with
other technologies like neural networks to give neuro-
fuzzy computing. As discussed below, this gives power-
ful data mining techniques that can be used in
formulation.

Neurofuzzy Computing

Neurofuzzy computing brings together the learning
capabilities of neural networks with fuzzy logic’s abil-
ity to express complex rules intuitively. This brings a
degree of transparency to the ‘‘black box’’ neural
network models, so that the technique has sometimes
been referred to as ‘‘gray box’’ modeling. A relatively
new field, it has been applied to pharmaceutical formu-
lation and processing for only a few cases. As yet, there
is just one commercial implementation specifically
aimed at product formulators.[12]

Essentially, the neurofuzzy architecture is a neural
network with two additional layers for fuzzification
and defuzzification. The fuzzification and input
weighting are illustrated graphically in Fig. 9, adapted
from the thesis of Bossley.[13] It can be seen that there
are similarities with the RBF network, except now
the radial functions are replaced by the multivariate
membership functions.

In neurofuzzy systems, the modeling capabilities are
determined by the number, shape, and distribution of
the fuzzy input membership functions. The correct
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Fig. 7 Fuzzy logic used to express desirability of tablet
hardness (should be >10) and disintegration time (should
be <300).

Fig. 8 Fuzzy rules for controlling a fan heater based on

fuzzy concepts of room temperature (COLD, COOL,
WARM, HOT).
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choice depends on the problem under consideration;
typically for problems where data are scarce, relatively
few membership functions should be used. For a single
input, the rule antecedent would be IF (A), whereas for
two inputs, it would be IF (A) AND (B), and so on.
Multivariate membership functions depend on all the
inputs and on the number of membership functions
used for each. Therefore, if there are two inputs A
and B, where A has a 2-node membership function
(LOW and HIGH, say), while B has a 3-node member-
ship function (LOW, MEDIUM, HIGH), then there
are six multivariate membership functions in total. It
can be seen that the problem grows exponentially
depending on the number of inputs and their com-
plexity, and this can lead to very complicated rules.
There have been a number of implementations of
neurofuzzy logic, including ANFIS,[14] NEFPROX[15]

and ASMOD.[16] Of these, adaptive spline modeling of
data (ASMOD) develops ‘‘parsimonious’’ models and
submodels that involve only the important input
variables, so its rules are considerably simpler to under-
stand than those from other implementations. ASMOD
has been implemented commercially in the FormRules
program,[12] and is being used successfully by pharma-
ceutical companies and academic researchers. ASMOD
automatically adjusts the number of membership func-
tions that are used for each input, and their position. It
also determines how many submodels are needed, and
whether these depend on more than one input function.

The output of a neurofuzzy (sub)model is simply a
piecewise linear polynomial; in other words, the
continuous output is produced from a finite number of
linear segments. How many pieces can be fitted (i.e.,
the complexity of the model) depends on the number
of multivariate membership functions that can be used,
and this relates directly to the amount of data that is

available. In order to avoid fitting an overly complex
model, various model assessment criteria can be used
to balance model complexity against how good a fit
is obtained to the training data. These criteria fall into
two categories: statistical criteria and validation cri-
teria. Validation criteria include the well-established
cross-validation and leave-one-out-cross-validation
approaches. These mean that some of the data points
are not used for training, but are used for validation.
Statistical criteria are generally more reliable, and
allow all the data to be used in the training set. Popular
statistical model assessment criteria include structural
risk minimization, minimum descriptor length, Baye-
sian inference criterion, and others. Typically, struc-
tural risk minimization is the safest method to use to
avoid overtraining. (As for other neural networks, this
means that the network is fitting to the noise, not the
underlying features.) However, when there is a rela-
tively small number of data points, then one of the
other techniques will allow more complex models to
be developed, at some risk of overtraining the data.

Using the information about the submodel output,
and the number of membership functions used for each
input, rules can be extracted from the model. A typical
example is shown in Fig. 10, where the submodel
output shows a non-linear form that is fitted by three
membership functions LOW, MID, and HIGH. The
rules are shown in the figure; the numbers in brackets
represent ‘‘confidence levels’’ and are related to the
weights determined by the neurofuzzy network.

Because rules can be extracted in such a straightfor-
ward fashion, neurofuzzy computing is rapidly becom-
ing accepted as a useful data mining technique. Even
with relatively small amounts of data, it can give useful
information that can be used to suggest which direc-
tion future experiments should take.

Multivariate
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Fig. 9 Schematic representation

of neurofuzzy network within
ASMOD algorithms. (From
Ref.[12].)
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APPLICATIONS

The past decade has seen a dramatic increase in the
number of reported applications of neural computing
in pharmaceutical formulation and processing.[17–23]

Applications now cover the majority of types of for-
mulations ranging from immediate release tablets to
coated pellets, emulsions, implants, and hydrogels.

Immediate Release Oral Dosage Forms

The earliest study in this field was reported by Turko-
glu, Ozarslan, and Sakr[24] at the University of
Marmara, Turkey and Cincinnati, U.S.A., who mod-
eled a direct compression tablet formulation contain-
ing hydrochlorothiazide in order to maximize tablet
strength and select the best lubricant. In another study,
Kesavan and Peck[25] from Purdue University (USA)

modeled a tablet formulation of caffeine in order to
relate both formulation (diluent type and concen-
tration, binder concentration) and processing variables
(type of granulator, method of addition of binder) with
granule and tablet properties (friability, hardness, and
disintegration time). Both these investigations showed
that neural networks performed better than conven-
tional statistical methods. Subsequently, the data of
Kesavan and Peck were reanalyzed using a combi-
nation of neural networks and genetic algorithms.[26]

This showed that the optimum formulation depended
both on the relative importance placed on the output
properties and on the constraints applied both to
the levels of the ingredients and to the processing
variables. Many optimum formulations could be
produced, depending on the ‘‘trade-offs’’ that could be
accepted for different aspects of product performance.
In a more recent study,[27] the same data have been
studied using neurofuzzy computing. Useful rules were
automatically generated, highlighting the most impor-
tant factors for each property and their interdependen-
cies. As expected, the rules for friability are the inverse
of those for tablet hardness, while the rules for disinte-
gration time involved the diluent itself, the binder
concentration, the method of addition of binder (wet
or dry), and the method of granulation.

In a series of papers, Bourquin et al.[28–31] from
Novartis and the University of Basel, Switzerland,
highlighted the advantages and disadvantages of
neural networks in formulating immediate release
tablets. Recently, Shao, Rowe, and York[32] from the
University of Bradford, U.K., have compared neuro-
fuzzy techniques with neural networks using these data
in two commercial codes, FormRules v2.0 (Intelli-
gensys) and INForm v3.0 (Intelligensys) that use neu-
rofuzzy and neural network technology, respectively.
They found that neurofuzzy methods developed models
that were almost as good as neural networks (as deter-
mined using analysis of variance statistics). However,
the neurofuzzy results had the advantage that they also
generated rules that were presented in a simple under-
standable format.

Rocksloh et al.[33] from the University of Tubingen,
Germany, used neural networks successfully to opti-
mize the crushing strength and disintegration time of
a high-dose plant extract tablet. In another study using
both neural networks and genetic algorithms, Do,
Dang, and Le[34] from Vietnam illustrated the advan-
tages of combining these technologies in the formu-
lation of antacid tablets. Chen et al.[35] from
Boehringer Ingelheim and the University of Tennessee
(U.S.A.) used neural networks to predict the drug
content and hardness of intact tablets of theophylline
mixed with microcrystalline cellulose from their near-
infrared spectra. The model proved better than a statis-
tical model generated with the same data. Superiority of
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IF X is LOW THEN Y is LOW (1.00)
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IF X is HIGH THEN Y is HIGH (0.96)

Fig. 10 Rule extraction from neurofuzzy model. Values in
brackets are confidence levels.
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neural network models over statistical models has
also been found by Sathe and Venitz[36] from the
FDA and Virginia Commonwealth University in
Richmond, VA, this time for predicting the dissolution
of 28 diltiazem immediate release tablet formulations.
In a recent paper, Lindberg and Colbourn[37] working
in Sweden and the U.K. used neural networks, genetic
algorithms, and neurofuzzy to analyze historical
data from three different immediate release formula-
tions. In all cases, the models generated performed
satisfactorily in producing tablets with specific desired
properties.

Apart from immediate release tablet formulations,
neural networks have also been applied to modeling
immediate release capsule formulations[38] and rapidly
disintegrating or dissolving tablets.[39] In the latter,
Sunada and Bi from Japan used both statistics and
neural networks to optimize both the formulation
and processing conditions for rapidly disintegrating
tablets developed using both direct compression and
wet granulation techniques.

In a detailed evaluation of both neural networks
and GESA for the modeling and optimization of a
tablet coating formulation, Plumb et al.[40,41] from the
U.K. concluded that, for conflicting properties such as
crack propagation and film opacity that displayed
highly curved responses with respect to the formu-
lation inputs (e.g., pigment particle size, pigment con-
centration, and film thickness), classical experimental
designs to map the experimental space are inappropri-
ate for neural network modeling. However, if a pseu-
dorandom design was used, it was possible to model
and optimize the film coating, predicting formulations
that were either crack resistant or that were fully opa-
que. Similar formulations have also been studied using
neurofuzzy computing,[42] where rules were generated
relating both the opacity and crack resistance to the
input variables. In line with expectations, the technique
discovered for itself that for maximum opacity the
films needed to be thick with high pigment concen-
tration and small pigment size.

Controlled Release Oral Dosage Forms

Applications of neural computing in this field are as
numerous as they are diverse and it is appropriate to
review them based on the technology (or release rate
controlling mechanism) used in the formulation of
the product.

Hydrophilic Matrices

In this group of products, a drug is mixed with a
hydrophilic polymer, generally a cellulose derivative,
and the release mechanism is based on diffusion

through a swollen gel. The first studies applying neural
networks to model these formulations and predicting
drug release profiles were carried out in the early
1990s by Hussain, Yu, and Johnson.[43,44] at the
University of Cincinnati, U.S.A. The authors modeled
the in vitro drug release characteristics of a number of
drugs dispersed in hydroxypropyl methyl cellulose,
hydroxypropyl cellulose, hydroxyallyl cellulose, and
sodium carboxymethyl cellulose, formulated either as
capsules[43] or tablets.[44] In all cases, neural networks
with a single hidden layer had a reasonable perform-
ance in predicting drug release profiles. Later studies
by Takahara, Takayama, and Nagai, Takayama,
and Nagai[45] at Hoshi University in Japan used neural
networks and a multiobjective optimization technique
to optimize the release rate of Trapidil from a formu-
lation based on microcrystalline cellulose and hydroxy-
propyl methyl cellulose.

Extensive work at the University of Tennessee on
tablets containing mixtures of hydrophilic polymers
has demonstrated not only the usefulness of neural
networks in modeling drug release[46] but also the
advantages of combining the approach with pharma-
cokinetic simulations in designing the formulation.[47]

In addition, the authors[48] also evaluated four commer-
cially available neural network software packages using
the same input data set. Although all four packages
provided reasonable predictions, there were differences
presumably due to their use of different backpropaga-
tion algorithms. The same data have recently been
reanalyzed using both neural networks and neurofuzzy
logic.[49] Both technologies were successful in developing
models for the data, neural networks developing better
(but more complex) models, as judged using ANOVA
(analysis of variance) statistics. However, neurofuzzy
logic was able to extract intelligible and actionable rules
consistent with those that would be expected by an
experienced formulator.

A simultaneous optimization technique, incorporat-
ing a neural network and based on minimizing the
generalized distance between a predicted value of a
response to the desirable one, has been used by
Takayama et al.[50] from Hoshi University, Japan, to
optimize a controlled release formulation of theophyl-
line based on a proprietary mixture of hydroxypropyl
methyl cellulose and lactose. The optimal solution
was superior to that predicted using statistical tech-
niques. Wei, Wu, and Liang[51] in China have recently
confirmed earlier work using neural networks, to
model successfully the release properties of nine drugs
dispersed in various ratios of dextrin and hydroxy-
propyl methyl cellulose using drug solubility as an
input variable.

The cellulose derivatives are not the only polymers
used in this technology; carbomers or carboxyvinyl
polymers are often used as well. Sheng et al.[52] from
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China used these polymers in designed controlled
release tablets of nifedipine and nimodipine. Using
the drug solubility, polymer hydration rate, quantity
of polymer, and quantity of an added surfactant as
the inputs, they were able to use neural networks to
predict drug release successfully.

Wax and Plastic Matrices

In this group of formulations, a drug is compressed
with the polymer and the release mechanism is based
on diffusion through pores. Polymers used are either
waxes, as studied by Zupancic Bozic, Vrecar, and
Kozjek[53] from Slovenia, who modeled the release
characteristics of diclofenac sodium from cetyl alcohol
matrices or methacrylates. The latter have been used
by Ibric et al.[54] from Yugoslavia, who successfully
applied a generalized regression neural network to
design controlled release aspirin tablets. The authors
used predicted contour plots to define an optimum
formulation. A comparison of the results with response
surface methodologies based on a second-order poly-
nomial illustrated the superiority of the neural network
approach. Similar results have been achieved by the
same authors, using a different grade of methacrylate
polymer.[55]

Coated Tablets

In these products, the controlling mechanism for drug
release is the film applied to the tablet, although in
some circumstances release may be controlled in
addition by the tablet core formulation. In a detailed
study of 125 formulations for small tablets prepared
from a model drug embedded in a hydrophilic matrix
and then coated with an enteric polymer, Leane,
Cumming, and Corrigan from Ireland[56] were able to
apply various input feature selection algorithms, includ-
ing genetic algorithms, to evaluate the relative impor-
tance of the input variables. They then used a neural
network to model subsets of the data, with the less
significant inputs eliminated. As expected, elimination
of the less significant inputs results in more generalized,
predictive models.

In another study, Wu et al.[57] from China used a
neural network to model the formulation of salbutanol
sulfate osmotic pump tablets, using the amount of
hydroxypropyl methyl cellulose and polyethylene gly-
col present in the cellulose acetate coating, in addition
to the coating weight, as control factors. Using the
model, the authors predicted the release parameters
for 1000 formulations, from which they selected an
optimum with the desired release pattern.

Pellet Formulations

In pelleted or multiparticulate formulations, the drug
release mechanism can be controlled either by using a
rate controlling matrix or by the use of films. The pel-
lets are either produced using extrusion and spheroni-
zation or by layering onto sugar cores. In some cases,
the pellets may be tableted. In others, they are packed
into hard gelatin capsules. Peh et al. from Malaysia
have applied both multilayer perceptrons[58,59] and
recurrent neural networks[60] to model successfully
the release of theophylline from a matrix controlled
release pellet formulation prepared using extrusion
and spheronization. In all cases, the model was
assessed by using a similarity factor. In another study
on pellets, this time prepared using the layering tech-
nique followed by polymer film coating, Vaithiyalingam
et al.[61] from Texas Tech University in Amarillo com-
pared the modeling and optimization abilities of simplex
and neural network procedures. They concluded that
from very limited data sets, simplex optimization was
more appropriate although neural networks were ‘‘a
valuable and predictive tool.’’ In a follow-up study,
Vaithiyalingam and Khan[62] compared response surface
methodology and neural networks for modeling and
optimizing the effect of process and formulation vari-
ables on the release profile of verapamil hydrochloride.
In each case, the observed drug release profile of the
optimized formulation was close to that predicted from
the model.

In a very recent study, fluidized bed manufactured,
enteric-coated, omeprazole pellets compressed into
tablets were analyzed using neural networks.[63] From
the model, the authors were able to predict a positive
correlation between the tablet strength and the con-
centration of the microcrystalline cellulose used as a
compression aid. However, the degradation of the
omeprazole in such media was also dependent on the
microcrystalline cellulose concentration.

Topical Dosage Forms

Topical formulations, by their very nature, are multi-
component and it is not surprising that neural net-
works have been applied to deal with this complexity.
The first work in this field was performed on hydrogel
formulations containing ketoprofen, at Hoshi Univer-
sity in Japan[64] followed up by further studies in
1999[65] and 2001.[66] In all cases, the objective—that
of designing optimal formulations containing absorp-
tion enhancers using a novel simultaneous optimiza-
tion technique incorporating a neural network—was
achieved successfully. Similar results were reported by
Kandimalla, Kanikkannon, and Singh[67] from Florida
A&M University, comparing a response surface
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methodology and neural networks for optimizing a
suitable vehicle composition for the transdermal delivery
of melatonin.

Lipophilic semisolid emulsions have been modeled
using neural networks by Gasperlin et al.[68,69] from
Slovenia. The authors were able to use the models
to explain and predict the physical stability and the
viscoelastic behaviour of their creams. The formulation
of a skin cream containing plant extracts has recently
been optimized using a combination of neural net-
works and genetic algorithms.[70]

Miscellaneous Drug Delivery Systems

Neural networks are increasingly being applied to the
modeling of novel drug delivery systems. They have
been applied successfully for the prediction of the
phase behaviour of microemulsions[71–74] enabling
both the rapid screening of formulations and the
optimization of stabilities. They have been applied to
the preparation of controlled release acrylic micro-
spheres[75] produced by a solvent evaporation method
and to modeling the release of insulin from an implant
based on a polyion complex of chitosan and sodium
hyaluronate.[76] In a very recent study, Reis, Sinisterra,
and Belchior[77] from Brazil applied neural networks to
the modeling of the release of hydrocortisone in a bio-
degradable matrix, and rhodium (II) butyrate in a bio-
ceramic matrix. They concluded that the approach had
distinct advantages in the simulation and design of
efficient controlled drug release systems.

Neural networks when applied to in vitro–in vivo
correlations have the potential to be a useful predictive
tool. Dowell et al.[78] from the FDA and the Elan
Corporation tested this hypothesis using a number of
neural network architectures, on a data set including
both in vitro inputs (% dissolved) and in vivo outputs
(plasma concentrations). They concluded that the
approach is viable—a conclusion also supported by
studies by Chen et al.[47] using a controlled release
tablet formulation based on mixtures of hydrophilic
polymers.

Pharmaceutical Processing

All of the applications of neural networks so far
reviewed have dealt primarily with modeling formula-
tions. Another field in which this technology has
proved useful is in modeling processes in order to opti-
mize process conditions, generally to improve yield and
reduce wastage.[79] In pharmaceuticals, the technology
was first applied in the early 1990s, to modeling the
fluidized bed granulation process by Murtoniemi et al.
at the University of Helsinki.[80–82] They showed con-
clusively that the best networks were able to predict

the experimental responses more accurately than sta-
tistical techniques. In more recent work, the concepts
have been extended to cover modeling of the droplet
deposition behaviour[83] and in-line moisture measure-
ment and control by near-infrared spectroscopy.[84]

Watano et al.[85,86] in Japan have also applied neural
networks successfully to the scaling up of a closely
related process—that of an agitated fluidized bed
granulator.

Roller compaction is a process that is often used in
preparation of granules for direct compression, and it
is not surprising that it has been modeled using neural
networks. Inghelbrecht et al.[87] from Belgium instru-
mented a roller compactor and successfully modeled
the parameter settings by neural networks, enabling
the prediction of granule friability. In a later paper,[88]

it was shown that neural networks combined with gen-
etic algorithms could be used to model and then opti-
mize an acetaminophen tablet manufacturing process
based on roller compaction.

A very novel application of neural networks
recently reported[89] was that of maximizing tablet
yield in a production environment. The authors ana-
lyzed a data set of 100 typical batches of tablets, classi-
fied and rated the inputs according to their importance
(influence on tablet yield) and used a neural network
model to maximize tablet yield while holding tablet
quality within specified limits.

BENEFITS AND ISSUES

Clearly neural computing can be used for a wide range
of application domains in the general area of pharma-
ceutical formulation and processing, and gives models
at least as good as those obtained using statistical mod-
eling. Similar conclusions can be drawn from a review
of applications in the non-pharmaceutical area such as
adhesives, agrochemicals, ceramics, dyes and pigments,
lubricating oils, paints and coatings, paper and board,
and food.[90] The power of the technology lies
especially in its ability to capture non-linear relation-
ships in the data, without requiring prior knowledge
from the user. From the applications cited earlier, the
benefits that were seen included

� Effective use of incomplete data sets.
� Rapid analysis of data.
� Ability to accommodate more data and retrain the

network (refine the model).
� Effective exploration of the total design space, irres-

pective of complexity.
� Ability to accommodate constraints and prefer-

ences in optimization.
� Ability to generate intelligible and actionable rules

Neural Computing and Formulation Optimization 2409



M
icroencap–
N

eural

In a recent survey of 75 U.K. companies[91] covering
the use of 93 neural computing applications in all
business sectors, the major benefits identified were
improved quality, improved response times, and
increased productivity. Eight-four percent of users
were satisfied or very satisfied with their systems, with
only 3% expressing dissatisfaction. Specifically, for the
domain of product formulation, business benefits have
been given as

� Enhancement of product quality and performance
at low cost.

� Shorter time to market.
� Development of new products.
� Improved customer response.
� Improved confidence.

Of the users mentioned in the previously cited study,
39% found problems related to software and lack of
development skills. This situation is changing. In order
that neural systems be used effectively by formulators
with a modest mathematical background, it is impor-
tant that software packages incorporate rules of thumb
and default parameters that ensure the technologies are
robust across a range of applications, so the user does
not need artificial intelligence expertise. New commer-
cial systems that meet this criterion are emerging; these
integrate neural technologies with visualization and
data manipulation capabilities, within an easy-to-use
interface, to provide a valuable decision support sys-
tem for product formulators. Two such programs,
incorporating MLP neural networks and neurofuzzy
logic respectively, are INForm[10] and FormRules[12]

from Intelligensys Ltd.
However, even when commercial packages are used,

they can be applied to advantage only if other specific
conditions are met. The problem must be numeric in
nature, and reasonable quantities of data must be
available to develop an adequate model. The greatest
benefits are achieved for multidimensional problems,
since for these it is difficult to express any analytical
model and difficult to abstract the rules by any other
mechanism than neural computing.

The next generation of formulators in industry is
likely to find themselves using these techniques routi-
nely and to an increasing extent. Several pharma-
ceutical companies have already made the technology
available to formulators either as standalone programs,
or integrated via an intranet.
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INTRODUCTION

In the 1800s, manufacturers used extravagant promo-
tional techniques, which were reflective of the nation’s
level of culture and taste, to sell their products. Exag-
gerated statements regarding the products and its
effects were very common. Professional standards
and ethics were at an all-time low and virtually non-
existent in most cases. Patients, who had to make a
choice between a myriad of medication products, were
usually confused and ignorant of the medication use
process. It was not surprising that most of these
patients turned to home remedies for minor illnesses
and self-care during such episodes. Today, the self-care
movement has progressed forward by leaps and
bounds with consumers having autonomy in making
most of their health care decisions with the vast
amount of information and products currently
available to them.

Although the selection and number of products sold
from country to country may vary, the group of drugs
or medications sold throughout the world are easily
distinguishable into two general categories, namely,
those obtained with a doctor’s prescription and those
that can be obtained without one. The latter collection
of products are normally classified as non-prescription
drugs or over-the-counter (OTC) medications and are
discussed in this article. Both non-prescription and
OTC medications are used synonymously throughout
this article.

SELF-CARE/SELF-MEDICATION

When consumers purchase and use non-prescription
medications they are involved in a process that is
popularly known as self-medication. Hence, non-
prescription medications are products that are lawfully
available for self-medication, without prior approval
from a healthcare professional. Non-prescription
medications are sold primarily for the prevention,
treatment, and symptomatic relief of certain acute
and chronic diseases. These products are not used for

treating serious and complex conditions that necessi-
tate the attention and direction of a licensed health
practitioner. However, the main presumption of pro-
viding non-prescription medications is the easy access
available to consumers when the need arises.

Currently, non-prescription medications play a sig-
nificant role in America’s healthcare system by provid-
ing effortless access to more than 100,000 OTC drug
products marketed using over 800 significant active
ingredients. There are various categories of OTC med-
ications available to consumers for treating minor
symptoms of headache to problems of excessive acid
secretion in the stomach. A list of symptoms or con-
ditions treated with OTC products can be seen in
Fig. 1. The top 20 selling non-prescription medications
in the United States during the year 2001[1] can be seen
in Table 1. These top selling OTCs correlate with the
medical ailments, which consumers report being most
commonly self-treated (Table 2).[2]

Non-prescription drugs are potent chemical entities
and just like prescription drugs, should be viewed
relative to their pharmacology, toxicology, contraindi-
cations, use, adverse effects, drug interaction potential,
effectiveness, and special considerations in dosage
and administration. It is significant to note that many
non-prescription medications were, at one time, avail-
able as prescription drugs before being converted
to OTC status. Therefore, it is important that the
same precautions be taken when promoting and using
non-prescription medications as their prescriptive
counterparts.

SELF-CARE/SELF-MEDICATION
MOVEMENT

The history of self-medication movement began in the
late 1970s or early 1980s. Within this time period, there
has been a huge movement towards self-help or self-
care manifested by a positive approach to wellness
and a determination to be involved in the decision
making process regarding illness and its treatment.
Availability of advanced technology such as computers
and the Internet have allowed consumers to have
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access to a wealth of medical knowledge at their finger-
tips. Consumers in the 21st century are taking charge
of their own personal health and evaluating the need
for medical intervention.[3] In addition, they are man-
aging their symptoms and physical well-being indepen-
dently, using diet, exercise, OTC medications, herbal
supplements, or other forms of complementary care.
These acts define the Self-Care movement, when the
consumers act as an advocate for their own well-being
using preventative medicine and algorithms of care.[2]

Self-care is what an individual does for himself to
establish and maintain health and to prevent and deal
with illnesses, whereas self-medication is the selection
and use of medicines by individuals to treat self-
recognized symptoms and illnesses. Self-medication is
only a part of self-care, which is a broadly defined

term.[4] Numerous research studies, utilizing survey
techniques, have shown a definite trend towards the
use of self-care behaviors among American consumers
and that consumers are becoming increasingly comfort-
able with self-medication. According to a survey done
by the Consumers Healthcare Products Association
(CHPA), previously known as Non-prescription Drug
Manufacturers Association (NDMA), 59% of respon-
dents say they are more likely to treat their own health
conditions today than they were in the past.[5] Addition-
ally, 77% of consumers would take an OTC medication
when they are sick with a common everyday ailment.
This is approximately twice as many as those who
would consult a physician or take a prescription
medication. This illustrates the fact that informed,
appropriate, and responsible use of non-prescription

Abrasions
Acne
Aches and pains (general, mild to moderate)
Albumin testing
Allergic reaction
Allergic rhinitis
Anemia
Arthralgia
Asthma
Athlete's foot
Bacterial infection (topical, superficial, uncomplicated)
Blisters
Blood pressure monitoring
Boils
Bowel preparation (diagnostic)
Burns (minor, thermal)
Calluses
Candidal vaginitis
Canker sores
Carbuncles
Chapped skin
Cold sores
Colds (viral upper respiratory infection)
Congestion (chest, nasal)
Conjunctivitis
Constipation
Contact lens care
Contraception
Corns
Cough
Cuts (superficial)
Dandruff
Deficiency disorders (mineral, vitamin, enteral food supplements)
Dental care
Dermatitis (contact)
Diabetes mellitus (insulin, monitoring equipment, supplies)
Diaper rash
Diarrhea
Dry skin
Dysmenorrhea
Dyspepsia
Feminine hygiene
Fever
Flatulence

Gastritis
Gingivitis
Hair loss
Halitosis
Head lice
Headache
Heartburn
Haemorrhoids
Impetigo
Indigestion
Ingrown toenails
Insect bites and stings
Insomnia
Jet lag
Jock itch
Motion sickness
Myalgia
Nausea
Nutririon (infant)
Obesity
Occult blood in feces (detection)
Ostomy care
Ovulation prediction
Periodontal disease
Pharyngitis
Pinworm infestation
Premenstrual syndrome pregnancy (diagnostic)
Prickly heat
Psoriasis
Ringworm
Seborrhea
Sinusitis
Smoking cessation
Sprains
Strains
Stye (hordeolum)
Sunburn
Teething
Thrush
Toothache
Vomiting
Warts (common and plantar)
Xerostomia 
Wound care

Fig. 1 List of selected medical disorders amenable to non-prescription drug therapy.
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drugs is an important part of the self-care process.
Problems with self-medication may arise when the
consumers take OTC medications along with other
prescription drugs, which may lead to overdose of a
drug. A study was done in which consumers were
given a personal education program and it has been
shown that this program proved to be more effective
in changing the consumer’s self-medication behavior.[6]

It has been suggested that OTC medication use is a
common self-care behavior and therefore the patient’s
OTC medication use data should be collected while
recording medication history.[7,8]

Why Do Consumers Use OTCs?

Access to self-medication options empowers consum-
ers and enhances their desire to take control of their
own health conditions. Some important reasons why
consumers use non-prescription medications include
convenience, cost, time, and their attitudes, values,
and beliefs.[5] Consumers turn to non-prescription
medications for 38% of all health problems they experi-
ence.[9] It is known that consumers in the United States
use more non-prescription medications than anywhere
else in the world, with the sale of these products
exceeding $30 billion dollars annually.[10] Sales of
OTCs have increased steadily over the years. Table 3
provides a 5-yr trend analysis of OTC sales by cate-
gory.[11] Yet for this vast volume, OTC medications
still take up less than 2 cents of every healthcare dollar
spent by an individual.[12,13] In addition to the clinical
and economic benefits of using non-prescription pro-
ducts, 92% of consumers report they are satisfied with
the medications they have used for self-care.[14]

These benefits not only accrue to the individual, but
to society as well. The resource savings to the healthcare
system through responsible self-medication allows
better allocation of limited healthcare resources and
physicians’ time to important issues beyond the scope
of self-care. It is inconceivable to consider the tremen-
dous economic strain it could impose on the healthcare
system if every consumer chose to visit a physician
for every minor illness. Health centers would be over-
whelmed and would not be able to work efficiently as
illustrated by the fact that on an average each
American experiences one potential self-treatable health
problem every 3–4 days.[5] Additionally, approximately
90% of the Americans consider themselves in poor
health at least one or more times each month.[5]

Approximately 70% of consumers self-medicate on a
regular basis, and an estimated 40% of the U.S. popu-
lation uses at least one non-prescription drug within
any given 48-hr period.[5] Hence, easy access to non-
prescription products is likely to be a priority for the
American consumer.

OTC AVAILABILITY AND ABUSE

Because of these prevailing sentiments, unlike in other
countries, non-prescription medications are available
virtually everywhere in the United States. Even vend-
ing machine laws have been implemented that sanction

Table 1 Top 25 most popular OTC drugs

Rank Product name

1 Private label internal analgesic tablets

2 Tylenol internal analgesic tablets

3 Private label cold/allergy/sinus tablets/packets

4 Advil internal analgesic tablets

5 Nicorette antismoking gum

6 Aleve internal analgesic tablets

7 Private label first-aid ointments/antiseptics

8 Benadryl cold/allergy/sinus tablets/packets

9 Nicoderm CQ antismoking patch

10 Private label antacid tablets

11 Bayer internal analgesic tablets

12 Tylenol PM internal analgesic tablets

13 Private label cold/allergy/sinus liquid/powder

14 Pepcid AC antacid tablets

15 Private label laxative tablets

16 Halls cough/sore throat drop

17 Vicks Nyquil cold/allergy/sinus liquid/powder

18 Zantac 75 antacid tablets

19 Excedrin internal analgesic tablets

20 Motrin IB internal analgesic tablets

(From Ref.[1].)

Table 2 Consumer use of OTC medications by ailment

OTC category Use (%)

Headaches 81

Cold/cough/flu/sore throat 72

Skin problems 68

Heartburn/indigestion 66

Allergy/sinus 58

Premenstrual 53

Constipation/diarrhea 49

Muscle/joint/back pain 49

Upset stomach/nausea 46

Minor eye problems 46

Teeth/gum problems 30

Menopausal symptoms 19

(From Ref.[2].)
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the use of mechanical devices and vending machines
for the sale of non-prescription drugs. These products
are also widely available on the Internet and may have
been the cause of various abuse cases involving teen-
agers and OTC cough and cold products. Recent
statistics from the American Association of Poison
Control Centers 2001 report that the number of cases
involving abuse or self-harm from non-prescription
cough and cold products increased to 13,393 in 2000
from 9,889 in 1999.[15] Combination products contain-
ing ingredients like dextromethorphan and chlorphe-
niramine are being used to experience the pleasures
of drug abuse such as those experienced by LSD.[14]

Unfortunately, the danger of ingesting high amounts
of these products can cause deleterious effects on the
cardiac system and the central nervous system. Hallu-
cinations, delirium, high body temperatures, and dizzi-
ness can occur when these ingredients are abused.
Additionally, many of these products also contain
acetaminophen (APAP) that can cause liver toxicity
when used in high doses. Pharmacists employ several
methods to limit patient access to products of abuse.
The most common technique is to keep the product
out of sight.[16] Other techniques include additional cli-
ent questioning, providing advice, and limiting the
quantity of product sold.[16] Pharmacists need to be

Table 3 OTC sales trends by major category

OTC category 1996 ($) 1997 ($) 1998 ($) 1999 ($) 2000 ($)

Acne remedies 270 274 286 307 352

Analgesic and chest rubs 271 268 263 275 308

Antacids 1,883 1,220 1,224 1,232 1,189

Antidiarrheals 190 196 209 219 222

Antigas products 134 141 153 164 178

Antiperspirants 1,550 1,598 1,658 1,741 1,767

Antiseptics 121 125 128 135 136

Antisleep products 44 43 43 44 43

Antismoking products 286 562 564 623 664

Appetite suppressants 92 89 88 77 88

Baby care products 71 74 77 83 93

Cough/cold remedies 3,135 3,279 3,260 3,578 3,514

Ear drops 33 33 35 38 39

Eye care 510 528 545 556 522

Feminine hygiene 521 527 527 542 547

First aid 437 472 520 538 552

Foot preparations 357 396 443 488 504

Hair growth products 137 152 151 127 121

Jock itch 26 28 32 37 42

Laxatives 744 772 826 870 915

Lip remedies 217 227 230 269 301

Motion sickness prevention 34 35 36 40 43

Oral care 2,360 2,402 2,509 2,625 2,678

Pain remedies 2,889 2,985 3,027 3,207 3,185

Petroleum jelly 57 58 57 61 61

Rectal medications 177 171 176 178 185

Skin bleaching 26 26 26 27 39

Sleeping aids 98 99 99 112 124

Sunscreens/sunburn 281 321 332 375 385

Others 252 263 277 299 308

Total 15,390 16,504 17,364 18,867 19,105

(From Ref.[11].)
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aware of the misuse of these products and counsel
consumers on the proper use and dangers of taking
excessive doses.

Unlike the United States, many countries further
divide non-prescription medications into different sub-
classes. Table 8 contains information regarding OTC
products around the world. For example, in the United
Kingdom, non-prescription medications known as P
medicines may only be sold in registered pharmacies
under the supervision of a registered pharmacist while
other non-prescription medications, known as the gen-
eral sale list medicines, may be sold at all other retail
outlets. There has been a push in recent years to con-
sider a third class of medications sold only under the
supervision of the pharmacist in the United States.[17]

Many consumers and healthcare providers favor this
move with more and more products available as OTCs.
However, limiting the access to these products,
especially in rural areas, has kept this issue still under
debate.

INFORMATION SOURCES

Patients are exposed to volumes of information
concerning OTC medications through a variety of
sources.[3] These include but are not limited to package
labels, advertisements, advice from healthcare profes-
sionals, books, magazines, journals, and family mem-
bers. It is essential, however, to recognize the value
and significance of the key information made available
to consumers through the proper labeling of non-
prescription medications. The package label is one of
the most important sources of information for consu-
mers because it provides information at the time of
purchase and at the time of product use. To ensure
the safe and effective use of non-prescription products
by consumers, the U.S. Food and Drug Administra-
tion (FDA) has developed specific guidelines that must
be adhered to by all commercial manufacturers.[18]

These guidelines will be elucidated in depth in the
following discussion.

OVER-THE-COUNTER HUMAN DRUGS:
LABELING REQUIREMENTS—THE FDA
GUIDELINES

The movement to reform OTC medication labels
started in 1990, when the pharmacist planning service
of Sausalito, California, together with various citizen
groups petitioned the FDA to set standards for print
size and style on the label of non-prescription medica-
tions.[19] The FDA subsequently published a notice
summarizing the contents of the citizen’s petition and
their comments on labeling of OTC medications in

the Federal Register. In 1991, the NDMA convened
a task force that conducted a comprehensive literature
review and identified four factors that could affect the
readability of OTC medication labels.[19] These include
medical, comprehension, illumination, and technical
aspects necessary to improve OTC medication labels.
These factors were addressed in the NDMA Label
Readability Guidelines and included a set of recom-
mendations that the drug manufacturers could adopt
voluntarily.[19] The FDA further requested comments
from the public on font sizes, types, color, and various
label design techniques that could enhance readability
after the NDMA recommended their guidelines.

The American Pharmaceutical Association (APhA)
suggested focusing particularly on four categories of
information within a standardized format, which
include primary use, dosing, cautions and major side
effects, and active ingredients.[19] A study conducted
by Sansgiry and colleagues convinced the FDA that
new guidelines were required for OTC labeling.[20] This
study concluded that the font size on OTC medication
labels was very small and consumers had difficulty
reading the labels.[20] Finally, in March 1999, the
FDA published the new guidelines, entitled ‘‘Over-
the-Counter Human Drugs: Labeling Requirements,’’
mandating certain information on OTC drug labels.[18]

The new label format should convey essential infor-
mation to the consumer in a user-friendly format and
provide consumers with improved information about
the most suitable OTC medication for their condition,
understanding its benefits and risks. The FDA has
given 6-yr time for all the products to adopt the new
labeling format with the first implementation of the
rules to occur for most drugs during 2002.[21] The time
of labeling change is dependent on the date of the final
monograph for each individual product. A drug that
lacks the new label after its required implementation
time will be considered misbranded and subjected to
all the enforcement by the FDA. This labeling format
would include a standardized drug facts panel, which
includes information on active ingredients, purpose,
use, and warnings.[22] An example of a label with the
new format can be seen in Fig. 2. Other proposed
improvements include easier to read 6-point Helvetica
type, distinct sections presented in standard order,
and adequate spacing between letters, words, and lines
of text. Fig. 3 includes an explanation on certain
aspects of the new OTC labeling guidelines that were
recommended.[23]

SELECTING OTC MEDICATIONS

When it comes to selecting a non-prescription medi-
cation, it is important for the consumer to also under-
stand the limitations and dangers of these drugs.
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Individuals must be educated that medications pur-
chased OTC should never be taken for longer time per-
iods or in higher doses than the label recommends.
Symptoms that persist are a clear signal that it is time
for triage to their physicians. It is also important to
point out to consumers that they must read the label
completely each time they purchase a product. Many
times, two products from the same brand family are
neither meant to treat the same condition nor may
they contain the same active ingredient. This issue is
further discussed in the section ‘‘OTC Brand Name
Confusion.’’

The FDA felt the best way for consumers to select
any OTC product is to cautiously read the label and
talk to the pharmacist or physician in case of questions
or doubts before product use. There are several things
that the consumer should look for, when selecting an
OTC medication, specifically the warnings. The impor-
tant sections of the label that consumers need to review
and evaluate before making purchase decisions can be
seen in Table 4.

Other ways to increase consumers’ ability to read
labels is to make sure that there is enough ambient

light available at the point of display. It usually
takes three times more light to read the same line at
age 60 than at age 30.[19] Elderly and the vision
impaired should be advised to wear glasses or use
magnifying glasses while reading labels to improve
visibility.

Drug Facts

Active ingredient (in each tablet)                                                                               Purpose
Chlorpheniramine maleate 2 mg  .........................................................................Antihistamine

Uses temporarily relieves these symptoms due to hay fever or other upper respiratory allergies:
sneezing

glaucoma

you may get drowsy
alcohol, sedatives, and tranquilizers may increase drowsiness
be careful when driving a motor vehicle or operating machinery
excitability may occur, especially in children

protect from excessive moisture

avoid alcoholic drinks

trouble urinating due to an enlarged prostate gland
a breathing problem such as emphysema or chronic bronchitis

runny nose itchy, watery eyes itchy throat

Warnings
Ask a doctor before use if you have

Ask a doctor or pharmacist before use if you are taking transquilizer or sedatives        

When using this product

If pregnant or breast-feeding, ask a health professional before use
Keep out of reach of children. In case of overdose, get medical help or contact a Poison Control
Center right away

adults and children 12 years and over

children 6 years to under 12 years take 1 tablet every 4 to 6 hours;
not more than 6 tablets in 24 hours

take 2 tablet every 4 to 6 hours;
not more than 12 tablets in 24 hours

children under 6 years ask a doctor

Directions

Other information store at 20-25°C (68-77°F)

Inactive ingredients D&C yellow no. 10, lactose, magnesium stearate, microcrystalline
cellulose, pregelatinized starch

Fig. 2 Example of proposed OTC drug label format. (From Refs.[18,23].)

Fig. 3 New FDA guidelines for OTC medication labels.
(From Refs.[18,21,22].)
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U.S. FDA OTC REVIEW AND REGULATIONS

In the following, the acronym FDA will be used syn-
onymously for U.S. FDA. The first legislation concern-
ing the regulation of drugs in the United States was the
Pure Food and Drug Act of 1906. This major federal
law required that drugs only meet the standards of
strength and purity claimed by the manufacturers.
Drug safety was not mandated by law until the passage
of the Federal Food, Drug, and Cosmetic (FDC) Act
of 1938, which was prompted by negative reports on
sulfanilamide. This act made no clear distinction
between prescription and OTC medications but stated
that all drugs must be safe for their intended use. No
mention was made concerning the effectiveness of
drugs in this legislation but labeling provisions were
mandated which stated that products must be labeled
with ‘‘adequate directions for use with conspicuous-
ness and in terms such as to render it likely to be read
and understood by the ordinary individual under cus-
tomary conditions of purchase and use.’’[24] The 1951
Durham-Humphrey Amendment set up specific stan-
dards for classification that distinguished between a
prescription and OTC medication. The prescription
drug category included those medications that were
deemed habit forming or toxic. Those medications
were used for conditions that could not be self-
diagnosed, and medications needing skills to administer
or use them beyond the scope of the normal consumer
were also included. This legislation eliminated con-
sumer oriented labeling requirements for prescription

products as these products could now be obtained
only through prescriptive authority of a physician.

In 1962, the Kefauver-Harris amendments to the
Food, Drug, and Cosmetic Act were passed, requiring
that drug products be proved not only safe but also
effective for their intended uses. Drugs on the market
before 1938 were grandfathered, but the 4500 new drug
products, including 512 non-prescription products
marketed after 1938, were to be reviewed by the
FDA and removed from the marketplace if not found
efficacious. The FDA, after contracting with the
National Academy of Sciences/National Research
Council (NAS/NRC) in 1966, began a procedure
called Drug Efficacy Study Implementation (DESI)
to assess the effectiveness of these products. It quickly
became evident that there was a need to implement an
extensive examination of the non-prescription medica-
tions in the marketplace. In 1972, the FDA began a
large-scale scientific review of the more than 700 active
ingredients in 300,000 different formulations to ensure
that they were safe, effective, and properly labeled.[24]

This process commonly known as the ‘‘OTC Drug
Review’’ was responsible for reclassifying many drugs
from prescription to non-prescription status and for
establishing regulations for proper labeling. It was
made up of 17 expert panels that convened over a
10-yr period. Manufacturers submitted scientific litera-
ture to the group showing the effectiveness of their
products. These expert panels developed monographs
for each ingredient, developed antacid testing proce-
dures, removed daytime sedatives from the market,

Table 4 Sections on OTC labels that consumers should consider before purchase

No. Item Comments

1 Product name Is this the product that was recommended?

2 Active ingredients Therapeutic substances in medicine

3 Purpose Product category (such as antihistamine, antacid,
or cough suppressant)

4 Uses Symptoms or diseases that the product will treat or prevent

5 Warnings When not to use the product, when to stop taking it,
when to see a doctor, and possible side effects

6 Directions How much to take, how to take, and how long to take it

7 Other information Such as storage information

8 Inactive ingredients Substances such as binders, colors, or flavoring agents.

Some consumers may have allergies to these ingredients

9 Expiration date Make sure the product has not expired or will expire
during normal length of use

10 Tamper/child resistant
packaging

Make sure all tamper resistant packaging is intact or do not
purchase the product. Each product is allowed to have one

dosage unit available that does not contain a child safe
container in order to allow the elderly or infirmed
patient to have the ease and accessibility to

their medication
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created the SPF rating scale, implemented procedures
for tamper resistant packaging, developed a
tooth paste abrasion index, and put into action the
aspirin-Reye’s syndrome warnings on aspirin contain-
ing products.

DRUG APPROVAL PROCESS

The 1938 FDC act required that all new drugs, includ-
ing new drug products introduced after 1938, be pro-
ven safe for human use before being marketed and
be cleared in advance through a new drug application
(NDA). However, FDA’s OTC drug review evaluated
all non-prescription drugs for safety, effectiveness, and
labeling, regardless of the date of marketing entry. The
1938 FDC act defines the market being divided into
new drugs, which are defined by law as being recog-
nized as safe and effective (RASE), and those that are
generally recognized as safe and effective (GRASE).
During phase I of the process, an Advisory Review
Panel was set up, which gave advanced notice of pro-
posed rulemaking. At this time a drug was given one
of three different categories:

� Category I—GRASE.
� Category II—not recognized as safe and effective

(NRASE).
� Category III—insufficient evidence to prove safety

and efficacy.

Phase II deliberations then began, the outcomes of
which concluded if the product can continue to be
marketed pending further review or if the manufac-
turers need to reformulate their product in order to
include it in Category I. During this phase, manufac-
tures were given a tentative final monograph that
was printed in the Federal Register. The Final Rule,
phase III, was also published in the Federal Register
and explained if the product was safe and effective
(Category I) and met monograph conditions or if the
product was classified as not having met monograph
conditions (Category II and III). This gave manufac-
turers the time necessary to prove their drugs safe
and effective before marketing.

NEW DRUG APPLICATION PROCESS

One mechanism of gaining general recognition status
for non-prescription drugs approved by the FDA’s
OTC review was through an NDA. NDA is necessary
for a drug that is defined by law as NRASE until it has
been precleared and approved by the FDA. Because of
the OTC drug review, excess of 40 primary products
have been reclassified from prescription to OTC.

There are three ways in which such a change can be
made outside the drug review process.[24] The manufac-
turer may file an NDA if the clinical research data,
which proves that the drug can be approved for an
OTC indication or OTC dosage levels, is available.
The FDA itself can file for reclassification if it is
determined that prescription status is not necessary
for the safe and effective use of the drug.

If the postmarketing safety experience of a drug can
prove that the drug can be used safely without phy-
sician supervision, then a supplement to the NDA can
be filed. For the drug to be even considered for the
OTC status, the drug should meet certain criteria:[25]

1. The indication or indications that the product is
to be used as an OTC drug should be similar to
the prescription indication or indications, and it
must allow for easy self-diagnosis and monitor-
ing by the patient.

2. The drug to be considered should not have
unfavorable adverse event(s) and drug interac-
tion(s). The drug should have relatively low tox-
icity and low potential for abuse.

3. The drug should not have a narrow therapeutic
index nor require special monitoring or labora-
tory procedures to ascertain toxicity or thera-
peutic effect.

4. The drug should not have any other criteria that
would make it impractical for OTC use.

Rx-TO-OTC Switch

In recent years, there has been a huge impetus for
many drugs that were recognized as prescription only
to be marketed as OTC medications. The reasons for
this include patent expiration, increasing market share,
and consumer demand. However, chronic conditions
are a big hurdle for Rx-to-OTC switches and most of
the drugs being switched are used for treating acute
conditions (e.g., headache).[26] This is because chronic
OTC medication use raises questions about self-
monitoring. Switches from prescription to non-
prescription status have a huge impact on the health care
economy. A list of some recently switched OTC medi-
cations can be viewed in Table 5. Studies have shown
that these switched products can save Americans bil-
lions of dollars when taking into account prescription
costs, doctor visits, insurance costs, and lost time
from work.[27] The overall effect of the Rx-to-OTC
switch on healthcare costs is more than one can
expect.[28] The Wall Street Journal recently estimated
that 30%–50% of healthcare costs for people over the
age of 65 are for prescription drugs. A 1997 study
showed that the American consumer could save
approximately $13 billion per year by using OTC
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medications switched from medications that had
been available by prescription only.[27] Additional
information has suggested that a woman can save
over $80 by using switched OTC vaginal antifungal
products for previously diagnosed recurring yeast
infections.[27] Furthermore, it has been recognized that
consumers may save more than $750 per year from
cough/cold switches illustrated by the fact that doctor
visits for the common cold fell by 110,000 per year
between 1976 and 1994, which resulted from switched
products from prescription to OTC status.[29] Rx-to-
OTC switches account for over 30% of the total U.S.
OTC market.[27]

Types of Prescription to OTC Switches

There are two types of prescription to OTC switches:
Complete Switch and Partial Switch. When a product
becomes a non-prescription product with all dosage
strengths, if more than one, switched with no prescrip-
tion version of the product remaining, it is called a
complete switch. An example of this type of switch is
the changing of Nicorette gum from prescription to
non-prescription status. Nicorette gum, 2 mg and
4 mg, is used OTC for smoking cessation. If a product
has one or more doses that were formerly prescription
only or the company manufactures lower strengths of
the product that were previously unavailable on pre-
scription but the higher doses still remain available
only through prescriptions, then this is called a partial
switch. An example of this switch is the Naproxen
sodium preparations. Aleve, the OTC switched pro-
duct, contains 220 mg Naproxen sodium per tablet,
while Anaprox, 275 mg Naproxen sodium, is still avail-
able only by prescription. Benefits for a drug to be
reclassified from prescription only to non-prescription
status are numerous. The section ‘‘Benefits of Reclassi-
fication to OTC Status’’ will discuss benefits of

Rx-to-OTC switches from manufacturers, consumers,
and healthcare providers’ prospective.

BENEFITS OF RECLASSIFICATION
TO OTC STATUS

The potential for a product to be marketed for a longer
period of time is quite an advantage for the manufac-
turer of a drug. By switching a drug that is threatened
by patent expiration from Rx-to-OTC status, it
expands the market potential of the product and
allows manufacturers to recoup the costs of bringing
the drug to market originally. The switch from
Rx-to-OTC also allows manufacturers to move into
different competitive markets. The sale of an OTC
switched product that was formerly prescription only
has at times almost doubled or tripled.[30,31] Because
consumers tend to purchase more recognizable brand
names when buying an OTC product, former prescrip-
tion only products tend to capture a large market share
when converted to OTC status. Approximately
50% of the drugs that were switched to OTC from
prescription status are the top sellers in the U.S. mar-
ketplace.[29]

Patients also benefit tremendously from the Rx-to-
OTC switches. When a product that was formerly in
prescription only status is classified as OTC, it allows
patients to self-treat and gain more control over their
health.[31] This is especially true in cases where medical
advice was once required, e.g., smoking cessation. The
patient can now save time and money that was pre-
viously spent on visiting a physician. It has been shown
that patients saved approximately $150 million a year
since hydrocortisone 1% was switched to OTC
status.[32]

The role of the pharmacist as a self-care advisor
has been accentuated as more drugs are switched from

Table 5 Examples of recent Rx-to-OTC switches

Product name Manufacturer/distributor Indication

Actron (ketoprofen) Bayer Corp. Consumer Care Internal analgesic

Axid AR (nizatidine) Whitehall-Robins Healthcare Stomach acid reducer

Lamisil AT (terbinafine hydrochloride 1%) Novartis Antifungal

Lotrimin Ultra (butenafine hydrochloride 1.0%) Schering-Plough Athlete’s foot, jock itch, ringworm

Monistat 3 (miconazole nitrate 4.0%) Advanced Care Products Anticandidal

Orudis KT (ketoprofen) Whitehall-Robins Healthcare Internal analgesic

Pepcid AC (famotidine) Johnson & Johnson–Merck Stomach acid reducer

Rogaine (minoxidil 5.0%) Pharmacia-Upjohn Hair growth

Tagament HB (cimetidine) SmithKline Beecham Stomach acid reducer

Vagistat-1 (trioconazole 6.5%) Bristol-Myers Anticandidal

Zantac 75 (ranitidine HCl) Warner Wellcome Stomach acid reducer
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Rx-to-OTC status and patients seek advice from
accessible sources. Although manufacturers publish
booklets on the use of their OTC products, counseling
by the pharmacist is imperative. The pharmacist is the
drug therapy expert and is in the best position to know
what questions to expect from their patients and
answer those queries as it pertains to their patient’s
individual health. As more and more OTC medications
become available, the pharmacist will be consulted
more often on drug interactions along with adverse
effects and limitations of drug use for self-care. Finally,
the pharmacist can advise the patient if they should be
treating their condition with an OTC product or seek-
ing the advice of their physician. The topic regarding
the role of pharmacist in self-care is discussed further
in this article.

PROBLEMS WITH RECLASSIFICATION

A large issue of concern to the consumer is the cost of
their medication. One issue with an Rx-to-OTC switch
is that the drug, previously covered by an insurance
company due to its prescription standing, is now no
longer covered because of its change to OTC status.
This may lead to patient confusion and frustration.
Other factors that may contribute to these feelings
include dual Rx and OTC marketing; in most of these
cases, the OTC product is marketed in lower dose
strength. However, in some cases the marketed OTC
strength can be used to treat the same medical con-
dition as the prescription strength of the product.
Usually, the OTC strength should be used for a shorter
duration of time or fewer times a day than the prescrip-
tion strength, however this may lead to patient con-
fusion over which dose of the medication is best to
treat their particular symptoms. The second problem
deals with the misperception regarding drug safety.
Most patients feel that OTC medications are safe and
totally free from side effects due to the OTC status.
This perception may be due to the fact that consumers
are allowed to buy OTC products without any consul-
tation with a healthcare provider. This may lead consu-
mers to make false assumptions about the safety and
tolerability of a particular drug product, especially as
it concerns other medications or health conditions they
may have. Few consumers recognize that some OTC
medications may have deleterious effects on their body
including effects on blood pressure, blood glucose, and
heart rate. A third problem concerns misleading adver-
tisements by manufacturers. The limited medical
knowledge of the patient makes them highly suscep-
tible to such advertisements. These commercial adver-
tisements help sway consumers to buy a particular
product and can increase market share in the highly
competitive OTC industry. Finally, an important

concern of the healthcare practitioner concerning the
reclassification is the loss of direct patient counseling
over the medication. The FDA has recently attempted to
rectify this by adding to the label of non-prescription
medications the mandate to ‘‘ask your doctor or
pharmacist before using this or any medications.’’[18]

With the advent of managed care and formulary man-
agement, insurance companies are also very interested
in the Rx-to-OTC switch process. The petition brought
forth to the FDA by WellPoint Health Networks, Inc.
in 2001 exemplifies this change in attitude. This
landmark case began as a campaign by California
Blue Cross pharmacists. Blue Cross of California’s
parent company, WellPoint Health Networks, Inc.
petitioned the FDA to make three prescription
antihistamines OTC: Claritin, Zyrtec, and Allegra.
Schering-Plough, Pfizer, and Aventis, manufacturers
of these products, opposed this change, claiming these
drugs need to be monitored by doctors for safety
reasons. Usually the manufacturer seeks the Rx-to-
OTC change due to patent expiration, but in this case,
the manufacturers were allied in the fact that these
products were not ready to go OTC. Only once, in
the last 18 yr, has the FDA approved non-prescription
sales of a drug without a petition or support from
the manufacturer. On May 11, 2001, the U.S. FDA
advisory committee ruled that Claritin, Zyrtec, and
Allegra should be sold OTC as allergy relievers. The
advisory panel stated that manufacturers’ own adver-
tisements claimed that side effects of these drugs
were no worse than placebo. The FDA said it agreed
with that advice but issued no ruling. Surprisingly,
seeing the potential for increased sales in the future,
Schering-Plough Corporation decided to change tac-
tics and filed an FDA application to switch Claritin
voluntarily to non-prescription status, not only for
nasal allergies but also for hives. The FDA went back
to its advisors to ask if patients could correctly self-
diagnose ordinary hives instead of a more serious rash,
and if so, whether Claritin constituted an appropriate
non-prescription treatment for this condition. Advisors
to the FDA voted that enough evidence exists that
Claritin can treat chronic hives without a sufferer
needing a prescription but urged more studies for acute
hives. The FDA is not bound by its advisers’ recom-
mendations but typically in the past has followed the
advice of its advisory committees. It is evident that in
the future we will see Claritin and many more products
being marketed OTC.

OTC BRAND NAME CONFUSION

One major problem for the consumer brought about
by the Rx-to-OTC switch process and the fact that
manufacturers understand the draw of brand name
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recognition is that there is a great deal of confusion
concerning ingredients used in a named drug pro-
duct.[33,34] Manufacturers retain the familiar trade
names even though there are changes in the formula,
because of immense brand loyalty. Pharmaceutical
manufacturers spend a large percentage of their rev-
enue on advertising their products to the general public
through brand name recognition. A popular marketing
tactic has been to use these established brand names to
increase sales of other products in their line. This prac-
tice is known as creating line extensions. This sales
tactic can be confusing to consumers especially if the
product name carries over into entirely new and differ-
ent product lines.[33,34] For example, Tylenol�, a
product manufactured by McNeil could refer to anal-
gesic, a cold medication, influenza medication, or a
sinus product. The number of products with the
Tylenol brand name marketed in the United States
during 2000 can be viewed in Table 6. In other cases,
a certain therapeutic outcome may be associated with
a product’s brand name that is not entirely accurate.
The brand name product Fungi-nail�, a solution
manufactured by Kramer laboratories, implies that it
will cure nail fungus. Although the pharmacist under-
stands it is very difficult to achieve effective treatment
of the nail fungus through topical treatment alone,
consumers may not be aware. Brand loyalty is so
important that manufactures often maintain a familiar
trade name even though products in the line do not
contain the same active ingredients. This is exemplified
by Unisom sleep products: Unisom Sleep Gels� con-
tain diphenhydramine hydrochloride as the active

ingredient and Unisom Sleeptabs� contain Doxylamine
succinate as the sleep-causing agent. The pharmacist
needs to be aware of and knowledgeable about these
situations so they can counsel patients appropriately
concerning patients’ misconceptions.

THIRD CLASS OF DRUGS

Because of the confusion associated with OTC pro-
ducts and due to the numerous Rx-to-OTC switches,
there are many advocates of having a third class of
drugs. Historically, the distribution of medicine in the
United States is based on a two-class system: prescrip-
tion and non-prescription. A non-prescription drug is
one that the U.S. FDA has found to be safe and effec-
tive for direct consumer use based on the label instruc-
tions and warnings. A wider margin of safety is
required for non-prescription drugs due to absence of
physician and sometimes even pharmacist supervision.
A third class of drugs would be available only through
a pharmacist. Drugs in the third class would not be
available in other convenient retail outlets, such as dis-
count stores, grocery stores without a pharmacy, hotel
gift shops, and convenience stores. The current two-
class system serves two of the most fundamental
demands of access and affordability. The FDA has
repeatedly rejected a third class or transition class of
drugs. As recently as March 9, 1994, the FDA stated
that it would be inappropriate to restrict the sale of
OTC drugs to pharmacies because such a restriction
would reduce the number of outlets (from 750,000 to
65,000 nationwide) where consumers could purchase
OTCs, limit competition, and raise some OTC drug
prices, with no attendant public health benefit. Dimin-
ished competition will also have a disproportionate
impact on traditionally underserved populations in
urban and rural areas of the country. The U.S. Justice
Department and the National Association of Attorneys
General have opposed a third class of drugs, calling
such proposals anticompetitive and anticonsumer
because they create a monopoly in the distribution of
non-prescription drugs.

Although the outlook for a third class of drugs is
not bright, there are some groups that are proponents
of this measure. The National Association of Boards of
Pharmacy (NABP) passed a resolution in 1995 asking
for legislation on this issue.[35] The National Com-
munity Pharmacists Association (NCPA) passed a res-
olution in 1982 calling for a ‘‘pharmacist legend class’’
that would create a ‘‘buffer’’ period during which
pharmacists could learn about and dispense newly
switched medications before they are sold in locations
with no healthcare intervention.[35,36] The APhA also
issued support for a third class of drugs.[37] Finally,

Table 6 Example of potential confusion due to product line

extensions

Brand name Ingredients/dose

Tylenol APAP 1000 mg

Tylenol PM APAP 1000 mg
Dextromethorphan hydrobromide 50 mg

Tylenol Cough APAP 1000 mg

Dextromethorphan hydrobromide 30 mg

Tylenol Sinus APAP 1000 mg
Pseudoephedrine hydrochloride 60 mg

Tylenol Allergy
Sinus

APAP 1000 mg

Pseudoephedrine hydrochloride 60 mg
Chlorpheniramine maleate 4 mg

Tylenol Cold APAP 650 mg

Pseudoephedrine hydrochloride 60 mg
Dextromethorphan hydrobromide 30 mg

Tylenol
Multi-Symptom

APAP 650 mg

Pseudoephedrine hydrochloride 60 mg
Dextromethorphan hydrobromide 30 mg
Chlorpheniramine maleate 4 mg
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pharmacists themselves, understanding the ramifica-
tions of misuse of OTCs, backed the concept of a third
class of medications that would only be available
behind the counter.[36] Unfortunately, this may be seen
by opponents only as a special interest group trying to
gain a monopoly on certain products to increase their
own profits at the expense of other retailers. However,
when more products are switched to OTC, consumer
may find it confusing to remember all the information
when making product choices, especially drug interac-
tions. Hence, the issue of third class of drug may not be
resolved yet.

NON-PRESCRIPTION DRUG
ADVERTISEMENTS

Pharmaceutical companies spent an estimated $1.8
billion on direct-to-consumer advertisements for pre-
scription drugs in 1999.[38] Although the FDA has
the power to prohibit the sales of falsely advertised
products, the FDA does not regulate or have authority
over non-prescription drug advertising. Such an autho-
rity rests with the Federal Trade Commission (FTC).
Consumers make product purchase decisions from
the information that they receive through advertise-
ments. If these advertisements are misleading, the
consumers’ drug knowledge is not adequate to detect
this misinformation.[39] This may lead to inappropriate
purchases and possible adverse reactions. The Federal
Trade Commission Act was amended in 1970 prohibit-
ing the advertisers in using language that was not
approved by the FDA, when describing the therapeutic
benefit of non-prescription products. The standards
imposed on prescription medications are more stringent
than those for OTC medications. An advertisement
for prescription medications not only points out the
beneficial effects of the medication but also states
contraindications and warnings. Advertisements for
OTCs generally present only information on the ben-
eficial effects of the medication, seldom mentioning
contraindications or safety information. The FDA
requires advertising to maintain a ‘‘fair balance,’’
speaking to safety as well as efficacy. The FTC has
no such requirement.[40]

The National Association of broadcasters and the
NDMA developed a code, which laid down the guide-
lines for manufacturers to follow in creating television
advertisements for non-prescription drugs. According
to these guidelines, the manufacturer among other
things should also make sure that advertisements con-
tain no claims of product effectiveness that are not
supported by clinical or other scientific evidence and
present no information suggesting that the product
prevents or cures a serious condition that must be

treated by a licensed practitioner.[5] An in-depth dis-
cussion of OTC advertisements can be found in
upcoming articles of the encyclopedia.

CONSIDERATION FOR SPECIAL
AT-RISK POPULATIONS

Many segments of the population in the United States
are considered high risk for any drug therapy because
of differences in their ability to deal with side effects of
medications, differences in their pharmacokinetic para-
meters as pertains to adsorption, distribution, and
metabolism of drugs, or they have drug effects that
are unique to their population due to age. These
groups of individuals may experience higher incidence
of drug related problems than the typical patient. This
is especially true in the non-prescription arena where
these products are so accessible. Considering these
issues the FDA had indicated a list of drug–drug inter-
actions (Table 7).[41] Products for pediatric individuals,
pregnant or lactating women, and the geriatric consu-
mers require special attention and monitoring when it
comes to OTC medications.

While many OTC drugs can be used during preg-
nancy and lactation under a physician’s supervision,
some are known to be unsafe. As indicated on product
labels, women who are pregnant, who may be pregnant,
or who are nursing should consult a doctor before
taking OTC medication.[42,43] Women, who are
pregnant or lactating, should be discouraged from
using non-prescription medications without consulting
their primary care provider. It is important to know
what trimester a woman is in during her pregnancy
because certain OTC medications can be used safely
during different times of gestation. During breast-
feeding, many medications can pass into the breast milk
causing problems to the nursing infant. Nursing
mothers who need to take OTC medications should
take them right after breast-feeding or before an
infant’s nap period.[43] Additionally, breast-feeding
women should avoid products that are advertised as
extra-strength, maximum strength, or long acting.
Pregnant and lactating women should be advised to
use non-pharmacological modalities whenever reason-
ably possible.

Children under 2 yr should not be given any OTC
drug without doctor’s approval. Before parents admin-
ister OTC drugs to their young children, they should
consider whether they are truly necessary for the
child.[44] One of the major problems associated with
recommending OTC medications to children is that it
is difficult to extract an accurate medical history from
them. Although most of the time a second hand history
is available through their parents, it is difficult to
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Table 7 Selected OTC drug interaction warnings for some OTC drug products

Product category Drug interaction information

Acid reducers H2
receptor antagonists

For products containing cimetidine, ask a doctor or pharmacist before use if you are:
taking theophylline (oral asthma drug), warfarin (blood thinning drug),
or phenytoin (seizure drug)

Antacids Ask a doctor or pharmacist before use if you are: allergic to milk or milk products
if the product contains more than 5 g of lactose in a maximum daily dose taking

a prescription drug
Ask a doctor before use if you have: kidney disease

Antiemetics Ask a doctor or pharmacist before use if you are: taking sedatives or tranquilizers
Ask a doctor before use if you have: a breathing problem, such as emphysema or

chronic bronchitis glaucoma or difficulty in urination due to an enlarged
prostate gland
When using this product: avoid alcoholic beverages

Antihistamines Ask a doctor or pharmacist before use if you are taking: sedatives or

tranquilizers a prescription drug for high blood pressure or depression
Ask a doctor before use if you have: glaucoma or difficulty in urination
due to an enlarged prostate gland breathing problems such as emphysema,

chronic bronchitis, or asthma
When using this product: alcohol, sedatives, and tranquilizers may increase
drowsiness avoid alcoholic beverages

Antitussive Ask a doctor or pharmacist before use if you are: taking sedatives or tranquilizers

Ask a doctor before use if you have: glaucoma or difficulty in urination due
to an enlarged prostate gland

Bronchodilators Ask a doctor before use if you: have heart disease, high blood pressure, thyroid
disease, diabetes, or difficulty in urination due to an enlarged prostate gland
have ever been hospitalized for asthma or are taking a prescription

drug for asthma

Laxatives Ask a doctor before use if you have: kidney disease and the laxative
contains phosphates, potassium, or magnesium stomach pain, nausea,
or vomiting

Nasal decongestants Ask a doctor before use if you: have heart disease, high blood pressure,

thyroid disease, diabetes, or difficulty in urination due to an enlarged
prostate gland

Nicotine replacement
products

Ask a doctor before use if you: have high blood pressure not controlled
by medication have heart disease or have had a recent heart attack or

irregular heartbeat, since nicotine can increase your heart rate
Ask a doctor or pharmacist before use if you are: taking a prescription
drug for depression or asthma using a prescription non-nicotine

stop smoking drug
Do not use: if you continue to smoke, chew tobacco, use snuff, or use
other nicotine-containing products

Nighttime sleep aids Ask a doctor or pharmacist before use if you are: taking sedatives

or tranquilizers
Ask a doctor before use if you have: a breathing problem such as
emphysema or chronic bronchitis glaucoma difficulty in urination
due to an enlarged prostate gland

When using this product: avoid alcoholic beverages

Pain relievers Ask a doctor before taking if you: consume three or more
alcohol-containing drinks per day

Stimulants When using this product: limit the use of foods, beverages, and
other drugs that have caffeine. Too much caffeine can cause

nervousness, irritability, sleeplessness, and occasional rapid
heartbeat be aware that the recommended dose of this product
contains about as much caffeine as a cup of coffee

(Continued)
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recommend a non-prescription medication that will
truly meet their needs for symptomatic relief.
Additionally, most non-prescription medications do not
include dosing information for those youngsters under
the age of 2 yr, even those medications packaged
for children. Several studies have indicated the inap-
propriateness of administrating OTC cough and cold
medications to a pediatric population.[45–49] These
OTC cough and cold medications are associated with
several serious side effects in children.[50–62]

Another potential population at risk that also
consumes the most number of OTC products are the
elderly. Non-prescription medications should be admin-
istered to the geriatric individual only after a complete
assessment of comorbid disease states. Social, eco-
nomic, and physiological factors all weigh into the deci-
sion of what OTC medications should be suggested for
the elderly individuals. Pre-existing medical conditions
may affect the choice and use of non-prescription
medications. For example, the use of non-prescription
antihistamines should be avoided for those with
glaucoma, urinary retention from benign prostatic
hypertrophy, and emphysema. Many of the OTC sym-
pathomimetics seen in the decongestants contained in
non-prescription cough and cold medications may have
effects on blood pressure and blood glucose in those
patients with hypertension or diabetes, respectively.
The elderly population consumes more drugs than
any other group in our society. Because of this,
polypharmacy, or the use of multiple medications plays
a role in the use and choice of non-prescription medica-
tions. Many elders suffer from osteoarthritis or other
diseases of pain and inflammation. Prescription and
OTC medications may both contain ingredients that
treat their pain but may contribute to stomach bleeding
as a side effect of some pain medications. It is important
for the geriatric individual to understand all the medica-
tions he is taking and the names of the active ingredients
so they do not duplicate therapy. This group of patients
is also prone to higher drug–drug interactions due to
the high possibility of concurrent therapy. Pharmacoki-
netics parameters in the form of decreased renal
function or liver function may also play a role in the
elimination and possible toxicity of certain non-
prescription medications. In summary, the special

needs and risks of these groups of people need to be
taken into account when recommending non-prescrip-
tion drugs.

OTHER POTENTIAL DRUG THERAPY RISKS

There is a general misconception that since OTC med-
ications are readily available, they are safe to be used
by adults.[63] It has been stressed throughout this arti-
cle that because OTC medicines are available without a
prescription does not mean that they should be taken
without careful thought and consideration. When used
by the wrong person, in the wrong dose, or in the
wrong combinations, they can actually endanger the
life they are meant to improve. An example of this is
that Aspirin contributed to 33 intentional and acciden-
tal deaths in 1998, the most recent year for which data
is available from the American Association of Poison
Control Centers.[64] APAP has recently come under
attack for problems with liver toxicity. APAP is the
most widely used pharmaceutical analgesic and anti-
pyretic agent in the United States and the world; it is
contained in more than 100 products. As such, APAP
is one of the most common pharmaceuticals associated
with both intentional and accidental poisoning.[64] It is
available OTC in 325 mg and 500 mg dosage forms. It
is also found as a component of many prescription
pain relievers including Darvocet, Percocet, and others.
The maximum daily dose of APAP is 4 g in adults and
90 mg kg�1 in children. The toxic dose of APAP after a
single acute ingestion is 150 mg kg�1 or approximately
7 g in adults, although the at-risk dose may be lower in
persons with alcoholism and other susceptible individ-
uals. However, when dosing recommendations are
followed, the risk of liver toxicity is extremely small.[64]

It is important that consumers understand the
maximum dosages for OTC medications and read the
labels to understand how often and how long they
should self-treat their medical conditions so they do
not overdose on these drugs. Overdose is an obvious
pitfall to avoid, but even the right dose in combination
with the wrong underlying condition can cause
problems. The age of information technology has
provided a lot of convenience to patients who have

Table 7 Selected OTC drug interaction warnings for some OTC drug products (Continued)

Product category Drug interaction information

Topical acne When using this product: increased dryness or irritation of the
skin may occur immediately following use of this product or

if you are using other topical acne drugs at the same time.
If this occurs, only one drug should be used unless
directed by your doctor

(From Ref.[41].)
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an access to the World Wide Web. There are several
web sites available on the Internet (www.medbroad-
cast.com, with the Drug Check option) that actually
allow users to enter the name of the drug, brand, or
generic and provide all kinds of information ranging
from how the medication works to contraindications.
These sites would definitely help in decreasing the risk
of wrong medications and would help the patient to
know in advance the types of side effects they should
expect. A list of websites that deal with the self-care
industry around the world can be viewed in Table 8.

ROLE OF THE PHARMACIST
IN NON-PRESCRIPTION
PRODUCT THERAPEUTICS

As one of the most trusted professions, the pharmacist
exercises a lot of influence on the choice of OTC medi-
cation by patients. Research shows that 52% of the
patients consult their pharmacist for OTC medica-
tions.[65] A list of medications or OTC products most
recommended by pharmacist[66] can be viewed in
Table 9. The pharmacist, who is the drug therapy
expert, should and does play a large role in the counsel-
ingofpatientsontheirOTCchoices.Americansconsume
over $50 billion non-prescription pain relief tablets
each year to self-treat problems such as headaches,
muscle aches, and arthritis. Many consumers do not
bother to read the labels to prevent product misuse,
they do not understand the risks or benefits of what they
are taking, and many of them cannot read the labels
correctly. Patients may ask for recommendation
to use an OTC from the pharmacist or even a non-
prescription medicine by name. This familiarity with
a product name does not imply that the patient
has adequate knowledge about the drug. A survey
done in 1998 by the APhA, which commissioned the
Yankelovich study, to examine consumer attitudes
and behavior regarding OTC medicines showed that
among adult respondents 85% reported they have

taken a non-prescription pain reliever at some point
for pain and fevers, in fact one-third reported weekly
use of these medicines.[67] Forty-seven percent of all
adults said that they do not always read medication
labels; fewer than 40% consult pharmacists about these
products; and over one-third said they were not aware
of the risks associated with these medicines. Further-
more, 85% of the respondents said they had not heard
of non-steroidal anti-inflammatory drugs, or NSAIDs,
which include aspirin and ibuprofen. When asked to
name an NSAID, more adults mistakenly said APAP
rather than aspirin. Of those surveyed, 74% did not
associate stomach upset or bleeding with aspirin, and
43% were not aware of potential risks from taking an
OTC pain reliever and prescription medication at the
same time.[67] These statistics point out the huge role
for the pharmacist in the counseling and advising of
OTC medications. As discussed previously, consumers
have access to information about drug products
through many avenues including the Internet, family
members, and mass media. Some of this information
may be very valuable but may also be erroneous. Con-
sumers do not necessarily know about the side effects
the drug may cause and the severity of the side effects
nor are they aware of any contraindication to use,
which can be pointed out during patient counseling.
A study conducted by Sclar, Robinson, and Skaer[68]

has shown that consultation by final year pharmacy
students resulted in almost 42% of the consumers chan-
ging their purchase decision. This resulted in a
reduction in OTC medication expenditure by an aver-
age of U.S. $1.53 per customer. This study also demon-
strated that the length of the consultation significantly
influenced consumers to change their final purchase.

Pharmacist can help a patient know if there are any
drug–drug or drug–food interactions with their OTC
medications. A thorough medication history of both
prescription and non-prescription medication includ-
ing herbal supplements is a vital component to
pharmaceutical care. By evaluating the medication
history, the pharmacist can help the consumer make

Table 8 List of websites for self-care industry around the world

Organization name Website

The Association of the European Self-Medication Industry (AESGP) http://www.aesgp.be

Australian Self Medication Industry http://www.asmi.com.au

China Non-prescription Medicines Association (CNMA) http://www.cnma.org.cn

Consumer Healthcare Products Association (CPHA)—United States http://www.chpa.org

Non-prescription Drug Manufacturers Association of Canada http://www.ndmac.ca

Proprietary Association of Great Britain http://www.pagb.co.uk

Organisation of Pharmaceutical Producers of India (OPPI) http://www.indiaoppi.com

Proprietary Association of Japan http://www.otc.gr.jp

World Self-Medication Industry (WSMI) http://www.wsmi.org
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better-informed decisions concerning the purchase and
use of non-prescription products. Additionally, the
pharmacist has a responsibility to report to the
patient’s physician, the manufacturer, and the regula-
tory authorities for medicine, any relevant information
about an adverse drug reaction encountered by the
patient, which is associated with the purchase of a
non-prescription medication.

In summary, the pharmacist has a significant role in
assisting the consumer in their self-treatment. The phar-
macist should assist the consumer in product selection,
assess patient risk factors for OTC use, counsel the
patient regarding proper drug use, maintain OTC med-
ications on the patients medication profile, help the
patient monitor themselves for toxicity and efficacy of
the OTC medication, discourage the use of deceptive
or ‘‘quack’’ remedies, and prevent consumer delays in
seeking appropriate treatment from other healthcare
practitioners, if necessary. The pharmacist can make use
of intervention strategies relating to patient/pharmacist
interactions in the form of providing information,
removing products from point of sale, sharing infor-
mation with other local pharmacists, and making
referrals to other members of the health care team.[69]

CONCLUSIONS

The future of non-prescription medication clearly indi-
cates growth. Americans will continue to rely on OTC
medications as the most important aspect of self-care.
Rx-to-OTC switches will continue to be a part of the
drug industry’s strategy to improve sales and increase
consumer access to their products. With these contin-
ued changes there will arise the obvious problem of
insurance coverage for OTCs. Most insurance com-
panies do not cover OTC medications under their
prescription benefits currently, but with increasing
pressure from consumers and healthcare providers, this
may change. Non-prescription medications, especially
switched products, may become first line therapy in
algorithms of patient care when dealing with managed
care companies. The questions of reimbursement
through medication copies are an issue that will cer-
tainly arise with insurance companies in time. With
the new labeling requirements proposed by the U.S.
FDA for OTC products, consumers should have a bet-
ter knowledge regarding the medications they intend to
take. However, the role of the pharmacist should con-
tinue to increase in the counseling of these products.

Table 9 Some OTCs frequently recommended by pharmacists

Category

Most recommended

product

Recommendation

(%)

Number of recommendations/

month for the category in general

Analgesics

APAP Tylenol 97 12
Aspirins Bayer 80 9
Ibuprofens Motrin 78 11

Ketoprofens Orudis KT 86 4
Naproxen sodium Aleve 96 6

Cough/cold/allergy

Adult cold preparations Comtrex 18 14
Children cold preparations Dimetapp 44 11

Adult cough medications Robitussin DM 47 14
Children cough medications Triaminic 28 12
Allergy relief products Chlor-Trimetom 44 13

Asthma relief products Primatene 82 5
Flu remedies Theraflu 51 8
Sinus remedies Sudafed 45 11

Throat lozenges Cepacol 20 8
Throat sprays Chloraseptic 83 7

Gastrointestinal medications
Antacids Mylanta 55 7

Antidiarrheals Imodium A-D 94 6
H2 antagonists Pepcid AC 87 7
Hemorrhoidal preparations Preparation H 69 4
Irritant or stimulant laxatives Dulcolax 59 4

Topical dermatologicals

Vaginal antifungals Monistat 72 4

(From Ref.[66].)

2428 Non-Prescription Drugs



N
on

-P
re

sc
ri

pt
io

n–
O

ut
so

ur
ci

ng

With the vast amount of the population using these
medications, new product availability, and the increas-
ing interest in the American public in utilizing self-care,
the pharmacist must focus their expertise on counsel-
ing and providing information to the public concerning
these medications, which if used properly will have a
large impact on our healthcare costs and satisfaction.
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Nutraceutical Supplements

G. Brian Lockwood
University of Manchester, Manchester, U.K.

INTRODUCTION

Nutraceutical is the term used to describe medicinally
or nutritionally functional foods or components
thereof, and it may include a food, plant, or naturally
occurring material, which may have been purified or
concentrated, and it is used for improvement of health,
by preventing or treating a disease. Some nutraceuti-
cals are prescription products in some countries, and
are consequently not freely available; however, most
are openly on sale, and available via the Internet.
Nutraceuticals have been defined since 1989, and it
has been suggested that their current popularity has
been fostered by wide media coverage of their bene-
fits.[1] There has been a boom in their sales as patients
rush to self-medicate, either in the hope that they will
be effective in treating diseases unsatisfactorily treated
with pharmaceuticals, or that the adverse effects of
some pharmaceuticals may be avoided. A number of
diseases are increasingly prevalent amongst an increas-
ingly aging population, and current and predicted
patient numbers are often vast; for example, it has been
predicted that arthritis will affect most of the popula-
tions as they continue aging. It is in disease states
such as arthritis that nutraceuticals are increasingly
used. This review outlines the major nutraceuticals
with therapeutic applications in joint health, cardio-
vascular health, mental health, eye health, bone health,
oral health, women’s health, and cancer prevention.
The pharmaceutically important issues, adverse reac-
tions and drug interactions, and the quality of available
nutraceuticals are increasingly being addressed, as
evidence is now becoming available.

MAJOR NUTRACEUTICALS AND
THEIR APPLICATIONS

The structure, therapeutic applications, dosage range,
and available formulations for the major nutraceuti-
cals are shown in Table 1. These major nutraceuticals
can also be categorized according to their origin.
Table 2 lists the origin of the major nutraceuticals.

The major group of nutraceuticals are of endogen-
ous origin, being natural products responsible for

eliciting activity in healthy humans. Their role when
used as nutraceuticals is simply as a supplement for
humans, in an attempt to increase levels, and their
mode of action is well documented. Not only are n-3-
fatty acids and carotenoids endogenous constituents,
they are also widely, and variably, available in the
human diet. Other dietary nutraceuticals may be found
in specific foods and be ingested, e.g., soy isoflavones,
or may be widespread, such as the carotenoids, and
effectively become normal human metabolites due to
chronic ingestion. Again, the modes of action of these
may be well understood, as in the case of the n-3-fatty
acids. A number of plant constituents are increasingly
becoming available, some individual entities, e.g.,
resveratrol from grapes and wine, and some complex
combinations of constituents, e.g., Pycnogenol. The two
glycosaminoglycans (GAGs), glucosamine and chon-
droitin, are derived from various animal materials;
glucosamine is a specific monomer, while chondroitin is
a polymer of wide-ranging molecular weight. The last
category is synthetic; methylsulfonylmethane (MSM)
is commercially obtained from synthesis, even though
miniscule levels can be obtained from certain foods.

Demographic surveys of many alternative or comp-
lementary medicines have been conducted in a range of
locations, but there is usually a problem in clearly
defining and categorizing individual types of product;
however, the usual outcome of these surveys is that
the typical patient is middle-aged, middle-income, and
female. One recent survey carried out in Washington
State, United States, on patients aged 50–76 estab-
lished the prevalence of their medical conditions, and
prevalence of use of a number of nutraceuticals by
both men (n ¼ 29,435) and women (n ¼ 32,152).[2]

Table 3 outlines the incidence of diseases treated with
nutraceuticals.

It can be seen in Table 3 that many common disease
states are being treated by self-medication with nutra-
ceuticals; joint pain, particularly caused by rheumatoid
arthritis or osteoarthritis (OA) is both widespread, and
also often treated with glucosamine, chondroitin, and
MSM by this population. Impotence and insomnia
have high incidence amongst this population, and are
treated with dehydroepiandrosterone (DHEA) and
melatonin, respectively, but there is also a substantial
incidence of degenerative eye conditions, often treated

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120012017
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with lutein. Often there is increased incidence of use of
complementary medicines by female patients, and this
was also shown to be the case with nutraceuticals.[2]

For both patients and pharmacists, the choice of
nutraceutical is based upon the disease state, and the
efficacy and safety data. The information in this
chapter is set out according to disease states, which is
a logical arrangement for patients and pharmacists
wishing to identify a suitable product for treating a
particular ailment. The nutraceuticals discussed are
those popularly available, whether or not there is a
large body of clinical or scientific evidence to substan-
tiate their use.

As the majority of nutraceuticals are not medicines
in most countries, they are consequently not covered by
regulations related to medicines. However, to patients,
nutraceuticals usually appear to be packaged and
labeled as if they were medicines. In both the United
Kingdom and United States, manufacturers are strictly
limited to any medicinal claims that they might wish to
make on the labels; generally, they are not allowed any

inference that suggests that the product can treat, cure,
or prevent a particular disease.

TREATMENT OF JOINT HEALTH

Osteoarthritis and rheumatoid arthritis are widespread
diseases of the joints, and medically treated with non-
steroidal anti-inflammatory drugs (NSAIDs), analge-
sics, and more recently cyclo-oxygenase-2 (COX-2)
inhibitors, masking the symptoms but not treating
the underlying disease. Unfortunately, NSAIDs cause
a wide range of gastrointestinal complications for
patients, and it has been estimated that NSAIDs cause
over 16,500 deaths and over 103,000 admissions to
hospital each year in the United States alone.[3]

Glucosamine

Glucosamine is found in abundance in cartilage tissues
and also in smaller amounts in tendon and ligament

Table 2 Origin of the major nutraceuticals

Endogenous Dietary Plant constituent Animal origin Synthetic

Coenzyme Q10 Carotenoids, e.g., lutein/lycopene Octacosanol/policosanol Glucosamine MSM

Melatonin n-3-Fatty acids Resveratrol Chondroitin

DHEA Soy isoflavonoids/protein Pycnogenol

Acetylcarnitine Green tea extracts

SAMe

n-3-Fatty acids

Carotenoids, e.g.,
lutein/lycopene

Table 3 Incidence of diseases treated with nutraceuticals

Medical condition

Incidence of

condition (%) Nutraceuticals used

Prostate cancer 5.3 Lycopene, DHEA

Enlarged prostate 16.9 Lycopene

Osteoarthritis 29.7 Glucosamine, chondroitin, MSM

Neck, back, or joint pain 25.3 Glucosamine, chondroitin, MSM

Lactose intolerance 7.2 Lycopene

Degenerative eye conditions 9.9 Lutein

Perimenopause 4.6 Soy products

Memory loss 8.9 Fish oil, coenzyme Q10

Impotence 28.0 DHEA

Insomnia 20.0 Melatonin

Diabetes 5.8 Lycopene

(From Ref.[2].)
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tissues. It is not found in significant amounts in the diet
and must be synthesized by the body. This ability
declines with age and predisposes the body to arthritis.
Osteoarthritis, rheumatic arthritis, or degenerative
joint disease is so widespread that it is almost a normal
part of aging and commonly affects the hips, knees,
hands, and spine. Glucosamine is an essential substrate
in the natural formation of the GAG matrix, which is
the main component of cartilage tissue, and chains of
the matrix form aggrecan and other proteoglycans.[4]

Production of GAGs from glucosamine also offers
protection from the damaging effects of steroids and
NSAIDs at the joints.[5]

Osteoarthritis causes production of decreased levels
of synovial fluid hyaluronic acid. It has been claimed
that glucosamine stimulates synovial production of
hyaluronic acid, which has anti-inflammatory and anal-
gesic properties, and promotes anabolic behavior in
chondrocytes.[6] More recently, it has been claimed that
sulfated GAGs and glucosamine may act synergistically
in promoting synovial hyaluronic acid synthesis,[7] and
also that glucosamine inhibits liposomal enzymes that
degrade cartilage.[8]

Pharmacokinetic studies on glucosamine sulfate in
man showed that uptake into plasma proteins peaked
at 8–10 hr, and the half-life was about 70 hr after
administration. However, oral administration yielded
only 26% of the bioavailability (measured from plasma
levels after any first pass metabolism) of the other
two routes of administration via injection, but the
glucosamine sulfate was detected in bones and carti-
lage afterwards.[9]

A Cochrane review in 1999 compared 16 double-
blind randomized controlled trials of glucosamine in
2029 adults with OA.[10] The usual dosage given was
500 mg three times daily, and in 12 trials glucosamine
was shown to reduce pain compared with NSAIDs or
placebo. The mean duration of these trials was 6 weeks,
and so although there was evidence that glucosamine
was effective in treating OA, neither long-term effec-
tiveness nor toxicity was evaluated. A later trial in
2001 using 1500 mg glucosamine sulfate daily, over
3 yr, showed that OA patients improved by roughly
20% with glucosamine sulfate, compared with placebo,
and there was no difference in levels of adverse effects
between the two groups. Mean narrowing of joint
space was measured at the end of the study, and after
treatment with glucosamine, there was no significant
joint-space loss when compared to placebo, which
produced significant narrowing.[11]

A meta-analysis of six published randomized clini-
cal trials investigating glucosamine in OA up to and
including 1999 demonstrated moderate to large effects.
The authors concluded that even though these trials
were associated with exaggerated estimates of benefit,
it appeared that glucosamine did have efficacy in

treating the symptoms of OA, and that it was safe.[12]

One recent 3 mo trial in Australia used 2000 mg doses
daily in the mornings, and reported some degree of
pain relief and improved function in persons who
experienced regular knee pain; the majority of
improvement showed after 8 weeks. This trial also
included patients with prior cartilage injury.[13] A sys-
tematic review of randomized, placebo-controlled
trials up to 2002 reported highly significant efficacy
on all outcomes, including joint space narrowing and
WOMAC scores in knee OA.[14]

Large-scale Phase III clinical trials are at present
progressing in the United States under the control of
the National Institutes of Health (www.nccam.nih.
gov), and these may supply many of the answers con-
cerning fears relating to patient numbers and trial
length in previous trials.[15] This Glucosamine/
Chondroitin Arthritis Intervention Trial (GAIT) is
assessing both the effects of glucosamine on knee pain,
and the effects of chondroitin on OA.

All the clinical trials that have been performed on
glucosamine have shown it to be safe. However, there
are allegations that the trials have been liable to bias,
as some of the trials to date have had sponsorship from
companies that manufacture glucosamine supple-
ments.[12] An additional concern is that most trials
have been carried out using less than maximal daily
dose of ibuprofen as control, and none compared
glucosamine with paracetamol, both of which are
widely used NSAIDs.

The change in disease state in OA is subjective.
However, when X-rays have been used to measure
changes in joint space, it cannot directly be linked to
severity of pain that the patient is suffering, as it is
not directly related to the disease as joint space width
may not accurately reflect the width of articular carti-
lage. It would also be more helpful if the same outcome
measures were used in each trial, as some use change in
joint space whilst others use a questionnaire of symp-
tom severity (e.g., WOMAC), or even both methods.[11]

For a number of years, there have been suggestions
that glucosamine interferes with glucose metabolism in
patients with type 2 diabetes, and insulin resistance
may occur. This would be a significant risk in older
patients, who often have concomitant illnesses. A
recent study has demonstrated that oral glucosamine
supplementation (1500 mg), in combination with
1200 mg chondroitin per day, did not adversely affect
glycemic control when administered to patients with
type 2 diabetes.[16]

It appears that glucosamine is a safe, effective, and
well-tolerated alternative to NSAIDs in the treatment
of degenerative joint disease, particularly in the knee,
which has been the subject of most trials. However,
caution is required as too few long-term studies have
been reported to date.
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Chondroitin

Chondroitin is also a GAG that is found in the proteo-
glycans of articular cartilage. Unlike glucosamine,
which is a small monomer, chondroitin is a GAG
polymer with variable molecular weight (from 5000
to 55,000 has been reported). Oral administration
has been reported to lead to significant increase in
concentration and molecular mass of hyaluronan,
and a decrease of the lysosomal enzyme N-acetylgluco-
saminidase.[17] A meta-analysis of six clinical trials up
to 1999 concluded that chondroitin demonstrated
moderate to large beneficial effects, but exhibited
methodological problems associated with exaggerated
estimates of benefit. Efficacy was smaller after only
4 weeks of treatment, suggesting that full therapeutic
benefit may require longer, as is the case with glucos-
amine.[12] A meta-analysis of seven randomized clinical
trials showed marked improvement of symptoms
(50%) of OA compared to placebo.[18] More recent
data showed increased reduction in pain after 8 weeks
compared to 4 weeks.[19] As with glucosamine, chon-
droitin was also found to be effective on outcomes
in knee OA, including visual analog scale pain, and
mobility.[14]

Methylsulfonylmethane (MSM)

The laboratory solvent dimethyl sulfoxide (DMSO)
had been widely tested as a treatment for a range of
forms of arthritis up until 1972.[19] It was linked to
adverse effects on the eyes of laboratory animals, and
research stopped in the United States. It is used for
many conditions around the world, particularly as a
topical analgesic, but the major side effect is a very
pronounced sulfurous breath and taste change, causing
many patients to cease therapy. Methylsulfonylmethane
is the degradation product and metabolite of DMSO,
and appears to exhibit the same analgesic effect without
the unpleasant side effect. It is widely available in both
solid dosage forms and as liquid, but no clinical trials
have yet been published for its application in arthritis.
It is believed that one clinical trial is presently ongoing.

Glucosamine Combination Therapy

In addition to single entity glucosamine, chondroitin,
and MSM products, there are also a number of
combination products with glucosamine. Trials with
combinations of glucosamine and chondroitin showed
improvement of symptoms in one group of patients,[20]

but in another group, only those with mild to moderate
OA showed improvement.[21] Methylsulfonylmethane
is also used in combination with glucosamine and

chondroitin, but has not been subjected to clinical
trials in combinations. Recently, a range of combi-
nation products containing other exotic ingredients,
e.g., turmeric and bromelain, have appeared on the
market, adding to the confusion of patients.

S-Adenosyl Methionine (SAMe)

The potential of SAMe for treatment of OA was acci-
dentally discovered when patients involved in clinical
trials of SAMe for depression reported great improve-
ments in OA symptoms. Research has shown that
SAMe plays a significant role in cellular physiology,
and in vitro work using human chondrocyte cultures
showed it to enhance proteoglycan synthesis and
secretion, which are important for cartilage repair.[22]

In vitro studies have also shown that SAMe can antag-
onize the tumor necrosis factor a-induced decreases in
synovial cell proliferation, and is actively transported
to synovial fluid after oral administration.[23] One
review of 20 randomized controlled trials of SAMe
for treatment of OA has been reported.[24] Although
the dosage, route of administration, and duration of
the trials varied, SAMe was found to be more effective
than placebo in reducing functional limitations asso-
ciated with OA, but not pain, and as effective as
NSAIDs. The major drawback with long-term use of
SAMe is the high cost.

CARDIOVASCULAR HEALTH

Diseases of the heart and circulatory system, cardio-
vascular diseases, have long been the leading cause of
mortality in Europe and North America, and total
cholesterol and low-density lipoprotein (LDL) choles-
terol are the two most important risk factors for coron-
ary heart disease. Decreased arterial compliance of the
arteries is thought to contribute to systolic hyperten-
sion and coronary artery insufficiency.[25] A number
of nutraceuticals have been used for long-term preven-
tion or symptom reduction in cardiovascular diseases,
notably soy products, tea flavonoids, octacosanol,
n-3-polyunsaturated fatty acids (PUFAs), and, to a
lesser extent, melatonin, Pycnogenol, resveratrol,
coenzyme Q10, lycopene, and DHEA.

Soy Products

It has been known for about 60 years that replacement
of animal protein in the diet with soy protein reduces
plasma lipid and lipoprotein concentrations. The
effects in humans are reductions of ca. 13% in LDL
cholesterol, ca. 10% in plasma triglycerides, and
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increases of ca. 2% in high-density lipoprotein (HDL)
cholesterol levels.[26] These beneficial effects culmi-
nated in the FDA approval of a health claim, ‘‘25 g
of soy protein a day, as part of a diet low in saturated
fat and cholesterol, may reduce the risk of heart
disease.’’ There has been uncertainty as to whether
the effects of soy protein are due to the soy isoflavones.
A recent trial with young women taking 52 mg soy
isoflavones per day showed no effects on serum levels
of LDL and HDL cholesterol.[27] In fact, several clini-
cal trials have demonstrated that the isoflavones
in supplement form are ineffective in lowering choles-
terol, even at concentrations as high as 160 mg/day.
The evidence to date also indicates that consuming
isoflavones without soy protein does not lower
cholesterol.[25]

The oxidation of LDL cholesterol is now recognized
as a key event in atherosclerosis. Macrophages take up
oxidized LDL cholesterol more readily, and this con-
tributes to plaque formation. Soy isoflavones have been
reported to inhibit oxidation by macrophages. Clinical
trials have reported that consumption of 56–57 mg/day
of isoflavones causes a significant increase (8–15%) in
the lag time for cholesterol oxidation, and consequently
decreased levels of oxidized LDL cholesterol.[25]

There appears to be a strong link between arterial
compliance or stiffness and atherosclerosis and systolic
hypertension. In humans, supplementation with soy
protein or isoflavones appears to improve com-
pliance.[26] In one placebo controlled, randomized,
cross-over clinical trial on peri- and postmenopausal
women, treatment with 80 mg/day purified soy isofla-
vones for 5 weeks resulted in improvement of ca. 26%
in systemic arterial compliance, even though there
was no reduction in blood lipids.[28] Only one study
demonstrated a significant decrease in blood pressure,
reported in 51 non-hypertensive women after ingestion
of 34 mg/day isoflavones,[29] but other studies failed to
show a significant effect.[25]

Tea Flavonoids

Both green and black teas are the leaves of Camellia
sinensis. Green tea manufacture involves inactivation
of polyphenol oxidase, whereas black tea is fermented.
Aqueous extracts of these two types form the basis of
the drink. Green tea contains a number of flavonoids,
particularly catechin derivatives, whereas black tea
contains theaflavins and thearubigin, polymers that
are formed during the fermentation process. A number
of epidemiological studies have evaluated the effect of
tea consumption on the incidence of cardiovascular
disease. The findings are confusing, due to reports of
both positive effects and absence of effects, or even side
effects.[30] One meta-analysis was reported, and a

beneficial effect on myocardial infarction was iden-
tified, an 11% decrease in the incidence after drinking
three cups per day.[31] Unfortunately, the report iden-
tified a pronounced geographical effect on the out-
comes, although this may have been caused by dietary
or other factors. A study using standardized catechin
levels showed that there was an inverse relationship
between catechin level and ischemic heart disease, but
not myocardial infarction.[32] The flavonoids of both
teas are known to be antioxidants, and black tea con-
sumption has been shown to increase plasma antioxi-
dant levels. Black tea consumption was also shown to
improve flow-mediated dilatation of the brachial artery
in coronary artery disease. Tea catechins have also been
shown to protect against in vitro LDL oxidation,
and atherosclerotic inflammation, and reduce throm-
bosis.[30] One report showed decreased serum choles-
terol levels in men, but not in postmenopausal
women, with increased consumption of green tea, and
the authors claimed that 10 cups of tea (360–540 mg
epigallocatechin gallate) produced a significantly
decreased risk of death from cardiovascular disease in
men.[33] A survey of residents of Rotterdam also found
fewer incidence of heart attacks in tea drinkers: 2.4%
against 4.1% for those who never drank tea.[34] A recent
report on the beneficial effects of green and oolong tea
consumption concluded that consumption of either, at
the rate of 120 ml/day for a year, produced a 46%
reduction in the chance of developing hypertension.[35]

Octacosanol/Policosanol

Octacosanol is a naturally occurring 28-carbon
aliphatic alcohol found in the waxy surfaces of leaves,
seeds, and fruit. The major product to be investigated
is policosanol, a mixture of aliphatic alcohols purified
from sugarcane, whose main component is octacosa-
nol. A number of clinical trials have studied the effect
of policosanol on type 2 hypercholesterolemia in a
wide range of subjects, healthy individuals, adoles-
cents, elderly men and women, and postmenopausal
women, for up to 12 mo, and also reported on platelet
aggregation during trials. The bulk of the evidence
is positive, showing reduction in total cholesterol
and LDL cholesterol, usually in combination with
increased or stable HDL cholesterol.[1] Trials con-
trolled with other lipid lowering drugs have also been
reported, and improved cholesterol parameters have
been reported when compared to these drugs. Studies
have also been published concerning the antiplatelet
activity of policosanol, which was shown to be equal
to aspirin.[36] There is hope that policosanol may exert
a comprehensive effect on coronary heart disease,
particularly as it is well tolerated and exhibits few
side effects.
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n-3-Polyunsaturated Fatty Acids (PUFAs)

Fish is the most important source of the n-3-PUFAs
Eicosapentaenoic acid (EPA) and docosahexaenoic acid
(DHA), and populations consuming fish have lower
heart rates. Other important parameters reported were
lower blood pressure and higher HDL cholesterol.[37]

The strongest evidence for an effect of n-3-fatty acids
on disease is the inverse relationship between diet,
blood, and tissue levels and coronary heart disease.
n-3-PUFAs prevent heart disease by preventing
arrhythmias, generating prostanoids and leukotrienes
with anti-inflammatory actions, and inhibiting synthesis
of cytokines and mitogens that provoke inflammation
and promote plaque formation.[38]

At low doses, PUFAs provide protection against
coronary heart disease and reduce the severity of
cardiac arrhythmias; at high doses, they lower blood
cholesterol and triglycerides, reduce platelet aggre-
gation, have antithrombotic activity, and reduce blood
viscosity.[39] Several clinical studies have reported ben-
eficial effects of supplementation on mortality, sudden
death, and arrhythmias. In the Diet and Reinfarction
Trial (DART), the use of fatty fish or fish oil led to a
29% reduction in mortality, and the GISSI-Preven-
zione trial showed that consumption of 1 g n-3-PUFA
daily resulted in a 20% decrease in mortality and 45%
reduction in sudden death.[40]

Other Nutraceuticals

Endogenous circulating melatonin levels appear to be
closely linked to degree of injury and chances of sur-
vival as a result of induced ischemia, and cardiac injury
has been treated with melatonin supplementation. It is
thought to act as an antioxidant, scavenging free radi-
cals; in addition, its sequence of metabolites also act
this way. It also stimulates antioxidative enzymes, sta-
bilizes cellular membranes, increases oxidative phos-
phorylation, and reduces leukocyte recruitment and
adhesion molecule expression.[41]

Pycnogenol is another antioxidant with cardiac
activity. In one study, it produced a significant reduction
in LDL cholesterol levels and increased HDL cholesterol
levels in plasma, in addition to its oxygen radical absor-
bance.[42] In another study, using 120 mg Pycnogenol per
day, there was a reduction in total plasma cholesterol
and LDL cholesterol, but not HDL cholesterol, and
there was a significant increase in plasma antioxidant
activity.[43] More recently, it was shown that Pycnogenol
(100 mg/day) improved the endothelial function of
hypertensive patients.[44]

Resveratrol is a powerful antioxidant found in
grapes and wine, particularly red wine, and has been
claimed to be responsible for the ‘‘French paradox,’’
in which red wine consumption was thought to be

responsible for the reduced incidence in coronary heart
disease in France, in spite of adverse life style para-
meters. In one study with rats, resveratrol showed dra-
matic protective effects against ischemic-reperfusion
induced arrhythmias and mortality, and both reduced
the incidence and duration of ventricular tachycardia
and ventricular fibrillation.[45] The most widely accepted
mechanism of resveratrol-mediated cardioprotection is
through its ability to inhibit platelet aggregation; one
study showed a ca. 50% reduction when it was present
at physiological concentrations, and 78.5% when red
wine was supplemented.[46]

Coenzyme Q10 is a powerful antioxidant naturally
occurring in the mitochondria of myocardium, and it
is an electron carrier in the mitochondrial synthesis
of ATP. Patients with heart failure have lower myocar-
dial levels of coenzyme Q10, but supplementation has
been demonstrated to have variable benefits in ran-
domized controlled trials.[47] One meta-analysis on the
use in congestive heart failure showed improvements
in stroke volume, ejection fraction, cardiac output,
cardiac index, and end diastolic volume index.[48]

Another antioxidant associated with beneficial
effects in cardiac patients is lycopene, a natural con-
stituent of tomatoes. Lycopene is the major carotenoid
found in human serum, and epidemiological studies
have indicated an effect of dietary supplementation
in reducing heart disease. Few dietary interventions
have been reported; one study showed a mild but
significant hypocholesterolemic effect, and another
showed a significant reduction in LDL oxidation.[49]

Animal studies show an antiatherogenic effect of
DHEA, and a review of the clinical trials and studies
on DHEA in males with coronary heart disease
reported a favorable or neutral effect.[50] Plasma levels
of DHEA are decreased in patients with chronic heart
failure in proportion to its severity.[51]

MENTAL HEALTH

Depression and cognitive decline are the two most
common mental ailments that are treated with nutra-
ceuticals. The most commonly available products for
mental health include SAMe, DHEA, soy isoflavones,
acetyl-L-carnitine, and n-3-fatty acids, particularly DHA.

S-Adenosyl Methionine (SAMe)

S-Adenosyl methionine is most widely used for
depressive disorders, and about 40 clinical trials have
been carried out. A recent meta-analysis concluded
that at 200–1600 mg/day it was superior to placebo,
and with a global effect size ranging from 17% to 38%,
it was as effective as tricyclic antidepressants.[52] A later
meta-analysis reported on 16 open uncontrolled trials, 13
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randomized, double-blinded, placebo-controlled trials,
and 19 controlled trials. In the controlled trials, SAMe
was as effective as imipramine, chlorimipramine, nomi-
fensine, and minaprine, and had far fewer side effects.[23]

The mechanism of antidepressant activity is unclear, but
in preclinical studies, oral administration led to increased
concentrations in the cerebrospinal fluid, and increased
levels of noradrenalin and serotonin in experimental
brains. There is a close metabolic relationship between
folate and SAMe, and a high incidence of depression is
associated with folate deficiency; folate deficient patients
had a significantly lower concentration of SAMe and
metabolites of dopamine and serotonin. Restoration of
SAMe levels in the cerebrospinal fluid may be related
to the therapeutic effect.[23]

Dehydroepiandrosterone (DHEA)

Dehydroepiandrosterone has demonstrated efficacy
in the improvement of mood, interest, confidence,
and anxiety levels in various populations. In a recent
clinical trial, it has been reported to be useful in the
treatment of negative, depressive, and anxiety symp-
toms of schizophrenia,[53] and in another trial, DHEA
and its metabolites produced a positive effect overall
on recognition memory in postmenopausal women. In
fact, estrogen metabolites of DHEA had produced a
positive effect on recognition memory, while androgen
metabolites produced a negative effect. This pattern
reversed in perceptual identification.[54]

Soy Isoflavones

Menopause is associated with a dramatic decline in
circulating estrogen levels, and it is believed that estrogen
replacement significantly improves episodic and/or
semantic memory.[55] The rationale for soy consump-
tion is simply to increase concentrations of phytoestro-
gens. One trial supplemented the diets of students with
100 mg/day soy isoflavones for 10 weeks, and showed
improvements in short-term and long-term memory
and mental flexibility. These significant improvements
were not restricted to female students or to verbal
tasks.[55] More recently, supplementation of the diets
of postmenopausal women with 60 mg isoflavone
per day for 12 weeks produced a significantly greater
improvement in recall of pictures and in sustained
attention task, in a planning task, and in learning rule
reversals.[56]

Acetyl-L-Carnitine

Acetyl-L-carnitine can easily cross the blood–brain
barrier, and it appears to be well tolerated and

safe in humans. It is a promising agent for the treat-
ment of patients with mild Alzheimer’s disease. Its
biochemical reactions within the brain may involve
interaction with acetylcholine, fatty acids, and phos-
pholipids.[57]

Acetyl-L-carnitine has been shown to cause a slow-
down in the decline of cognitive measures in a number
of studies conducted on subjects with mild Alzheimer’s
disease or mild cognitive impairment. However, one of
the most recent double-blind trials conducted on its use
in Alzheimer’s showed very little difference between
acetyl-L-carnitine and placebo.[1] A recent meta-
analysis of all the double-blind controlled clinical trials
of acetyl-L-carnitine[58] concentrated on patients who
had mild cognitive impairment or mild Alzheimer’s,
and found that of 21 studies conducted, 17 showed that
it had a positive effect on patients; this however
included some unpublished trials.

Acetyl-L-carnitine appears to have been well tolerated
at doses of 1.5–3 g/day in all studies. Side-effect profiles
appear to have been similar to those of placebo, with
body odor, increased appetite, rash, and restlessness
reported.[1,58]

Docosahexaenoic Acid (DHA)

Docosahexaenoic acid is widely available from fish
oils, and the prevalence of Alzheimer’s disease corre-
lates negatively with fish consumption.[59] There are
high levels of DHA in the brain, and DHA deficiency
has been reported to cause a reduction in learning
ability in rats.[60] A diet containing a high n-6- to
n-3-fatty acid ratio was shown to be bad for main-
tenance of cognitive functions of the brain, and a
low ratio was good, using the MMSE evaluation of
69–89 year old men.[59] A 4 : 1 ratio of n-6- to n-3-
fatty acids was shown to give the best results in
learning tasks in rats, and was later tested with 100
Alzheimer’s patients. Overall improvement was repor-
ted in 49 out of the 60 patients receiving the prep-
aration of fatty acids.[61]

Conclusions

The mechanisms that cause dementia and mild cogni-
tive impairment are not clearly understood. Loss of
memory could be caused by a number of factors,
including ischemia, amyloid plaques, a decrease in
cholinergic neurons, loss of phospholipid components,
and oxidative stress. It is likely that combinations
of these pathologies are present in any patient with
memory loss; therefore, it is reasonable to assume that
combinations of treatments may be more beneficial
than single agents.
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EYE HEALTH

The most important application of nutraceuticals in eye
health is in age-related macular degeneration (AMD),
which is the leading cause of blindness in aging popula-
tions in the West. It has been calculated that 30% of
the U.S. population over 75 years has AMD, and there
is no effective treatment for most patients. The yellow
spot (macula lutea) in the center of the retina consists
of lutein and zeaxanthin, neither of which can be
synthesized by the human body. Macular pigment
has two possible important roles in the eye: One is
that it filters damaging blue light, and the other that
the lutein and zeaxanthin act as antioxidants to limit
oxidative stress. A low macular pigment density is
associated with reduced visual sensitivity,[62] so the
major strategy for treatment is supplementation with
these two carotenoids.

Lutein/Zeaxanthin

Studies have shown that concentrations of lutein and
zeaxanthin are strongly influenced by dietary intake
and by nutraceutical supplementation, and it is
thought that lutein is converted to zeaxanthin in the
eye. These two carotenoids are present in high levels
in spinach, kale, and parsley, and also in brassicas.[62]

Supplementation with 30 mg/day of these carotenoids
resulted in increased optical density of the macular
pigment, particularly with lutein, and increased serum
levels were also recorded, again particularly with
lutein.[63] In one trial sponsored by an eye health pro-
duct manufacturer, lutein/zeaxanthin (4 or 6 mg) was
found to produce the same increased serum levels
as 6 mg obtained from fruits and vegetables; it was
suggested that this latter dose would be difficult to
achieve on a regular basis; hence, supplementation
would be preferable for many individuals.[64] Research
on esterified lutein has shown 62% increased bioavail-
ability compared to the free form.[65]

Other Nutraceuticals

Pycnogenol is a complex standardized mixture of
phenolics such as catechin plus oligomers, and phe-
nolic acids. It has been suggested as a treatment for
diabetic retinopathy, which is recognized as an increas-
ing health threat as the incidence of diabetes increases.
The first clinical trial for use in a range of hemorrhages
and exudations in the eye was in 1970, and since then
four further trials have investigated its use in diabetic
retinopathy. These trials, including two that were dou-
ble blinded, one placebo controlled, and one against
calcium dobesylate, showed retardation of progression
of retinopathy and partial recovery of visual acuity.

Pycnogenol was shown to improve capillary resistance
and reduce leakages into the retina.[66]

The n-3-PUFA DHA occurs in the highest level in
the human body in the retina, and this is the reason
that it is thought to play an important role in modulat-
ing the biochemical mechanisms of visual transduction.
A number of visual and neurological dysfunctions have
been found in individuals deficient in a-linolenic acid,
the metabolic precursor of DHA. A number of studies
have been reported in preterm infants, and deficiency
of n-3-PUFAs in red blood cells has been linked to
visual defects. Consequent supplementation of preterm
infant milk formulae with a-linolenic acid or DHA
reverses this effect. Docosahexaenoic acid supplement
in term infant formulae is also under consideration.
Blood levels of DHA and visual function have been
shown to correlate in patients with retinitis pigmen-
tosa, and data suggest that impairment of the final
steps in DHA biosynthesis are responsible, as EPA
supplementation did not improve DHA levels. In animal
studies, EPA supplementation reduced damage caused
by exposure to high intensity light.[67]

BONE HEALTH

Bone is composed mainly of calcium and phosphorous,
as well as collagen and proteoglycans. A major disease
of bone is osteoporosis, which is characterized by low
bone mass and structural deterioration leading to fra-
gility and fracture. The disease occurs with increasing
age in both sexes, but also due to estrogen deficiency
in women around menopause, resulting in calcium loss.
The major nutraceuticals used for the treatment of
osteoporosis are soy products, particularly isoflavones,
but also n-3-fatty acids and tea.

Soy Isoflavones

Structural similarity of the isoflavones to estrogen has
been responsible for claims that they are natural alter-
natives to hormone replacement therapy (HRT). Soy
isoflavones are not usually present in humans, unless
caused by acute or chronic administration of soy pro-
ducts in the diet. If not in the diet, supplementation is
required. One synthetic isoflavone, ipriflavone, has
been shown to increase bone mass in postmenopausal
women. The soy isoflavone daidzein makes up 10%
of the metabolites of ipriflavone, and it appears to be
one of the metabolites that inhibit osteoclast activity
in vitro. A number of studies have been reported on
the effects of soy protein and genistein on bone density
in rats, and it appears that it is the isoflavones that are
responsible for the beneficial effects.[68] Positive
data from studies with cultured bone cells support a
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significant bone-sparing effect of the two major isofla-
vonoids present, genistein and daidzein. Epidemiologi-
cal studies have shown that postmenopausal women
with the highest intake of soy products have the high-
est femoral and/or lumbar spine bone mineral density
(BMD); however, this is just one component of lifestyle
and dietary factors that could have contributed to
positive effects.[69] Further findings show clearly higher
levels of BMD and bone mineral content in Asian
populations with high consumption of soy isoflavones
throughout their lives. Reviewing the limited number
of human studies revealed that for any perceivable
gains in BMD, doses of 60–100 mg of isoflavones
would be required for a minimum of 6 mo.[70] A num-
ber of human intervention studies with women confirm
the general findings from the in vitro work. Using a
number of surrogate markers for bone turnover, such
as urinary calcium and collagen cross-links, these
studies have consistently shown a significant inverse
relationship between isoflavone intake or urinary
excretion and the excretion of bone resorption mar-
kers. In one human intervention, BMD increased
2.2% at the lumbar spine after consumption of 90 mg
soy isoflavones per day over 6 mo.[71] Two recent
placebo-controlled, double-blind, randomized control-
led trials have been reported, and both show significant
improvement in bone loss indicators after consump-
tion of soy isoflavones.[72,73]

Other Nutraceuticals

Epidemiological data indicate that saturated fats con-
tribute to reduced BMD and increased risk of fracture,
while n-3-PUFAs and g-linolenic acid may prevent loss
of bone density in the lumbar spine and femur. Dietary
fats are known to affect intestinal calcium absorption,
and supplementation with evening primrose oil (source
of g-linolenic acid) and fish oils (DHA/EPA) enhanced
calcium transport and reduced urinary calcium excretion.
The conversion of linoleic acid to g-linolenic acid by
D-6-desaturase slows with aging; thus, prostaglandin
synthesis is also affected. It is known that dietary fats
may exacerbate the uncoupling of bone resorption and
formation by inhibiting the formation of mature osteo-
blasts.[74] n-3-PUFAs have recently been proposed to
be implicated in osteoporosis, particularly their balance
with n-6-PUFAs, as the latter group have been shown
to elevate prostaglandin E2 levels as well as proinflamma-
tory cytokines; this last reaction is known to be down
regulated by the n-3-PUFAs.[75]

Another benefit of black tea drinking has been
reported in the United Kingdom; in a survey of over
1000 older women, there were significant (ca. 5%)
higher BMD measurements registered for the lumbar
spine, greater trochanter, and Ward’s triangle.[76]

ORAL HEALTH

Dental caries is a common chronic disease in which
contact between teeth, food, and bacteria is involved.
The major bacteria involved are believed to be Strepto-
coccus mutans and S. sobrinus, although several other
types of bacteria are involved. Three stages have been
outlined in caries: adherence of bacteria to the teeth,
formation of glycocalyx due to synthesis of a sticky
glucan by the action of the bacterial enzyme glucosyl
transferase on sucrose, and accumulation of plaque,
which is a biofilm. In the dental plaque, there is con-
tinuing acid production by the bacteria, which are able
to metabolize carbohydrates in acid medium, and the
acid demineralizes the enamel of the teeth.[77]

Tea

Polyphenolic catechins and theaflavins exist as either
monomers or polymers in green and black teas,
respectively, and are both well known to be inhibitory
and bactericidal against Streptococcus spp. They bind
to surface proteins of the bacteria, and induce aggre-
gation and inhibit the enzymatic activity of glucosyl
transferase. Both teas inhibit salivary and streptococcal
amylase, overall, leading to reduction in plaque.[77]

Studies in animals have shown that tea consumption
reduces caries, and it has been associated with lower
caries levels in humans.[78]

Pycnogenol

Chewing gum containing 5 mg Pycnogenol produced
a 50% reduction in bleeding in patients with gingival
inflammation, and no increase in plaque formation
during the trial, unlike control patients.[79]

WOMEN’S HEALTH

Until recently, HRT was widely prescribed for relief
of menopausal symptoms, which include hot flushes,
night sweats, mood swings, memory lapses, and pro-
pensity for weakening of the bones. Nutraceuticals
are now being widely taken to counter these symptoms,
most frequently isoflavones, DHEA, and Pycnogenol.

Isoflavones

Soy is the most widely available source of isoflavones
used therapeutically. They are structurally similar to
17b-estradiol, the most important human estrogen,
but their relative binding affinity for the main estrogen
receptor, receptor-a (ER-a), is only 0.05–1% of the
binding affinity of 17b-estradiol. A novel receptor,
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ER-b, has approximately seven times the affinity for
isoflavones, which may have extremely high blood
levels when taken in the diet or in nutraceutical supple-
ments. These may exert an antiestrogenic effect when
estrogen levels are low, namely at menopause.[80]

Epidemiological evidence has shown that soy con-
sumption was most likely to have a beneficial effect
on the incidence of hot flushes. A few studies have
confirmed that the isoflavones have activity; one trial
showed reduction of frequency of hot flushes of 15%
at 6 weeks after supplementation with 50 mg isoflavone
aglycones for 12 weeks, and a reduction in night sweats
of 34%. These effects were reduced at 12 weeks.[81] A
number of clinical trials investigating the effect of
soy products on menopausal symptoms have been
reviewed; reduction in hot flushes was found to be of
the order of 0–45%, when supplementation with soy,
soy protein, and purified isoflavones was used. Overall,
supplementation benefits appear to be small and vari-
able, but interestingly, the placebo effect in trials of
this type can be more than 30%.[80] Ten randomized
clinical trials were recently systematically reviewed.
Again, the majority of these trials checked for effects
on hot flushes; the conclusion was that there was some
evidence for the benefit of soy for perimenopausal
symptoms, and in the short term there were no serious
safety issues.[82] One randomized intervention with
100 mg soy isoflavones daily in premenopausal women
investigated the effects on the ovulatory cycle. A number
of biochemical markers were monitored over 12 mo, and
neither they nor the length of menstrual cycle changed
significantly.[83]

One trial using 80 mg daily of isoflavones from red
clover reported a 44% reduction in hot flushes,[84] while
another study reported no clinically important effects
on either hot flushes or other menopause symptoms.[85]

Other Nutraceuticals

Supplementation with DHEA is based upon the
knowledge that endogenous levels decrease with aging,
particularly by 70 years. Not surprisingly, levels of all
DHEA metabolites increased after supplementation
with 25 mg DHEA daily; also, the neurosteroid,
allopregnanolone, and endorphin showed increased
plasma levels and gonadotropins were significantly
reduced. Supplementation was seen to be more effec-
tive on vasomotor disturbances in early postmeno-
pausal women, and on psychological disturbances in
late postmenopausal women.[86]

Limited research has been carried out on the effects
of Pycnogenol, but it has been reported to bring
improvements to women suffering endometriosis,
premenstrual cramps, and abdominal pain after taking
30–60 mg daily.[87]

CANCER PREVENTION

The marked differences in the incidence of certain
types of cancer in various countries or regions of the
world suggest that particular dietary factors can influ-
ence the biological processes related to carcinogenesis.
Estimates of the proportion of cancers attributable
to dietary status vary from 10–70%, and it has been
suggested that modifications to diet could decrease
the incidence of various cancers: reducing fat and
increasing vegetable intake in the case of breast and
colorectal cancers, reduction of obesity for endometrial
cancer, and reduction of cured meats, salt preserved
foods, and nitrite and increasing fruit and vegetables
in the case of stomach cancer. It has also been recog-
nized that lack of constituents found in particular
regional diets are actually the cause of cancer, and die-
tary changes or supplementation with these constituents
may protect against the development of cancers as well
as other diseases.[88] A number of nutraceuticals, par-
ticularly soy isoflavones and tea, are used following this
rationale; other products used include melatonin, resver-
atrol, n-3-PUFAs, and a number of carotenoids.

Soy Isoflavones

Soy isoflavones have weak estrogenic activity, and
therefore the potential for exerting an influence on
hormone-dependent cancers such as breast and pros-
tate cancers. Their protective effect on cancer may be
due to their role in lowering circulating levels of uncon-
jugated sex hormones. Estrogens mainly circulate as
inactive conjugates of sex hormone binding globulin,
whose levels have been shown to increase after supple-
mentation with soy isoflavones. Higher ingestion of
soy isoflavones has produced a significant decrease in
urinary excretion of genotoxic estrogen metabolites.[89]

Studies show that isoflavones inhibit 17b-hydroxyste-
roid dehydrogenase, which regulates the reversible inter-
conversion of testosterone and androsterone, as well as
estrone and estradiol, and also inhibit the human P450
aromatase enzyme system. It has been suggested that
phytoestrogens influence the pathogenesis of benign
prostate hyperplasia by directly inhibiting the growth
promoting effect of 5a-dihydrotestosterone and
estradiol on the stromal tissue of the prostate glands.[88]

Consumption of soy isoflavones has been reported to
result in urinary excretion of isoflavone metabolites,
whose levels have been inversely linked to the risk of
breast cancer.[89]

The mayor soy phytoestrogens are genistein and
daidzein, and genistein in particular has been used in
animal experiments for inhibition of growth of a num-
ber of cancer cell lines. It has been shown to inhibit
breast and skin cancer, and inhibit the formation of
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aberrant crypts in models of colon cancer. Although
plasma levels of these phytoestrogens achievable
(1–5 mM) with soy feeding are unlikely to be sufficient
to inhibit the growth of mature, established breast
cancer cells, these levels could be sufficient to regulate
the proliferation of epithelial cells in the breast.[90]

Genistein has been found to be a potent inhibitor of
angiogenesis and metastasis, implying pleiotropic effects
on inhibition of carcinogenesis and cancer cell growth.[91]

Recent clinical trials have shown altered clinical markers,
such as serum prostate specific antigens and free tes-
tosterone, on supplementation with 60 mg genistein.[92]

Concern has arisen over a possible detrimental
effect of soy in breast cancer patients because of its
estrogenic activity. Genistein exhibits a biphasic effect
on the growth of an estrogen receptor cell line, MCF-7,
stimulating proliferation at low concentrations and
inhibiting at high concentrations. A review of the data
on use of soy in breast cancer found no evidence to
substantiate effect on the risk of development of
cancer, or survival of patients.[93] The hormonal effects
of soy in premenopausal women and men have been
studied; in premenopausal women there were no effects
on the endometrium, although there were weak estro-
genic effects in the breast, while in the men, there were
few effects on plasma hormones or semen quality.[94]

Tea Flavonoids

Flavonoids from both green and black teas have been
found to inhibit the mutagenicity of a variety of differ-
ent types of carcinogens in a dose-related fashion.
Several animal models for cancer, in skin, lung, oral
cavity, esophagus, stomach, liver, prostate, and other
organs, show decreased incidence with tea consump-
tion, and tea-drinking animals experienced lower
incidence of lung tumors when exposed to tobacco
nitrosamines. It has also been shown that both teas
increased levels of specific cytochromes, and that
phase 2 enzyme glucuronosyl transferase levels were
increased, allowing greater metabolism of heterocyclic
amines. Tea flavonoids have been shown to increase
the rate of apoptosis of tumor cells, and lead to elimi-
nation of neoplastic cell systems. A number of studies
have shown that these flavonoids decrease the rate of
growth of tumor cells through molecular and signaling
mechanisms involving alterations in gene expression.[95]

Studies with human cancer cell lines have demonstrated
that epigallocatechin-3-gallate inhibits a number of
potential targets, including mitogen-activated protein
kinases, cyclin-dependent kinases, growth factor-related
cell signaling, and activation of activator protein 1
(AP-1) and nuclear factor (NFkB), topoisomerase 1,
and matrix metalloproteinases.[96] Practical cancer pre-
vention has been developed further in Japan, where 10

cups of green tea are recommended daily, and green tea
tablets and capsules are available. There is also evidence
of synergy between green tea and a cancer preventive
drug, sulindac.[97] Highly purified Epigallocatechin
gallate is now available in formulated supplements.

Other Nutraceuticals

Melatonin prevents and delays chemical carcinogenesis
in laboratory animals. Women with breast cancer and
men with prostate cancer have decreased melatonin
secretion at night. The host–cancer balance is rhythmi-
cally coordinated in time by endogenous and exoge-
nous circadian and circannual internal pacemakers,
and each of the targets of cancer treatment is differen-
tially available in both normal and cancer cells at
different times within these biological cycles cells;
consequently, chronobiology determines the amount
and activity of anticancer activity. Although anticancer
activity has been reported in a number of carcinomas,
there has been little attention to timing of treatment,
which is critically important.[98]

Resveratrol has been reported to have chemo-
preventive activity in a mouse model of carcinogenesis,
but there is a concentration-dependent effect, and at
the concentrations used in vitro the effect is predomi-
nantly antiproliferative. It has also been reported to
have mitochondrial-dependent apoptotic activity
against a variety of cell lines.[99] Resveratrol has been
reported to inhibit the constitutive COX-1, but it is
not clear whether it inhibits the inducible COX-2.
These cyclo-oxygenases stimulate tumor growth by
acting on cell proliferation, angiogenesis, and immuno-
suppression.[100]

n-3-Polyunsaturated fatty acids exert a suppressive
effect on in vitro cancer cells, whenever the effect is
not overwhelmed by n-6-fatty acids such as linoleic
acid.[59] Lutein and lycopene have been shown to have
anti-tumor-promoting activity in animal models. Epi-
demiological data showed that high intake of lutein
and other carotenoids by people was associated with
the lowest risk of lung cancer, and lycopene (or high
tomato, hence lycopene, intake) was associated with
a 50% reduction of mortality from all types of cancers.
Various naturally occurring carotenoids have been
shown to have anticarcinogenic activity, including lutein,
zeaxanthin, lycopene, and astaxanthin, in a number
of human intervention trials.[101] A number of reports
have been published concerning the use of lycopene
and tomatoes in a range of cancers. Epidemiological evi-
dence has shown inconsistencies due to varying lycopene
concentrations in the range of foods consumed, and
varying bioavailabilities.[102] One meta-analysis of 19
intervention studies on the role of tomato products and
lycopene in prevention of prostate cancer reported that
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the effect was modest and restricted to high amounts of
tomato intake.[103]

ADVERSE EFFECTS AND
DRUG INTERACTIONS

Although the major nutraceuticals included in this
article are components of food or present in normal
human metabolism, adverse effects and interactions with
prescription medicines have been reported. Increasing
use of these compounds by consumers at high doses
and chronic administration may reveal further adverse
effects. Little or no research into safety and quality is
required by law, which has potentially serious implica-
tions for the safety of the product, and the health of
the consumer.

Adverse Effects

Problems with wide-scale use of nutraceuticals have
been reported by U.S. poison control centers. Symp-
toms ranging from mild to severe have been noted in
adult and pediatric cases, and associations are difficult
to verify if a product has more than one ingredient, or
is incompletely labeled.[104] Most nutraceuticals have
been involved in clinical trials, and reports of minor
gastrointestinal side effects are typical. More serious
side effects have also been reported.

One report of asthma exacerbation with a glucos-
amine/chondroitin product has appeared.[105] Patients
taking SAMe also reported mild to moderate gastro-
intestinal complaints, which have been claimed to be
as high as 20% incidence, but in addition there is a
possible risk of more significant psychiatric and cardio-
vascular adverse effects.[106] A complex relationship
between melatonin and other antioxidants in vitro
has been reported,[107] in which melatonin was shown
to exhibit pro-oxidant qualities, possibly due to forma-
tion of secondary oxidation products, such as endoper-
oxides. Levels of endogenous metabolites may be
adversely affected by administration of certain nutra-
ceuticals; glucose levels may be depressed by coenzyme
Q10, and levels of thyroid hormone depressed by soy
products.[108]

Drug Interactions

Interactions between nutraceuticals and prescribed
medicines or even other nutraceuticals are being reported.
Interactions between nutraceuticals and medicines
include those experienced with melatonin, which was
shown to exacerbate methamphetamine-induced neuro-
chemical effects, again in animal studies;[109] policosanol
has been shown to stimulate the antiulcer effects of

cimetidine in rats.[110] Neither of these two interactions
would have been expected. Interactions between SAMe
and clomipramine have been reported.[106] This inter-
action between two compounds with antidepressant
activity dictates that care should be taken with con-
comitant treatment with prescription medicines, and
also with certain opium derivatives, and care should
also be taken to avoid foods high in tyramine. Simul-
taneous administration of both n-3- and n-6-fatty
acid, and indomethacin has been shown to cause
reductions in prostaglandin excretion.[111] An interac-
tion between warfarin and coenzyme Q10 has been
reported in which a 72 year old showed less respon-
siveness to the warfarin treatment, possibly due to
the structural similarity between coenzyme Q10 and
the K-vitamins.[112] A similar increased anticoagulant
effect has been reported with policosanol.[108]

In addition to these interactions, there appear to be
instances where drugs depress levels of nutraceuticals.
Levels of coenzyme Q10 have been depressed by
administration of acetohexamide, statins, propranolol,
phenothiazine, and tricyclic antidepressants, and
acetylcarnitine levels depressed by valproic acid.[108]

Melatonin has also been found to interact with flu-
voxamine, which has been found to significantly
increase serum melatonin levels. This effect seems to
be due to fluvoxamine reducing the metabolism of mel-
atonin by inhibiting cytochrome P450 enzymes. Similar
effects may occur with diazepam and haloperidol,
which are also metabolized with these enzymes. There-
fore, these drugs taken concurrently could lead to
exaggerated enhancement of their sedative effects.[113]

Melatonin has also been shown to interact with the
antihypertensive drug nifedipine. This appears to be
due to melatonin having an effect on cardiovascular
regulation, and so increasing the blood pressure and
heart rate of patients taking the two products concur-
rently.[114] Human studies have reported that NSAIDs
appear to show more gastrointestinal side effects
if given in the morning rather than the evening, which
shows a time-dependent effect.[115] As melatonin
enhances these ulcerations, this highlights the need
for careful monitoring of those susceptible to gastric
ulcer, especially those taking NSAIDs.

Potentially mutagenic, carcinogenic, and teratogenic
properties of phytoestrogens have been reported.[116]

Infant leukemias could be linked to high dietary intake
of soy isoflavonoids, such as genistein.[117] When single
dose safety studies of purified unconjugated genistein,
daidzein, and glycitein were carried out, some minor
adverse events were reported, such as loss of appetite,
and one case of abdominal tenderness were judged
to possibly be related to the isoflavone. Other events
may have been related to isoflavone administration;
these include two cases of elevated lipase, one case
of elevated amylase, one case of leukopenia, and
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four cases of hypophosphatemia.[118] Genistein may
also change phosphorous deposition in the bone, and
despite the fact that this degree of hypophosphatemia
shows no clinical toxicity, low phosphorous over an
extended period of time may inhibit bone formation.[118]

During a study using a dose of 5 mg melatonin every
evening, a total of 35 adverse reactions were reported;
these included, fever, hyperkinesis, dizziness, gastro-
intestinal disorders, headaches, hemorrhages, pigmen-
tation, ankle edema, flushing, diplopia, hepatic pain,
thrombosis, and hyperglycemia in type 1 diabetes
patients receiving treatment.[119] Tolerance, fatigue,
and other side effects have been reported, and there-
fore it should be avoided on consecutive nights and
only the lowest possible dose to produce the desired
effect should be used.[120]

QUALITY ISSUES

Levels of quality control applied to pharmaceuticals,
and increasingly being applied to herbal remedies, are
now being seen with nutraceuticals. Monographs are
being introduced that include analytical standards for
active constituents, and the FDA and NIH’s Office
of Dietary Supplements in the United States are now
producing official monographs for 20 nutraceuticals,
including glucosamine and melatonin.[121] Specifica-
tions for pharmaceuticals normally require 95–105%
content of claimed active constituent, and nutraceuti-
cals are now widely assessed to this standard, although
a number of consumer organizations apply different
standards to different products. Many examples of
the levels of quality seen in a number of nutraceuticals
have been evaluated.

Glucosamine and Chondroitin

The level of glucosamine base in a formulation depends
upon whether the sulfate, hydrochloride, or N-acetyl
form used is present as base or salt and included levels
of either potassium or sodium chloride added as a
stabilizing agent.[122]

Table 4 shows the range of values determined for
levels of active constituents in samples of formulated
glucosamine products. Wide variations are seen, partic-
ularly from the report of Russell, Aghazadeh-Habashi,
and Jamali,[122] where 14 out of the 15 products tested
failed; one was found to contain no glucosamine,
although no level was actually indicated on the label!
The other reports showed less extreme variation; how-
ever, the majority of the products still failed to contain
between 95% and 105% of the levels stated on the
label,[123] while one in four products failed in the
Consumer Reports tests.[124]

Chondroitin usually exists as the sulfate salt, and
products in the marketplace vary in molecular weight,
from 50,000 to below 1000;[125] no products have been
the subject of published evaluations of the molecular
weight of the chondroitin, but this variability may have
a profound effect upon its ability to treat joint pain.
The report of Adebowale, Liang, and Eddington[123]

showed two products out of seven passing, and Con-
sumer Reports showed no products passing. Table 5
shows the range of values determined for levels of
active constituents in samples of formulated chondroi-
tin products.

Table 6 shows the range of values determined for
levels of active constituents in samples of formulated
combination glucosamine and chondroitin products.
Two of the four products tested passed,[123] and three
out of the 12 tested by Consumer Reports passed on
levels of both components, chondroitin levels being
most frequently below 95% of the stated level.[124]

Other Nutraceuticals

The chemical entities of representative nutraceuticals
have been evaluated by a range of consumer organiza-
tions and researchers. Table 7 lists sample data on the
analysis of a range of other nutraceuticals.

Relatively high conformation to acceptable standards
was found for coenzyme Q10 (of Japanese origin), but
poor conformation was found with lycopene. Nurmi
et al.[131] found wide variations in 15 soy isoflavone pro-
ducts examined. In their report, individual isoflavone
levels were not claimed, but levels of three individual
compounds, daidzein, genistein, and glycitein, fluctuated

Table 4 Levels of active constituents in glucosamine

products

No.

tested

No.

failed

Upper

value (%)

Lower

value (%) Reference

14 14 108 41 [122]

1 1 0a [122]

4 1 135 95 [124]

6 5 117 77 [123]

4 3 109 89 [123]
aNo level indicated on the label.

Table 5 Levels of active constituents in chondroitin

products

No.

tested

No.

failed

Upper

value (%)

Lower

value (%) Reference

3 3 90 80 [124]

3 2 109 101 [123]

4 3 101 33 [123]
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from 97 mg/g to none detectable, and total isoflavone
levels from 201 to 0.1 mg/g. Another problem exists
for SAMe, in which the product is stabilized in the form
of particular salts, such as tosylates or butanedisulfo-
nate, again dramatically reducing the level of SAMe in
the combined salt form.

In the case of complex nutraceuticals such as green
teas, variability of levels of claimed active compounds
depend upon method of preparation of the infusion as
well as choice of tea type. One survey of three teas and
two preparations showed differences in theanine levels
and wide variations in catechin derivatives,[134] and
another survey of three tea products showed similar
wide variations in constituents.[132]

Possible Contaminants

Contaminants, particularly heavy metals, are a prob-
lem in certain herbal preparations, but in nutraceuti-
cals, breakdown products, synthetic intermediates,
and co-occurring related constituents extracted from
natural sources are also possible contaminants. Specific
contaminants may be evident in particular products,
such as alkanol esters in policosanol, and DMSO in
MSM, due to manufacturing or extraction problems.

Published analysis of three commercial melatonin
preparations revealed the presence of seven conta-
minants, shown to be present at 0.1–0.5% in all pro-
ducts. Four of the contaminants were identified as

melatonin–formaldehyde condensation products, and
two were hydroxymelatonin isomers. Most disturb-
ingly, six of the contaminants were identified as analogs
of impurities found in contaminated l-tryptophan,[135]

which had been associated with a previous eosinophi-
lia–myalgia syndrome.

Problems with Formulated Products

As nutraceuticals are not classified as medicinal pro-
ducts, their manufacture is often not legally regulated.
Nutraceuticals are widely available for sale, and the
many suppliers may formulate their products differ-
ently; this leads to variations between products of dif-
ferent manufacturers. Products available for purchase
are not necessarily of the same quality as those used
in reported clinical trials. For effective and safe use,
the products must contain the same active ingredient,
at the same concentration, have known bioavailability
per delivery system, and state detailed and correct
information on packaging or patient leaflet. However,
possibly due to purchase from non-pharmaceutical
sources such as the Internet, there is often little
information on efficacy, drug interactions, effect of
long-term use, abrupt discontinuation, or potential
adverse effects available to patients.

As an increasing number of surveys of quality of
nutraceuticals are being reported, it is hoped that
the stigma of published information concerning

Table 6 Levels of active constituents in combination glucosamine and chondroitin products

No. tested No. failed

Glucosamine Chondroitin

ReferenceUpper value (%) Lower value (%) Upper value (%) Lower value (%)

4 2 102 35 98 32 [123]

12 9 120 75 120 80 [124]

Table 7 Sample data of composition of a range of nutraceuticals

Nutraceutical No. tested No. failed Comments on failures Reference

DHEA 16 10 Levels of 0% (3), one of 150%a [126]

DHEA 45 31 Level of 0% (1)a [127]

Coenzyme Q10 10 0 Japanese pharmaceuticals [128]

SAMe 12 8 Levels of 40–120% (8)a [129]

SAMe 8 8 Five above, three below stated level [130]

Soy isoflavones 15 10 Levels of 30–99% [131]

No levels stated (4)a

Tea products 3 No levels stated Range of theanine and catechin levels [132]

Lycopene 6 5 Level of 143% (1)a [133]
aNumbers in parentheses represent number of products.
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unsatisfactory product quality will stimulate manufac-
turers to improve standards of quality control. Most
interested consumers are already able to view detailed
results for named nutraceuticals for a subscription, at
ConsumerLab.com. The appearance of official mono-
graphs outlining analytical standards will surely help
to improve the situation.

CONCLUSIONS

There are a number of nutraceuticals with applications
in a number of therapeutic areas. Many of them show
comparable efficacy to conventionally prescribed phar-
maceuticals, but as global consumption rises, so does
incidence of side effects and drug interactions. Many
more nutraceuticals are also available, with an increas-
ing range of therapeutic applications, adding to further
consumption. Compared to both conventional phar-
maceuticals and complementary medicines, nutraceuti-
cals have lower incidences of adverse effects and drug
interactions. Overall, however, the risk–benefit use of
these products is not nearly as well documented as
for conventional pharmaceuticals, and the absence of
a wide range of documented adverse effects and drug
interactions does not mean that these products are
devoid of these properties From details reported on
drug interactions, it would obviously be in the interests
of patient safety if all use of dietary supplementation
was made available to healthcare prescribers. Most of
the disease states for which nutraceuticals are used
are increasingly prevalent in aging populations, which
are increasingly affected by more than one disease, and
interactions and complications are likely to increase.
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Optimization Methods
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Sanofi-Synthelabo Research, Chilly Mazarin, France

INTRODUCTION

What is Optimization?

Optimization of a formulation or process is finding
the best possible composition or operating conditions.
Determining such a composition or set of conditions is
an enormous task, probably impossible, certainly
unnecessary, and in practice, optimization may be con-
sidered as the search for a result that is satisfactory and
at the same time the best possible within a limited field
of search. Thus, the type and components of a formu-
lation may be selected, according to previous experi-
ence, by expert knowledge (possibly using an expert
system), or by systematic screening as described later.
Then the relative and/or total proportions of the exci-
pients are varied to obtain the best endpoint, or a pro-
cess is chosen, and a study is carried out to determine
the best operating conditions to obtain the desired for-
mulation properties. Both of these are optimization
studies. This article concentrates on statistical experi-
mental design-based optimization.

Screening, Factor Studies, and Optimization

Systematic screening and factor influence studies are
closely related to optimization, being often sequential
stages in the development process and involving statisti-
cal experimental design methods. Screening methods
are used to identify important and critical effects, for
example, in the manufacturing process. Factor studies
are quantitative studies of the effects of changing poten-
tially critical process and formulation parameters. They
involve factorial design and are also quite often referred
to as screening studies; however, the resulting relation-
ships have just as often been used for optimization.

The type of study carried out will depend on the
stage of the project. In particular, experimental design
may be carried out in stages, and the experiments of a
factor study may be augmented by further experiments
to a design giving the detailed information needed
for true optimization. It cannot be stressed to highly
that the quality of a statistically designed experiment
depends on the choice of experimental run with respect
to an a priori model, and this quality can and must be
assessed before starting the experiments.

Brief Historical Review

Statistical methods for screening, factor studies, and
optimization have been available for a long time: fac-
torial designs since 1926;[1] screening designs since
1946;[2] and the central composite design for response
surface optimization, was introduced by Box and
Wilson, in 1951.[3] Their use started to be described
in the pharmaceutical literature from the early 1970s,
but it was only from approximately 1988 that there
was a sudden increase in the number of published arti-
cles, and the numbers have continued to rise. A con-
ception or presupposition of the difficulty or
complexity of experimental design had to be overcome.
The change has been attributed of course to a great
extent to the availability of computing power and of
relatively inexpensive high-performance software that
allows previously difficult or advanced methods to be
applied. In particular, much attention is now being
given to robust processes and formulation, and
there are developments in treating non-linear and
highly correlated responses.[4]

Methods for Optimization

There are four primary methods. First, there is the stat-
istically designed experiment, in which experiments are
set up in a (normally regular) matrix to estimate the
coefficients in a mathematical model that predicts
responses within the limits of formulation or operating
conditions being studied. This is generally the most
powerful method, provided the experimentation zone
has been correctly identified, and is the subject of most
of this article.

Second, the direct optimization method, the best
known being the sequential simplex, is a rapid and
powerful method for determining an experimental
domain, best combined with experimental design for
the optimization itself.

Third, there is the one-factor-at-a-time method in
which the experimenter varies first one factor to find the
best value, then another. Its disadvantages are that it can-
not be used for multiple responses and that it will not
work when there are strong interactions between factors.

Finally, the non-systematic approach in which the
knowledge and intuition of the developer allow him
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to improve results, changing a number of factors at the
same time is often surprisingly successful in the hands
of a skilled worker. Where he is less skilled or less
lucky, he can waste a remarkable amount of time
and resources.

The use of artificial intelligence and expert systems
is treated elsewhere in this work.

SCREENING

Obtaining a Formulation Suitable
for Optimization

Once the dosage form has been selected, the excipients
must be identified, their choice often limited by practi-
cal considerations of time and resources determined
by patents, company practice, or according to expert
knowledge. However, it may be possible or necessary
to test a number of different excipients for each func-
tion, for example, several diluents, lubricants, binders.
This approach has proved useful in drug–excipient
compatibility testing in which protoformulations are
set up according to a statistical screening design to
assess stability and compatibility.

Here the factor is the excipient’s function. This can
be set at different levels, the level being the excipient
itself. So the factor may be ‘‘binder,’’ and the levels
are, for example, HPMC, povidone, polyvinylacetate,
and no disintegrant present. A mathematical model
relates the response (in this case, degradation) to com-
position. It includes variables corresponding to each
factor with (qualitative) levels corresponding to each
excipient. Plackett and Burman[2] described designs
suitable for treating this kind of problem. Designs with
the factors at only two levels are widely used. However,
there are other designs at 3, 4, and 5 levels as well as
asymmetric designs derived from them in which the
various factors take a different number of levels.[5,6]

It is assumed that there are no interactions between
factors; that is to say, the effect of a given excipient on
stability does not depend on what other excipients are
found in the formulation. (The same reasoning applies
to other kinds of factors or responses.) This can only
be an approximation; however, if it should be neces-
sary to take interactions into account, many more
experiments would be needed, and it would probably
be necessary to limit the number of levels for each
factor to two for the number of experiments to be
manageable.

The choice of excipients may be considered a quali-
tative optimization, their quantitative compositions
not having yet been optimized. This and the fact that
the process used will most likely be on a small labora-
tory scale may affect the affect the choice of excipients.
However, it is in most circumstances an unavoidable
limitation.

An example of such a qualitative screening is shown
in Table 1. This is an experimental design for testing
the compatibilities of experimental drug (at two con-
centrations) with a number of number of excipients.
The samples, which were wet granulated, were stored
for 3weeks at 50�C/50% relative humidity. The results
are also given in Table 1. The mean degradation level
was high, at 6.2%, indicating a fairly unstable drug.
The effects of each excipient were calculated by linear
regression, or, because the design is orthogonal, by
linear combinations of the responses, and plotted in
Fig. 1. There, the degradation for each excipient is
calculated in each excipient type (e.g., disintegrant),
setting the excipients in the remaining type to a hypo-
thetical mean value. Thus, the value for magnesium
is the mean response for all mixtures containing mag-
nesium stearate, and the effect of stearate on the
response is the difference between this figure and the
global mean.

Inspecting the results shows that the disintegrant
and binder have major effects, and mixtures containing

Table 1 Experimental design and plan for granulated protoformulations

Number Diluent Disintegrant Lubricant Binder Dose (%) Degradation

1 Lactose CCNaa Mg stearate Povidone 0.25 12.26

2 Celluloseb CCNa Mg stearate HPMC 1.0 7.27

3 Phosphatec CCNa Glyceryl behenate Povidone 1.0 11.43

4 Mannitol CCNa Glyceryl behenate HPMC 0.25 4.94

5 Lactose NaSGd Glyceryl behenate HPMC 1.0 1.63

6 Cellulose NaSG Glyceryl behenate Povidone 0.25 4.56

7 Phosphate NaSG Mg stearate HPMC 0.25 2.49

8 Mannitol NaSG Mg stearate Povidone 1.0 4.79
aCroscarmellose sodium.
bMicrocrystalline cellulose.
cCalcium hydrogen phosphate.
dSodium starch glycolate.
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sodium starch glycolate and HPMC are more stable
than those containing croscarmellose sodium and povi-
done, respectively. Diluents had only small effects here,
however, these were much greater in the mixtures
stored at low humidity, where mixtures containing
microcrystalline cellulose or, especially, calcium phos-
phate were less stable than those containing lactose
or mannitol. Thus, a capsule based on lactose, sodium
starch glycolate, HPMC, and magnesium stearate (the
last being selected for reasons of feasibility, there being
no difference in stability between it and glyceryl behe-
nate) was formulated and gave satisfactory stability.

Before Optimizing a Process

The major choice to be made here is that of equipment,
and that will depend on what is available in the labora-
tory and also in the factory. There may be a very large
number of factors to be studied, and it will probably be

necessary to identify the critical factors before optimiz-
ing the process. This stage will probably be at the
laboratory scale, whereas the optimization proper is
carried out at pilot scale.

Because process factors are usually quantitative
and continuous, two levels only, at minimum and
maximum values, are often tested in screening and fac-
tor influence studies. Thus, the highly efficient, two-
level Plackett–Burman designs and two-level factorial
designs may be used for screening. For example, in
screening (assuming no interactions), up to 11 factors,
(continuous or discrete or qualitative with two levels)
may be tested by means of 12 experimental runs
(Table 2). The difference between minimum and maxi-
mum for each factor is generally quite large. Such a test
clears the ground for optimization process.

Methods for screening factors

Because a large number of factors may need to be
screened, the postulated model must be simple. It is
usually assumed that the response(s) y depends only
on the level (value or state) of each factor xi separately
and not on combinations of levels. The model is thus
first-order, for example:

y ¼ b0 þ b1x1 þ b2x2 þ b3x3 þ b4x4

þ b5x5 þ e

If the factors are quantitative, they are set at their
extreme values. Thus, if the factor is granulation time,
and the possible range is 1.5–7 min, the normal values
tested are 1.5 min and 7 min. They are expressed in
terms of dimensionless coded variables, normally tak-
ing values �1 and þ1. Thus, on transformation to the
coded variable x1, 1.5 min corresponds to x1 ¼ �1,
and 7 min corresponds to x1 ¼ þ1.

–3 –2 –1 0 1 2         3
Effect on degradation %

medium
low

DOSE
HPMC

povidone
BINDERS

Mg stearate
glyceryl behena
LUBRICANTS

Na starch gly.
croscarmell. Na

DISINTEGRANTS
mannitol

phosphate
cellulose

lactose
DILUANTS

Fig. 1 Compatibility study—effects of excipients calculated
from data of Table 1, relative to a hypothetical (‘‘mean’’)

reference state.

Table 2 A Plackett–Burman design of 12 experiments

Experiment X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11

1 þ1 þ1 �1 þ1 þ1 þ1 �1 �1 �1 þ1 �1

2 �1 þ1 þ1 �1 þ1 þ1 þ1 �1 �1 �1 þ1

3 þ1 �1 þ1 þ1 �1 þ1 þ1 þ1 �1 �1 �1

4 �1 þ1 �1 þ1 þ1 �1 þ1 þ1 þ1 �1 �1

5 �1 �1 þ1 �1 þ1 þ1 �1 þ1 þ1 þ1 �1

6 �1 �1 �1 þ1 �1 þ1 þ1 �1 þ1 þ1 þ1

7 þ1 �1 �1 �1 þ1 �1 þ1 þ1 �1 þ1 þ1

8 þ1 þ1 �1 �1 �1 þ1 �1 þ1 þ1 �1 þ1

9 þ1 þ1 þ1 �1 �1 �1 þ1 �1 þ1 þ1 �1

10 �1 þ1 þ1 þ1 �1 �1 �1 þ1 �1 þ1 þ1

11 þ1 �1 þ1 þ1 þ1 �1 �1 �1 þ1 �1 þ1

12 �1 �1 �1 �1 �1 �1 �1 �1 �1 �1 �1
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If the factors are quantitative, they may take any
number of levels. Only two-level designs are described
here. Qualitative levels are set arbitrarily at the coded
levels. If, for example, the screening method was one
of the factors tested, wet screening could be set at �1
and dry screening at þ1 (or vice versa).

Quite wide limits are generally chosen for screening
quantitative factors. They are then often narrowed for
more detailed quantitative study of the influence of
factors where interactions between factors them are
taken into account and for determining a predictive
model for optimization.

The designs, proposed by Plackett and Burman in
1946,[2] comprise experiments in multiples of four.
They will allow screening of up to one less factor than
the number of experiments. Those with 2n experiments
(4, 8, 16, 32, . . . ) are also fractional factorial designs.
The non-factorial designs have particular properties
and complex aliasing, which has been held to make
their interpretation difficult but also gives them certain
advantages over the fractional factorial designs. The
12-experiment design, shown in coded variables
(Table 2), is such a design, and is useful for about
7–11 factors.

The structure of the design is shown clearly in the
table because the experiments are in their standard
order. However, they should be carried out in a ran-
dom order, as should all the designs described here,
as much as is practicable.

The coefficient bi is the effect of the factor Xi, and
is equal to half the average change in the response y
when the level of the factor is changed from xi ¼ �1
to xi ¼ þ1. It is estimated (as bi) in the Plackett–
Burman design by subtracting the sum of the responses
for experiments for which xi ¼ �1 from those for
which xi ¼ þ1 and dividing by the number of experi-
ments. Important and unimportant effects can then be
identified according to their absolute values. (Deter-
mining active factors from the results of a factorial
design are shown later.)

Use of results of a screening design

Estimation of the effects allows influential or possibly
influential factors to be identified. Non-influential fac-
tors (small effects) will not require further study. They
may be set at their midpoints, at their most economical
values (e.g., a short mixing time), or at their apparently
best value even if the measured effect is apparently
non-significant.

After elimination of these non-influential factors,
there may still be too many factors to optimize in terms
of the resources available (time, raw material, opera-
tors, availability of equipment, etc.). Generally, these
less influential factors are kept constant, equal to
their best level and the remainder optimized. In more

complex situations, it is advisable to carry out a more
detailed study between the screening and optimization
(response surface studies). This could be a completion
of the screening study by means of a complementary
foldover design[3,7] or by a separate quantitative study
to allow individual effects of the factors and/or their
binary interactions to be calculated separately (shown
in factorial designs, later).

All these studies on the process are generally done
after the optimization of the formulation. However,
because the effects of formulation and process changes
are not generally independent, it may become neces-
sary to carry out some sort of process study at the
same time as the formulation optimization.

QUANTITATIVE PROCESS STUDIES USING
FACTORIAL DESIGNS

Purpose

Whereas the purpose of a screening study is to deter-
mine which of a large number of factors have an influ-
ence on the formulation or process, that of a factor
study is to determine quantitatively the influence of
the different factors together on the response variables.
The number of levels is usually again limited to two,
but sufficient experiments are carried out to allow for
interactions between factors.

Two-level full factorial designs

The simplest such designs are the 2k full factorial
designs, in which the experiments are all the 2k possible
combinations of two levels of k factors variables.
Therefore, they consist of 4, 8, 16, 32, 64, . . . experi-
ments for 2, 3, 4, 5, 6, . . . factors. Examples are given
in Table 3 of the 22, 23, and 24 designs (each enclosed
at the right and below by the solid lines). Thus, lines
1–4 of columns 1 and 2 show a 22 design for two fac-
tors, and lines 1–16 of columns 1–4 a 24 design for four
factors.

The design is transformed into an experimental plan
(with the natural or experimental values of the factor
variable at each level �/þ1. The mathematical model
associated with the design consists of the main effects
of each variable plus all the possible interaction
effects, interactions between two variables, but also
between three and four factors and, in fact, between
as many as there are in the model. However, although
two-factor interactions are important, three-factor
interactions are normally far less so. Higher-order
interactions are invariably ignored and the values
determined for them attributed to the random vari-
ation of the experimental system.

Optimization Methods 2455



N
on-P

rescription–
O

utsourcing

Determining Active Factors from the
Results of a Factorial Design

We take the four-factor model as an example. The
complete synergistic mathematical model consists of
the constant term, four main variables (b1x1 . . . b1x4),
six interactions between two factors (b12x1x2, . . . ), four
interactions between three factors (b123x1x2x3, . . . ) and
one between four factors. The last five of these are not
generally expected to be important. The model is thus:

y ¼ b0 þ b1x1 . . . þ b12x1x2 . . . þ b123x1x2x3 . . .

þ b1234x1x2x3x4 þ e

The effects (coefficients) bi in the model are estimated,
usually by multilinear regression. The values obtained
bi are estimates because of the random experimental
error (represented by e in the equation). The next step
is to decide which of the 15 effects calculated are active
or important.

The are a number of ways of doing this. If the
experiments have been replicated, ANOVA will reveal
which effects are statistically significant. Otherwise, we
rely on the fact that most of the effects are probably
small and distributed randomly about zero. Thus, we
look for the effects with the largest absolute values that
stand out from the others.[6] Making a normal prob-
ability plot of the distribution of their values is a
widely used method.

The responses are usually treated separately;
however, when there are a number of more or less cor-
related responses being studied, appropriate combina-
tions (principal components) may be analyzed instead
of the original responses.[9]

Once the important effects have been identified, a
simplified model can be written. If an interaction term
has been identified, the corresponding main effects
should also be included in the model even if they are
not all found active. Thus, if the interactions between
the factors X1 and X2 and the main effect of the factor
X1 are active, b2x2 should be included in the model
as well as b1x1 and b12x1x2.

Two-Level Fractional Factorial Designs

The number of experiments needed to study five or
more factors in a full factorial design is large, and to
determine the main effects and their interactions, a
fraction of the full design is often sufficient. These
are 2k�r fractional factorial designs, where r ¼ 1,
2, . . . for the half, quarter, etc. fractions. An example
of a half-factorial design for five factors (25�1) is given
in Table 2 (the entire table). Note that the first four
columns are the same as the four factor, full-factorial
design, and the column for the fifth factor is con-
structed by multiplying the first four columns together.
Methods for constructing such designs and their limi-
tations are described in many textbooks.[5–7]

Evidently, for the 25�1 design, the 16 triple and
higher interactions are not determined. In fact, they
are confounded with the calculated effects. Thus, the
estimate of the interaction between factors one and
two includes the triple interaction between the other
three factors. Because the latter is assumed negligible,
this does not usually matter.

Menon et al. studied the formation of pellets by
fluid-bed granulation using this design.[8] The five fac-
tors investigated were (X1), the binder concentration;
(X2), the method of introducing it (dry or solution);
(X3), the atomization pressure; (X4), the spray rate;
and (X5), the inlet temperature. Particle sizes of the
resulting particles are shown in Table 3.

The coefficients of the model are calculated by lin-
ear regression (the logarithm of the particle size was
used here) and then plotted as a cumulative distri-
bution of a normal plot (Fig. 2). The important coeffi-
cients are those that are strongly positive or negative,
for example, the spray rate b4 and the interaction
between atomization pressure and inlet temperature b35.
Others not identified on the diagram are not con-
sidered significant and could well be representative
mainly of experimental error. The equation can thus
be simplified to include only the important terms.
However, if interactions are included, their main

Table 3 Some full and fractional factorial designs for two to

five factorsa

X1 X2 X3 X4 X5 Response

1 �1 �1 �1 �1 1 189

2 1 �1 �1 �1 �1 56

3 �1 1 �1 �1 �1 94

4 1 1 �1 �1 1 80

5 �1 �1 1 �1 �1 212

6 1 �1 1 �1 1 212

7 �1 1 1 �1 1 76

8 1 1 1 �1 �1 125

9 �1 �1 �1 1 �1 351

10 1 �1 �1 1 1 534

11 �1 1 �1 1 1 275

12 1 1 �1 1 �1 219

13 �1 �1 1 1 1 154

14 1 �1 1 1 �1 752

15 �1 1 1 1 �1 374

16 1 1 1 1 1 478
aThe response particle size (mm) in for the 25�1 fractional factorial

design. (From Ref.[8].)
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effects should be included also, even if they are small.
Here, we have:

y ¼ b0 þ b1x1 þ b2x2 þ b3x3 þ b4x4 þ b5x5

þ b13x1x3 þ b14x1x4 þ b15x1x5 þ b35x3x5

Information that Can Be Obtained

The significant main effects are identified and also quan-
tified. Thus, increasing the spray rate over the range
studied will give an increase in the log(particle size) of
twice 0.24, representing a more than threefold increase.
However, it can be seen that there is an interaction with
the binder concentration; that is, the effect of spray rate
depends on the amount of binder in the formulation.
The effects of increasing spray rate are shown in Fig. 3
for both high and low levels of binder; the effect of spray
rate is much greater at high levels of binder.

However, the effect of binder also interacts with two
other factors, the atomization pressure and the inlet
temperature. Thus, the individual variables cannot be
considered separately.

Note also that there is a great deal of information
often hidden in large designs (16 or more experiments),
and, in particular, indications on factors affecting the
robustness of a process may sometimes be extracted
(see the last section).

Use of Center Points

In both screening and factor-influence studies in which
the factor is quantitative, it is tempting to interpolate

between the upper and lower limits. This is useful if
only to find a more restricted zone for further
study. However, in the case of a screening study, the
limits studied are often so wide that it would be most
unlikely for the estimated model to be accurate enough
for prediction, and there is also likely to be curvature
of the response surface over the experimental domain.
Such attempts are less risky for the more detailed fac-
torial studies, but even then, they should be used with
caution.

Adding center points (experiments at the center of
the domain, coded co-ordinates 0, 0, . . . 0 is useful for
factorial and screening experiments), even though they
do not enter into the calculation of the model equation
because:

1. They are often a priori at or near the most inter-
esting conditions;

2. They allow identification of curvature in the
responses (by comparing calculated with mea-
sured responses);

3. If they are replicated, the experimental repro-
ducibility may be assessed; and

4. They may allow extension of the experiment
at a subsequent stage to a central composite
design for modeling of response surfaces (shown
in the following sections).
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Fig. 3 Calculated effects from a two-level factorial design.
Interaction diagram for spray rate and % povidone on par-

ticle size (logarithmic scale).
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(From Ref.[8].)
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EXPERIMENTAL DESIGNS FOR
PROCESS OPTIMIZATION
(INDEPENDENT VARIABLES)

In this section, we look at methods of obtaining a
mathematical model that can be used for qualitative
predictions of a response over the whole of the
experimental domain. If the model depends on two
factors, the response may be considered a topographi-
cal surface, drawn as contours or in 3D (Fig. 4).
For more factors, we can visualize the surface by tak-
ing ‘‘slices’’ at constant values of all but two factors.
These methods allow both process and formulation
optimization.

Mathematical Models

The design used is a function of the model proposed.
Thus, if it is expected that the important responses
vary relatively little over the domain, a first-order poly-
nomial will be selected. This will also be the case if the
experimenter wishes to perform rather a few experi-
ments at first to check initial assumptions. He may
then change to a second-order (quadratic) polynomial
model. Second-order polynomials are those most com-
monly used for response surface modeling and process
optimization for up to five variables.

Examples of polynomial models are a first order
model for five factors:

y ¼ b0 þ b1x1 þ b2x2 þ b3x3 þ b4x4

þ b5x5 þ e

and a second-order model for two factors:

y ¼ b0 þ b1x1 þ b2x2 þ b12x1x2 þ b11x1
2

þ b22x2
2 þ e

The coefficients in the models are estimated by multi-
linear least-squares regression of the data.

Third-order models are very rarely used in the case
of process studies and, in any case, third-order terms
are only added for those variables where they can be
shown to be necessary (i.e., augmentation of a second-
order model and the corresponding design). This does
not mean that second-order designs are always suf-
ficient, and other methods of constructing response
surfaces may sometimes be useful.

Statistical Experimental Designs for
First-Order Models

The design must enable estimation of the first-order
effects, preferably free from interference by the inter-
actions between factors other variables. It should also
allow testing for the fit of the model and, in particular,
for the existence of curvature of the response surface
(center points). Two-level factorial designs may be
used for this (shown earlier).

Important points to note when using a first-order
model, with or without interactions, are that:

1. Maximum and minimum values of responses
are of necessity predicted at the edge of the
experimental domain;

2. The first-order model should normally be used
only in the absence of curvature of the response
surface. If the experimental values of the center
points are different from the calculate values
(i.e., there is lack of fit), then the response sur-
face is curved and a second-order design and
model should be used; and

3. The experimenter should test for interaction
terms between two factors in the model. If inter-
actions seem to be important he should make
sure that they are properly identified.

Statistical Experimental Designs for
Second-Order Models

The central composite design
(Box–Wilson design)

This is the design most often used for response sur-
faces. It is a combination of a factorial with an axial
design[3,10] with experiments at a distance of �a along
each axis (thus, the name). It requires a relatively large

Fig. 4 Central composite design for three factors. The fac-
torial points are shaded, the axial points unshaded, and the
center point(s) filled.
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number of experimental runs, which can be a disadvan-
tage if resources are limited. However, it can be carried
out in two stages: the factorial design first then the
axial design if the results are satisfactory.

If we wish to study the system by varying the para-
meters around a point of interest, the domain is a
sphere, and the coordinates of axial experiments are
outside those of the factorial ones. a is chosen to give
the best statistical properties (e.g., constant prediction
precision) and lies between 2 and approximately 2.4.
The design for three factors, where a is set at 1.682,
is shown in Fig. 5 and Table 4.

Center-point experiments must be done as part of
both stages. Another advantage is that each factor is
at five levels, thus allowing testing of lack of fit and
for the possible need for cubic terms in the model.

Fig. 4 shows response surfaces calculated from the
data of Senderak, Bonsignore, and Mungan[11] obtained
using such a design at a constant value of the third factor.

Other standard designs

The central composite design is most often used, how-
ever, there are others whose particular properties make
them particularly useful. One of these is the Doehlert
design, which is part of a continuous hexagonal
network.[12] It requires slightly fewer experiments than

does the central composite design but cannot be set up
by augmenting a factorial design.

The design for three factors is shown in Table 5.
It can be seen that the hexagonal design for two factors
is the first seven rows and the first two columns. Thus,
it possible to add a factor to a design. Another advan-
tage is that because it is part of a continuous network,
it allows the experimental domain to be shifted in any
direction by adding experiments at one side of the
domain and eliminating them at the other (Fig. 6).
Vojnovic et al.[13] give an example of its use in granu-
lation.

Hybrid designs are saturated or almost saturated
designs; that is, they have only enough experimental
runs to calculate the coefficients of the quadratic model
(10 runs for 3 factors 16 runs, for 4 factors, and 28 runs,
for 6 factors). They are useful when the responses are
not expected to vary enormously but where the quad-
ratic model is esteemed necessary and resources (in
possible numbers of experiments) are low.[6,14]

If the experimental region is defined by maximum
and minimum values of each factor, then the domain
is ‘‘cubic.’’ The central composite design can be
applied to such a situation, the axial points being set
then at �1, coded values corresponding to the mini-
mum and maximum allowed values. Other designs
for the cubic domain are reviewed in Ref.[6].

15 17.5 20 2522.5
% Propylene glycol

45

50

55

60

65

%
 S

uc
ro

se
 in

ve
rt

 m
ed

iu
m

1.5

2

2.5

3

3.5

4.5

5.5

4

5

3

3.5

4

4.5

5

17 18.5 20 2522.5
% Propylene glycol

49

52

55

58

61

Su
cr

os
e 

in
ve

rt
 m

ed
iu

m

70

72

74

76

78

A B

Fig. 5 Contour diagrams of (A) turbidity and (B) cloud point as function of % propylene glycol and sucrose invert medium (slice
taken at constant value of 4.3% polysorbate 80). (From Ref.[11].)
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Mixed and Irregular Domains—
D-Optimal Designs

If the experimental domain is cubic and spherical or
spherical, the standard experimental designs can nor-
mally be used. However, the domain may be irregular
in shape as certain combinations of values variable
may be excluded a priori for technical reasons or
may even have been tried and failed to give a result,
or certain factors may be forced to take either fixed

discrete but numerical values or may even be qualitat-
ive in nature.

There are no classic experimental designs that exist
for such circumstances, and a purely empirical
approach is required: 1) to postulate a mathematical
model that is expected to describe the response and
2) to then select from among the many possible experi-
ments a design that will determine the model coeffi-
cients with maximum efficiency.

There are various ways of obtaining such a design,
by far the most common being based on the exchange
algorithm of Fedorov. There are also a number of
criteria for describing how good the design is, the

Table 4 A central composite design for three factors

Number X1 X2 X3

1 �1 �1 �1 Factorial design 23

2 þ1 �1 �1

3 �1 þ1 �1

4 þ1 þ1 �1

5 �1 �1 þ1

6 þ1 �1 þ1

7 �1 þ1 þ1

8 þ1 þ1 þ1

9 �1.682 0 0 Axial design

10 þ1.682 0 0

11 0 1.682 0

12 0 þ1.682 0

13 0 0 �1.682

14 0 0 þ1.682

15 0 0 0 Center pointsa (number of replicates flexible)

16 0 0 0

17 0 0 0
aTo be included with both axial and factorial designs if carried out separately.

Table 5 Doehlert design for three factors

k X1 X2 X3

1 0 0 0

2 1 0 0

3 0.5 0.866 0

4 �0.5 �0.866 0

5 0.5 �0.866 0

6 �0.5 0.866 0

7 �1 0 0

8 0.5 0.289 0.816

9 �0.5 0.289 0.816

10 0 0.577 0.816

11 0.5 �0.289 �0.816

12 �0.5 �0.289 �0.816

13 0 0.577 �0.816

Initial design
Additional experiments

X3 = 0
X3 = 0.816
X3 = –0.816

–2
–2

–1

0

1

–1 0 1 2
X1

X2

Fig. 6 Doehlert design in three dimensions (factors) show-
ing extension to a new experimental domain.
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D-optimal criterion being the most usual, based on
optimization of the overall precision of estimation of
the coefficients of the model.[6,15,16] This method and
type of design is extremely flexible because:

1. It allows experiments within irregular experi-
mental domains;

2. Previous experiments carried out within the
experimental domain may be taken into
account;

3. Classical designs in which experiments have
failed to give a result may be repaired by rede-
fining the domain and finding the best experi-
ments (according to the D-optimal criterion)
to replace the experiment(s) which failed;

4. The models may be polynomials with missing
coefficients, or even non-polynomials;

5. The experiments may be carried out in two or
more stages, with models of increasing com-
plexity;

6. Further experiments may be added to a D-
optimal design to validate the model (lack of
fit); and

7. They can be used for mixture models with
constraints (see below).

In conclusion, a wide variety of experimental
designs is available, allowing the design to be selected
according to the problem in question, rather than
adapting the experiment to the design.

EXPERIMENTAL DESIGNS FOR
FORMULATION OPTIMIZATION
(MIXTURE DESIGNS)

Formulations almost invariably consist of mixtures
of a drug substance and excipients. Their properties
usually depend not so much on the quantity of each
substance present as on their proportions. The total
comes to 100%, so the number of independent vari-
ables is one less than the number of components. This
has the effect that the models and the designs have
particular properties, and the designs described above
(screening, factor studies, and response surfaces) nor-
mally cannot be used. The entire topic of mixture
designs is fully described by Cornell.[17]

Mathematical Models for Mixtures

Because there is one less independent variables than
the number of components, the polynomials take a
particular form. For example, for three components,
where the response y has a first-order dependence on

the fractions x1, x2, x3, because x1 þ x2 þ x3 ¼ 1,

y ¼ a0 þ a1x1 þ a2x2 þ a3x3 þ e

becomes

y ¼ b1x1 þ b2x2 þ b3x3 þ e

The variables cannot be varied independently. If
there are no upper and lower restraints on the propor-
tions of the components, the domain for three factors
can be described as a equilateral triangle whose apices
represent the pure components. A four-component
mixture is described by a regular tetrahedron. For
five components, the equivalent 4D figure must be
imagined.

Just as the first-order mixture model has a different
form from that for independent variables, so does the
second-order design:

y ¼ b0 þ b1x1 þ b2x2 þ b3x3 þ b12x1x2

þ b13x1x3 þ b23x2x3 þ e

The special cubic model describes a certain third-
order curvature in the response surface:

y ¼ b0 þ b1x1 þ b2x2 þ b3x3 þ b12x1x2

þ b13x1x3 þ b23x2x3 þ b123x1x2x3 þ e

Mixture Designs and the
Simplex Experimental Domain

The equilateral triangle and regular tetrahedron are
described above as the domain of a mixture where all
possible compositions of the components are allowed
for are regular simplexes. (In the remainder of the sec-
tion, they are referred to as simplexes.) Such circum-
stances in which there are no composition restraints
are rare in formulation. However, if each component
is present at a minimum level, and no other constraints
are imposed, then the domain is also a simplex.

Designs in this case, primarily attributed to
Scheffé,[18] are derived very simply. That shown in
Fig. 7 for three components is suitable for first-,
second-, and partial third-order models. The latter is
the central composite design and is quite commonly
used. Test points for checking model fit are also shown.

Constrained Systems and
Pseudocomponents

Simplex designs are quite rarely used because such
circumstances in which there are no composition
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component is present at a minimum level, and no other
constraints are imposed, then the domain is also a sim-
plex. An example could be of the solubility of a drug
being tested in ternary or quaternary mixtures of phar-
maceutically acceptable solvents. The single constraint
might be that a minimum percentage of water is
required. In any case, the experimental domain would
be a regular simplex, and standard designs may be
used. In the case of solid dosage forms, simplex
domains are rarer still. A possible example might be
a study of the optimum composition of a diluent in a
tablet formulation, the proportions of the active
substance and other excipients being held constant.
The diluent might consist of a mixture of lactose,
microcrystalline cellulose, and starch, and its compo-
sition might then be adjusted to obtain optimum
tableting properties as well as rapid disintegration
and dissolution (for rapid action of the drug after the
patient swallows the tablet). Again, standard experi-
mental designs such as the simplex–centroid design
may be used.

Constrained Systems and
Non-Simplex Designs

Limits in the amounts of excipients present normally
lead to the domain taking on an irregular shape. Each
component must be present within a given concen-
tration range to fulfill its function. For example,

lactose or cellulose may make up most of the amount
of a tablet or capsule, whereas magnesium stearate is
limited to between 0.5 and 2%. In particular, when
there are both upper and lower limits, the space is
almost invariably non-simplex.

Mixture models (such as those of Scheffé) are still
useful, especially when there are three or more such
excipients with fairly large ranges of variation. In solid
formulations, this is often the case for diluents (or fil-
lers) and also for the polymers or waxes incorporated
into controlled-release tablets to form a matrix
through which the drug diffuses slowly out when
immersed in aqueous fluid, i.e., in the gastrointestinal
tract.

The experimental designs of non-simplex experi-
mental regions are D-optimal for the selected model,
obtained by an exchange algorithm.[19]

Thus, we have the example of the optimization of a
sustained-release tablet for which the release rate of a
highly water-soluble drug was limited by its diffusion
though a matrix. The matrix-forming substance is a
cellulose derivative swelling in water (hydroxypropyl-
methylcellulose) but the diluents microcrystalline
cellulose, lactose, and calcium phosphate also have a
role. These four components were varied as well as
the percentage of drug substance (to have two doses
at constant tablet mass), and the experimental domain
defined. A D-optimal design was then obtained for a
second-order mixture model (using an exchange algor-
ithm), the experiments performed, and the results
analyzed by multilinear regression to give response
surfaces as contour plots (Fig. 8). The formulation
could thus be optimized to give the required drug
release profile.[6]

It is interesting to note that the work was done in
two stages. Initially, experiments were chosen for a
first-order mathematical model from the projected
second-order design. These were carried out first, to
check that there was no problem and that the experi-
mental domain was adequate, before doing the remain-
ing experiments for a predictive model that could be
used for optimizing.

Conditions for Independent
Variable Designs

If one of the components (for example, a diluent or sol-
vent) is in considerable excess, and the limits for all
other components are narrow in comparison, then it
can be eliminated from the analysis because its con-
centration changes little. The concentrations of the
remaining components can then be treated as inde-
pendent variables, and the methods described pre-
viously can be applied without using the special
considerations for mixtures.
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Fig. 7 Scheffé central composite design for three factors.
Open squares are test points.

2462 Optimization Methods



N
on

-P
re

sc
ri

pt
io

n–
O

ut
so

ur
ci

ng

OPTIMIZATION METHODS USING
RESPONSE SURFACE
METHODOLOGY

Graphical Methods

It is usually relatively simple to find the optimum con-
ditions for a single response that does not depend on
more than four factors once the coefficients of the
model equations have been estimated, provided, of
course, that the model is correct. Real problems are
usually more complex. In the case of pellet formation,
it is not only the yield of pellets that is important but
also their shape (how near to spherical), friability,
smoothness, and ease of production. The optimum is
a combination of all these.

One possible approach is to select the most
important response, the one that should be optimized,
such as the yield of pellets. For the remaining
responses, we can choose acceptable upper and lower
limits. Response surfaces are plotted with only these
limits, with unacceptable values shaded. The unshaded
area is the acceptable zone. Within that acceptable
zone, we may either select the center for maximum rug-
gedness of formulation or process or look for a
maximum (or minimum or target value) of the key
response.

Graphical Optimization of Two
Opposing Responses

When there are only two independent factors (includ-
ing the case of three mixture components), the
responses may be plotted on a single graph. Graphics
programs that allow plotting of upper and lower
allowed limits of the responses, with portions of the
diagram where there the responses are outside the lim-
its shaded, are useful because they allow an acceptable
zone to be identified very rapidly. An example of
graphical analysis for formulation of an oral sol-
ution[11] is shown in Fig. 9. The objective was to reduce
the turbidity as much as possible and to obtain a
solution with a cloud point less than 70�C. A level of
invert sucrose as high as possible was preferred (in
spite of its deleterious effect on the cloud point). Slices
were taken in the propylene glycol, sucrose plane
(X2, X3) at different levels of polysorbate, that at
4.3% being shown in the Fig. 9. This can to be com-
pared with the response surface in Fig. 5. An optimum
compromise formulation is found at approximately
58% sucrose medium, 4.3% polysorbate 80, and 23%
polyethylene glycol.

The method becomes difficult with four inde-
pendent continuous factors, and for five or more vari-
ables, the method is totally impracticable despite its
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Fig. 8 D-optimal mixture design. (A) definition of the design space. (B) Contour plot of mean dissolution time at 25% polymer

content. (From Ref.[6].)
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simplicity. The number of ‘‘slices’’ to be examined is
simply too high—up to 125 diagrams to be displayed
or plotted. Under such circumstances, the desirability
method must be used.

Desirability

Derringer and Suich[6,20] described a way of overcom-
ing the difficulty of multiple, sometimes opposing,
responses. Each response is associated with its own
partial desirability function. If the value of the
response is optimum, its desirability equals 1, and if
it is totally unacceptable, its value is zero. Thus, the
desirability for each response can be calculated at a
given point in the experimental domain. An overall
desirability function can be calculated by multiplying
all of the r partial functions together and taking the
rth root. Evidently, if the desirability for any response
is zero at a point, the overall desirability there is also
zero. The optimum is the point with the highest value
for the desirability. The experimenter should study
the contour plot of the desirability surface around
the optimum and combine this with contour plots of
the most important responses. A large area or volume
of high desirability will indicate a robust formulation
or set of processing conditions.

A number of different forms, linear, convex,
concave, unilateral, bilateral, are available for the

dependence of the partial desirability on the value of
the response. Weighting of responses is also possible.
The method requires appropriate computer software,
but it is a very powerful method of optimization, and
with practice, it is relatively easy. It is especially appro-
priate for four or more factors. McLeod et al. gives an
example.[21]

Limitations of Response
Surface Methodology

The approach of using a mathematical model to map
responses predictively and then to use these models
to optimize is limited to cases in which the relatively
simple, normally quadratic model describes the pheno-
menon in the optimum region with sufficient accuracy.
When this is not the case, one possibility is to reduce
the size of the domain. Another is to use a more
complex model or a non-polynomial model better sui-
ted to the phenomenon in question. The D-optimal
designs and exchange algorithms are useful here as in
all cases of change of experimental zone or mathemat-
ical model. In any case, response surface methodology
in optimization is only applicable to continuous
functions.

Lately, there has been a great deal of interest in the
use of artificial neural networks in many fields, includ-
ing that of prediction and expert systems, and they are
of interest here for the description of response surfaces
that have a non-linear relation to the factor vari-
ables.[22,23] In such cases, the response surface may well
fit the data better than that calculated from the model
estimated by least-squares regression.[24]

However, the choice of experiments is still
important for the artificial neural network approach,
and it is best selected in a regular pattern. The
central composite design, in which each factor takes
five levels, is a generally a good compromise.[24] Great
care must be taken not to ‘‘overfit,’’ and, in general,
more experiments are required than for the classic
RSM approach.

SEARCHING FOR A NEW DOMAIN

The Steepest Ascent Method and
Optimum Path Methods

Screening and factor studies will sometimes indicate
whether, and if so, where we should search for an opti-
mum within the domain being studied. However, if the
optimum (we are considering a single ‘‘key’’ variable
here) lies outside the present experiment, then the stee-
pest ascent method comes into its own. The direction
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Fig. 9 Superposition of contour plots for turbidity <3 ppm
and cloud point <70� to determine an optimum region
(‘‘slice’’ at 4.3% polysorbate 80). Compare with Fig. 5. (From

Ref.[11].)

2464 Optimization Methods



N
on

-P
re

sc
ri

pt
io

n–
O

ut
so

ur
ci

ng

of steepest increase of the response in terms of the
coded variables is determined, and then experiments
are carried out along this line. If a maximum or mini-
mum value (according to the target) is found along this
line, the point at which it is found could be the center
of a new experimental design for optimization.[7] The
optimum path method[6,13] is similar and is used for
extrapolating from a second-order design along a
curved trajectory.

Sequential Simplex Optimization

Introduction

Unlike the other optimization methods described here,
the sequential simplex method for optimization neither
assumes nor determines a mathematical model for the
phenomena studied.

A simplex is a convex geometric figure of kþ1 non-
planar vertices in k dimensional space, the number of
dimensions corresponding to the number of inde-
pendent factors. Thus, for two factors, it is a triangle,
and for three factors, it is a tetrahedron. The method
is sequential because the experiments are analyzed
one by one as each is carried out. The basic method
used a constant step size,[25] allowing the region of
experimentation to move at a constant rate toward
the optimum. However, a modification that allows
the simplex to expand and contract, proposed by
Nelder and Mead[26] in 1965, is more generally used.
It has been reviewed recently by Waters.[27]

Optimization by the extended
simplex method

Assume that we wish to optimize a response depending
on three to five factors without assuming any model
for the dependence other than the domain being
continuous. We choose an initial domain and place a
regular simplex in it. The experiments for the initial
simplex are then carried out and the response
measured. In the basic simplex method, an experiment
is done outside the simplex in a direction directly
opposite to the ‘‘worst’’ point of the simplex. The
worst point is discarded, and a new simplex is
obtained, the process being repeated. The simplex
therefore moves away from the ‘‘poor’’ regions toward
the optimum. In the extended simplex method, if the
optimum is outside the initial experimental domain,
we may leave it rapidly while expanding the simplex
for a region with an improved response. As the simplex
approaches the optimum, it is contracted rapidly.

Of the experiments of a given simplex let W, N, and
B be the ‘‘worst’’ (W), ‘‘next worst’’ (N), and ‘‘best’’
(B) points of the initial simplex. A new experiment R

is carried out opposite point W to give a new simplex
reflecting the original one. Depending on the value of
the response at R relative to that at W, N, and B, the
step size may be expanded to arrive quickly at the
region of the optimum, and then be contracted around
the optimum. The various possibilities are shown in
Fig. 10 for two factors. ‘‘R > W’’ means that point
R is better than point W, etc.

R replaces W if : N � R � B Reflection

or: R > B and E � B

E replaces W if : R > B and E � B Expansion

CR replaces W if : W < R � N Contraction
(exterior)

CW replaces W if : W > R Contraction
(interior)

At the end of the sequential simplex, if more
detailed information is needed, the experimenter may
carry out a response surface study around the sup-
posed optimum.

DESIGNING ROBUST PROCESSES
AND FORMULATIONS

Until now, optimization and improvement have been
taken as being equal or closer to what is considered
most desirable with respect to the mean responses.
However, it is also necessary that all units of all
batches manufactured fall within those specifications.
Apart from variation in the measurement method, all
variation is attributed to the manufacturing process
and the manufacturing and storage environment.

Taking the traditional quality control approach,
any product that is within the specifications will pass
and is considered equally good. However, one might
still normally consider that the nearer the response to
the target, the better the product. Therefore, the key

X2

X1

CW

CR

BW

N R

E

Fig. 10 Summary of the expanded simplex method of
Nelder and Mead.
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is to choose a formulation and/or condition that gives
a product not only as close as possible to the target,
but with as little variability as possible.

The basic concepts and seminal work in this field are
from Taguchi,[28] who stated that any product whose
performance characteristics are different from the tar-
get values suffers a loss in quality, which he quantified
by a parabolic function. He then classified factors as:
1) control factors, which can be controlled under nor-
mal operating conditions and 2) noise factors, which
are difficult, impossible, or very expensive to control.

The effects and interactions of control and noise
factors could be measured by means of an experi-
mental design, and then settings of the control factors
would be determined that would minimize the effects
of the noise factors.

One problem in such an approach, apart from the
difficulty of controlling noise factors, is to know what
they are. Examples of possible noise factors are the
drug substance and excipient batches, the ambient
temperature and humidity, the machine used, the exact
granulation time, and the rate at which liquid is added.

The simplest approach in many cases would be to
set up an experimental design in the control factors
and repeat each experiment many times, hoping for
enough natural variation in the noise factors to be able
to find conditions to minimize variation. This requires
a very large number of experiments, but it is sometimes
the only possible way.

Taguchi’s solution was to vary the noise factors
artificially.[28] A design is set up in the control factors,
another (factorial) design in the noise factors, and the
two multiplied together. The effect of changes in the
noise factors can thus be assessed at each point and
the variability minimized. This method is preferred to
the previous method, but non-etheless, the number of
experiments required using Taguchi’s orthogonal
networks is extremely high. Now it is more usual to
set up designs in which the number of experiments,
although still high, is minimized[29–31] and to find
regions where the response is equal to the target value
and is at the same time highly insensitive to the noise
factors. The design must allow interactions among
noise factors, and not only the control factors
themselves, but preferably all the terms in the control
factor model.

It should be noted that there is a great deal of infor-
mation ‘‘hidden’’ in large factorial designs (n ¼ 16).
When analysis shows that only a few factors are signifi-
cant, the residuals (differences between calculated and
measured values) may be analyzed.[32] A small spread
of residuals under certain conditions as opposed to
others may indicates better reproducibility of the
process or formulation under these conditions. An
example of its pharmaceutical use is presented in the
example of Menon et al.[8].
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INTRODUCTION

As drug development costs began to rise in the late
1960s and 1970s with new Food and Drug Administra-
tion (FDA) requirements for demonstrating relative
safety and efficacy, manufacturers of drugs, biologi-
cals, and diagnostic agents faced a dilemma. How
could they consider developing drugs that were
important medically but not likely to be profitable?
Drugs for diseases and conditions that were rare in
the United States were one of several—and the most
visible—of such drug types. Rarity meant few patients
would be available to participate in clinical trials of
safety and efficacy under the sponsor’s Investigational
Exemption of a New Drug (IND) application. Slow
patient recruitment into trials increased development
time, with the 17 year patent-protection clock ticking.
And once the pharmaceutical sponsor received approval
for the New Drug Application (NDA) required for
interstate marketing, there would be few customers. This
generally translated into a low return on investment
(ROI). Moreover, the time devoted to testing and
gaining approval for a drug for a rare disease was an
opportunity cost. Manufacturers would otherwise have
devoted the time and resources to products with more
favorable market returns.

Six other drug categories were of limited commer-
cial interest. They included products for:[1]

1. Chronic diseases, requiring extended testing
phases to assess long-term effects, using up
critical patent-protection time;

2. Single administration, such as vaccines, requir-
ing separate production facilities, used by many
but on a one-time basis, and carrying high
liability risks; and diagnostic agents that had
relatively low sales volume;

3. Women of childbearing age, presenting unparal-
leled liability risks;

4. Children and the elderly, both of whom were
excluded from clinical testing at the time. Chil-
dren presented high liability risks and could be
difficult to enroll in clinical trials. Elderly
people, who often had multiple conditions, were
excluded from trials by the FDA because the

multiple conditions and drugs used to treat
them would confound trial results. (Once a drug
was marketed, physicians could prescribe it for
these two populations. However, optimal dosing
had not been determined, and likely drug
interactions in elderly patients had not been
identified);

5. Diseases, rare or common, for which the
intended drugs were not patentable including
shelf chemicals, drugs known to exist, natural
chemicals, and drugs for which the patent had
expired;

6. Substance abuse or relapse prevention, intended
for a population considered to be a high liability
risk, uncooperative with treatment trials, and
requiring extensive records once marketed; and

7. Developing countries, with the related problems
of distributing and paying for products.

Observing that certain drugs could be in common
use but were not potentially profitable enough to invite
commercial introduction, Provost referred to them in
the American Journal of Hospital Pharmacy in 1968
as homeless or ‘‘orphan’’ drugs.[2] This chapter focuses
on orphan drugs for rare diseases. It provides back-
ground on the issues and on attempts to deal with
them—a description of the Orphan Drug Law, enacted
in 1983, to address these issues—and an accounting of
progress and problems to date emanating from the law.

BACKGROUND

The 1938 Food, Drug and Cosmetics Act and the 1962
Kefauver-Harris Amendments to it substantially
altered drug development in this country. They
strengthened the safety and efficacy determinations of
drugs, but at cost, one of which was industry disin-
terest in drugs for rare diseases. The 1938 law required
proof of safety after diethylene glycol, used as a sulfa-
nilamide vehicle was found to form lethal quantities of
oxalic acid in the body. This resulted in 100 fatalities,
mostly children.[3] The law required manufacturers to
provide evidence that the drugs were relatively safe.
For the FDA to keep a drug off the market, however,
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the onus was on the agency to prove that the drug was
not safe. The thalidomide disaster changed that
situation. Tragic birth defects were reported in infants
born to women in Europe and Canada who had taken
the drug while pregnant. At the time the news broke,
Congress was working on amendments to the 1938
law that required sponsors to provide proof of drug
efficacy before receiving market approval. The thalido-
mide catastrophe propelled Congress to require spon-
sors also to show proof of safety. To implement
these two requirements, the FDA created the IND
process requiring sponsors to test for and establish
relative safety before embarking on clinical trials to
determine drug efficacy. The FDA set up the NDA
approval process for ruling on safety and efficacy
before the drug could be marketed interstate.[4]

An essential interplay developed between patent
protection and regulatory requirements. Patent protec-
tion became essential for emerging products developed
by research-intensive, vertically integrated firms that
looked to a few major market winners to survive in this
era of increased development costs.[5] Patent time used
in the IND and NDA premarket stages reduced the
time remaining for manufacturers to protect their pro-
ducts, once marketed, against less costly generic drug
competition. Drug development also became more
expensive. Development costs in the late 1960s and
early 1970s, before the FDA amendments became
operationally implemented, were estimated to range
from a low of $2.7 million to a high of $16.9 million
per new chemical entity (NCE).[6,7] By the late 1970s,
the estimate had risen to $54 million.[8] Since then, esti-
mates have continued to leap upward: $124 million in
the late 1980s, $231 million in 1991, and $500 million
today.[9,10]

By the late 1960s and early 1970s, market winners
generated most of a company’s profits and also helped
encourage brand loyalties by prescribing physicians.
Other drugs needed to at least break even. Although
not blockbusters, these drugs generally were for large
markets. Drugs for rare diseases usually did not
break even and became therapeutic orphans. They
became wards of government and university-sponsored
development efforts.

Cancer treatment drugs were among the first wards
of government. Even before the 1962 amendments to
the Food, Drug and Cosmetics Act, the federal govern-
ment had developed and maintained a role in stimulat-
ing the development of cancer drug treatment that was
not being addressed by industry. The National Cancer
Institute (NCI) created the Cancer Chemotherapy
Program in 1955 with a $5 million Congressional
authorization. Congress decided that the NCI should
take on the challenge. Impressed with industry’s spec-
tacular antibiotics development, Congress recognized
that a low ROI was precluding industry’s interest in

exploiting the early successes in antitumor drugs
(antifol aminopterin for acute childhood leukemia
and methotrexate for uterine choriocarcinoma). Begin-
ning as a small grant-oriented program to develop
antileukemia agents, the program was based on the
use of transplantable tumors in syngeneic rodents as
a system for testing new drugs. After the NCI drafted
an agreement allowing for the trade secret status of
data, industry submitted compounds for screening of
bioactivity. Within three years, the Cancer Chemo-
therapy Program had grown into a $35 million indus-
trial contract effort. After a few missteps, when the
FDA would not accept the cancer-funded research
results as provided, the FDA and NCI developed a
clear understanding of how data needed to be pro-
vided. From that point until at least the early 1980s,
the NCI was involved in the development and/or
clinical testing of every antineoplastic drug available
in the United States.[11–13]

In 1966, the National Institute of Neurological and
Communicative Disorders and Stroke, as it was then
named, established the Antiepileptic Drug Develop-
ment Program to develop clinical trial methodologies
and then to conduct clinical trials of antiepileptic
agents already available in other countries. The pro-
gram later developed a screening program similar to
that of the NCI. The Institute filed INDs for drugs that
entered clinical testing, and by 1981, four drugs had
commercial sponsorship by the NDA stage.[14,15]

Although most of the federal funding for drug pro-
grams by the National Institutes of Health (NIH) was
for the development of drugs for rare diseases—
cancers and epilepsy—the NIH also devoted funding
to development of other categories of orphan drugs.
These included drugs to prevent and treat substance
addiction and relapse, contraceptives for women of
childbearing age, and some vaccines being developed
by NIH and by the Centers for Disease Control
(now the Centers for Disease Control and Prevention).
Before 1983, when the Orphan Drug Act was signed
into law, NIH drug development programs and
grant-supported research had resulted in 13 drugs for
the treatment of rare diseases being approved and on
the market. In the 17 years before the Orphan
Drug Law, the pharmaceutical industry had developed
and marketed 34 drugs or biologicals for use in rare
diseases or conditions.[16] Ten of these marketed
orphan drugs and biologicals had been developed
solely by industry without government or university
support.[17]

The Gathering Storm

Nonetheless, several articles published in medical jour-
nals by academic researchers chronicled their plight
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in formulating new dosages for available drugs or
encapsulating chemical ingredients for clinical tests in
patients with rare diseases, because no pharmaceutical
sponsor had come to their rescue.[18–20] One of
these researchers, Cambridge University’s John
Walshe, proclaimed that this ‘‘do-it-yourself ’’ problem
had gone far enough and should be placed on a sound
commercial basis.[21] The FDA published a list of
potentially promising therapeutic agents that were
under development primarily by academic or govern-
ment-based scientists who had failed to find commer-
cial sponsors to undertake the costly phase III
clinical trials for efficacy, file the NDA, and market
the product.[22] In 1979, the FDA convened a
Task Force on Drugs of Little Commercial Value to
determine how to find commercial sponsors. That
same year, Louis Lasagna, who was then at the Uni-
versity of Rochester, invoked Provost’s notion in an
article in the journal Regulation by asking who will
adopt the orphan drugs?[23]

NIH-funded academic researchers were reporting
failed attempts to interest industry in taking on and
securing NDA approval for drugs it had not
developed. Industry had cited three major problems.
First, NIH-funded scientists may not have gathered
and analyzed data according to FDA requirements.
Second, the trade secret status of data could not be
preserved if the researcher had previously published
information in the scientific literature. And third, many
of the NIH-funded studies were of drugs that were not
(or no longer) patentable. The FDA task force recom-
mended that incentives be provided to industry to
develop drugs of limited commercial value, but that
any profits made from those incentives be returned,
in whole or in part, to the government.[24] This arbi-
tration-type approach was based on the assumption
that industry would be willing to make trade-offs with
the FDA on behalf of these drugs. But this assumption
was made in the absence of any indication from indus-
try that this was the case.[25]

Although the task force was the first official policy
response to the orphan drug situation (apart from
the NIH-sponsored research responses), there were
several private-sector efforts underway to promote
the development and availability of orphan products.
The Pharmaceutical Manufacturers Association
(PMA, now called the Pharmaceutical Research and
Manufacturers of America, or PhRMA) had been
seeking sponsors among its member companies for
promising orphan therapeutics. And a consumer
group, the National Organization for Rare Disorders
(NORD), was growing in number (now representing
more than 20 million patients and their families) and
undertaking efforts to raise public awareness and to
help link patients to researchers conducting clinical
studies of their diseases or conditions.

Lightning Strikes

A researcher at the Mount Sinai School of Medicine
New York, who was seeking a pharmaceutical com-
pany sponsor for the drug L-5HTP for myoclonus,
appealed to his Congressperson, Elizabeth Holtzman
(D-New York) for a legislative remedy to the plight
of orphan drug research. She introduced a bill in
1980 to establish the Office of Drugs of Limited Com-
mercial Value to assist the NIH in developing drugs for
the treatment of rare diseases.[26] Although no action
was taken on the bill, the committee heard testimony
from a young California man suffering from Tour-
ette’s syndrome, a genetically determinedneurological
condition causing its victims to twitch, tic, and haveun-
controllable verbal (and often abusive) outbursts.
When haloperidol proved unsuccessful in controlling
his symptoms, the patient had tried desperately to
obtain and try pimozide, a drug available for the
condition in Canada and Europe, but not in the
United States.

A Los Angeles newspaper carried an account of the
testimony, which caught the eye of the producer of the
television series Quincy. Before long, a Quincy episode
was devoted to dramatizing the conundrum of patients
trying to cope with Tourette’s syndrome and of indus-
try trying to contend with the commercial disincentives
to develop drugs to treat these patients. The episode
demonstrated that there were no villains and no rem-
edies. In a compelling scene before a Congressional
committee, Quincy delivered an impassioned appeal
to Congress to find a remedy. Shortly thereafter,
Quincy star Jack Klugman was asked by Congressman
Henry Waxman (D-California) to appear at a hearing
on an orphan drug bill that was similar to Holtzman’s,
introduced by her colleague Representative Ted Weiss
(D-New York). Klugman testified at the hearing, using
the identical appeal he had delivered on the show.[27] A
Wall Street Journal editorial, entitled ‘‘Leave of
Reality,’’ likened Klugman’s appearance before the
Waxman subcommittee as an orphan drug expert
to having Leonard Nimoy (Mr. Spock on Star Trek)
testify as an expert on the nation’s space program.[28]

By the end of 1981, Congressman Waxman had intro-
duced H.R. 5238, the Orphan Drug Act.

The orphan drug survey

To find out the current status of development of drugs
for the treatment of rare diseases, the subcommittee
surveyed the industry, the NIH, and the FDA on three
groups of drugs:

1. Products listed by PMA (now PhRMA) mem-
ber companies as drugs for the treatment of rare
diseases that industry sponsors had marketed or
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had made available on a compassionate basis to
specialists;

2. Drugs and biologicals listed by the FDA as
under development, but needing a commercial
sponsor for FDA approval and marketing; and

3. Drugs under development by NIH scientists or
grantees.

From this survey, the Subcommittee learned that
industry had marketed 34 drugs for the treatment of
rare diseases extending back to 1965 and had made
an additional 24 drugs (under development) available
to physicians on a compassionate basis for treating
patients with rare diseases. Most (82%) of the mar-
keted drugs were for conditions affecting fewer than
100,000 people in the United States; 10% were for
100,000 to 500,000 people, and the remaining 8% were
for up to 1 million people. Industry respondents indi-
cated that substantial federal funding had been pro-
vided for research and/or development (R&D) for all
but 10 of these marketed drugs.

The picture of disincentives confirmed claims by
industry spokespeople sponsors indicated that the
ROI for 83% of the drugs was lower than the sponsors’
average return for marketed drugs, whereas develop-
ment costs were higher than average for 12% of these
drugs. Other issues cited by industry were the lack of
clarity of FDA clinical testing guidelines when small
numbers of patients were available and involved. This
further eroded the sponsors’ ability to estimate the
length of clinical testing, and therefore the length of
remaining patent protection time, once the drug was
approved. Survey data indicated that industry-
sponsored marketed orphan drugs took an average
of 5.75 years for clinical testing (from filing the IND
to filing the NDA). Unpatented orphan products were
increasingly unlikely to be submitted for NDA
approval, suggesting the importance of having at least
some period of market protection. Whereas nearly
two-fifths (39%) of industry-sponsored drugs for the
treatment of rare diseases had been marketed in the
1960s, even though they were not protected by patent,
this fell to 29% by the 1970s. Liability claims had been
filed against the manufacturers of one-fifth of the mar-
keted orphan drugs. The promising finding was that
one in four industry-sponsored marketed orphan drugs
also had a common indication. This suggested that
orphan drugs were a relatively good market gamble.[29]

Orphan Drug Act’s Passage Provides Market
Incentives and Regulatory Assistance

Based primarily on Congressional testimony mar-
shaled by NORD revealing that millions of people
and their families were profoundly affected by rare

diseases and conditions, and on survey data revealing
market and regulatory disincentives to therapeutic pro-
gress, Congress passed the Orphan Drug Act during a
lame duck session in December 1992. Called ‘‘the
golden egg of the lame duck Congress’’ by the head
of the Generic Pharmaceutical Industry Association
(GPIA), the bill was signed into law the first week of
January 1983.[30] The act (Public Law 97–414) was sup-
ported initially by the GPIA, which had begun seeking
sponsors for developed orphan products, and eventu-
ally by the PMA after certain provisions were deleted
or modified. Provisions in the law, and in subsequent
amendments in 1984, 1985, and 1988, addressed
market and regulatory issues and provided incentives
for pharmaceutical industry development of drugs for
the treatment of rare diseases.

The law, as amended, defines a rare disease or con-
dition as one that affects fewer than 200,000 persons in
the United States. Alternatively, the disease or con-
dition can affect more than 200,000 persons in the
United States, if there is no reasonable expectation that
the cost of developing and making a drug available for
such disease or condition in the United States will be
recovered from U.S. sales of the drug. Therefore, a
drug can be designated by the FDA as an orphan by
demonstrating applicability of the law’s financial cri-
teria, regardless of the total number of people affected
in the United States. Major provisions are the avail-
ability of two market incentives and the reduction of
regulatory barriers. The FDA Office of Orphan
Products Development administers nearly all the law’s
provisions.

One incentive is seven years of market exclusivity
granted by the FDA for a specific indication of a pro-
duct. Exclusivity begins on the date the FDA approves
the marketing application for the designated orphan
drug and applies only to the indication for which the
drug has been designated and approved. An appli-
cation for designation as an orphan drug for a specific
indication must be made before submission of the
NDA (or biologic product license application, PLA)
for market approval.[31] Other sponsors can receive
approval for a different drug to treat the same rare dis-
ease or can receive approval to market an identical
drug for some other orphan or common indication.
Market exclusivity, therefore, only precludes a second
sponsor from obtaining approval to provide an ident-
ical drug for the identical orphan indication for which
the first sponsor received exclusive market approval.
Initially, market exclusivity pertained only to unpa-
tented products. A 1985 amendment allowed exclusive
approval for all orphan drugs, whether patented or
not. This change was designed to provide incentives
for sponsors of products for the treatment of rare
diseases whose patents would expire before or soon
after approval, or in cases in which prior publication
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(usually by an academic or government scientist) had
precluded issuance of a patent.

A second incentive provides tax credits equal to 50%
of the costs of human clinical testing undertaken in any
given year by a sponsor to generate data required for
obtaining FDA market approval through successful
completion of the NDA process. The Internal Revenue
Service administers the tax credit provisions.

The act provides for the FDA to award grants to
support clinical studies of designated orphan products
underdevelopment. FDA grant funding as of March
2000 from the FDA totaled $126.3 million. From
initial funding in 1983 of $500,000 in grants, the grant
program peaked in 1994 at $12.3 million and has
declined slightly but steadily thereafter, totaling $11.1
million in 1999.[32] Applications are reviewed by out-
side experts and are funded according to a priority
score. The FDA Office of Orphan Product Develop-
ment provides information at its website (www.
fda.gov/orphan/GRANTS/patients) on investigators
seeking research subjects. Listed by the name of the
disease or condition, information includes a descrip-
tion of the study, criteria for inclusion in clinical trials
(such as age, stage of disease, etc.), and contact infor-
mation on the clinical investigator seeking participants
for clinical trials. Patients, their families, or their physi-
cians are able to follow up with the clinical investigator.

To address regulatory barriers the FDA also pro-
vides formal protocol assistance when requested by
the sponsor of an orphan drug. Although formal
review of a request for protocol assistance is the direct
responsibility of the FDA Centers for Evaluation and
Research (one for drugs, the other for biologicals),
the Office of Orphan Products Development is
responsible for ensuring that the request qualifies for
consideration. A sponsor need not have obtained
orphan drug designation to receive protocol assistance.

Finally, the FDA is required to encourage sponsors
to design open protocols for drug availability to
patients not included in clinical trials.

The Current Status of Orphan Drugs

The FDA approved 201 orphan products between
1983 and March 2000.[33] In the 17 years since passage
of the act, therefore, the number of approved orphan
drugs has increased sixfold from the number approved
in the 17 years before the act (Table 1). The drugs are
classified within 16 therapeutic categories, primarily
for the treatment of cancer, infectious disease, AIDS
and related conditions, and central nervous system
conditions (Table 2. Included in the 201 approved
drugs are 24 (12%) that received FDA grant support
for clinical trials.[34] A list of these grant-supported
products is available at the FDA Office of Orphan

Products Development website (www.fda.gov/orphan/
GRANTS).

The number of sponsors of approved orphan drugs
(nearly all of them produced at pharmaceutical or bio-
technology companies) has increased from 17 (for the
34 drugs marketed before the act) to 110 as of March
2000. The number of approved drugs per sponsor
ranges from one to eight, with a preponderance of
one-drug sponsors (Table 3). A total of 813 products
have received orphan designations as of March 2000.
Sponsors of approximately 25% of these designated
products have filed INDs for the products, indicating
that they are under active development.[35]

Many of the designated and approved orphan pro-
ducts are developed at biotechnology companies.
Beginning in the 1970s, molecular biology had begun to

Table 1 Designated and approved orphan drug products

Pre-1983 1989 1991 3/2000

Cumulative total
approved
orphan products

34a 36 54 235

Total sponsors
of approved

orphan drugsb

17 110

aAt the time, these were called drugs for rare diseases, not orphan

drugs.
bSponsors identified only for the two endpoints.

Table 2 Approved orphan drugs: Number per therapeutic
categorya

Number of approved

orphan products

Category N ¼ 201

Cancer 49

Infectious disease 23

Central nervous system 22

Hematopoetic 21

AIDS, AIDS-related 21

Endocrine 18

Inborn errors of metabolism 12

Renal 8

Cardiovascular disease 7

Respiratory 5

Gastrointestinal 5

Bone 3

Immunological 2

Dermatological 2

Antidote 2

Urinary tract 1
aDoes not include drugs for rare diseases marketed before the 1983

Orphan Drug Law.
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spur the creation of biotechnology research companies.
These companies reportedly recognized early on that
market exclusivity, and lack of competition to develop
products for the treatment of rare diseases, provided
protection essential to raising venture capital. As a
result, orphan drugs are now among biotechnology’s
most prevalent, and, according to some, most lucrative
products. Between 1988 and 1992, biotechnology pro-
duct designations increased by 31%, from 8 to 39%
of total orphan designations.[36] In addition to indus-
try, however, sponsors have included a university, an
individual researcher, and a state public health unit,
which in aggregate sponsored six orphan drugs at the
time of approval. Lists of approved and designated
orphan drugs can be obtained from the FDA Office
of Orphan Products Development. These data suggest
that orphan drug development has consistently risen
over the years since the law was enacted. Aggregate
sales of orphan drugs have been reported to be more
than $1 billion a year.[37]

A Resulting Issue: High Pricing for
Some Products

By the early 1990s, U.S. sales data collected for 41 of
the approved orphan drugs that had been on the mar-
ket for a year or more indicated that 75% of the pro-
ducts had generated earnings of less than $10 million
per drug. Three products had earnings between $10
and $25 million, six drugs between $26 and $100
million, and two products more than $100 million.
Biotechnology firms produced four of the 11 drugs
with relatively high sales.

Those orphan drugs that command high prices have
generated intense controversy over whether the market
exclusivity provision is creating an unnecessary mono-
poly, keeping prices artificially high. One example is
recombinant human erythropoietin (r-EPO), intended
for patients with chronic renal failure-related anemia.

EPO eliminates the need for frequent blood transfu-
sions by patients with end-stage renal disease who
are undergoing kidney dialysis. These patients are cov-
ered under the federally financed Medicare program.
Both Amgen Inc. and Genetics Institute applied to
the FDA for market exclusivity for their r-EPO pro-
ducts. Amgen was the first to receive FDA approval
and market exclusivity. Genetics Institute was the first
to receive a patent. On appeal, the court ruled that
Amgen had exclusive marketing rights. Sales of
r-EPO exceeded $100 million in the first six months
of marketing, paid for by Medicare. By 1991, sales
totaled $400 million.[38]

Human growth hormone (r-hGH), another
example, generated sales of $150 million in 1991.
Intended to treat approximately 12,000 children in
the United States with retarded growth caused by a
lack of endogenous pituitary hormone, two companies
provide r-hGH. Genentech received FDA market
exclusivity in 1985. Eli Lilly received market approval
two years later, based on the determination that the
two products differed by one amino acid.[39,40] But
the shared market did not lead to price competition:
each company was earning approximately $20,000
per child annually, depending on the dosage needed.

A third example, aerosol pentamidine, generated
sales of $130 million in 1991. Helping to prevent Pneu-
mocystis carinii pneumonia associated with the human
immunodeficiency virus (HIV), the increasing number
of users resulting from a rapidly escalating HIV preva-
lence rate was expected to soon exceed the 200,000
population figure specified in the law. This example,
along with the other two, prompted efforts to seek a
legislative remedy. A series of amendments were intro-
duced and passed by Congress in 1990 that sought to
eliminate orphan status for products intended for use
in epidemics and to allow shared market access for
identical products developed simultaneously for the
same indication, in the hope that this would lead to
price competition. The amendments were vetoed.[41]

As Arno, Bonuck, and Davis present in Milbank Quar-
terly, AIDS treatment drugs exemplify the policy
dilemma of how to use the Act to meet the legislative
intent of stimulating development of drugs for small
patient populations without resulting in prices that
make such drugs inaccessible.[42]

Another, more recent, example is enzyme therapy
for Gaucher’s disease, an inborn error of metabolism,
treated with Ceredase. The therapy, which requires
more than a ton of placenta annually to extract and
make the drug, can cost as much as $500,000 per year
per person, depending on the dosage needed. A 1996
National Institutes of Health technology assessment
panel addressed issues in diagnosis and treatment of
the disease and concluded that despite the success
of enzyme therapy, treatment is limited by the cost.

Table 3 Approved orphan drugs per sponsor,

March 2000a

Drugs per sponsor Sponsors

1 69

2 19

3 6

4 2

5 5

6 2

7 1

8 2
aDoes not include sponsors of drugs for rare diseases

approved before the Orphan Drug Act of 1983.
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The panel reported that it was imperative to define the
appropriate clinical indications for treatment and to
determine the lowest effective initial and maintenance
doses.[43]

Although the survey undertaken prior to the Act
found that retail costs of drugs for the treatment of
rare diseases were reportedly higher than the manufac-
turer’s average for 60% of the products marketed
before the act, the pricing for some orphan drugs after
the act, as exemplified by these examples, is a critically
important consequence of the law. This consequence mer-
its continued public scrutiny. It is a sign of progress that
for some orphan drugs, accessibility rather than avail-
ability is now the challenge requiring creative solutions.
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Otic Preparations

William H. Slattery III
House Ear Clinic, Los Angeles, California, U.S.A.

INTRODUCTION

Otic preparations are commonly used to treat diseases
of the external ear and occasionally of the middle ear.
Diseases of the ear include cerumen impaction, derma-
titis of the external ear canal, and infectious processes.
External otitis (swimmers’ ear) and chronic otitis
media constitute the majority of infectious diseases of
the ear. This article gives an overview of otic prepara-
tions, their uses, current availability, and the area of
future development.

ANATOMY AND PHYSIOLOGY OF THE EAR

Fig. 1 is a diagram of the normal ear, which comprises
the external ear canal, middle ear space, and hearing
canal, or cochlea. The outer two-thirds of the external
ear canal is formed by a cartilage framework. The medial
or inner one-third of the external ear canal has its frame-
work composed of bone. There is a thin layer of skin
covering this bone on the medial one-third. The outer
two-thirds is also covered with skin but also has a thick
soft tissue lining containing the apopilosebaceous unit.
External sounds travel through the external ear canal
to reach the tympanic membrane. Vibration of the tym-
panic membrane transmits a sound wave to the three
middle ear ossicles. These, in turn, send the sound wave
to the inner ear (cochlea), where it is transformed into a
nerve impulse. This impulse is sent to the brain, where
the perception of hearing occurs.

The normal external auditory canal has several
mechanisms that protect if from infections. The
S-shaped anatomy of the external auditory canal
provides protection from foreign bodies under normal
circumstances. The tragus provides protection ante-
riorly, and hair from follicles found just inside the
meatus prevent airborne debris from entering.

The external auditory canal skin is normally acidic,
with a pH level between 4 and 5. Keratin, which con-
sists of desquamated epithelial cells, is produced by
the epithelial (skin) lining of the external ear canal;
it has an isoelectric point of pH 5. Any increase above
this value causes hydration of the keratin layer,
increasing susceptibility to pathogenic organisms.
Because as most organisms responsible for otitis

externa and chronic superlative otitis grow best at an
alkaline pH level of 7.2–7.6, the acidic pH of the exter-
nal ear canal is bactericidal or bacteriostatic to many
of these pathogenic organisms. The natural low pH
level is therefore helpful in preventing ear infections.
Anything that alters the pH balance such as swimming
may increase the risk of bacterial infections.

Enzymes produced by sweat and sebaceous glands
provide antimicrobial activity. Muramidase, a lyso-
zyme excreted by the sweat glands, may be effective
in lysing Staphylococcus epidermidis and other gram-
positive organisms found on the surface of the ear
canal skin. Unsaturated fatty acids, resulting from the
breakdown of lipids secreted from sebaceous glands,
exert antimicrobial activity against gram-negative
organisms and fungi.[1]

An intact tympanic membrane protects the normal
sterile middle ear space from bacterial pathogens. A
ruptured tympanic membrane or tympanostomy tube
allows external bacteria access to the middle ear space.

Cerumen, or earwax, is produced in the outer third
of the external ear canal. It consists of keratin from the
epithelial lining and the enzymes and unsaturated fatty
acids produced by the sweat and sebaceous glands. It
exerts a protective role by forming an oily, mechanical
barrier, considered bacteriostatic and fungistatic, over
the skin of the external ear canal. A cerumen plug
consists mainly of sheets of keratin. It also contains hair
and the secretions of both the sebaceous and ceruminous
glands of the external ear canal. Contained within these
secretions are glycopeptides, lipids, hyaluronic acid,
sialic acid, heparin sulfate, lysosomal enzymes, and
immunoglobulin.[2] The overall chemical composition
of cerumen consists of saturated and unsaturated long-
chain fatty acids, alcohols, squalene, and cholesterol.[3]

PATHOLOGY AND BACTERIOLOGY OF OTITIS

Development of new drugs and devices to treat dis-
eases of the external ear requires an understanding
of pathophysiology and knowledge about the most
common organisms responsible for ear inflammation
and infections.

Acute otitis external (swimmers’ ear) is an inflam-
matory condition of the external ear canal, most
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commonly precipitated by local trauma, that is, Q-tips,
fingernails, or other foreign objects that abrade the
external ear canal skin. Other predisposing factors
include:[4]

� Maceration of the epithelial tissue in the ear canal
from prolonged exposure to water or moisture;

� Plugging of sebaceous gland ducts, which lowers
resistance to infection;

� Moisture absorption by the stratum corneum layer
of the epithelium at humidity levels at approxi-
mately 80%;

� Elevated ambient temperature against a back-
ground of high relative humidity;

� Invasion of exogenous organisms through breaches
in a damaged epithelial surface;

� An absence of cerumen; and
� The presence of an alkaline secretion.

Clinical manifestations of the preinflammatory stage
of external otitis include itching of the external ear
canal and congestion of the apopilosebaceous unit.
This is thought to result from the loss of lipids in the
external auditory canal that, in turn, results in an
increase in the aqueous content of the stratum corneum,
causing intracellular edema. The acute inflammatory
stage is seen with trauma induced by scratching. By
this means, bacteria are allowed access to the dermis.
A spectrum of clinical manifestations occurs, ranging
from mild edema of the ear canal skin with a clear serous
discharge to a severe form characterized by intense
pain, a grossly edematous ear canal, and a purulent
discharge. A chronic inflammatory stage has also been
described. It is characterized by the thickening of the
skin, eczematization, lichenification, and superficial skin
ulceration.[4]

Otomycosis is the result of a superficial fungal infec-
tion in the external ear canal. This may commonly
result from an underlying bacterial infection or occur

in the presence of moist cerumen. Fungi initially
implant into the stratum corneum, where they lie dor-
mant for several days to weeks. They then grow in the
superficial layer of the skin, causing inflammation.
Initially, the patient usually complains of itching. In
the earliest stages, mild edema may be the only clinical
symptom. Later, the patient may present with a fungal
mass consisting of waxy debris surrounded by a velvety
gray membrane with small black spores.[5]

Chronic suppurative otitis media is an inflammatory
condition of the middle ear. The presence of a tym-
panic membrane perforation or a tympanostomy tube
allows drainage into the external ear canal. Increased
vascularity of the mucosa and submucosa, combined
with acute and chronic inflammatory cells, is its hall-
mark. Granulation tissue, fibrosis, and osteoneogenesis
are also commonly present. The granulation tissue
contains neutrophils and plasma cells associated with
small blood vessels and fibroblasts.[6]

Pseudomonas aeruginosa and Staphylococcus aureus
are the most common organisms responsible for acute
otitis externa. Proteus species are though to be respon-
sible for the chronic inflammatory stage associated
with it. Aspergillus niger and Candida albicans are the
most common organisms responsible for otomycosis.
Mucormycosis, yeast-like fungi, dermatophytes, and
Actinomyces may also be seen.[5]

Cultures from patients with chronic suppurative
otitis media demonstrate that the most common
responsible organisms are P. aeruginosa and S. aureus.
These are usually mixed infections with a variety of
organisms present,[7,8] and they exhibit a higher resist-
ance to antibiotics.

In a study of 119 cases of chronic suppurative otitis
media, Papstavros[9] noted a large number (81%) of
gentamicin-resistant organisms in patients previously
treated with topical gentamicin. Brook[7] cultured
drainage from 54 children with chronic suppurative
otitis media and showed that 70% of these patients
harbored b-Lactamase-producing bacteria. Of 37
patients with b-Lactamase-producing bacteria, 21 had
been treated previously with an oral penicillin or
cephalosporin. No child in this study had received
prior ototopical drops. In 39% of the children with
bilateral-draining ears, a different organism predomi-
nated on each side. Both of these studies demonstrate
the potential for encountering resistant organisms in
chronic otitis media after previous oral or topical
antibiotic therapy.

CERUMEN PREPARATIONS

Normal desquamation of the epithelial layer of the
external ear canal results in migration of cerumen
toward the meatus. Any interference with this normal

Fig. 1 Diagram of the ear.

2476 Otic Preparations



N
on

-P
re

sc
ri

pt
io

n–
O

ut
so

ur
ci

ng

self-cleaning mechanism results in cerumen impaction.
An in vitro study has demonstrated that cerumenolysis
occurs as the keratin cells, the major constituents of a
cerumen plug, are hydrated, resulting in lysis of these
cells.[2] Consistent with this finding, aqueous prepara-
tions have been demonstrated to be better cerumenolytic
products than organic, non-aqueous preparations.[2,10,11]

Before using any cerumenolytic agent, the presence
of an intact tympanic membrane must be confirmed
to prevent two possible complications. Introduction of
these compounds into the middle ear is often painful,
and the irrigation of cerumen with its keratin cells
into the middle ear space may result in a cholesteatoma,
a benign but destructive skin growth that requires
surgical treatment.

Impacted cerumen can be simply removed by instil-
lation of mineral oil or glycerin into the ear canal.
These solutions soften the cerumen, facilitating the
separation of the keratin plug from the epithelium,
and thus assist the normal migration of cerumen
toward the external meatus. Irrigation of the ear canal
with hydrogen peroxide is another simple method.
The release of oxygen provides a mechanical means
for both softening the cerumen and separating it from
canal skin. Hydrogen peroxide also increases the mois-
ture within the ear canal, because the breakdown of
hydrogen peroxide is water and oxygen. This may pre-
dispose to acute otitis externa by increasing the
amount of moisture within the ear canal.

Unfortunately, these simple methods are not always
successful, and cerumenolytics have been developed
to help dissolve cerumen and facilitate its removal. In
severe cases, flushing the ear canal with a rinsing solu-
tion or physical extraction is still required.

Over the years, numerous cerumenolytic agents
composed of aqueous solutions or organic solvents
have been tested (Table 1).[12] Currently, the most
common over-the-counter products consist of carba-
mide peroxide in glycerin. The latter softens the wax,
whereas the oxygen released from the peroxide helps
to loosen tissue debris. Usually, this agent has to be
applied repeatedly over several days for the wax to
soften. The softened wax may be removed with gentle
irrigation or by blowing air into the external canal.

Triethanolamine polypeptide oleate condensate in
propylene glycol (Cerumenex) requires a prescription.
Its mechanism of action is thought to result from
softening of the cerumen plug and lubrication of the
ear canal,[2] which is usually achieved in 15–20 min;
however, mechanical removal of the cerumen plug
may still be necessary. Application of this agent is best
confined to a physician’s office because severe allergic
skin reactions occur occasionally.

Although not marketed as a cerumenolytic, docusate
sodium has been found to be a very effective agent.[13]

Most commonly used as an aqueous fecal softener, its
action on cerumen results in keratin cell expansion and
lysis. The preparation is alkaline and in solution releases
free hydroxyl ions.[2] Drops placed in the ear canal for
10–15 min usually result in cerumen disimpaction. The
plug may then be easily rinsed out of the ear canal or
mechanically removed.

The ideal cerumenolytic preparation (a hypo-
osmolar, alkaline, aqueous solution) has not yet been
developed. It should be able to lyse the keratin cells
of cerumen and allow for easy disimpaction.[2]

In contrast to the use of cerumenolytic agents,
cerumen replacement products for conditions such as
dry skin, eczema, psoriasis, and chronic otitis of the
external ear canal are occasionally required for some
patients Unfortunately, there is no product available
currently to meet this need.

ANTISEPTICS

Antiseptic agents are often used for the treatment of
external ear canal disease. As with cerumenolytics,
the presence of an intact tympanic membrane must
be confirmed before their use. Some antiseptics are
commonly used for otologic surgical prophylaxis.
Antiseptic otologic preparations are marketed only as
the acetic acid solutions.

Acetic acid preparations (usually 2–5% solutions)
have both antibacterial and antifungal activities. They
are particularly useful against P. aeruginosa Staphylo-
cocci, b-hemolytic Streptococci, Candida species,
and Aspergillus. No organisms are resistant to these

Table 1 Cerumenolytic products

Product Cerumenolytic agent Other ingredients

Cerumenex Triethanolamine polypeptide
oleate condensate

Propylene glycol
Chlorbutanol (0.5%)

Debrox drops Carbamide peroxide (6.5%) Glycerin
Propylene glycol

Citric acid

Murine ear drops Carbamide peroxide (6.5%) Alcohol (6.3%)
Glycerin
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preparations.[14] Acetic acid solutions placed in the
external ear are generally well tolerated and non-
sensitizing; however, instillation into the middle ear
cavity is associated with pain. The primary drawback
of these agents is the vinegar-like smell associated with
the instillation. Acetic acid solutions may be combined
with aluminum acetate or a steroid compound for anti-
inflammatory and antipruritic properties.[15] There is a
tendency for acetic acid solutions to induce prolifera-
tion of the keratin layer, thus increasing the amount
of debris within the ear canal associated with theses
infections. This may complicate the infection, making
it slower to resolve.

General antiseptics such as povidine iodine
(Betadine�), chlorhexidine gluconate (Hibiclens�),
and hexachlorophene (pHisohex�) may be used ototo-
pically for surgical prophylaxis. Povidine iodine is the
most common preparation used because of its broad
spectrum of activity against microflora, microzoa,
and viruses. It must be prevented from entering the
middle ear during surgical prophylaxis because it
inhibits fibroblast migration during the healing pro-
cess. Either chlorhexidine or hexachlorophene may
be used for surgical prophylaxis in patients who are
allergic to iodine. Chlorhexidine is the preferred agent
in the iodine-allergic patient because it has a broad
spectrum of antimicrobial activity against both gram-
positive and gram-negative organisms. Hexachloro-
phene’s bacteriostatic activity is more effective against
gram-positive than gram-negative organisms, and
suppuration decreases its activity.[15,16]

Isopropyl alcohol is used to rinse the ear canal in
patients prone to the development of external otitis.
It is commonly applied after swimming as a prophy-
lactic measure. Although isopropyl alcohol has broad
bactericidal activity, it is widely used as a drying agent
for the external ear canal. It displaces water left in the
ear canal after swimming. Application into the middle
ear space causes severe pain, and it should not be used
in the presence of a perforated tympanic membrane.

Gentian violet and thimerosal (Merthiolate) are used
for the treatment of fungal infections and are discussed
later.

ANTIFUNGAL PREPARATIONS

Most otomycotic infections are the consequence of
treatment with antibiotics. Simple cleaning of the
external ear canal and discontinuation of the medi-
cation will usually suffice to clear up the infection.
However, primary and persistent infections require
ototopical antifungal medications (Table 2).

Clotrimazole, as a 1% solution, is the most effective
topical fungicide for the treatment of otomycosis. It is
active against Aspergillus and Candida species, the
most common pathogens responsible for these infec-
tions. It acts by interfering with the biosynthesis of
ergosterol and is very effective for refractory or chronic
cases caused by the dermatophytes or Candida species.[17]

Amphotericin B is also an effective ototopical prep-
aration. It may be used as a lotion or in a powder form

Table 2 Otomycotic preparations

Product Antifungal agent Other ingredients

Otic Domeboro solution Acetic acid (2%) Aluminum sulfate
Boric acid

VoSol Otic solution Acetic acid (2%) Propylene glycol (3%)

Benzethonium chloride

VoSol HC Otic solution Acetic acid (2%) Hydrocortisone (1%)
Propylene glycol (3%)
Benzethonium chloride

Fungizone lotion Amphotericin B (3%) Propylene glycol

Thimerosal

Lotrimin solution Clotrimazole Polyethylene glycol

Mycelex solution Clotrimazole Polyethylene glycol

Cresylate solution m-Cresyl acetate (25%) Propylene glycol
Isopropanol (25%)

Gentian violet solution Gentian violet (1%) Ethanol (10%)

Merthiolate Thimerosal 1:1000

Monistat-Derm lotion Miconazole (2%) Pegoxol 7 stearate
Mineral oil

Benxoic acid

Nystatin suspension Nystatin (100,000 U/mL) None
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(shown later). Its spectrum of activity covers a variety
of fungi, including those responsible for otomycosis.
Topical therapy is well tolerated with only rare minor
side effects of local skin irritation reported. It is poorly
absorbed through the skin.[18]

Nystatin and miconazole have a spectrum of activity
similar to that of amphotericin B against the common
yeast and fungi responsible for otomycosis.[17] Nystatin
is occasionally used in solution as an ototopic drop.
Miconazole is rarely used because it is readily available
only as a cream. Application into the ear canal is
difficult without impairing the hearing.

m-Cresyl acetate (Cresylate), a derivative of cresol,
is marketed as an ototopical antifungal preparation.
It is highly active against Candida and Aspergillus.
The ear canal may be painted with m-Cresyl acetate
on a cotton-tipped applicator, or the compound may
be used in solution as an ototopical drop. It is con-
sidered the antiseptic of choice for the treatment of
otomycosis because it is easily used in the outpatient
setting, and, in contrast to gentian violet and thimero-
sal, no staining is associated with its use. However,
eczematization may occur if applied to the concha,
and therefore its application should be limited to the
external ear canal.[16,19]

Gentian violet is used regularly in the office setting
for the treatment of fungal infections. It also has bac-
teriostatic and bactericidal activity against most gram-
positive organisms. The external ear canal is painted
with the gentian violet on a cotton-tipped applicator
under direct vision using an operating microscope.
This compound is a strong dye, and blind application
into the external ear canal is difficult without staining.
For this reason, self-application by the patient is rarely
performed.[16]

Thimerosal (Merthiolate) may also be used topically
for the treatment of otomycosis. Considered bacteriostat,
it is an excellent antiseptic agent in vitro against the
common yeast and fungi responsible for otomycosis.[16,17]

Fungal cultures may be required in refractory or
persistent cases of otomycosis, in which less common
fungi may be responsible; the appropriate ototopical
agent may be selected based on culture results. Sys-
temic antifungal medications are rarely indicated for
the treatment of otomycosis, unless associated with
systemic fungal infections.

Topical preparations for the treatment of otomyco-
sis should not be used in the presence of a perforated
tympanic membrane.

ANTIMICROBIAL DROPS

As a group, antimicrobial otic drops are the most com-
monly prescribed ototopical medication (Table 3).
Most of the preparations listed in Table 3 contain a

mixture of antibiotics in combination with a steroid
agent. Acetic acid or an alcohol may be added for bac-
tericidal activity. Some of these preparations contain
acetic acid as the primary antibacterial agent. Most
of these compounds have a low pH, between 3 and 5,
similar to that of the normal external ear canal.

Antimicrobial otic drops should be used with caution
in the presence of a tympanic membrane perforation
because of the potential for ototoxicity. In the case of
suppuration, the ear canal should be cleaned before drop
instillation. Purulence within the ear canal will not allow
ototopical drops to penetrate the skin, and it is thus pre-
vented from treating the ear infection. Ear cleaning is
extremely important when suppuration occurs.

Neomycin and Polymyxin B are the two most
common antibiotic agents found in ototopical prepara-
tions. Neomycin is bactericidal to many gram-positive
and gram-negative organisms, including those respon-
sible for external and chronic otitis such as S. aureus,
C. diphtheriae, Escherichia coli, Proteus, Enterobac-
ter, Klebsiella, and Haemophilus influenzae. It has
no activity against anaerobes, and many strains of
Pseudomonas are resistant. Cutaneous hypersensitivity
is estimated to occur in 6–8% of patients who receive
topical treatment.[20]

Polymyxin B and Colistin (polymyxin E), first dis-
covered in 1947, have similar antibiotic spectrums
limited to gram-negative organisms. P. aeruginosa is
particularly sensitive to these medications. Other sensi-
tive gram-negative organisms include Enterobacter,
E. coli, Klebsiella, and Haemophilus. These agents
interact with the cell-membrane phospholipids to
disrupt the bacterial cells; hypersensitivity is very rare.
These antibiotics are poorly absorbed, even when
applied to denuded skin.[21]

Chloramphenicol may be used ototopically for
selective cases of chronic otitis. Despite its relative lack
of activity against P. aeruginosa, it is bacteriostatic
against the other common organisms responsible for
chronic otitis, including E. coli, Clostridium species,
S. aureus, H. influenzae, Bacteroides fragilis, Klebsiella
species, and certain strains of Proteus.[15,22] However,
blood dyscrasias and death have been reported after
local application, and local skin hypersensitivity may
occur with topical therapy.[12] Although rarely used for
primary therapy, it is used for refractory chronic otitis,
especially when a susceptible organism is cultured.

Despite similar antibacterial composition, ototopi-
cal preparations may differ in delivery vehicle and
pH level. Cortisporin Otic solution is the most acidic,
whereas Coly-Mycin S Otic has a pH of 5, the highest
of the group.[12,23] The low pH of these compounds and
the alcohol used as an antiseptic agent cause a burning
sensation when in contact with the middle ear.

Otobiotic and Pyocidin-Otic contain only the anti-
biotic polymyxin B. These compounds are useful for
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the patient allergic to neomycin but should be used
only in certain cases because polymyxin B does not
act against gram-positive organisms such as Staphylo-
coccus and the gram-negative organisms Proteus and
B. fragilis.

Two new fluoroquinolone otic preparations have
recently been introduced. Floxic Otic and Cipro HC
have recently been approved by the FDA for treatment
of external ear disease. Ciprofloxacin and ofloxacin are
the active ingredients in these two preparations. Both
antimicrobials have a broad spectrum of activity,
especially against organisms commonly responsible
for otitis externa, including Pseudomonas, S. aureus,
P.mirabilis, Streptococcal species, and various gram-
negative enteric Bacilli. In addition, Cipro HC
contains hydrocortisone, which adds to the anti-
inflammatory properties of this agent. Cipro HC
has a low pH level, which makes it ideal for treating
external otitis. Floxin Otic has a buffered pH and is
FDA-approved for installation into the middle ear
space. One difficulty with these newly introduced
medications is that many insurance health plans do
not cover the cost. These medications are ideally suited
for first-line therapy.

The ototopical antimicrobial preparations stated
earlier suffice for most cases of otitis externa and selected
cases of chronic suppurative otitis. However, these com-
pounds have a limited effect in certain patients with
resistant strains of bacteria, drug-induced allergies, or
a tympanic membrane perforation that requires admin-
istration into the middle ear space. In the last case,
ototopical preparations may cause pain because of the
acidic pH or the presence of alcohol. Ototoxicity of
neomycin, polymyxin B, and colistin is also of concern,
and many otolaryngologists prefer topical ophthalmic
preparations.[23] Ophthalmic preparations are discussed
in the article Ocular Drug Formulation and Delivery in
this volume.

Ophthalmic compounds that may be used as ototo-
pical remedies are given in Table 4.[12] Generally, these
products differ from the otic preparations in a neutral
pH and the absence of alcohol. For example, in con-
trast to its otic counterpart, Chloromycetin Oph-
thalmic has a buffered pH and offers a preparation
with hydrocortisone. Likewise, the primary difference
between Cortisporin Ophthalmic and the otic prep-
aration is the neutral pH.

Compared with the otic antimicrobial preparations,
ophthalmic antimicrobial preparations offer the phys-
ician a broader range of antibiotics to treat the difficult
ear infection. Gentamicin, tobramycin, and sulfona-
mides are the most common antibiotics used.

Gentamicin and tobramycin ophthalmic prepara-
tions are commonly used to treat difficult ear infections.
The latter is less toxic than gentamicin, and its activity
against Pseudomonas is higher. These antibacterial

agents also have a wide spectrum of activity including
Proteus, Klebsiella, E. coli, and Staphylococcus.[20]

As stated earlier, resistance to gentamicin develops
after topical use.[9] Although both of these drugs are
known to be ototoxic, the clinical significance is
thought to be minimal.

Sulfonamides are bacteriostatic against a wide range of
gram-positive and gram-negative organisms. In chronic
otitis, ophthalmic preparations are used for their activity
against P. aeruginosa, Proteus species, Streptococcus,
Corynebacterium, Diphteriae, and H. influenzae.

Ciprofloxacin is well known for its wide range
of bactericidal activity, especially against S. aureus,
Staphylococcus epidermidis, and P. aeruginosa.[24]

This preparation has the ideal antimicrobial spectrum
for refractory otitis; however topical therapy should
not be considered alone for more serious infections
such as those with underlying osteomyelitis.

The ophthalmic preparations should only be used in
refractory cases of otitis because organism resistance
may develop with widespread use. Ophthalmic prep-
arations are also not improved by the FDA for use
in the ear canal, but treating physicians may use their
discretion for refractory cases. The recent introduction
of Floxin and Cipro Otic drops have decreased the use
of ophthalmic preparations for the treatment of refrac-
tory ear canal conditions.

POWDER PREPARATIONS

Powdered preparations have been used for many years
in otology. These were originally applied as dusting
powders for chronic otitis and were especially useful
for a mastoid cavity. Before the advent of antibiotics,
antiseptic and acid powders were insufflated into mas-
toid cavities. Unlike many other otic preparations,
powders do not cause pain on administration.

A powder insufflator can be used for the instillation
of antimicrobial agents into the external ear canal or
mastoid cavity.[25] Current antibiotic preparations suit-
able for the insufflator device are shown in Table 5.[26]

They are packaged into capsules that fit into the
insufflator. The patient can easily blow the powder into
the ear canal without spreading it around. The activity
of these anti biotics against organisms responsible for
chronic otitis has already been stated. Other common
antibiotics or antiseptics may be applied in powder
form in an otolaryngologist’s office; boric acid is the
most common example (Fig. 2).

ANESTHETIC PREPARATIONS

Anesthetic agents (Table 6) are used to eliminate the
pain associated with infections such as external otitis,
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otitis media, and bullous myringitis. They may also be
used locally before surgical manipulation, most com-
monly during myringotomy. These agents are only
recommended for patients with an intact tympanic
membrane.

Most local anesthetic preparations contain benzo-
caine. Because benzocaine is poorly absorbed through
the skin, it remains localized for a long time; how-
ever, its effectiveness is unpredictable. Benzocaine has
also been known to produce local hypersensitivity
reactions.[15]

EMLA is a new anesthetic ointment that anesthe-
tizes the external ear canal and eardrum. After keeping
the ointment in the external ear canal for 15–20 min
it is removed. The surgical procedure may then be
completed. This product has been used for myrin-
gotomy under local anesthesia.

Phenol is the common topical anesthetic for myrin-
gotomies. It is applied over the specific area of the
tympanic membrane where the myringotomy is to be
performed. It acts by causing instant epidermal
destruction. The section of the tympanic membrane
in contact with the phenol turns white owing to the
anticipated proteins, indicating an anesthetic effect.
Healing occurs by hyperplasia of the epithelium
and connective tissue but may take some time after
applications.[16]

OTHER PREPARATIONS

Propylene glycol is a good base for many of the com-
bination antibiotic drops. It acts as a dehydrating
agent to fungi and enhances the effectiveness of other
antifungal medications. Occasionally, a patient may
develop a contact dermatitis from this agent.

Corticosteroids are added to many ototopical com-
bination drops to reduce the inflammation and puritis
associated with the acutely infected ear. Corticoster-
oids may also be used primarily to treat dermatoses
found in the external ear canal, primarily psoriasis
and seborrheic dermatitis. These compounds may
reduce the scaling, itching, and inflammation.

Silver nitrate, as a solution or as a powder on a
stick applicator, is occasionally used in the external
ear canal as a cauterizing agent. It may be applied to
granulation tissue or to the site of a superficial infec-
tion. Generally, it is well tolerated; however, if it is
excessively applied and bone is exposed, the area does
not heal, and surgical correction may be required.

Table 5 Ototopical powder preparationsa

Ingredients

Amount per

dosage (mg)

Chloromycetin 50
Sulfanilamide 50
Fungizone 5

Chloromycetin 50

Sulfanilamide 50
Fungizone 5
Hydrocortisone 1

aFor patients who are allergic to sulfanilamide, these preparations

are available without sulfanilamide.

Fig. 2 Bulb insufflator used for antibiotic powders. The cap-
sules contain the antibiotic powder and are placed inside the

bulb insufflator.

Table 6 Otic anesthetic preparations

Product Anesthetic agent Other ingredients

Americaine Otic Benzocaine (20%) Glycerin
Polyethylene glycol
Benzethonium chloride

Auralgan Otic solution Benzocaine Glycerin
Antipyrine

EMLA Lidocaine Polyoxyethylene

Prilocaine Carboxypolyethylene
Sodium hydroxide

Phenol Carbolic acid
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OTOTOXICITY

The subject of ototoxicity must be addressed whenever
discussing the development of new ototopical prepara-
tions. It is an important topic from a clinical stand-
point and a medicolegal point of view.

In the presence of an intact tympanic membrane,
ototoxicity is less important, because the preparation
has to be systemically absorbed for an ototoxic effect
to occur. This issue is most relevant in cases of chronic
suppurative otitis media with a perforated tympanic
membrane for which the ototopical medication has
the potential to reach the inner ear via the middle
ear. Placed within the middle ear, ototopical medi-
cation may diffuse across the oval or round window,
resulting in inner ear absorption. These windows con-
sist of a thin membrane separating the middle ear
space from the inner ear fluids. There is controversy
regarding the clinical relevance of ototoxicity in cases
of chronic suppurative otitis media.

A comprehensive review of the ototoxicity of the
various ototopical preparations has been published.[27]

Table 7 lists the agents in which ototoxicity has been
demonstrated in animal models. There is no antiseptic
that is thought to be free of ototoxicity. The antifungal
medications nystatin, amphotericin B, clotrimazole,
and tolnaftate have been tested in animal models and
found to be free of ototoxicity. The antibiotic found
in common otic compounds (Polymyxin B and
Neomycin) has demonstrated ototoxicity. Chloram-
phenicol and Colistin are also ototoxic. The new qui-
nolone otic preparations (Floxin and Cipro) have not
demonstrated ototoxicity. The antibiotic Sulfaceta-
mide present in ophthalmic preparations has not
demonstrated ototoxicity. No evaluation of the oto-
toxic effects of topical Tobramycin has been published,
although it is thought to be similar to gentamicin in
this respect. Although hydrocortisone has demon-
strated ototoxicity in animal models, other corticoste-
roids such as triamcinolone and dexamethasone have
not. Desonide has not been tested.

Numerous animal studies have been undertaken to
evaluate the ototoxic effects of these different medica-
tions; however, the results must be examined with

caution because of the differences between the animal
models and the human temporal bone. The small
mammals used in these studies, usually chinchillas
or guinea pigs, have a round window that is easily
exposed and very thin compared with the human ear.
The human round window is more deeply recessed in
bone and is six times thicker than that in the chinchilla.
Some temporal bones may actually demonstrate a thin
shelf of bone or a thick fibrous plug covering the round
window.[28] Further studies must be completed to
determine the significance of these differences with
respect to ototoxicity and ototopical preparations.

A 1992 survey of otolaryngologists revealed that
80% believed that the risk of sensorineural hearing loss
resulting from otitis media was higher than the risk of
sensorineural hearing loss from using an ototopical
agent known to be ototoxic.[29] As McCabe noted in
his editorial comment:[30]

In 30 years of practice, I have not recognized a single

ear damaged in hearing from any antibiotic ear drop,
however long term. This total experience has not
changed since then.

This comment is important not only for patient
care, but also for medicolegal reasons.

CONCLUSIONS

A variety of otic preparations have been reviewed
here, including indications, side effects, and limitations.
The ideal cerumenolytic compound has not yet been
developed, nor has a cerumen replacement product.
Antiseptics enjoy wide application but are limited
when used in the presence of a perforated tympanic
membrane. Available antifungal medications appear
to be adequate for the treatment of otomycosis,
although none have been approved as otic prepara-
tions. The limitations of the otic antimicrobial drops
have been stated, including the potential both for
organism resistance and for ototoxicity. The recent
introduction of Floxin and Cipro HC products make
available better otic antimicrobial drops for treatment

Table 7 Ototoxic otic preparations

Solvent Antifungal Antiseptics Antimicrobials Anti-inflammatory

Propylene glycol Cresylate Acetic acid Chloramphenicol Hydrocortisone

Alcohol Colistin

Benzalkonium chloride Gentamycin

Iodochlorhydroxyquinolone Neomycin

Chlorhexidene acetate Polymyxin B

Povidone-iodine
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of otitis externa and chronic otitis media. These drops
have generated renewed interest in the development of
ototopical preparations. Powder preparations are not
widely available and must be specifically prepared by
a pharmacist each time they are dispensed.

The current practice of some otolaryngologists
using medications that have not been approved by
the FDA for ototopical use demonstrates the need
for new otic preparations. It is hoped that this article
will lay the foundation that to enable the development
of these new products.
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INTRODUCTION

Outsourcing of pharmaceutical development is big busi-
ness and getting bigger. Of the over $40 billion per year
research and development budget of pharmaceutical
companies, about one-fifth, or $8 billion, is presently
expended at contract service organizations (CSO), and
the amount is projected to increase at a rate of about
10% per year in the future. The term CSO includes
contract research organizations (CRO), contract manu-
facturing organizations (CMO), site management orga-
nizations (SMO), and any other organization that
provides the pharmaceutical industry, or client, with a
contract service. Most of this outsourced effort is being
expended on the non-clinical drug development, clinical
trials, and manufacturing aspects of the drug develop-
ment process. However, many clients are now using
CSOs for drug discovery and potential for development
characterization support to generate novel compounds
with biological activity against a given target system
and then to identify those discovery leads that have
the desired attributes with a minimum of detrimental
effects needed to become successful preclinical drug
candidates. The purposes of this article are to:

1. Describe the history and present status of CSOs;
2. Discuss how clients and CSOs interact;
3. Summarize the services CSOs provide clients;
4. Outline how virtual organizations and consul-

tants interface with clients and CSOs; and
5. Present emerging trends for CSOs.

A complete listing of all the CSOs that offer clients
support in one or more of the drug discovery and
development processes is beyond the scope of this
article. A number of reports are available that provide
detailed information on CSOs and the services they
provide. Some of these reports are listed in the Refer-
ences. Another common source of information on the
services offered by CSOs is the Internet, where most
CSOs maintain detailed, up-to-date websites.

HISTORY OF OUTSOURCING

CSOs have been around since the 1940s but have only
been major participants in the drug development

process for the past 30 years or so and in drug
discovery for 10 years or less. The first firms to offer
drug development services were not-for-profit research
institutes such as Stanford Research Institute, now SRI
International, and Midwest Research Institute. With the
regulatory requirement that non-clinical safety stud-
ies, primarily in toxicology, be conducted according
to Good Laboratory Practices (GLP) regulations, for-
profit CSOs started to offer chronic toxicity and carci-
nogenicity study support. At about the same time, the
clinical testing requirements needed to characterize the
safety and efficacy of a novel chemical entity (NCE)
increased dramatically, and Good Clinical Practices
(GCP) regulations were issued. Monitoring and audit-
ing of clinical trials to ensure that the data captured on
Case Report Forms (CRFs) and other documents accu-
rately reflected information in the raw data were ini-
tially accomplished by Clinical Research Associates
(CRAs) of the clinical trial sponsor. First independent
CRAs and then CSOs were employed by pharma-
ceutical firms to provide independent auditing of the
clinical trial investigational sites.

In the 1980s, a new player came onto the field, bio-
technology, with the intent to make macromolecules into
therapeutic products. Although many of the new firms
had excellent biology and pharmacology expertise, they
knew little about the regulatory-driven non-clinical
and clinical research and manufacturing requirements
necessary to develop a discovery idea into a therapeutic
product. Thus, these new companies turned to CSOs.
However, most, if not all, of these service providers
also did not know how to effectively characterize and
develop macromolecules. Thus, the biotechnology com-
panies, the regulatory agencies, and the CSOs rapidly
learned how to solve the major problems associated with
macromolecule research. After submitting an IND, the
biotechnology companies turned to CSOs for assistance
in conducting clinical trials, which required the CSOs to
expand services to include protocol development, CRF
design, investigator and site selection, data management
and statistical evaluation, and report writing. With the
increased level of outsourcing, the number of clinical
CSOs grew rapidly.

In the 1990s, a group of major events again changed
the CSO playing field. The ability to generate libraries
of compounds using combinatorial chemistry tech-
niques, high-throughput screening (HTS) techniques to

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000411
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rapidly evaluate the biological activity of these librar-
ies, and bioinformatics to manage and evaluate the
large amount of data being generated changed the drug
discovery process. The mapping of the human genome
will produce a dramatic increase in the number of
therapeutic targets available, with the number pro-
jected to grow from the few hundreds of targets avail-
able today to many thousands in the next few years.
Drug discovery groups have been charged to expe-
ditiously find new drug candidates to fill the drug
development pipeline. Some companies have devel-
oped, or are developing, in-house groups to meet this
challenge, whereas others formed partnerships with
small biotechnology firms, and still others combined
these approaches. In addition, a number of new CSOs
were started to provide research services in these rela-
tively novel areas of genomics, proteomics, combina-
torial chemistry, HTS, and bioinformatics.

PRESENT STATUS OF OUTSOURCING

CSOs are rapidly adapting to meet the needs of their
clients. These changes appear to take one of two ave-
nues. Some CSOs, such as MDS and Quintiles Trans-
national, are attempting to become full-service, or
almost full-service, CSOs by providing research ser-
vices in drug discovery, potential for development
characterization, non-clinical drug development, clini-
cal trial research, and manufacturing. Other CSOs
specialize in a given area, such as animal pharma-
cology studies or phase II to IV clinical trial support.
Many pharmaceutical industry observers think that
the midsize CSOs will disappear over the next few
years, either through mergers with other CSOs or by
acquisition by larger CSOs or companies that desire
to enter this rapidly growing, but highly competitive,
business.

Only a few years ago, drug discovery research was
never, or only very infrequently, outsourced to CSOs.
Grants to university groups were used to develop mod-
els and at times to test discovery leads in these newly
defined models. Now, many pharmaceutical companies
use CSOs in addition to university groups to support
some aspects of their drug discovery efforts. The tran-
sition from drug discovery to drug development has
also undergone substantial change in the last decade.
A number of CSOs now support this rapidly growing
area to assist clients in determining whether a dis-
covery lead(s) has the necessary attributes for further
development. The greatest consolidation in the CSO
industry has been in non-clinical and clinical drug
development, in which contractors that had offered
services in one of these areas are adding the other so
that they can better serve clients. These additions are
frequently accomplished by acquisition of other CSOs

that are already offering the desired services, but some
CSOs are developing and increasing their own capa-
bilities. A similar trend is occurring in CSOs offering
manufacturing support, in which capabilities to pro-
duce Good Manufacturing Practice (GMP)-quality drug
substances and drug products are being augmented with
services such as shelf-life stability studies and impurity
profiling.

With consolidation and expansion, large CSOs are
becoming bigger and are now being called mega-CSOs.
Since 1996, the eight largest CSOs have made more
than 40 acquisitions, suggesting that the market is
shifting from small CSOs to larger firms. Some recent
highly publicized acquisitions include Quintiles’ pur-
chase of Innovex and Medical Action Communications
and Bulter Clinical Recruitment Service. For Phoenix
International Life Sciences, which was acquired by
MDS in 2000 and is now called MDS Pharm Services,
expansion started in 1995 with the acquisition of
I.T.E.M. Holding S.A, IBRD-Rostrum Global, Insti-
tute for Pharmacodynamic Research, Anawa Holding,
McKnight, and Clinserve to provide multinational
capability in clinical research and Chrysalis Interna-
tional to supplement services in non-clinical develop-
ment. PPD, Inc. has purchased Wisconsin Analytical
and Research Service, Gabbay Group, Ltd., Applied
Bioscience International, Inc., Belmont Research,
SARCO, Inc., GSX Technology, and ATP. Numerous
other mergers and acquisitions have taken place, and
the trend is expected to continue. However, for each
CSO that combines with or is acquired by another
CSO, a new player, usually offering a novel service
such as genomics or in vitro metabolism, comes onto
the field. Whether to use a mega-CSO or a number
of smaller, but specialized, CSOs to support outsourc-
ing needs is a question to be addressed by pharmaceu-
tical clients. Another way of asking the question is
whether ‘‘one-stop’’ shopping is better than looking
at a number of ‘‘specialty houses’’ that offer only a
limited line.

As pharmaceutical clients develop drug candidates
for the global market, CSOs have expanded their
services, primarily clinical trial support services, to
include not only North America, Europe, and Japan,
but also a number of emerging markets. A major
reason that pharmaceutical companies can enter the
foreign markets and that CSOs can offer support
services in these markets is the harmonization of the
drug development processes through the efforts of the
International Conference on Harmonisation (ICH)
and the ICH guidelines. Even through ICH guidelines
currently apply only to U.S., European, and Japanese
research efforts, most other countries are adopting
these guidelines. The presently issued ICH guidelines
primarily deal with the quality of drug substances
and drug products, non-clinical safety, and clinical
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trials. CSOs, although not a major participant in the
definition of the ICH guidelines, are an influential
group for their implementation.

CLIENT AND CONTRACTOR INTERACTIONS

Outsourcing is now a common practice of almost all
pharmaceutical companies. For example, the use of
CSOs to support some aspect of clinical trial research
has grown from approximately 30% of the clinical stud-
ies conducted in 1993 to over 60% in 1997. The processes
that a client uses to select a CSO and how a client
interacts with the CSO ensure contracted research stud-
ies are monitored appropriately and completed on time
and within budget.

A pharmaceutical company identifies a lead candi-
date that mediates a human disease. For a variety of
reasons, corporate management decides to have some
or all regulated non-clinical and clinical studies or the
manufacturing aspects of drug development performed
by a CSO(s). The drug development project team is
commonly responsible for coordinating the outsourc-
ing program and for ensuring that the development
program stays on time, on track, and on budget. For
a small company, this may be the responsibility of
two or three researchers who need to have a good
understanding of each of the scientific disciplines for
which outsourced studies are being considered. A
common practice for many firms is to use a consultant
or a consulting firm to assist in outsourcing.

The first requirement for a successful research pro-
gram at CSOs is to identify which aspects of the drug
development program are to be conducted at a CSO
and the projected timeline for when these studies need
to be initiated and completed so that the results are
available for decision making and regulatory agency
submissions. A well constructed drug development logic
plan provides much of this information. The client needs
to identify and then select the appropriate CSO(s) to
conduct the desired research studies. The client also
needs to monitor the CSO(s) to ensure that the studies
are conducted as described in the study protocol and
that the results generated are appropriately recorded first
in the study records and then in a study report.

CSO Selection

The steps a client should take to identify and select
CSOs include but are not be limited to:

� Preparing detailed study designs for each of the
research projects to be contracted.

� Determining which CSOs are to be considered.

� Soliciting cost and time proposals for each study
design from each CSO selected.

� Evaluating the proposals and selecting those CSOs
to be considered further.

� Conducting site visits to ensure that the CSOs are
qualified to conduct the research studies.

� Negotiating time and cost for completion of the
research studies.

� Selecting the CSOs and awarding the contracts for
each study to be outsourced.

The number of person-hours required for the iden-
tification and selection process depends on the size of
the research program to be contracted. Normally, a
minimum of 1 to 2 person-weeks is necessary to effec-
tively evaluate three to four CSOs for each research
study to be outsourced. Many clients use consultants
to assist in the CSO selection process. However, these
clients need to ensure that the consultant has the nec-
essary expertise and knowledge of how CSOs operate.
A common mistake is to hire a consultant with expert-
ise in a disease area but not in the research process,
such as toxicology or drug metabolism, or in regulat-
ory compliance but not in the science necessary to
characterize a drug candidate successfully.

Clients commonly use one of three strategies to
identify CSOs. These strategies can be designated vir-
tual, preselected, and special study. The virtual strategy
is favored by clients who do not have the resources
to conduct GLP-, GCP-, or GMP-regulated research
studies. A primary benefit is that the various types of
expertise and the infrastructure needed to support reg-
ulated studies can be devoted to completing research
studies without the client having to build the in-house
groups and facilities and thus experiencing costly time
delays. A primary limitation is that the client can be vul-
nerable to poor CSO selection or to mismanagement
by the CSO. In the preselected strategy, a limited num-
ber of CSOs are prequalified to support a client’s
possible outsourcing needs. The qualification process
usually includes a detailed site visit to determine which
types of research studies can be placed at the CSO.
This strategy can provide a synergistic working rela-
tionship between the client and the CSO. A major
drawback is the unnecessary limitation of outsourcing.
If a number of CSOs have the desired expertise but the
client’s prequalified list contains only a couple of those
CSOs, other possibly better qualified CSOs are not
even considered. The final strategy, special study, is
used by some clients to place single or a few research
studies with a contractor. This strategy allows a critical
study to be completed to meet the timeline on a drug
development plan. However, some companies use this
strategy for all of their outsourcing needs and then
attempt to integrate the results for the independently
conducted studies into a drug development story.
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For a client with substantial drug development expert-
ise, this strategy may work but requires considerable
effort in identifying and selecting CSOs, monitoring
the various CSOs, and synthesizing the results from
the various research studies. CSOs are generally not
in favor of this strategy because they become only ‘‘a
pair of hands,’’ and have little understanding of the
overall development program and thus cannot provide
the client with their considerable expertise. Whichever
selection strategy is used, the client needs to select the
CSO carefully. One poorly conducted study can effec-
tively delay the drug development process until the
study has been repeated and the results integrated into
the overall story. If this delay is for a research study on
the drug development critical path, the projected time
for regulatory agency submission has to be changed,
thus delaying approval for marketing and resulting in
lost revenue for the client.

What are some of the items clients look for when
evaluating and selecting CSOs? That list could be
quite long, and only a few of the many criteria are
presented here.

� Project management skills: The CSO project man-
ager ensures that the contracted activities are com-
pleted in a timely and cost-effective manner. This
individual needs to be identified early so that an
acceptable working arrangement can be established.

� Research area and therapeutic experience: A
CSO with expertise in a variety of scientific disci-
plines and therapeutic areas will have a pool of
experts available as a knowledge resource as results
become available for evaluation.

� Flexibility and adaptability: The ability to adapt
to changes in research study parameters and time-
lines is important to understanding the dynamic
nature of the drug discovery and development pro-
cess. A CSO needs to be able to interact effectively
with a client to modify a study design or an ongoing
research study.

� Timeliness: A CSO needs to be able to provide the
contract service(s) agreed on in the desired time
frame.

� Integrity: The results to be generated need to be
accurate, complete, and unbiased. Previous per-
formance or references from other clients can assist
in ascertaining how the CSO will perform in
providing ‘‘good’’ as well as ‘‘bad’’ news.

� Quality assurance (QA) awareness: The CSO’s
established procedures ensure both quality work
and that current regulations are followed. A review
of the CSO’s standard operating procedure (SOP)
manual and discussions with the QA manager
will provide this information. Also, results from
recently conducted regulatory agency audits should
be reviewed.

� Training: The documented training process ensures
that all research study personnel have the necessary
skills for conducting their aspect of the contracted
study.

� Services offered: The CSO offers a sufficiently
broad scope of services for conducting the contrac-
ted research study in the shortest time possible. The
services offered anticipate contract project demands
and respond quickly to project dynamics.

� Communication: The CSO provides information
in an acceptable format and on a timely basis. A
constant open line of communication should exist
between the client and the CSO.

� Partnership: The CSO considers itself a partner
with the client and is service-oriented. The CSO cre-
ates a team environment to perform as an extension
of the client’s project team.

One item not listed above is cost. Most clients use
cost as an evaluation criteria, at times the only criteria.
Although important, cost needs to be evaluated in
conjunction with other CSO selection items. A CSO
offering the lowest price may not:

� Fully understand the research objectives;
� Be able to conduct the studies on the timeline

desired;
� Include all the tests or evaluations necessary to sup-

port a regulatory submission; or
� Provide a complete evaluation of the study results.

If all other selection criteria among CSOs are equal,
then cost can and should be used to select the con-
tractor. Once a CSO has been selected, time and cost
negotiating is justifiable to ensure that the client
receives the best quality study for the best price.

CSO Monitoring

The identification and selection process is only the first
step. The second aspect involves monitoring the CSOs
to ensure that the research studies are conducted accord-
ing to the research protocol, that the results are obtained
using appropriate techniques and procedures, and that
the data generated are correctly recorded and docu-
mented in the study report. Many clients hire firms, such
as other CSOs or consultants, to monitor outsourced
research studies, particularly clinical trials and manu-
facturing projects. In doing so, the clients should use
the same techniques to select and evaluate the monitors
as they use to identify a CSO. Monitoring studies at
CSOs should include but are not be limited to:

� Reviewing and approving the protocols, which
should provide information on all aspects of the
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study, and detailing the procedures to be followed
to successfully complete the study.

� Monitoring various aspects of each study to ensure
that the data collected do not contain ‘‘surprises’’
that can prevent the results from being used to sup-
port submissions to regulatory agencies.

� Assisting in the evaluation and interpretation of
results to ensure that the data are analytically
acceptable and correctly correlated to tell the story
of the experimental results.

� Reviewing study reports to ensure that they accu-
rately reflect the generated results, document any
deviation from the study protocols, and give appro-
priate conclusions.

The number of person-hours required to appropri-
ately monitor a research study conducted by a CSO
again depends on the size of the research program.
Normally, a minimum of 1 person-week for each in-
life or inpatient phase month of a research study is
required and includes the time necessary to review
and approve the study report.

OUTSOURCING OF DRUG DISCOVERY

Drug discovery strives to find new ways to discover
novel compounds and to identify new targets for
treating the various disorders affecting humans. After
years of first synthesizing individual compounds, then
purifying and obtaining physical and chemical charac-
terization of the new chemicals, and finally testing the
NCEs in pharmacological models of a particular human
disease, the pharmaceutical industry has embraced
combinatorial chemistry as a way to generate large
numbers of structurally unique compounds, HTS to
test these chemicals for biological activity against a tar-
get, genomics to identify the genetic code for enzymes
and proteins that might be new drug targets, proteo-
mics to produce the newly identified natural proteins
and to characterize their functions in the body, and
bioinformatics to organize and evaluate the enormous
amounts of data generated. Once a lead or, more likely,
a group of leads is identified, the biological activity in
other in vitro and in vivo pharmacology models is
explored further, and structural activity relationship
(SAR) techniques are used to further modify the mol-
ecular structures of the leads to identify NCEs with
very high potency and specificity, which means the
leads have minimal or acceptable adverse effects or
interference with other physiological functions or organ
systems.

The present cost and time estimate for the drug
discovery and development process is approximately
$500 million and 12 to 14 years, respectively, for
each new therapeutic agent that reaches the market.

The time and cost profile is shown in Fig. 1. The drug
discovery and preclinical phases, or the first few years,
are relatively inexpensive relative to the clinical, non-
clinical, and manufacturing phases, in which over
80% of the cost and more than half the time are
expended. The $500 million cost includes the money
spent on the losers, those compounds that were ident-
ified as having biological activity against a target but
that do not successfully complete the process. Because
only approximately 2% of discovery leads selected for
preclinical development enter into clinical studies and
only an estimated 5% of these drug candidates result
in New Drug Application (NDA) submissions (for an
overall success rate of about 0.1%), finding and glean-
ing the losers probably uses more than 80% of the cost
and half the time needed to put a novel therapeutic
agent on the market. By identifying the losers early
in the process and thereby reserving precious resources
for discovering compounds that have a better chance
of success, companies could substantially reduce the
overall cost for each new therapeutic agent and use
precious resources on discovering and developing
compounds with a higher probability of being a winner
and thus also shorten the time required for drug
discovery and development.

All successful pharmaceutical firms understand
this problem and are constantly searching for novel
approaches to expedite the process and to reduce the
cost. One approach used more and more is to out-
source some or all of the drug discovery and pharma-
cology aspects to CSOs that have particular expertise
that are not available in a pharmaceutical company
and that would be costly in time and resources to
establish. This section summarizes the present scientific
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Fig. 1 Time and cost profile for drug discovery and
development.
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disciplines involved in the drug discovery process.
Because the techniques and procedures used in this
rapidly evolving area are changing so quickly, only
summary information can be presented. A few CSOs
that provide services in more than one discovery area
are listed in Table 1.

The entire human genome is projected to be sequenced
by 2002 or shortly thereafter. The human genome con-
tains 60,000 to 80,000 genes that code for proteins, many
of which could be new targets of mediating human
diseases, and many others that have little potential as
targets for drug therapy. Present projections suggest that
5000 to 10,000 of the genes, or approximately 10%, may
be involved in regulating some aspect of cellular function
or in producing signals to simulate or inhibit extracellular
events or other cells. In combination with chemical
libraries and HTS techniques, these new targets are
expected to identify many novel ways of treating diseases.
A major problem is determining which of these genes
are important in a disease process and which are not.
Proteomics is the science that will help in these determi-
nations. The newly discovered genes can be transfected
into bacterial or mammalian cell lines to produce
sufficient quantities of the protein for further characteri-
zation and study.

Combinatorial chemistry technology and the merg-
ing of automated library synthesis with the tradi-
tional medicinal chemistry principles to provide a
more rational approach to library generation are
providing pharmaceutical companies with millions of

novel compounds. Advantages of generating these
diverse libraries include acting as a synthetic substitute
for natural samples in random discovery screening pro-
grams and providing a systematic approach for SAR
studies to assist chemists and pharmacologists in defin-
ing the pharmacophore and other chemical structure
attributes that can be important for metabolic stability,
aqueous solubility, and lipid membrane penetration. A
key aspect is molecular modeling, which is critical to
understanding the chemical reactions and can be used
to model structures, provide conformational analysis,
and develop the pharmacophore or other structural
attributes. To support these efforts, a number of CSOs
offer combinatorial chemistry services and classical
synthetic capabilities for small organic molecules and
for macromolecules.

The library or other source of chemicals is screened
for biological activity, usually employing an in vitro
system in which a known biochemical process is ago-
nized or antagonized. The identification and character-
ization of the target system can be a rate-limited step,
especially for a newly discovered, genomic-defined tar-
get. The increased number of compounds to be tested
has required pharmacologists to devise novel techni-
ques to rapidly screen for biological activity. With a
number of new targets becoming available, many
pharmaceutical companies are turning to CSOs for
assistance in developing and implementing HTS assay
systems to evaluate the biological activity of the novel
compounds in libraries.

Table 1 Various drug discovery services provided by CSOs

CSO Genea Protb Chemc Screend Bioinfe Pharmf

Axiom Biotechnologies X X X

Cellomics X X X

Commonwealth Biotechnologies, Inc. X X X

Genespan X X X X

Jerini Bio Tools X X

Marin Biologic X X X X X

MDS X X X X

MRI X X X X

PPD, Inc. X X X X X

SRA Life Sciences X X X

SRI International X X X

THETAGEN X X X

TNO Pharma Institute X X X X
aGenomic research including sequencing, cloning, and analysis.
bProteomic research including expression and analysis.
cChemical synthesis of compounds including combinatorial chemistry to synthesize libraries of small organic molecules, peptides, and oligonu-

cleotides.
dScreening of drug discovery leads for pharmacological activity including HTS and assay development.
eBioinformatic techniques for genomic, chemistry, and pharmacology research efforts.
fPharmacology evaluation in either in vitro and in vivo models.
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Bioinformatics assists in understanding information
content and flow in biological systems and processes
and is becoming more and more important because
of the unprecedented growth in quantity and diversity
of these data. Applications for bioinformatic techni-
ques include understanding biological processes and
how they may malfunction, thus having an important
place in drug discovery and development processes.
At present, the role and function of most proteins
are at best incomplete and often non-existent. Bioin-
formatics can assist researchers in understanding what
protein each gene produces and in determining the
physiological role and function of each of these pro-
teins. Bioinformatics can facilitate the selection of drug
targets, biological pathways, receptor functions, gene
regulation, and intercellular communication and the
impact that each of these has on the others and on
normal and disease states. A number of CSOs have
developed bioinformatics tools and techniques and
offer these services to clients. Because this area is
growing so rapidly and new players are continuously
entering the field, any list of CSOs involved in bio-
informatics would be outdated before publication.

After a biologically active compound(s) has been
identified, additional, experiments are conducted to fur-
ther study the pharmacological activity. These studies
are frequently conducted in in vivo models, and ana-
logs of the lead are also tested to further characterize
the mechanism of action and to ensure that a com-
pound with high potency and specificity is identified.
This more classic in vivo approach to evaluating the
biological potency is a more rigorous SAR assessment
than one that uses in vitro systems because the dis-
covery lead(s):

� Has to be administered to the animal model and be
delivered to the site of action.

� Is subjected to drug metabolizing enzymes.
� May cause unexpected responses that describe a

novel activity or an unwanted adverse effect.
� Has to prevent the normal clearance processes from

eliminating the lead before it reaches the target in
sufficient concentration to elicit the desired biologi-
cal response.

For these and other reasons, most pharmacologists
still consider the use of in vivo animal models to evalu-
ate the pharmacology of a discovery lead(s) to be the
gold standard for assessing biological potency and spe-
cificity. An important requirement in SAR determina-
tion is having or developing an animal model that
correlates with a disease in humans. Developing these
animal models can be time-consuming and expensive,
and many important human diseases do not yet
have predictive animal models. Research to develop
acceptable models for these diseases is a high priority

at pharmaceutical companies. Many CSOs are also
involved in the definition and characterization of novel
in vivo models and, once available, offer these novel
models to clients.

OUTSOURCING OF POTENTIAL FOR
DEVELOPMENT CHARACTERIZATION

Completed drug discovery studies indicate that a
lead(s) mediates a disease process and has potential
as a therapeutic agent in humans. Is this lead now
ready to be transferred to the preclinical drug develop-
ment group? Or should additional, non-definitive
experiments be conducted to characterize more fully
the properties of the lead(s)? If more studies are neces-
sary, what experiments should be done? This section
describes some of the experiments that could be con-
ducted to evaluate the potential of a discovery lead
to become a development candidate and provides
information on CSOs that offer services in this rela-
tively new and rapidly evolving field. These non-
definitive studies may also uncover problems that have
to be resolved before starting the definitive preclinical
development studies and designing the clinical trial
protocols to evaluate safety and efficacy in humans.
A number of questions should be answered to effec-
tively plan the research studies needed to assess the
potential for development of a discovery lead. These
questions include but are not limited to the following:

� What is the human disease indication for the poten-
tial drug candidate?

� What are the proposed route of delivery and fre-
quency of dosing in human clinical studies?

� How long does the lead need to be in the body to
elicit the desired pharmacological response?

� Will the physical and chemical properties of the
lead allow delivery to the site of action?

� Can the lead be synthesized in sufficient quantity to
support a drug development program?

Six scientific disciplines, shown in Fig. 2, are involved
in the potential for development characterization of a
lead or the assessment of which lead from a group has
more development attributes and fewer drawbacks.
The classic approach to discover lead optimization has
been to turn the actives over to the pharmacology group.
The lead with the highest potency is then selected for
further development. During the past few years, a major
strategic change has been the addition of screening for
bioavailability or delivery, chemical and metabolic
stability, and, in some cases, pharmacokinetics and toxi-
city to complement the pharmacology testing. A drug
delivery group assesses which leads are effectively deliv-
ered by the proposed clinical route of administration.
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A solubility and stability group defines which leads are
easily degraded and are thus not good prospects for
formulation development or have insufficient aqueous
solubility to first dissolve and then stay in solution
after administration. The physiological distribution and
disposition of these leads are studied by the phar-
macokinetics group. The potential for the leads to be
metabolized to inactive or active metabolites is ascer-
tained by a drug metabolism group, which can also
conduct the drug–drug interaction studies recommended
as part of the drug development process.[1] An in vitro
toxicology group evaluates the leads for cellular, genetic,
and immunotoxicity. Finally, an acute toxicity study in
animals may be conducted to select the lead with the
optimal chance of successful development. This acute
toxicity study is not an LD50 study, which is not needed
for overall risk assessment.[2] If the pharmacologically
defined actives do not meet the potential for develop-
ment requirements, a pharmaceutical company has at
least two choices. The first is to select the compound
with the ‘‘best’’ overall profile and enter formal develop-
ment, which will most likely result in the selected
candidate being one of the preclinical or clinical losers.
The other is to start the discovery process over, hoping
that the next time an acceptable lead will be found
and that the lost time does not result in a competitor
discovering an acceptable compound that becomes first
on the market.

Safety pharmacology evaluations are commonly
considered to be part of the toxicology program but
are in reality pharmacology studies at exaggerated
doses designed to reveal the potential of an identified
discovery lead(s) or drug candidate to produce adverse
effects or secondary pharmacological effects on major
organ systems. Safety pharmacology is commonly
conducted shortly after a discovery lead has been
selected for further development, and the results are
used to assist in determining whether continued devel-
opment is warranted, to support regulatory agency

submissions, and to identify potential adverse effects.
An ICH guideline[3] indicates that safety pharmacology
studies include assessment of effects on vital functions
such as the cardiovascular, central nervous, and respir-
atory systems and that these tests should be conducted
before human exposure. In keeping with the current
regulatory climate, most pharmaceutical companies
conduct, or have a CSO conduct, a battery of tests
and, at times, subdivide these tests into groups to first
determine specific properties of compounds and then
to more fully characterize those areas where a response
is observed.

During the past few years, techniques to rapidly
evaluate potential for development parameters of a
large number of leads have been developed and are
now offered to clients as a service by a number of
CSOs. These screening methods use small amounts of
each lead and, in some cases, can evaluate more than
one lead simultaneously in a given sample. A few of
the CSOs that offer clients more than one service in
potential for development characterization and the
scientific disciplines for which they have expertise are
given in Table 2.

OUTSOURCING OF NON-CLINICAL
DRUG DEVELOPMENT

Before entering into human clinical trials, a drug candi-
date undergoes various preclinical studies to define and
characterize its safety and disposition profiles in animal
models. After entering the clinic, information on the
pharmacokinetics and toxicology of the drug candidate
in the relevant species (human) finally becomes avail-
able. The results from earlier drug development experi-
ments are usually re-evaluated in consideration of this
new information to ascertain whether the animal mod-
els were predictive of the efficacy and safety observed in
humans. If the animal results are extrapolative, the
remaining non-clinical animal studies are fairly
straightforward and are conducted to provide support-
ive information on the safety of the drug candidate.
However, if the early animal data do not extrapolate
to humans, additional animal experiments may be
needed to more fully understand the observed pharma-
cology and/or toxicology in humans. The following
discussion presents an overview of the research studies
conducted during non-clinical drug development,
which can divided into the broad categories of bio-
analytical and analytical chemistry, formulation devel-
opment, pharmacokinetics, drug metabolism, and
toxicology. Some of the CSOs that offer services in a
number of these disciplines are listed in Table 3.

A bioanalytical chemistry method is used to support
definitive pharmacokinetic and toxicology studies after
the assay has been appropriately validated. The validation

Bioanalytical
Chemistry

Drug Delivery Pharmacokinetics Toxicology

Potential for Development
Experiments

Pharmacology Drug
Metabolism

Fig. 2 Scientific disciplines involved in potential for devel-
opment characterization evaluations.
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experiments define acceptance and rejection criteria
for the range of reliable results, the lower and upper limits
of quantification, accuracy, precision, specificity, and
recovery and should include appropriate stability stud-
ies.[4,5] The validated method needs to be documented
in a test assay procedure, which lists the acceptance
and rejection criteria for each parameter evaluated, and
supported by appropriate SOPs.

Analytical chemistry and formulation development
and characterization are aspects of manufacturing
activities; however, these functions are critical for the
successful completion of many non-clinical and clinical
research studies. The section on outsourcing of manu-
facturing provides a summary discussion on analytical
chemistry and formulation development.

Preclinical pharmacokinetic and bioavailability experi-
ments are conducted to evaluate dose proportionality
over the dose range used in toxicology studies and
potential species-to-species differences in pharmacoki-
netic profiles. By incorporating one or two intravenous
dose levels into the studies, absolute bioavailability can
also be determined and information on the linearity
of absorption, distribution, and disposition kinetics
obtained. If more than one drug formulation is used in
toxicology studies, relative bioavailability experiments
comparing the formulations can determine whether
the extent of delivery is similar or different and thus
can make extrapolation of pharmacology and toxi-
cology results between animal species meaningful

and useful in designing the later non-clinical studies
and phase I safety and tolerance studies in humans.
An important application of pharmacokinetics is
determining the extent and duration of exposure, or
toxicokinetics, in the test species. An ICH guideline[6]

discusses the generation of toxicokinetic data to
support the development of a drug candidate. Unless
justified from pharmacokinetic results from humans
or from toxicokinetic observations, additional animal
pharmacokinetics are not usually conducted during
non-clinical development. Types of animal pharmaco-
kinetics that might be performed include multiple-
dose pharmacokinetics, bioavailability comparison
when the formulation used in early toxicology studies
is changed, newly identified drug candidate meta-
bolites distribution and disposition evaluations, effect
of food and time of feeding on the extent and dur-
ation of absorption, and drug–drug interactions if
the animal model is considered predictive of humans.

Drug metabolism experiments in toxicology animal
species are conducted to evaluate the protein binding,
mass balance, and tissue distribution and to use an
appropriately labeled compound. If the radiolabel is
not non-metabolically or metabolically stable, the
results from the drug metabolism experiments or other
studies using the labeled compound will have little if
any meaning or usefulness in determining the meta-
bolic fate of the drug candidate. The two most common
preclinical drug metabolism studies are for mass

Table 2 CSOs providing potential for development-assessment services

CSO Toxa SafPhb DMc PKd DDele Bioanf

CEDRA X X

Genespan X X

GENTEST X X X X X

Huntingdon Life Sciences X X

In Vitro Technologies X X X X X

Marin Biologic X X

MetaXen X X X

MRI X X X X

NaviCyte X X X

MDS X X X X X X

Primedica X X X

SRI–Serquest X X X

SRA Life Sciences X X X

SRI International X X X

TNO Pharma Institute X X X X X X
aIn vitro and/or acute toxicology.
bSafety pharmacology.
cIn vitro drug metabolism including enzyme induction, metabolic stability.
dIn vitro and in vivo pharmacokinetics including protein binding and drug–drug interactions.
eDrug delivery including in vitro and in vivo absorption assessment.
fBioanalytical chemistry method development and support.
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balance, which includes metabolite profiling and identi-
fication, and for tissue distribution. A routine aspect of
most tissue distribution studies is whole-body autora-
diography. Non-clinical drug metabolism studies that
may be conducted include multiple-dose tissue distri-
bution [as addressed in an ICH guideline[7]], additional
characterization and evaluation of metabolites, and stud-
ies such as fetal-placental transfer and lacteal secretion,
which provide toxicokinetic support for developmental
and reproductive toxicology evaluations.

A number of preclinical toxicology studies need to
be completed and documented in a regulatory agency
submission before initiating human clinical trials. The
number and types of toxicology studies depend on

the disease type, the duration of treatment, and the
country(ies) in which clinical trials will be conducted.
Preclinical toxicology studies include genetic toxicol-
ogy, local tolerance, immunotoxicity, and acute and
subchronic tests. After human clinical trials have been
initiated, non-clinical toxicology is continued with
chronic toxicology studies, developmental and repro-
duction studies, and carcinogenicity studies. One of
the most troublesome problems in interpreting
toxicology results is determining whether these data
are predictive of toxicity in humans. Quite often, ani-
mal toxicology may not correlate with human safety
because the observed toxicities are species-specific.
Species specificity is sometimes discovered early in

Table 3 CSOs providing various and multiple non-clinical services

CSO Toxa PKb DMc Bioand Forme

ABC Laboratories X X X

BIBRA International X X X X

BioReliance X X X

Center de Recherches Biologiques X X X X

ClinTrials Research X X X

Covance X X X X

Huntingdon Life Sciences X X X X X

IIT Research Institute X X X

ILEX Oncology X X X X

Inveresk Research International Limited X X X X X

ITR Laboratories Canada X X X X X

LCG Bioscience X X X X

Lovelace Respiratory Research Institute X X X X

MDS Pharmaceutical Services X X X X

MRI X X X X X

Northview Biosciences X X X

Nucro-Technics X X X

Oneida Research Services X X X

Oread Inc. X X X X

PPD, Inc. X X X

Primedica X X X X X

Quintiles Transnational X X X X X

Ricerca X X X X X

SGS Biopharma–Lab Simon X X X X

SRI–Serquest X X X X

SRI International X X X X X

STS duoTEK X X X X

TNO Pharma Institute X X X X X

WIL Research Laboratories X X X X X
aToxicology including subchronic and chronic, reproductive carcinogenicity.
bPharmacokinetics including toxicokinetics.
cDrug metabolism including radiolabel synthesis.
dBioanalytical chemistry.
eFormulation assessment, including solubility, stability, and delivery.
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development and can be used to design the early
human trials to ascertain whether humans also mani-
fest the observed toxicity.

An ICH guideline[3] indicates that local tolerance
evaluations are to be conducted in animals using the
route of administration proposed for humans. The gen-
otoxicity[8,9] and immunotoxicity[3] potentials of a drug
candidate are commonly studied shortly after a dis-
covery lead has been selected for further development.
The doses for definitive toxicology studies are defined
in dose-range-finding studies, which have a primary
goal of determining a maximum tolerated dose (MTD).
The route of administration, frequency, and duration
of dosing for this and other toxicology studies are
determined from the expected clinical use of the drug
candidate. When these parameters do not mimic those
used in human clinical trials, unexpected findings sur-
prises result, and the severity of the findings may be suf-
ficient to stop development of an otherwise promising
drug candidate. Most regulatory agencies require sub-
chronic toxicity studies in two species, one of which
must be a non-rodent, before the initiation of human
clinical trials. ICH guidelines[3,10] suggest the minimum
duration of toxicity studies needed to support phase I,
II, and III clinical trials. Regulatory agencies[2,3] require
chronic toxicity studies in two species for drug candi-
dates that are to be administered to humans for longer
than 3 months. Both subchronic and chronic toxicology
studies should include hematology, clinical chemistry,
and histopathology evaluations. Developmental and
reproduction toxicology studies are conducted to reveal
any effect of a drug candidate or its metabolite on
mammalian reproduction and to ascertain the potential
risks to humans. These studies evaluate male and female
fertility, embryo and fetal death, parturition and the
newborn, the lactation process, care of the young, and
the potential teratogenicity of the drug candidate. The
combination of studies selected needs to allow exposure
of mature adults and all stages of development from
conception to sexual maturity to conception in the next
generation.[11,12] Carcinogenicity studies encompass
most of the life span of the test species and are conduc-
ted to measure tumor induction in animals and to assess
the relevant risk in humans.[13–16] These studies are nor-
mally conducted concurrently with phase III human
clinical trials and are required by regulatory agencies
when human exposure to a drug candidate is antici-
pated to be longer than 6 months.

OUTSOURCING OF CLINICAL
DRUG DEVELOPMENT

Drug development is a long, complicated, highly regu-
lated process, with the clinical trial aspect of the overall
endeavor being both the most time-consuming and

expensive. The clinical development stage requires
approximately 75% of that time and over 50% of the
money expended. Pharmaceutical companies are con-
stantly searching for ways to shorten the clinical trial
stage. However, with time and cost of drug discovery
and development both still increasing, these efforts
have not been overly successful to date. One approach,
through the ICH process, is to harmonize many of the
clinical trial tasks so that research studies conducted in
one country are acceptable to the regulatory authori-
ties in other countries. An ICH guideline[17] provides
assistance on some general considerations for clinical
trials. This section addresses clinical drug develop-
ment, which is subdivided into four phases:

� Phase I: Safety and tolerance evaluation in human
volunteers or in a small number of patients and
pharmacokinetic and pharmacodynamic studies
(human pharmacology).

� Phase II: Efficacy in patients and dose-response and
dosing regimen definition (therapeutic exploration).

� Phase III: Definitive safety and efficacy in pati-
ents to define benefit-to-risk relationship and to
confirm the dose-response relationship (therapeutic
confirmation).

� Phase IV: Studies performed after marketing
approval, related to the approved indication, and
used to obtain abetter understanding of the benefit-
to-risk relationship and to identify less common
adverse events (therapeutic use).

For each clinical trial study conducted to support
the development of a drug candidate, certain features
are necessary to ensure that the study is appropriately
designed and conducted; that the data generated are
collected, evaluated, and interpreted; and that the
results are documented in a clinical trial study report.
These features can be designated clinical trial design,
investigator and clinical trial site selection, clinical trial
site monitoring, clinical trial supply management, data
collection and management, data evaluation and
interpretation, report writing, auditing, and regulatory
affairs. CSOs have become major players in the clinical
trial process. Their support ranges from designing and
conducting a phase I clinical trial at a CSO’s investiga-
tional site to coordinating a multinational, multisite
phase III clinical trial. CSOs offering clinical trial ser-
vices can be subdivided into two major classifications:
those that actually conduct clinical trials and those
that provide various clinical trial services. Table 4 lists
a few CSOs that conduct clinical trials, and Table 5
lists some of the many CSOs that offer clinical trial
support services in a variety of areas.

Phase I clinical trial studies include the initial
administration of an investigational new drug to

2496 Outsourcing



N
on

-P
re

sc
ri

pt
io

n–
O

ut
so

ur
ci

ng

humans, usually healthy male volunteers, because the
objectives of the study are non-therapeutic. However,
women are now frequently included in these studies
of first-time-use in humans close attention is given to
any adverse events (AEs) that occurs and to whether
these events are related to the drug candidate and dose
level, or are adverse drug reactions (ADRs). An ICH
guideline[18] provides harmonized definitions for vari-
ous terms including AE, ADR, serious adverse events

(SAEs), and unexpected ADRs. A common practice
in the first phase I clinical trial is to collect blood
and urine specimens to obtain preliminary pharmaco-
kinetic information in humans. Additional phase I
clinical trials are frequently conducted later to address
specific concerns such as relative bioavailability com-
parison when the formulation is changed; effect of
food and time of feeding; potential for drug-drug inter-
actions; pharmacokinetics in subpopulations such as

Table 4 CSOs that conduct phase I–IV clinical trials

CSO
Phase I Phase

Unita Specb II III IV

Advanced Biomedical Research X X

Anapharm X X

Applied Analytical Industries X X X

ASTER�CEPHAC X X X

BIBRA International X X

Clinical Pharmacology Associates X X

Clinical Research Services Turku X X X X X

ICSL Clinical Studies X X X X

Colorado Medical Research Center X X X X X

Covalent Group X X X

Covance X X X

CroMedica Global X X

Drug Research and Analysis Corporation X X

FARMOVS X X X X

Hill Top Research X X X

Inveresk Research International Limited X X

Kendle X X X

LCG Bioscience X X

Lovelace Respiratory Research Institute X X X

MDS X X X

Medeval Limited X X X

Northwest Kinetics X X X

PAREXEL X X

Pharma Bio-Research International X X

PPD, Inc. X X

PharmaKinetics Laboratories X X

Premier Research Worldwide X X

Quintiles Transnational X X

Research Testing Laboratory X X X

Simbec Research X X

TNO Pharma Institute X X

Valorum X X

West Pharmaceutical Services X X X X X
aPhase I unit with number of beds available listed, where known.
bBioanalytical chemistry support and pharmacokinetic and special population studies conducted.
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Table 5 CSOs providing multiple and various clinical trial support services

CSO Phase CTDa SMb DM/Bc RWd CSe A/RAf

Abt Associates Clinical Trials I–IV X X X X X

Advanced Biomedical Research I–IV X X X X X

Analytical Sciences I–IV X X X X

Anapharm I–IV X X X X X

Applied Analytical Industries I–IV X X X X X X

Applied Logic Associates I–IV X X X X X

A.R. Kamm Associates I–IV X X X X X X

Beardsworth Consult. Group I–IV X X X X X

Biomedical System I–IV X X X X X

BZT I–IV X X X X X X

Boston Biostatistics II–IV X X X X X

Cato Research I–IV X X X X X

Certus International I–IV X X X X X

Chiltern International I–IV X X X X X

Clinical Data Care I–IV X X X X X X

Clinical Investigation Support I–IV X X X X X

Clinical R&D Services I–IV X X X X X

Clinical Research Services Turku I–IV X X X X X

Clinimetrics Research Associates I–IV X X X X X

ClinPharm International I–IV X X X X X

ClinTrials Research I–IV X X X X X X

Colorado Medical Research Center I–IV X X X X X

Covalent Group II–IV X X X X

Covance I–IV X X X X X X

CroMedica Global I–IV X X X X X

Drug Research and Analysis Corporation I–IV X X X X X

FARMOVS I–IV X X X X X

Health Decisions I–IV X X X X X

IBAH I–IV X X X X X X

ICON II–IV X X X X X

ILEX Oncology I–IV X X X X X

Innovus Research II–IV X X X X X

InSite Clinical Trials II–IV X X X X X

Integrated Research II–IV X X X X

Inveresk Research International Limited I–III X X X X X

IST Studien Therapeutica II–IV X X X X X X

Kendle I–IV X X X X X X

LCG Bioscience I–IV X X X X X X

Lineberry Research Associates, L.L.C. I–IV X X X X X

MDS Pharmaceutical Services I–IV X X X X X X

MEDDOC ApS II–IV X X X X X

Medical Industries Corporation I–IV X X X X X

MEDISEARCH International I–IV X X X X

MediTech International Company, Ltd. I–III X X X X X

(Continued)
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the elderly, children, and ethnic groups; and possible
change in clearance in renally or hepatically impaired
patients.

Phase II clinical trial studies are designed primarily
to explore the relationship between the dose level and
frequency of administration and the efficacy and safety
observed in patients with a particular therapeutic indi-
cation or disorder. Normally, a primary endpoint is
selected to evaluate the efficacy; however, secondary
endpoints are often included to establish criteria for
monitoring patients in the more definitive phase III
clinical trials. Phase II clinical trials are commonly

placebo-controlled and blinded and may include a
comparator drug. An ICH guideline[19] describes a
number of possible study designs and also discusses
the appropriateness of each design for the patient
population and the disease indication and for obtain-
ing the desired information. The study designs include
parallel dose-response in which patients are rando-
mized to several fixed dose groups, factorial parallel
dose-response in which combination therapy is evalu-
ated, cross-over dose-response in which each patient
receives each dose level, forced titration in which all
patients are administered a series of rising doses, and

Table 5 CSOs providing multiple and various clinical trial support services (Continued)

CSO Phase CTDa SMb DM/Bc RWd CSe A/RAf

METRONOMIA I–IV X X X X X

mimc-International Medical Consultants II–IV X X X X X X

MTRA II–IV X X X X X

National Institute of Clinical Research I–IV X X X X

OMEGA Contract Research Organization III–IV X X X X

Paragon Biomedical II–IV X X X X X X

PAREXEL I–IV X X X X X X

Pharma Bioresearch Int’l. I–III X X X X X

PPD, Inc. I–IV X X X X X X

Pharmaceutical Research Associates I–IV X X X X

PharmaKinetics Laboratories I–IV X X X X X

Pharmanet II–IV X X X X X

PharmaPart I–IV X X X X X X

PharmaResearch I–IV X X X X

Precision Research I–IV X X X X X

Premier Research Worldwide I–IV X X X X X

ProTrials Research I–IV X X X X X X

PSI Pharma Support I–IV X X X X X X

Quintiles Transnational I–IV X X X X X X

Research Services I–IV X X X X X X

Research Testing Laboratories II–IV X X X X X

Schiff & Company I–IV X X X X X X

SCIREX I–IV X X X X X X

SGS Biopharm – Lab Simon I–IV X X X X X X

Spadille ApS I–IV X X X X X X

STATPROBE I–IV X X X X X

TOP Clinical Research I–IV X X X X

Valorum I–IV X X X X X X

Westat I–IV X X X X X
aClinical trial design and investigator and site selection.
bClinical trial site monitoring.
cData management and biostatistics.
dReport writing and other document preparation.
eClinical trial supply management.
fAuditing and regulatory affairs.

Outsourcing 2499



N
on-P

rescription–
O

utsourcing

optional titration in which patients are titrated over a
range of dose levels until they reach a predefined favor-
able or unfavorable response.

Phase III clinical trial studies are designed to con-
firm that the drug candidate is safe and effective in
patients with the intended therapeutic indication and
are conducted in a relatively large patient population
and frequently at multiple sites. The size and duration
of these studies make them, along with establishing
the manufacturing facility, the most time-consuming
and expensive aspects of drug development. Thus,
phase III clinical trials need to be carefully planned
and implemented so that the resulting database of
generated safety and efficacy data is sufficient to dem-
onstrate statistically that the drug candidate can effec-
tively mediated the disease indication without causing
substantial ADRs. For phase III clinical trial studies
intended to show effective treatment for a chronic
disorder, an ICH guideline[20] has been issued. Still
another ICH guideline[21] discusses developmental
approaches for drug candidates likely to be used in
the elderly because the indication is a disease of aging,
such as Alzheimer’s disease, or the population with
the disorder includes a significant number of geriatric
patients. As with most pharmaceutical companies,
CSOs do not have the necessary resources at their
own facilities to actually conduct multisite, multina-
tional phase III clinical trials.

Phase IV clinical trials start after a regulatory
agency has granted a marketing authorization to a
drug candidate, which is now a therapeutic product.
These phase IV studies need to relate to the approved
indication(s) and the dosage regimen(s) that were
authorized and are intended to optimize the use of the
drug. Phase IV clinical trials may include epidemiol-
ogy, drug–drug interaction, and subpopulation studies.

Not all clinical trials, especially large, multisite,
multinational phase III studies and phase IV postmar-
keting surveillance, pharmacoeconomic, and quality-
of-life studies, can be conducted at a CSO facility.
These types of studies, and many phase II efficacy
studies, are conducted in research- or university-based
hospitals or other investigational sites where a suffi-
cient patient population with the disease or disorder
to be tested is available. A number of CSOs offer
services to support clinical trial studies that are imple-
mented at one or more clinical trial sites. These services
can be broken down into relatively broad categories,
which are summarized later.

CSOs assisting clients with clinical trial design need
to be an extension of the client’s project team and have
access to all the data to assist in developing a realistic
clinical trial package to determine the safety and
efficacy of a drug candidate. In addition to assisting
clients with clinical development plans and preparing
clinical trial protocols, many of these CSOs also offer

clients services for the preparation of CRFs, investi-
gator brochures, IRB and IEC applications, and other
clinical trial-related documents. Unless a clinical trial is
being conducted at a predetermined site, selection of
the clinical site(s) and the investigator(s) who will be
responsible for the clinical trial is the next step. The
pharmaceutical company is ultimately responsible for
all research studies conducted during the development
of a drug candidate. However, the clinical trial investi-
gator is a key player[22] and has to have certain quali-
fications to assume a number of responsibilities. The
next step is training of site personnel in the specific
aspects and requirements of the study protocol. This
training can be critical, especially when the study uses
specialized or novel techniques for evaluating safety
and/or efficacy. Clinical trial monitoring assists in
ensuring that difficulties or problems are detected early
and that their occurrence or recurrence is minimized.
Overseeing the quality of a clinical trial involves checks
of various aspects that may include ascertaining
whether the study protocol and SOPs are being fol-
lowed, whether GCP regulations and other regulatory
agency regulations are being followed, the acceptabil-
ity of data being generated and listed on CRFs and
other clinical trial documents, the success in reaching
planned patient accrual targets, success in keeping
patients in the trial, and tracking clinical trial supplies.
An ICH guideline[22] offers guidance on the various
aspects of monitoring.

The proper management of the drug candidate and
other products, such as comparator drugs and place-
bos, is in many respects as important to the success
of a clinical trial as the care and management of the
patients. The clinical trial supplies need to be appropri-
ately characterized, manufactured in compliance with
GMP regulations, and, if applicable, coded and labeled
to protect the blinding of the clinical trial study.[22]

Outsourcing to CSOs or other companies of manu-
facturing and formulation development research is a
common practice. This outsourcing does not relieve
the clinical trial sponsor of responsibility for ensuring
clinical trial supplies meet the requirements for the
proper conduct of a clinical trial.

The primary focus of the data collection and man-
agement process is to provide a guaranteed, quality-
assured, final database, which is accomplished by
standardized strategies for handling data, verification
of data, comparing and repairing data entries, and
verifying the accuracy of the data. Inaccurate or
incorrect clinical trial data can result in an otherwise
successful clinical trial being erroneously interpreted
for safety and/or efficacy parameters. Three ICH
guidelines[18,23,24] address safety data management
issues. The data collected from a well designed, well
conducted clinical trial are evaluated to ascertain the
benefit-to-risk relationship for the purposed therapy.
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When the patients who received a drug candidate have
the disease manifestations completely eradicated and
experience no other effects while patients treated with
a placebo have a continuation of the disease process,
the evaluation is not difficult. However, that is rarely,
if ever, the case, and evaluation requires detailed stat-
istical analysis of the collected data. An ICH guide-
line[25] covers statistical issues related to the scope of
clinical trials, design techniques to minimize bias, types
of clinical trial designs, conduct considerations, data
analysis for efficacy, evaluation of safety and tolerance,
and reporting.

Pharmaceutical companies are constantly bom-
barded with advertisements and brochures from CSOs
and other groups that promise unrealistic speed in
clinical trial design and management to expedite clini-
cal development. What is missing from this picture?
The compiling of the non-clinical and clinical findings
in a detailed, well designed, believable story that results
in the production of a high-quality regulatory agency
submission for marketing authorization. This effort
requires the expertise of scientific and medical writers
who use clear, concise writing to share the science of
drug development. All data and results, both positive
and negative, generated during the development of a
drug candidate need to be included. An ICH guide-
line[26] offers assistance in the generation and compi-
lation of clinical trial study reports that are acceptable
to all ICH region regulatory agencies. Many CSOs
offer scientific and medical writing services, and some
consider their medical writing capabilities to be more
than just another service offered.

The audit of a clinical trial is independent and
separate from routine clinical trial monitoring and
quality-control functions. An audit is an aspect of
quality assurance and evaluates clinical trial conduct
and compliance with the study protocol; applicable
SOPs; GCP, GLP, and GMP regulations; and appli-
cable regulatory agency regulations.[22] A clinical trial
auditor is to be independent from the clinical trial.
Because a clinical trial auditor(s) cannot have been
involved in the study, clients who use a CSO to support
the various aspects of clinical drug development and
then contract with the same CSO to audit clinical trials
need to ensure that the auditor(s) is truly independent.
To achieve this goal, clients may contract with one
CSO to support the clinical trial and another CSO or
a qualified independent consultant(s) to conduct the
audit. An estimated 80% of the regulatory agency
approval process focuses on the clinical trial sections
of a marketing application submission. To ensure that
these, and other, sections are complete and meet the
perceived specifications of the regulatory agency
reviewers, most pharmaceutical companies have
established regulatory affairs groups. These groups
commonly assist drug development project teams and

company management in defining and implementing
regulatory strategies for the various aspects of drug
candidate development, offer advice and recommenda-
tions on regulatory issues applicable to the countries
where marketing approval is being sought, and serve
as the primary contact between the company and regu-
latory agencies. Some CSOs offer regulatory affairs
capabilities.

OUTSOURCING OF CONTROL,
MANUFACTURING, AND CHEMISTRY

After clinical trials, the next most time-consuming and
expensive aspect of the drug development process is
the synthesis and characterization of the drug substance
and drug product, i.e., the manufacturing process. A
manufacturing process that is inappropriately designed,
implemented, and controlled can kill a promising drug
candidate or active pharmaceutical ingredient (API),
which is the term used by most manufacturing groups,
as easily as can life-threatening adverse effects or
insufficient biological activity. A drug candidate that
is costly to effectively produce results in high prices
to patient, that, unless the drug is the best or the only
therapy for a disease indication, lowers the market
share and thus the revenue to the pharmaceutical com-
pany. Similarly, a complex manufacturing process that
is difficult to control may result in API variations, in
both amount and impurity profiles, that can hinder
regulatory agency approval unless the manufacturer
can prove that the production processes are being
following and are producing the same material in each
production batch. The manufacturing process is fre-
quently changed to improve yield or decease impurities.
To ensure the drug substance is the same after proces-
sing changes, manufacturers develop and validate
characterization procedures to demonstrate and docu-
ment that the changes have not affected the material
being produced and that no previously undetected
impurities are present.

Many pharmaceutical companies outsource one or
more of the control, manufacturing, and chemistry
(CMC) processes, for which numerous regulatory
agencies guidelines are available. Reasons for this out-
sourcing include but are not limited to:

� Avoiding capital investment in facilities, equipment,
and personnel;

� Avoiding the need to establish and maintain a
GMP manufacturing facility;

� Gaining access to additional capacity and tech-
nology;

� Accessing a contractor’s expertise; and
� Expediting the time to market.
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Some CSOs that offer multiple CMC services to
clients are listed in Table 6. These services have been
subdivided into the major categories of manufacturing,
raw materials, formulation development, method
development, stability, packaging, and auditing.

The manufacturing process starts when the dis-
covery scientists synthesizes a compound that has
biological activity. The techniques used are usually suf-
ficient to produce milligram to gram quantities for
pharmacology studies but are rarely adaptable to the
large-scale synthesis necessary for generating the much
larger amounts of material needed for formulation
development and preclinical and clinical studies.
Shortly after a discovery lead is designated a preclinical
drug candidate, the manufacturing group begins the
research studies necessary to scale up the laboratory
bench synthetic procedure to a larger, or manufactur-
ing, process. Whether the drug substance is a small
organic molecule or a macromolecule, the procedure
may and usually does undergo substantial modification
during scale up to commercial production. A few of the
items that are evaluated during the establishment of a
manufacturing process include:

� Identifying synthesis and formulation methods,
including definition of equipment, processes, and
scale of production;

� Defining and validating processes for fill, finish, and
packaging;

� Determining procedures for waste disposal, includ-
ing appropriate environmental assessments; and

� Determining the number of batches required to
support development program and product launch.

One of the most important aspects of the manufac-
turing process is documentation and document con-
trol. Each step in the process, whether the results are
positive or negative, needs to be evaluated and docu-
mented to show that the manufacturer understands
what is happening and can control the synthesis, puri-
fication, formulation, and packaging of the drug pro-
duct. Some of the documents needed include:

� Chemistry, manufacturing, and control documents;
� Appropriate standard operating procedures;
� Validation protocols for methods and processes;
� Progress and final reports for methods and pro-

cesses; and
� Regulatory documents, such as IND, yearly

updates, and NDA.

The raw materials used in the synthesis, purification,
and formulation of an API are critical for the success-
ful manufacture of a drug product. The supplier or
vendor of each component and intermediate has to be
identified and certified, commonly through a detailed

site visit. The amount, timing, and cost of these
supplies are negotiated so that the key ingredients are
available when needed. Another important item is
determining the shelf-life of each raw material to ensure
that the ingredient has not deteriorated from the time of
purchase to the time of use.

Once the drug candidate is available, formulation
activities are initiated to develop a suitable dosage
for administration to animals and, later, to humans.
Depending on the route of administration, formula-
tions may be solutions, suspensions, aerosols, creams,
or solids. Because formulation ingredients can affect
the delivery profile of a drug candidate, in some cases
adversely, using a preclinical formulation that closely
resembles and mimics the proposed clinical formu-
lation is highly desirable. Thus, preformulation studies
need to be conducted as early in the development pro-
cess as possible. The formulation process usually
continues throughout the development process, with
changes made to improve stability, enhance delivery,
or mask the taste or appearance of the drug product.
Depending on the extent of the formulation change,
additional non-clinical and clinical studies may be
necessary to determine if the revised formulation has
the same characteristics as the original formulation and,
if not, what the extent and nature of the difference are.

Analytical chemistry methods are used for chemical
characterization of the drug substance and drug pro-
duct. This characterization includes qualitative tests
for structural identification and for impurities, degrada-
tion products, and contaminants.[27–29] Characteriza-
tion relies on well characterized, validated, analytical
chemistry methods, which may include USP methods
such as residual solvents, moisture content, residue
on ignition, and thermal determinations and drug
candidate-specific methods such as identification, con-
centration, impurity profiles, solubility profiles, and
stability under various temperatures and conditions.
For proteins and polypeptides, additional characteriza-
tion is necessary. Several ICH guidelines[30–37] have
been issued on characterization and discuss stability
testing, including photostability, impurities, residual
solvents, and test procedure and acceptance criteria
specifications.[33,34] Quantitative analytical chemistry
methods provide information on drug substance con-
centration, impurity profiles, and stability profiles.
ICH guidelines[35,36] for validation of analytical chem-
istry procedures address experiments to ascertain and
set acceptance specifications for specificity, detection
limit, quantification limit, linearity, range, precision,
accuracy, and robustness. Analytical methods need to
be validated for each sample type to be analyzed.

Stability testing determines how a drug substance or
drug product may change with time under various con-
ditions, such as temperature, humidity, and light and
defines storage conditions and shelf-life. A number of
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Table 6 CSOs that provide multiple and various CMC services

CSO Manua RMb Formc MDd Stabe Packf Audg

AAI X X X X

Abbott Laboratories X X X

Alpharma USPD X X X X X

AMRESCO X X X X X

Atlantic Pharmaceutical Services X X X X

Ben Venue Laboratories X X X X

BioAnalytika Laboratories X X

Boston Analytics X X X

Catalytical Pharmaceutical X X X X X X X

Charles River Laboratories X X

Chesapeake Biological Labs X X X X

Chromak Research X X X X

Circa Pharmaceutical X X X X X

Collaborative BioAlliance, Inc. X X X

Covance, Inc. X X X X X

Dow Chemical Manufacturing Services X X X X X X

DPT Laboratories X X X X X

Elemental Research X X X

Gibraltar Laboratories X X X X

Global Pharm Inc. X X X X X

Hauser, Inc. X X X X X X

IBAH Pharmaceutical Services X X X X X

IDEC Pharmaceutical Corporation X X X

International Processing Corporation X X X X X

J.B. Laboratories X X X X

Kansas City Analytical Services X X X

Lancaster Laboratories X X X

Magellan Laboratories X X X

MDS Pharmaceutical Services X X X X X X

Metrics, Inc. X X X X X

Metuchen Analytical X X X

Midwest Research Institute X X X X X

New Life Resources X X X X X

Nycomed Amersham X X X

Oneida Research Services X X X

Oread X X X X X X

Patheon, Inc. X X X X X X

Performance Solutions X

Pharm-ECO Laboratories X X X X X

Pharmaceutical Development Center X X X X X X

Pharmaceutics International X X X X X

Pisgah Labs X X X

PPD, Inc. X X X

Proceutics X X X

(Continued)
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ICH guidelines[30,32,37] describe and discuss stability
issues and testing requirement for NCEs and macro-
molecules. These guidelines provide manufacturers
and CSOs with acceptance specifications for acceler-
ated and long-term stability studies. In addition to
the drug substance and drug product, stability assess-
ment is frequently conducted on raw materials, key
intermediates, formulation excipients, and packaging
materials.

After the drug product is prepared, the next step is
packaging and labeling the material. Packaging
requirements depend on the final drug product (solid,
suspension, liquid) and the clinical indication (hospital,
physician office, or home use). For liquids to be dosed
parenterally, sterility of the drug product is important
and validated, and aseptic filling procedures are neces-
sary. For other dosage forms, specialized equipment
may be needed to place the drug product into the
desired package. Compatibility of the drug product
with any packaging material, such as vials, inner liners,
and closure systems, with which the product comes
into contact needs to evaluated. Proper labeling and
package insert information is critical for the proper

use of the drug product. The label and package insert
provide physicians, pharmacists, and patients with
information on:

� The drug substance, drug product, and formulation
excipients;

� Clinical pharmacology and the biological action of
the drug substance;

� Indications and usage for which the specific drug
product has been approved;

� Contraindications for when the drug product
should not be used;

� Warnings and precautions on the use of the drug
product;

� Adverse reactions reported and attributable to the
drug substance;

� Overdosage effects and treatment to counteract the
effects;

� Dosage and administration specifications for the
drug product; and

� How the drug product is supplied and appropriate
storage conditions.

Table 6 CSOs that provide multiple and various CMC services (Continued)

CSO Manua RMb Formc MDd Stabe Packf Audg

ProClinical Pharm. Services X X X X

Quantitative Technologies X X X

Quality Chemical Laboratories X X X

Ricerca X X X X

Schwarz Pharma X X X

SGS U.S. Testing X X X X

Sharp X X X

Shuster Laboratories X X X X X

Southern Testing & Research Labs X X X

SP Pharmaceuticals X X X X

SRI International X X X X X

STAT-A-MATRIX X X X

Steifel Research Institute X X X X

Taylor Pharmaceuticals X X X X X

Tetrionics, Inc. X X X

Tower Laboratories X X X X

Vital Pharma, Inc. X X X X X

West Coast Analytical Services X X X X

West Pharmaceutical Services X X X X
aManufacturing including process development and validation.
bRaw material including procurement and testing.
cFormulation development and characterization.
dMethod development for drug substance and drug product characterization.
eStability testing of drug substance and drug product.
fPacking services for drug product.
gGMP audit of chemistry, manufacturing, and control processes.
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Audits are conducted to ensure that the manufac-
turer—either a pharmaceutical company or a CSO—
has appropriately defined and documented the various
processes and methods required to produce the drug
substance and drug product and has the necessary
personnel and facilities to conduct and control the
manufacturing process and to determine whether
GMP regulations are being followed. As with clinical
trials, the pharmaceutical company developer is
responsible for the manufacture of the drug substance
and drug product, whether these activities take place
at the company’s facilities or are outsourced. Audits,
whether conducted by regulatory agencies or by the
developer, determine that the processes are under
control and in compliance with GMP regulations. Pro-
blems discovered during audits can usually be resolved,
and to prevent regulatory agencies from finding these
areas of concern, pharmaceutical companies use their
internal QA groups or their contract with the CSO
or independent consultant to conduct GMP audits of
the CMC aspects of drug development. As with its role
in clinical trial auditing, the auditors have to be inde-
pendent of the processes being audited, and at times,
clients outsource auditing of a manufacturing CSO to
another CSO that provides GMP auditing services.

VIRTUAL DRUG DEVELOPMENT
ORGANIZATIONS AND CONSULTANTS

Another relatively new player in the drug discovery
and development arena is the virtual drug development
organization (VDO), which, like the CSO, offers phar-
maceutical companies support in developing discovery
ideas into therapeutic products. However, VDOs do
not offer laboratory services, but provide clients with
coordination of the various drug discovery and
development activities necessary to characterize a drug
candidate and produce the compound in sufficient
quantity for non-clinical, clinical, and marketing
efforts. This coordination is accomplished by designing
and outsourcing the research studies to CSOs and then
compiling the results generated into regulatory agency
submissions. VDOs operate in one of two ways. One is
to contract with the pharmaceutical client and serve
as an extension of the client’s program. The other is
to out-license a drug candidate from a pharmaceutical
company or university technology transfer group.
In both cases, VDOs interact closely with CSOs.
Pharmaceutical firms need to evaluate VDOs using
the techniques and requirements used to select and
monitor CSOs.

Consultants have supported the pharmaceutical
industry for many years and provide expert advice on
the many aspects of the drug discovery and develop-
ment processes. This advice includes assisting in the

selection and monitoring of CSOs and in the interpret-
ation of results from outsourced studies. Pharmaceuti-
cal companies select consultants in a variety of ways,
the most common being the ‘‘good-old-boy’’ network,
in which a pharmaceutical company executive knows,
or has a friend who knows, someone who is now a
consultant, commonly a retired pharmaceutical execu-
tive, a former regulatory agency reviewer, or a pharma-
cology professor at a university. Is this the optimal
means of identifying an expert? Probably not, if the
company wants an expert with knowledge and experi-
ence in a particular area(s) research, such as drug
metabolism or drug product stability. The techniques
outlined above for selecting a CSO should also be
used for evaluating consultants, with research area
experience, integrity, and communication skills prob-
ably being the most important aspects. Choosing a
toxicology or clinical pharmacology consultant to
assist with evaluating human pharmacokinetic results
may prevent the data from being used effectively to
design additional non-clinical toxicology or clinical
trial studies.

EMERGING TRENDS

Major changes have occurred, and are occurring, in the
pharmaceutical industry and in the drug discovery and
development processes. They have caused numerous
changes in the way CSOs provide support services to
drug developers. What can be expected in the future?
Are more changes on the horizon, and, if so, what
might they be and how will they affect pharmaceutical
companies and their service providers? Although pre-
dicting the future is usually quite inaccurate and often
misleading, some trends, based on recent events, may
be extended into the near future.

For pharmaceutical companies, present trends
indicate that:

� Mergers and acquisitions will result in formation of
more mega-pharmaceutical companies. Reasons
include the desire to have a more global presence,
to enter into a therapeutic area with previously
established research staff and drug development
pipeline, and to obtain novel technology to assist
in accelerating drug discovery and development.
Whether these mega-firms have a better chance
than midsized or small pharmaceutical houses in
obtaining marketing approval for major thera-
peutic products is unknown.

� Numerous new companies, primarily biotechnology
firms that hope to turn a discovery idea into a
therapeutic product, will be formed. Funding for
these firms will be difficult to obtain, will come
primarily from venture capitalists and government
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grants, and will be insufficient to take a discovery
lead through complete drug development. Most of
these start-up companies will attempt to outlicense
or sell for much-needed cash and future royalties
their discoveries to pharmaceutical companies or
VDOs. The further these small companies are along
in the drug development process will determine how
much they will receive for their discoveries. A num-
ber of companies, approximately the same number
that are formed, will go out of business, merge, or
be acquired when their discovery does not result
in drug candidates with the necessary attributes to
become therapeutic products.

� The ICH process will provide more standardiza-
tion to the requirements for the worldwide devel-
opment of drug candidates. A global marketing
application package that meets the requirements
of most regulatory agencies and that includes non-
clinical, clinical, and manufacturing aspects will be
defined and accepted.

� Even the best efforts of drug developers will not
reduce the time and cost of drug discovery and
development. However, as novel drug discovery
and potential for development characterization
techniques are put into place and the ICH process
is more fully implemented, the time and cost will
not increase as rapidly as in the past.

For CSOs and other support groups, the trends
noted previously offer nothing but opportunities. The
prospects for CSOs are very bright, and CSOs that
capitalize on the present and future needs of their cli-
ents will be highly successful. Trends for the CSO
industry include that:

� Pharmaceutical companies will increase their out-
sourcing efforts.

� Drug discovery and potential for development
characterization services will be high-growth areas
because these fields are presently bottlenecks, and
the situation is not expected to get any better.

� CSOs offering primarily or exclusively non-clinical
drug development services will have to broaden
their capabilities to attract and maintain clients.

� Clinical CSOs will have more studies than they can
support effectively and will most likely expand to
meet the needs of their clients.

� Clinical CSOs that provide services in a number of
aspects of clinical trials and have a worldwide pres-
ence will grow and prosper.

� More mega-CSOs, such as Quintiles and MDS, will
emerge. Likely candidates are these mega-CSOs
will offer clients many, but probably not all, ser-
vices needed for drug discovery and develop-
ment. Some of these large CSOs may attempt to
become pharmaceutical houses and use their

considerable expertise to discover and develop
compounds obtained through their own efforts or
by inlicensing.

� The CSO field will not be dominated by the mega-
CSOs. The present and future bottlenecks experi-
enced by pharmaceutical companies will result in
more CSOs, not fewer. These new CSOs will offer
clients specialized services in drug discovery and
potential for development characterization to evalu-
ate multiple discovery leads simultaneously.

� As pharmaceutical companies merge and continue
to ‘‘right-size,’’ CSOs will become more a true
partner and less a pair of hands to complete tasks.
The clients will have to share more scientific infor-
mation, both positive and negative, to the service
providers that, in turn, will need to learn more
about the entire drug discovery and development
process for these partnerships to be effective and
beneficial for both parties.

� CSOs will be a primary source of employment for
new graduates and for down-sized pharmaceutical
company employees in various scientific disciplines.
The new graduates will bring in the latest academic
technology to assist in expanding or defining novel
services to be offered to clients. These young, highly
motivated employees will learn the more applied
science of pharmaceutical development from the
former pharmaceutical company employees.

Whether many or all of these potential trends will
occur in the near future is not known. One thing is
certain, change will happen. Those pharmaceutical
companies and their CSO partners that embrace
change and adapt to novel ideas and approaches to
improve and possibly shorten the drug discovery and
development processes will prosper. Companies that
do not or are unwilling to embrace change will most
likely become a memory. However, even a bad memory
can offer guidance and be used to improve the process
for finding novel therapeutic agents to treat one of the
many human diseases or disorders that presently have
only marginal or no effective treatment.
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INTRODUCTION

Glass has been used for over 6000 years, dating to
ancient times. Through the years and with more knowl-
edge of its technology, glass has become the most
widely used drug packaging material. The origin of
the first synthetic glass is unknown; however, Egyptians
were known to mold figurines from sand and silicon
dioxide.[1] The American Heritage dictionary defines
glass as a large class of materials with highly variable
mechanical and optical properties, which solidify from
the molten state without crystallization, that are typically
based on silicon dioxide, boric oxide, aluminum oxide, or
phosphorous pentoxide, that are generally transparent
or translucent, and that are regarded physically as super-
cooled liquids rather than fine liquids.[2]

American Society for Testing and Materials
(ASTM) defines glass as an inorganic product of fusion
that has cooled to a rigid condition without crystalliz-
ing.[3] ASTM further states that glass is typically hard
and brittle and has a conchoidal fracture. Glass may be
colorless or colored. It is transparent but may be made
opaque or translucent.[3] Glass is non-crystalline, is
amorphous in structure, and may be formed from both
organic and inorganic materials.

Glass is manufactured at very high temperatures,
and it has the properties of a viscous liquid. With the
properties of a viscous liquid, hot glass can be formed
into many commonly used forms with precision and
accuracy. As a result of its non-crystalline nature, it
affords a unique transparent property that is main-
tained because it does not crystallize upon cooling.

There are a variety of uses of glass, one use being a
pharmaceutical packaging material. Glass is favored
over other types of packaging material because its
transparent property enables it to provide good visual-
ization of contained material. Another good quality of
glass is its excellent resistance to attack by most
liquids, and, therefore, it resists interaction with con-
tained products. It is also totally impermeable to gases,
and it can be sterilized with any appropriate process.
Glass, when properly colored, also provides protection
to a product from light.

GLASS COMPOSITION

There are two glass compositions generally used—soda
lime and borosilicate. The soda-lime compositions are
used for ordinary tableware, food, and beverage pro-
ducts, and window glass, among many others. Borosil-
icate glass is not widely used, but it is more durable
and heat resistant than soda-lime glass. This glass is
used for laboratory and scientific glassware, and heat-
resistant cookware, among many others. Borosilicate
glass affords properties that make it a preferred
composition for certain pharmaceutical containers.
Glass composition will be discussed in detail below.

GLASS MANUFACTURE AND COMPOSITION

Raw Materials

Silicon dioxide (SiO2), also known as silica, is the prin-
cipal constituent of glass. Glass is made by melting its
ingredients at very high temperatures such as 1550�C.
Because the melting point of silica alone is so high,
and therefore, commercially difficult to melt and form
into containers, other oxides are added to silica to
lower the melting point and make it easier to fabricate
and use commercially.[4] These oxides include sodium
oxide (Na2O); aluminum oxide (Al2O3); potassium
oxide (K2O); boron oxide (B2O3); and calcium oxide
(CaO). The addition of one or more of these oxides
reduces the melt viscosity for fabrication purposes.
Other materials may be added to change color, facilitate
melting, or for other reasons. Sodium and potassium
oxides are obtained as the product of chemical proces-
sing of naturally occurring materials, and an abundant
source is the brines of Searles Lake in California.
Sodium is primarily added to silica to lower the melting
temperature and aid in the removal of gas bubbles in a
reasonable time. Potassium oxide is used in smaller
amounts. All of these additives change the properties
of silica in such a way that the resulting glass is less
resistant to attack by aqueous solutions. Other additives
such as calcium oxide, magnesium oxide, and aluminum
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oxide are also used in various amounts to affect the
properties of the glass. Silica has a very low coefficient
of thermal expansion, and the addition of an alkali such
as sodium oxide increases the thermal expansion.

When fluxing action is needed during melting, and
glass with high thermal expansion is undesirable, boric
oxide is added forming borosilicate glasses, which have
lower thermal expansion and improved resistance to
attack by aqueous solutions because of lower sodium
oxide contents.

Conditions necessary for glass formation may be
deduced from either geometric or bond strength con-
siderations. Silica sand deposit is available in all parts
of the world. Silica sand is mined by hydraulic dredg-
ing, and any impurities are eliminated through further
processing. One impurity, iron oxide, may be present,
and, if present, may affect the final color of the glass.
There are other oxides that are potential glass formers
and may be used in glass formation: GeO2, P2O5,
As2O5, P2O3, As2O3, Sb2O3, V2O5, Sb2O5, Nb2O5,
and Ta2O5.[5] Pharmaceutical containers may require
amber glass to provide protection for light-sensitive
pharmaceutical products. Amber glass is available in
both—soda lime and borosilicate. The amber glasses
have negligible transmission in ultraviolet (UV) and
near UV regions and, hence, provide the required pro-
tection. In these cases, glass is interacted with iron
oxide to provide amber color.

For pharmaceutical products that undergo steriliza-
tion by means of ionizing radiation, cerium oxide of
about 1% or less is added to the glass formulation. This
is because ionizing radiation type sterilization [dosages
as high as 20–30 kGy (2–3 Mrad)] affects ordinary glass
by darkening the glass and, thus, inhibits the final
inspection of the glass products.

The mechanism by which ionization radiation acts
on glass is by dislodging the electrons in the glass struc-
ture (usually intermediate density and low cost glasses)
to form color centers and creating changes to the
multivalent ions in such a way that they absorb visible
light. The result is a formation of neutral atoms such as
sodium that can agglomerate into colloid-like config-
urations. Cerium oxide, which is multivalent when
added to the formulation, counteracts the darkening
effect of radiation by capturing these free electrons
and minimizing the deleterious effects without adding
color to the glass.

All raw materials used to formulate glass compo-
sition should be characterized using certain specifica-
tions of particle size, distribution, overall purity, and
specific impurity content. It is necessary to match the
particle size of the raw materials as much as possible
to allow trouble-free melting.

Also classified as a raw material is cullet. Cullet is a
scrap glass of desired composition, which results from
scrap generated during forming operations and kept

strictly segregated by composition. Cullet is then
recycled through the melting process. The use of cullet
conserves raw materials and aids in the melting pro-
cess. A typical diagram illustrating the process in glass
manufacturing is shown in Fig. 1.

FORMULATION—BATCH MIXING,
CHARGING, AND MELTING

In a typical factory, a batch formulation is developed
that provides the desired glass composition when
melted. The raw materials are stored in large capacity
silos. Depending on the type of plant facility, the raw
material may be proportioned and mixed by a com-
puter programmed with the batch formulation. The
computer functions to control the automatic material
transport system, weighing equipment, withdrawing
the correct amount the raw materials from the perspec-
tive silos, and discharging them into a large mixing
vessel. After mixing for the desired time, the batch is
discharged into cans of mixed batch. These cans are
transported to the charging end of the melting furnace.
Complete records are maintained for the weighing,
mixing, and transportation of batch materials to the
furnace.

Usually, when the intimately mixed batch is charged
into the hot furnace, a series of melting, dissolution,
volatilization, and redox reactions occur between the
materials in a certain order and at the appropriate tem-
perature.[6] At the furnace, the batch contents are dis-
charged through a screw feeder into the furnace, with
temperatures capable of exceeding 1700�C. The batch
floats on the surface of the glass already in the furnace
and gradually melts into the desired glass composition.
The temperature of the furnace is necessary to facilitate
melting and producing glass of the desired homoge-
neity in a commercially acceptable time. The glass is
allowed to stay in the furnace until a satisfactory
homogeneous product is formed, after which the
temperature is lowered at the discharge end to achieve
a glass viscosity that allows the desired forming opera-
tions to take place.

In most cases, the glass made cannot be character-
ized by a batch or lot designation but only by the date
and time of withdrawal from the furnace. This is
because the glass-melting process is a continuous pro-
cess, even though the glass materials are charged in
discrete amounts. The residence time in the furnace
permits extensive mixing to occur and, therefore, erases
all identity of the batch from individual cans.

Devitrification is the uncontrolled formation of
crystals in glass during melting, forming, or secondary
processing. The optical properties, mechanical
strength, and sometimes the chemical durability of
the glass can be adversely affected by devitrification.
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These unwanted crystals grow homogeneously within
the glass or heterogeneously at the air-glass or refracting-
glass interface. Devitrification occurs mainly in glasses
where the optimum temperatures for maximum
nucleation rate and for maximum growth rate nearly
coincide. If these glasses are held too long in this critical
temperature range or are cooled too slowly through it,
the glass starts to crystallize. For soda-lime glasses, the
crystal phase, devitrite, forms between 850 and 900�C.
However, as the glass is already quite viscous, the critical
temperature range is short, and devitrification is not
much of a problem.[1–3]

QUALITY OF A GLASS PRODUCT

Following a successful product fabrication, there are
some qualities to observe, one of which is total homo-
geneity of product. Most glass manufacturers try to
ensure that composition of the glass is homogeneous
throughout. However, gas bubbles that did not escape
the body of glass while in the furnace may cause a
non-homogeneous composition to exist.

Glass bubbles in manufacturing result from chemi-
cal reactions that take place during melting. Glass
bubbles evolve owing to the following conditions:
(i) because of gas formation from decomposition of
the carbonates, sulfates, or both; (ii) from air trapped
between the grains of the fine-grained batch materials;
(iii) from water evolved from the hydrated batch mate-
rials; and (iv) from the change in oxidation state of
some of the batch materials, such as red lead. However,
with enough time in the furnace, the air bubbles escape
the melt by rising slowly to the top. In some cases, the
gas bubbles may be withdrawn with glass from the fur-
nace. These bubbles are called seeds or blisters. They
are not desirable and may be a cause for rejection of
the final glass product, depending on the size and
extent. When the surface of a glass final product is bro-
ken by the bubble, it is considered a functional defect.
However, if the bubble is surrounded by glass, it is con-
sidered a cosmetic defect, and while generally it may
not be hazardous, it may still be rejected.

Cord is another attribute in glass formation that is
not desirable and should be prevented. Cords are
formed when glass is not stirred properly at appropriate
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CaCO3
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(1500˚C)

Conditioning
(1300˚C)

Cullet
crushing

Forming
(800–1100˚C)

Finishing

Annealing
Finishing

30–90 min in
continuous-belt

lehr (500˚C)
Inspection and
product testing

Packing, warehousing,
and shipping

Fig. 1 Glass manufacture. Temperatures used may vary depending on the type of glass. (From Ref.[1].)
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places in the furnace. It is referred to as the act of
improper homogenization. Typically, in this case, glass
melting occurs at a very high temperature, and some
constituents vaporize from the surface glass and form
regions of viscous glass. When small amounts of this
glass mix into the body of the melt, they appear as very
narrow and long inhomogeneous regions, referred to
as cord.

Batch segregation, melt segregation, volatilization,
and temperature fluctuations, as well as refractory cor-
rosion from tank-lining material, cause stria or cord
formation as well. These can also be prevented by melt
homogenization and vigorous fining action. The homo-
geneity leading to cord formation can be removed by
diffusion and flow and by vigorous fining, along with
convection current mixing process before the glass is
cooled. Homogeneity can also be improved by mechan-
ical and static mixers that continuously shear the
glass.

The bubble and cord defects that occur during the
melting process are the two most commonly encoun-
tered defects. Melting defects should be held to a mini-
mum as much as possible.

Fining is the physical and chemical process of
removing glass bubbles (seeds and blisters) from the
molten glass melt. Typically, fining agents that react
at higher temperatures than are needed for melting
are used. Some examples of fining agents are sulfates
and sodium-potassium nitrates in combination with
arsenic or antimony trioxides. Arsenic trioxide is used
for melting glasses at higher temperatures, e.g., 1450–
1500�C, whereas antimony is used for lower melting
glasses at 1300–1400�C. As glasses cool, oxygen

bubbles are removed by the reaction with arsenic or
antimony trioxide to form pentoxide.[1]

Gas may be evolved from a typical amber soda-lime
glass batch, and fining agents are usually employed to
resolve the problem.[7] A typical batch mixture for
amber soda-lime container glass is shown in Table 1.

QUALITY CONTROL IN BATCHING
AND MELTING

Producing glass containers for parenteral products
requires strict control of all process aspects, starting
with raw materials and ending with the testing of glass
as a material and as containers or parts of medical devices.
The objectives of a quality-control program should be
to maintain glass produced within physical and chemical
specifications and to prevent off-specification material
from reaching the pharmaceutical manufacturer.

Normal practice is to make sure that the raw
material meets desired specifications and maintains its
integrity during loading and shipping. There are phys-
ical as well as chemical requirements associated with
each raw material, and these requirements are met
by controlling for desired behavior during batching
and melting and by the desired properties of the final
glass product. The chemical impurity content is usually
dictated by the desired attributes of the glass container.
For example, raw materials of low iron content are
used to provide a virtually colorless final product.
Raw materials of low sulfur content (in the case of
borosilicates) are used to minimize gas bubble
formation during melting. Substances that would be

Table 1 Typical batch mixture for amber soda-lime container glass

Oxides supplied (kg)

Batch materials Weight (kg) SiO2 Al2O3 CaO Na2O FeO LOIa(kg)

Sand, SiO2 300 299.3 0.2 — — 0.03 0.5

Soda ash, Na2CO3 100 — — — 58.3 — 41.7

Aragonite, CaCO3
b 90 — — 49.0 — 0.02 40.7

Feldspar, SiO2 � Al2O3 mineralc 40 26.4 7.6 0.4 1.3 0.03 0.1

Salt cake, NaCl 4 — — — 2.1 — 1.9

Powdered coald 9 — — — — — 9

Iron pyrites, FeS2 1.4 0.84 0.6

Cullet 460 333.7 9.2 48.8 67.2 1.03 0.1

Total 1004.4 659.4 17.0 98.2 128.9 1.95 94.6

Yield of glass, (kg), and wt% oxides present 909.8 72.48 1.87 10.79 14.17 0.21
aLoss on ignition. Generally, the oxides of carbon and sulfur (plus some chlorine, depending on the fining agent) volatilize during melting.
bAlso 0.2 kg MgO or 0.02 wt%.
cAlso 4.1 kg K2O or 0.45 wt%.
dUsed primarily to reduce the Fe2O3 to FeO to give the characteristic amber color, although the redox state of the glass melt also influences the

fining reactions.

(From Ref.[1].)
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harmful if extracted from the glass during terminal ster-
ilization and subsequent storage (e.g., lead or arsenic)
should be absent.

Most raw material suppliers provide certificates of
analysis for the material they provide, and the infor-
mation is checked by further testing on receipt.
Records of performance of raw materials are main-
tained. The vendor s production facilities are usually
inspected to ensure that mixing of raw materials of
different grades cannot occur during loading and ship-
ping. Ideally, this is a desirable situation and should be
the goal of quality-oriented raw material suppliers and
the glass manufacturers.

Scrap glass, or cullet, is also considered a raw
material. Proper handling of cullet to prevent mixing
of compositions and contamination by foreign materi-
als requires constant attention and is just as important
as preventing contamination of a raw material received
from outside the plant.

Special considerations should be applied to ensure
that all glass batch formulations are prepared by
qualified technologists. The formulation for each
composition is given in a batch sheet, which specifies
the glass type, melting tank, date issued, amounts of
raw materials, total batch weight, and weight of glass
expected from the batch. In some companies, batch
sheets are under the strict control of the glass-
technology department, and each sheet denoting a
change requires approval by several levels of department
management. Changes are made primarily to manage
the cullet supply, which can vary. Batch sheets usually
provide a continuous time record of a given composition
melted in a given furnace, and the batch sheets are sup-
plied to the department responsible for actual weighing
and mixing of the raw materials. In most companies,
batching and mixing operations are usually under com-
puter control, involving automated weighing, mixing,
and conveying operations. Great care is to be exercised
in entering the batch formulations into the computer,
with continual checking for accuracy.

The next step is the testing of the glass produced.
The testing program may be based on the following:
(i) glasses are melted in large furnaces in a continuous
operation, and the chemical and physical properties of
any glass are dependent on one another; (ii) continu-
ous melting in large furnaces does not create abrupt
compositional changes as might be experienced with
discrete batch melting; and (iii) changes take place
slowly in the furnace because of the size and volume
of glass contained; therefore, periodic sampling and
testing is a necessary production control. Measurement
of selected physical properties serves to determine the
values of all other relevant physical properties and also
serves to define the chemical composition. Samples of
glass can be obtained daily from every producing pos-
ition and subjected to a variety of tests. Each test is

performed sufficiently often to ensure product quality.
The following properties are determined:

� Seal stress
� Softening (viscosity) point
� Annealing and strain points (St.P.)
� Density
� Light transmission
� Chemical durability
� Chemical analysis

For most manufacturers, seal stress is determined
on a daily basis and is a primary indicator of any shift
in glass composition. Typically, a sample of daily pro-
duction is flame sealed or fused to a reference glass of
the same composition having the desired target proper-
ties. Any deviation in composition is reflected in the
generation of stress in the seal area. The physical pro-
perty inferred from this test is thermal expansion,
which is highly sensitive to changes in alkali content
that, in turn, influence the chemical durability. If the
test results show sufficient deviation from internal spe-
cifications, corrective action is initiated by issuing a
slightly modified batch sheet. The effects of the correc-
tive action should be observed in the next day’s
production.

The other tests mentioned may be performed in time
intervals ranging from weekly to biweekly and
monthly. The results of all these tests provide a frame-
work describing glass quality on an ongoing basis.
Thus, if the daily seal stress, the weekly viscosity
points, and biweekly chemical durability tests are satis-
factory, the monthly chemical analysis will be right on
target. It also follows that glass produced at any time,
although not specifically tested for durability, will, in
fact, be satisfactory if the other tests are satisfactory.
In addition, an interlocking database can be used to
certify to the pharmaceutical manufacturer that glass
produced at any time meets specified requirements.

Process of Forming Pharmaceutical
Containers

Pharmaceutical containers can be made by a blow-
molding process and by a glass rod or tube-shaping
process. Commonly, the large-volume parenterals of
100 ml or more are made by a blow-molding process,
whereas small-volume parenterals of 100 ml or less
are made by the tube-shaping process.

Although for the purpose of this section, discussion
will be limited to pharmaceutical containers, molten
glass can be formed in all kinds of shapes and sizes such
as bottles, jars, etc. Molten glass is molded, drawn,
rolled, or quenched, depending on the desired shape
and use.
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Blow-molding process

The blow-molding process uses hot glass as it leaves
the furnace. The glass must be at the correct tempera-
ture and viscosity for forming to be successful. This
process describes a typical blow-molding process. At
the exit end of the furnace, the glass flows through
an orifice in the bottom of the furnace section called
the feeder. A pair of cooled blades cut the glass stream
into discrete chunks called gobs. The gobs contain the
correct volume of glass to make one container. The
gob is delivered into blank molds where it is settled
with compressed air and, ultimately, forced to conform
to the interior shape of a cast-iron mold that represents
the bottle. This preformed (cast-iron mold shape) stage
is obtained with a counterblow of compressed air. The
formed bottle is inverted and transferred into the blow
mold where it is further finished by blowing. The mold
is hinged so that it opens and allows the removal of the
bottle. The bottle is sent through a controlled cooling
process, known as annealing, which allows the bottle
to cool down to room temperature in a stress-free
condition. A press-and-blow machine, such as the
Hartford-Empire (H.E.) machine, is an example of a
blow machine used for making articles such as drink-
ing glasses. A typical process of blow-and-blow
machine is shown in Fig. 2.

Blow-molded containers can be made in clear glass
or glass that has been colored for protection of the pro-
duct from light. In comparison to the tubing process,
which will be discussed later, the walls of blown con-
tainers are usually thicker than those of the tubing pro-
cess, and, hence, blow process containers have greater
impact strength. However, containers made from tubing
process have more uniform distribution of glass in the
walls. This may be critical, depending on its intended
use, and may impact on optical-inspection equipment.
Blow process containers also have thicker bottoms,
and this could affect heat transfer during lyophilization.

Tubing process

The Danner process is a common method used for
glass tubing, which is a mechanical process. There is
also the hand drawn process described below. Glass
tubing can be made with a precisely controlled outside
diameter (OD) and wall thickness. There is an upper
size limit of about 40-mm OD, which is not a limitation
on the tubing-forming process, but on the subsequent
forming operations used to make containers. In the
hand drawn process, about 15 m of 140-mm OD,
2-mm wall thickness tubing can be made on one draw
by a gaffer and two helpers. Gathers of glass up to
30–35 kg can be made with bubble in their center at
the end of the blowpipe. This is rotated in place by
the gaffer, and rotated and stretched out by one of

the helpers walking away from it. The size and the
diameter of the tubing is a function of the helper s
walking speed and is further controlled by a second
helper that cools the tubing by fanning at specified
times. Up to 150 m of the much smaller diameter thermo-
meter tubing can be made in this manner from one
gather.[1,8]

In the Danner process, a continuous stream of glass,
of the proper temperature, flows slowly and control-
lably onto a rotating mandrel, which is an inclined
cylinder made of refractory ceramic materials or of
platinum alloy. Glass tubing is drawn off the end of
the mandrel, which is tapered, while air blowing
through the mandrel helps to maintain tubing dimen-
sions. This air is pressurized to keep the tubing from
collapsing toward the end. The glass temperature con-
trols the diameter and the wall thickness of the tubing,
the inflating air pressure, and the rate of withdrawal of
glass from the cylinder. A schematic representation of
the Danner process is shown in Fig. 3.

When tubing has cooled sufficiently, it is cut into
lengths convenient to handle and is used as feedstock
for the container-forming process. Hairpin cords of
inhomogeneity and volatilization from the surface are
capable of occurring during the tubing process. The
tubing process can be used to make ampuls, vials,
syringe barrels, cartridges, and a variety of containers
used in medication delivery. Another type of tubing
process is the Vello process. In the Vello process, the
molten glass passes down through an annulus between
a horizontal ring and a vertical bell. The moving
stream connects to a nearly horizontal runway, and,
as in the Danner process, it is drawn off at a suitable
rate for dimensional specification and stability. The
Vello process forms tubing faster because the glass is
cooled more quickly to the appropriate forming vis-
cosity in a stationary forehearth of the desired dimen-
sion. However, the Vello process is more difficult to
operate and is most suitable for longer production runs
having few size changes.[1]

In comparison to sized molded containers from the
blow-molded process, tubing process containers are
made lighter in weight and provide more precisely con-
trolled dimensions than blow-molded containers. The
walls and bottom thickness are more uniform, and,
hence, are more suited for use in automatic inspection
systems. Clear and light-resistant glass compositions
can be used in the tubing process.

GLASS COMPOSITION, PROPERTIES,
AND CLASSIFICATION

As mentioned earlier, the focus in this entry is on soda-
lime silica glasses and borosilicate glasses.
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Soda Lime-Silica Glasses

These compositions are for glass for every day use. The
batch materials for soda-lime glasses are easily avail-
able at reasonably moderate cost. These materials
readily meet at moderate temperatures. These glasses
have a relatively high thermal expansion coefficient
and only moderate resistance to attack by a contained
product.

The actual compositions of soda lime are usually
more complex than the term soda lime suggests.

As mentioned earlier, these glasses may contain MgO,
Al2O3, BaO, or K2O and various colorants, in addition
to Na2O, CaO, and SiO2. Alumina increases the dura-
bility of soda-lime glasses, whereas MgO prevents
devitrification. Soda-lime glasses account for 90% of
all glass produced and are used for containers, flat
glass, pressed and blown ware, and some types of
lighting products.[1]

In soda-lime glasses, the amber color is developed
by the interaction of iron oxide and a small amount
of sulfur (a few tenths of a percent), in the presence

Reheat Final blow Takeout

Transfer from blank mold to blow mold

Delivery Settle-blow Counter-blow

Fig. 2 The H.E. is blow-and-blow machine. The gob is delivered into a blank mold, settled with compressed air, and then
preformed with a counterblow. The parison or preform is then inverted and transferred into the blow mold where it is finished

by blowing. (From Ref.[8].)
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of a reducing agent during melting. As such, soda-lime
amber glasses are called reduced ambers. Typical
compositions of soda lime and borosilicate glasses
are presented in Table 2.

Borosilicate Glasses

Borosilicate glasses are developed to meet more strin-
gent requirements than soda-lime glasses. Because of
their composition, these glasses require higher melting

temperatures and more costly batch materials. As a
result, these glasses are more expensive than soda-lime
glasses.

Borosilicate glasses are also known as heat-resistant
glasses because they have a lower coefficient of thermal
expansion than soda-lime glasses and, hence, are more
resistant to fracture from rapid temperature changes
(thermal-shock resistance). Borosilicate glasses are
used widely as laboratory apparatus, chemical process
piping and drain lines, and for baking and cooking
dishes in the home. Borosilicates have excellent resis-
tance to chemical attack, and this augments their use
as laboratory apparatus and in packaging of pharma-
ceuticals as containers. The fluxing action of the boron
facilitates melting by weakening the network. This is
owing to the presence of planar three coordinate
boron, which weakens the silicate network at high tem-
perature. Borosilicates are divided into two groups
based on the coefficient of thermal expansion.

In borosilicate glasses, the amber color is developed
through interaction between iron oxide and titanium
oxide or iron oxide and manganese oxide. Reducing
agents are not used in borosilicate glasses for color
development. Borosilicate ambers are called oxidized
ambers.

PROPERTIES OF GLASS

Rheology, the melting, forming, annealing procedures,
and limitations of use at high temperature is deter-
mined by the viscosity of the glass. Viscosity is
measured between 1013 and 101 Pa � s[1014 and 102 p].
Also, viscosity of glasses is compared qualitatively.

Fig. 3 The Danner process for manufacture of tubing.

Table 2 Typical compositions and thermal expansions of soda lime and borosilicate pharmaceutical glasses

Soda lime Borosilicate

Blow molded Tubing Blow molded Tubing

Weight % Clear Amber Clear Clear Amber Clear Clear Amber

SiO2 73.0 71.9 67.7 67.8 66.7 80.4 72.0 69.2

B2O3 — — 1.5 13.6 9.5 12.9 11.4 10.4

Al2O3 0.8 1.9 2.8 5.8 5.3 2.6 6.8 5.4

CaO 10.7 10.6 5.7 1.1 1.8 <0.05 0.5 0.4

MgO 0.4 0.8 3.9 <0.1 <0.1 <0.05 0.2 0.3

BaO — — 2.0 2.4 1.2 — — 2.1

Na2O 13.5 14.1 15.6 8.3 7.4 4.0 6.4 6.0

K2O 0.3 0.3 0.6 0.8 1.0 — 2.4 2.3

TiO2 — — — — — — — 2.8

Fe2O3 — 0.3 — — 1.3 — — 1.0

MnO — — — — 6.0 — — —

Thermal expansion, cm/cm/�C, 0—300�C 88 90 93 56 59 33 55 54
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The addition of modifiers to a glass can alter the vis-
cosity at certain temperatures. At low temperature,
the effects of a modifier on viscosity are controlled
by its coordination number. Modifiers with high coor-
dination numbers tend to increase low temperature vis-
cosity owing to packing restraints.[1]

ASTM provides definition for the procedures and
selected reference points discussed in this entry. Some
frequently used reference points are annealing points
(APs) and St.P. Below are presented some of the
ASTM:[3]

� Annealing: a controlled cooling process for glass
designed to reduce residual stress to a commercially
acceptable level and to modify structure.

� AP: that temperature corresponding either to a spe-
cific rate of elongation of a glass fiber when mea-
sured by Test Method C336 or to a specific rate
of midpoint deflection of a glass beam when mea-
sured by Test Method C598. At the AP of glass,
internal stresses are substantially relieved in a mat-
ter of minutes.

� Annealing Range: the range of glass temperature in
which stress in glass can be relieved at a commercially
practical rate. For purposes of comparing glasses, the
annealing range is assumed to correspond with the
temperature between the A.P. and the St.P.

� St.P.: that temperature corresponding to a specific
rate of elongation of a glass fiber when measured
by Test Method C336 or a specific rate of midpoint
deflection of a glass beam when measured by Test
Method C598.

� Softening Point (S.P.) : that temperature at which
a glass fiber of uniform diameter elongates at a spe-
cific rate under its own weight when measured by
Test Method C338. The viscosity at the S.P.
depends on the density and surface tension. For
example, for a glass of density 2.5 g/cm3 and sur-
face tension 300 dynes/cm, the S.P. temperature
corresponds to a viscosity of 106.6 Pa � s.

Discussion

At the St.P., internal stresses are substantially relieved
in a matter of hours.[3]

The Margules Viscometer, a calibrated instrument
that measures the force exerted by molten glass on a
rotating spindle, can be used to measure viscosity.
Glass is usually melted and fined at viscosities between
5 and 50 Pa � s (50–500 P). However, the forming and
final viscosity requirements may differ. Hard glasses
usually have a high S.P. whereas soft glasses have a
lower S.P. The length of a glass (i.e., long or short)
can be used to explain the differences between the St.P.
and the S.P. of glass. A long glass usually has a large

difference between the St.P. and the S.P., meaning that
it solidifies slower than a short glass as the temperature
decreases.[1]

The temperature required for glass to form into use-
able shapes is usually above 1000�C for borosilicates
and less than 1000�C for soda lime. The annealing pro-
cess is very effective in relieving the residual stresses
contained in formed glass.[9] The temperature range
for proper stress-relief annealing of borosilicate is
600–650�C and less for soda lime. These forming stres-
ses are relieved within minutes at these temperatures,
and a subsequent slow cooling to room temperature
retains the stress-free state.

Thermal Expansion

The value of thermal expansion is important in deter-
mining how a glass container survives sudden changes
in temperature, that is, thermal shock resistance. The
thermal expansion of a glass determines the range of
materials to which it can safely be sealed. The thermal
expansion characteristic indicates how much change in
dimension (e.g., length) the article undergoes upon a
change in temperature. The change in dimension in
turn determines the stress generated in the glass. The
ability of a glass as a heat exchanger thermal barrier
and its ease of melting and forming depend on its
heat-transfer properties and emissivity. In most cases,
glass expands when heated and contracts when cooled.
If the thermal cycle is slow enough, there is no hyster-
esis effect. The slope of linear expansion vs. tempera-
ture is known as the thermal expansion coefficient, a,
which is virtually constant between 0 and 300�C for
most glasses. However, as the temperature of the glass
rises to near the set point (St.P. þ 5�C), the thermal
expansion increases more rapidly. Glasses used to the
extreme limits are vulnerable to thermal shock, and
tests should be made before adapting the final design
for any use.

For soda-lime glasses, when expansion is high, the
stress is high, and the probability of fracture is greatly
increased. Borosilicate glasses have lower coefficients
of expansion than soda-lime compositions and, hence,
can withstand larger temperature changes without
fracture. This is important in processes where relatively
rapid temperature changes occur such as in dry-heat
sterilization and lyophilization, among other processes.

Stresses caused by steady-state thermal gradients
may or may not cause failure, depending on the degree
of constraint imposed by some parts of the item upon
others or by external mounting. Thermal stress resis-
tance (face-to-face temperature differentials) that causes
tensile stress is observed in some types of glasses. When
glass is suddenly cooled, as by the removal from a hot
oven, tensile stresses are introduced in the surfaces and
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compensating compressional stresses in the interior. On
the other hand, sudden heating leads to surface com-
pression and internal tension. In both cases, stresses
are temporary and disappear once temperature uniform-
ity is reached. Also, because glass fractures only in
tension, usually at the surface, the temporary stresses
from sudden cooling are much more damaging than
those from sudden heating, assuming all surfaces are
heated and cooled at the same time. Thermal shock
endurance is generally determined by empirical testing
because the strength of glass is greater under momentary
stress than under prolonged load. Resistance to
breakage can be determined by heating the ware to some
appropriate temperature, then plunging it into cold
water. For example, a resistance of 150�C means that
no breakage occurred on heating to 150�C and plunging
the glass into water at 15�C. A much higher value of
thermal shock can be recorded when other cooling
media such as air or oil is used.[1]

The thermal shock that a container receives as its
temperature is lowered depends on the temperature
differential and the time required to reach the lowest
temperature. Glass as a material can withstand very
low temperatures, but sufficient time must be allowed
to reach the low temperature to avoid breakage.
Although it might seem that thick glass walls with-
stand thermal shock better because of higher strength,
the fact is that thin walls resist thermal shock better
because temperature change is accommodated more
rapidly, lessening the stress created by the temperature
differential.

The thermal expansion coefficient depends on the
glass composition. It is usually assumed that the lower
the expansion the better, but this is not necessarily
true. It is true, if soda-lime glass with an expansion
of about 90 is compared to borosilicates with expan-
sion coefficients of 33–55. However, there is little to
choose from between borosilicates in this range of
expansion values. Glasses with expansion coefficients
in this range perform satisfactorily under most circum-
stances. If the application requires cooling rates higher
than that normally experienced, the lowest expansion
glass is of course the choice.

GLASS CONTAINER CHARACTERISTICS:
COMPARISON OF BLOW-MOLDING
AND TUBING PROCESS

As described earlier, some containers are made from
tubing and some by the blow-molding process. Con-
tainers made from tubing have a maximum capacity
of about 50 ml and a 40-mm OD. Blow molding is
more suitable for larger sizes and is used for containers
greater than 100 ml in volume. This flexibility in size

causes great variation in wall and bottom thickness
and weight.

Tubing used for containers is produced with closely
held dimensions, including wall thickness, wall uni-
formity, cross section, and straightness. Because these
dimensional attributes are strictly controlled, smaller
volume containers can be made to much better dimen-
sional precision and accuracy. At the same time, con-
tainers made from tubing are likely to exhibit
different glass defects than blow-molded containers,
mainly because of the kind of defects associated with
the manufacture of tubing. Gas bubble inclusions, for
example in blow-molded bottles, have a spherical or
ovoidal shape, whereas those made from tubing have
‘‘air line’’ gas bubbles that have been stretched out
during the forming of the tubing.

Another distinction between the two types of con-
tainers is the interior surface composition. For glass
to be readily formed, it must be heated to a sufficiently
high temperature. Because of this, more volatile glass
constituents tend to escape the surface and condense
in cooler regions. This effect is minimal in blow mold-
ing, because every part of the forming process leads to
lower temperatures, reducing the tendency to vaporize.
Containers from tubing, on the other hand, are formed
by reheating tubing in specific regions of a tubing
length. The result is that some parts of a vial, for
example, experience very high temperatures, whereas
other parts are barely above room temperature. A typi-
cal example of this is the forming of the vial bottom.
The glass temperatures required cause vaporization
of sodium and boron oxides, together with some chlor-
ides; these compounds condense on the interior vial
sidewall, just above the bottom. These so-called form-
ing deposits or ‘‘bloom’’ can be removed by revapori-
zation during the annealing step, or if this process is
incomplete, by washing later.

A special discussion of tubing containers for lyophi-
lization is warranted because a proper design embodies
a combination of container and product characteristics
that should be taken into account. Blow-molded bot-
tles for lyophilization, although subject to some manu-
facturing control, cannot be made as uniquely as
tubing containers. The same design considerations
apply but are under much less control.

The following considerations have been found to
be important in the design and use of containers for
lyophilization:

� Product characteristics
� Amount of fill
� Thermal shock
� Glass composition
� Container wall thickness
� Container contours
� Container surface damage
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The great variability in products to be lyophilized
implies that there will be behavior variations in these
products as they freeze. Any glass container considered
for use should be evaluated with the actual product,
rather than trying to simulate product behavior with
test solutions.

The result of product freezing and thawing is
internal pressure generation. If the container is over-
filled, excessive pressure can result with subsequent
container breakage. Fills of less than 50% of the
container volume are recommended, with an optimum
of about 35%.

The contour of the container is important in resist-
ing the forces encountered during product freezing and
in ensuring adequate heat transfer through the bottom.
There should be as gradual a transition as practicable
between the sidewall and the bottom, to reduce the
stress concentration effect caused by this angle. A
sharp, reentrant angle between the sidewall and bot-
tom is the worst condition. In addition, a flat bottom
with a little ‘‘push up’’ in the center is best for heat
transfer. This condition is in concert with a gradual
transition in the heel region; both conditions improve
performance.

Everything mentioned above as factors for satisfac-
tory performance can be negatively affected by damage
to the surface of the container. The container must be
as free as possible of scratches, scuffs, impact damage,
etc., if the design criteria are to be effective. Maintain-
ing a damage-free glass surface is also a requirement of
the filling line, where contact with sharp metal objects
should be minimized. The factors discussed above
demonstrate that other factors are of importance
besides low glass thermal expansion, usually the first
and sometimes the only criterion considered.

Chemical Property—Durability

ASTM defines chemical durability as the lasting qual-
ity (both physical and chemical) of a glass surface. It is
frequently evaluated, after prolonged weathering or
storing, in terms of chemical and physical changes in
the glass surface, or in terms of changes in the contents
of a vessel.[3]

One of the main reasons for using glass compared to
other containers or packaging material is owing to its
resistance to chemical corrosion. The chemical dura-
bility of a glass varies from highly soluble to highly
durable, depending on its composition and the solvent
used. Glass used in packaging parenteral products and
in direct contact with parenteral liquids or solids must
have good chemical durability. Analysis is usually
based on measurements of weight loss, changes in sur-
face quality of the glass or finished container, or analy-
sis of solutions that were in contact with a glass.

A method of determining the durability of a glass is
by subjecting grains of uniform size distribution to
accelerated attack by high purity water at a tempera-
ture characteristic of terminal steam sterilization. In
addition, glass compositions can be directly compared
with respect to their resistance to attack by aqueous
solutions because glass grain is prepared and sized uni-
formly. These processes will establish the intrinsic
durability of the glass. However, the presence of other
factors, such as glass constituents that may condense
on the surface during high temperature forming pro-
cess or other volatile deposits, can reduce or improve
the durability.

When glass is attacked by water under accelerated
test conditions, the pH of the solution increases as a
result of an ion exchange process between the alkali
(primarily sodium) content of the glass and the hydro-
gen ions in solution. The higher the pH, the less dur-
able the glass. At large increases in pH, there are
high effects on the contained parenteral product and
there is an accelerated attack on glass. The extent of
pH change can then be determined by titration of
attacking solution with diluted acid. Glasses are rated
based on the volume of diluted acid required to neutra-
lize the extracted alkali. Additionally, the extent of
attack can be determined by the analysis of the sol-
ution for specific constituents, including sodium boron,
aluminum, calcium, and silicon. The amount of acid
required to neutralize the extract solution will correlate
with the amount of specific glass constituents found in
the solution by direct analysis. The most durable glass
will require smaller volumes of acid and lower concen-
tration of the constituents in solution. These observa-
tions apply generally to both glass grain tests and
container tests, except that the acid volumes and con-
stituent concentration are much lower when testing
containers because of a much lower glass surface-
to-solution volume ratio.

The reaction of acids with glass may be either a
leaching process or a complete dissolution process.
Acids such as hydrofluoric acid attack silica glasses
by dissolving the silica network. Other acids such as
hydrochloric acid or nitric acid may react by dissolving
certain glasses. However, the reaction mechanism is by
selective extraction of alkali and the substitution of
protons in a diffusion-controlled process.

The reaction of bases with most silicate glasses pro-
duces dissolution rates when tested in 5% NaOH sol-
ution at 95�C. The mechanism also involves a
complete dissolution process as that described for acid.
Weaker alkaline solutions may both leach and dissolve
and sometimes show greater dependence on glass com-
position. And, in the case of strong alkali solutions, the
rate of attack doubles for each 10 K increase in tem-
perature or each increase in pH unit. Usually higher
alkali durability glasses are used for laboratory wares.

2518 Packaging Materials: Glass



P
ac

ka
gi

ng
–

P
ar

ti
cl

e

Also, as stated earlier, the attack of water is related
to the leaching mechanism described for acid. Low
alkali, high alumina, or borosilicate glasses generally
have high water durability. Weathering of glass is the
result of the action of water, carbon dioxide, and other
constituents. Water initially is absorbed by the glass
and then exchanged for alkalies that form alkali salt
solutions and, if left in contact with glass, may cause
additional damage. As a result, weathering resistance
may not correlate with acid durability. Test methods
to accelerate the weathering process are designed in
chambers at 50�C and 98% relative humidity.

A comparison of the chemical durability of soda-
lime glasses and borosilicate glasses show that borosil-
icates are far more durable than soda limes, requiring
from 10 to 20x less acid to neutralize solutions in
glass-grain tests. This is owing to the significantly
lower alkali content of the borosilicates. The same
result applies when comparing containers made from
borosilicates and soda lime. Thus, when product-
container interactions must be limited, as in the case
of parenterals, the compositions of choice are the
borosilicates.

SPECIAL TREATMENTS

Special treatments include treatments to the container
after it has been formed into its final shape. These pro-
cesses can be performed before or after the annealing
process. The processes discussed here are concerned
with printing and ‘‘sulfur’’ treatment to improve the
chemical durability of the interior container surface.

Printing Treatment

The printing of pharmaceutical containers may involve
either applying the printed information as a step in the
manufacture of the container or applying of labels as
the filled container is processed by the pharmaceutical
manufacturer. The printing of information on the con-
tainer while still in the hands of the glass manufacturer
is significant. A number of issues are connected with
this, one of which is the strict accountability by the
glass producer for containers printed with information
on drug type, lot number, etc. Stringent safeguards
must be employed during printing to ensure the integ-
rity of the container lots.

Material for printing on glass can include ceramic
glazes, epoxy formulations cured by heat, and UV-
curing formulations. The latter two are applied after
annealing, as the temperatures applied would destroy
these materials. Ceramic glazes are applied before
the annealing step and have properties such that the

annealing temperatures are sufficient to fire on the
glaze.

Ceramic glazes provide the most durable type of
printing. They are vitreous or glass-like in nature,
and form a strong bond with the glass substrate.
Ceramic glazes are chemically the most durable. They
provide the greatest resistance to abrasion and the high-
est hardness. However, the glaze and the glass have to be
carefully matched. A great disparity in the thermal
expansions of the two materials causes problems. The
glaze should have a greater expansion than the underly-
ing glass so that as the container cools from the fining
process, the glass container develops compressive stress
at the glaze-glass interface, rather than tensile stress.
Glass is much stronger in compression than in tension.
The glaze develops fine cracks or a crazed appearance
during cooling, but the underlying glass will not be
significantly damaged.

Ceramic glazes are used in ampuls to introduce a
controlled-break site. A band of paint is applied at
the constriction of the ampule where controlled break-
age is desired, so the contents can be withdrawn. The
band is used to make Colorbreak ampuls, and its func-
tion is to act as a stress concentrator when bending
stress is applied to the ampul to break off the stem for
product withdrawal. Very consistent ampul break forces
are achieved by the use of ceramic bands.

Interior Surface Treatments

Sometimes forming deposits become fused onto the
glass surface and are difficult to remove, in effect com-
promising the durability of the interior surface. These
effects are overcome by chemical neutralization of
these deposits through surface treatment processes.
At the same time, the intrinsic ability of a glass surface
to withstand attack by aggressive products is also
improved. Thus, there is a twofold benefit in treat-
ment processes for containers made from tubing: to
remove the residual forming deposits and to improve
the basic durability of the glass surface. These
benefits are derived concurrently during treatment.
Blow-molded containers, although not subject to
the forming deposit problem, can also benefit from
surface treatment.

If an aggressive product of pH 8 and above is to be
packaged in a borosilicate container, surface treatment
is required. Otherwise, the glass is attacked by the pro-
duct, resulting in contamination by both soluble and
insoluble reaction products. The latter are manifested
by entities variously called as flakes, shimmers, etc.
These flakes are essentially silica that has been stripped
off the surface by the attack on the glass. Their pres-
ence is direct evidence of excessive attack. Proper sur-
face treatment enhances resistance to attack and results
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in a glass container that can contain products of pH 8
and higher without being damaged.

The basis of all treatment processes is the removal
of alkali from the glass surface, resulting in improved
resistance to attack by aqueous solutions. Alkali or
sodium removal accomplishes this by greatly hindering
the ion exchange process responsible for glass attack.
Exchange of sodium ions in the glass for hydrogen ions
in solution results in a pH rise in the solution; this can
accelerate attack on the basic glass structure. If hydro-
gen ions cannot readily leave the solution because
there are very few labile sodium ions with which to
exchange, there will be little pH rise and, hence, little
attack.

A common means of removing surface sodium is by
reaction with sulfur dioxide in the presence of oxygen
or by reaction with sulfur trioxide. The reaction
product is sodium sulfate.

Surface treatment of blow-molded containers con-
sists of several stages. As the freshly formed bottle
leaves the mold and before it enters the annealing lehr
or oven, it is still high in temperature. The bottle is
filled with one or several of the following gaseous mix-
tures: sulfur trioxide, sulfur dioxide and oxygen, or 1,1-
difluoroethane. If only moderate treatment is desired,
one step suffices. The reaction of these gases with sur-
face sodium starts immediately because of the glass
temperature and continues as the bottle enters the
annealing process at its elevated temperatures. The
reaction product of sodium sulfate is clearly seen in
the cool bottle as a whitish haze on the inside surface
just prior to packing into cartons. It is easily removed
by subsequent washing processes. Blow-molded bottles
treated by both of these steps can achieve high dura-
bility. These two methods, however, are restricted to
large containers with relatively wide openings. Smaller
containers made from tubing with much more restric-
ted entry must be handled in a different way.

The effective treatment of containers made from tub-
ing is a much more crucial issue because of the adverse
effects of residual forming deposits and because the high
pH products are usually packaged in small volume
ampuls and vials made from tubing. The same basic
treatment scheme is used, that of reacting the surface
sodium with a sulfur compound at elevated tempera-
tures. A 3% ammonium sulfate solution is injected into
the container just prior to entering the annealing lehr;
the volume injected is several tenths of a milliliter. The
ammonium sulfate decomposes during the annealing
process, with temperatures of 600–650�C being typical.
The solution is thought to decompose, resulting in the
formation of sulfuric acid vapors or possibly sulfur
trioxide, which react with the surface sodium and any
residual forming deposits, giving the characteristic
sodium sulfate haze.

Containers given an effective surface treatment
show a pronounced improvement in chemical inert-
ness. Products packaged in such containers remain
unaffected for long periods of time. The improvement
of the inside surface, resulting from the surface treat-
ment, is permanent and is not destroyed even by
repeated autoclaving.

An additional reason for sulfur treating the interior
surface of bottles is to improve the durability of soda-
lime glass bottles. Normally, the surface inertness of
soda-lime glass does not approach that of borosilicate.
Sulfur treatment of a soda-lime surface can improve
this situation to the point where products not normally
considered for soda-lime containers can be packaged in
them. The reason for choosing a treated soda-lime bot-
tle for a mild product rather than a borosilicate bottle
is based on economics, as soda-lime bottles are less
expensive than borosilicate. It should be noted that this
approach is used primarily for blow-molded bottles.
There is compendial recognition and control of this,
using treated soda-lime bottles in this way. Suffice it
to say for the present that these bottles are known as
Type-II bottles, according to the United States Phar-
macopeia (USP). The USP and other methods of test
and classification of glass for pharmaceutical products
are discussed later.

Putting aside the question of testing and classifying
Type-II bottles for the moment, it is of interest to con-
sider test methods that determine the effectiveness of
interior surface treatment of borosilicate containers
made from tubing. It was stated earlier that a measure
of durability, or inertness, is the pH rise of a contained
solution. There are several commonly used ways of
determining this. These methods are based on the pH
rise of a water solution in the container after it has
been autoclaved at 121�C for 60 min. The pH rise
can be evaluated by titrating the solution with dilute
acid in the presence of an indicator to a neutral end
point. Another way is to include an indicator in the
original water fill, autoclave, and observe the color
change indicative of pH change. An example of this
method uses bromothymol blue indicator adjusted to
an initial pH of 5.8–6. The color of the indicator after
autoclaving is compared to a series of standards having
a range of pH up to at least 7.5 and the pH rise esti-
mated. The autoclave cycle time and temperature used
for these tests is that of the Water Attack Test as set
forth in the USP described later in this entry.

A solution autoclaved in a well-treated container
consumes very small amounts of dilute acid upon
titration or shows very small pH rise by color change
of the indicator. Actual values of acid required, or
pH rise, depend on various factors, including container
size, as they control the interior surface area-to-
solution volume ratio.
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Classification of Glass and Glass Containers–
Compendial Perspective

The chemical specifications of glassware were first con-
tained in USP XII in which specifications of glassware
as containers for injections were provided. In sub-
sequent revisions, changes appeared and definitions
of four types of glassware are described in USP
XIX.[10,11]

Glass containers for pharmaceutical use are glass
articles in direct contact with pharmaceutical
preparation. In addition to the USP, the European
Pharmacopeia (EP) and other pharmacopeias have
grouped glass containers suitable for packaging
pharmacopeial preparations into the four different
classifications specified in USP XIX up to USP 29.[12]

The classes are based on the degree of chemical or
hydrolytic resistance of these glasses to water attack.
The degree of attack is determined by the amount
of alkali released from the glass under the influence
of the attacking medium under conditions specified.
The quantity of alkali used is extremely small in some
cases. These test designs and glass classification are
described from USP 29-NF 24 under section 661
Containers.[12] These tests are designed to be con-
ducted in areas relatively free from fumes and
excessive dust.

Glass Types

The USP and EP have provided similar classifications
that are summarized below.

Type I glass

Type I glass containers comprise a borosilicate glass
with about 80% SiO2 and 10% B2O3 and smaller
amounts of Al2O3 and Na2O. It is inert and has the
lowest coefficient of thermal expansion. It is least likely
to crack when a sudden temperature differential
occurs. It is commonly used to make ampuls and vials
for parenteral use. It is used for solutions that can dis-
solve basic oxides to cause an increase in pH that could
alter the efficacy or potency of the drug.[4]

USP describes Type I glass as: highly resistant boro-
silicate glass, and usually used for packaging acidic and
neutral parenteral preparations. Also, where stability
data demonstrates their suitability, Type I are used
for alkaline parenteral preparations.[12]

EP describes Type I glass as: neutral glass with high
hydrolytic resistance owing to the chemical compo-
sition of the glass itself. Type I is suitable for all pre-
parations whether or not for parenteral use and for
human blood and blood components.[13]

Type II glass

A dealkalized form of soda-lime glass with higher
levels of Na2O and CaO. It is less resistant to leaching
than Type I but more than Type III. However, to make
Type II and other types more resistant to leaching, the
surface can be treated with SO2 to convert surface oxi-
des present to soluble salts that are then washed off.
This surface treatment is effective for containers used
once and those repeatedly exposed to heat. Type II
has a lower melting point than Type I and, therefore,
is easier to fabricate. It has a higher coefficient of
thermal expansion, and is used in solutions that can
be buffered to maintain a pH below 7.[4]

USP: Soda-lime glass that is suitably dealkalized
and is used for packaging acidic and neutral parenteral
preparations, and, also where stability data demon-
strates their suitability, is used for alkaline parenteral
preparations.[12]

EP: Soda-lime silica glass with high hydrolytic
resistance resulting from suitable treatment of the
surface. These containers are suitable for acidic and
neutral aqueous preparations for parenteral use.[13]

Type III glass

A soda-lime glass containing same amount of sodium
and oxide levels as in Type II but contains more leach-
able oxides of other elements. And because of its high
reactivity, it is used to package anhydrous liquids and
other dry products.[4]

USP: These are soda-lime glass containers that are
usually not used for parenteral preparations, except
where suitable sensitivity test data indicates that Type
III is satisfactory for the parenteral preparations that
are packaged therein.[12]

EP: These are soda-lime glasses with only moderate
hydrolytic resistance. They are suitable for non-aqueous
preparations for parenteral use, for powders for par-
enteral use, and for preparations not for parenteral use.[13]

Tests

These glass containers for pharmaceutical use have to
comply with relevant tests such as tests for hydrolytic
resistance for EP,[13] and tests chemical resistance for
USP.[12] The test procedure and methods are slightly
different for each of the pharmacopeias. However, this
entry will emphasize the test procedure provided in the
USP 29-NF 24.

For the four types of glasses, there are designated
relevant test types and expected limits. These are pro-
vided in Table 3. USP has provided procedure and test
requirements for three types of tests. These are the
powdered glass test, the water attack test, and the
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arsenic test. These tests, apparatus, and reagents for
the tests are described below.[12]

Apparatus used for these tests

Autoclave. An autoclave capable of maintaining a
temperature of 121 � 2.0�C, equipped with a ther-
mometer, a pressure gauge, a vent cock, and a rack
adequate to accommodate at least 12 test containers,
above the water level is used.

Mortar and Pestle. A hardened-steel mortar and
pestle, made according to the specifications in the
accompanying illustration.

Other Equipment. Sieves, about 20.3 cm (8 in.), made of
stainless steel including the Nos. 20, 40, and 50 sieves,
along with the pan and cover (Openings of Standard
Sieves 811), 250 ml conical flasks made of resistant glass
aged as specified, a 900 g (2 lb) hammer, a permanent
magnet, a desiccator, and an adequate volumetric ap-
paratus are used.[14]

Reagents used for these tests

High-Purity Water. The water used in these tests has
conductivity at 25�C, as measured in an in-line cell just
prior to dispensing, of not greater than 0.15 ms per cm
(6.67 megohm-cm). There must also be an assurance
that this water is not contaminated by copper or its
products (e.g., copper pipes, stills, or receivers). The
water may be prepared by passing distilled water
through a deionizer cartridge packed with a mixed
bed of nuclear-grade resin, then through a cellulose
ester membrane having openings not exceeding
0.45 mm. Do not use copper tubing. Flush the discharge
lines before water is dispensed into test vessels. When
the low conductivity specification can no longer be
met, replace the deionizer cartridge.

Methyl Red Solution. Dissolve 24 mg of methyl red
sodium in purified water to make 100 ml. If necessary,
neutralize the solution with 0.02 N-sodium hydroxide

or acidify it with 0.02 N-sulfuric acid so that the
titration of 100 ml of high-purity water, containing five
drops of indicator, does not require more than 0.020 ml
of 0.020 N-sodium hydroxide to affect the color
change of the indicator, which should occur at a pH
of 5.6.[12]

Powdered glass test for types I and II

Rinse thoroughly with purified water six or more con-
tainers selected at random, and dry them with a current
of clean, dry air. Crush the containers into fragments
about 25 mm in size, divide about 100 g of the coarsely
crushed glass into three approximately equal portions,
and place one of the portions in the special mortar.
With the pestle in place, crush the glass further by
striking three or four blows with the hammer. Nest
the sieves, and empty the mortar into the No. 20 sieve.
Repeat the operation on each of the two remaining
portions of glass, emptying the mortar each time into
the No. 20 sieve. Shake the sieves for a short time, then
remove the glass from the Nos. 20 and 40 sieves, and
again crush and sieve as before. Repeat again this
crushing and sieving operation. Empty the receiving
pan, reassemble the nest of sieves, and shake by mech-
anical means for five minutes or by hand for an equiva-
lent length of time. Transfer the portion retained on
the No. 50 sieve, which should weigh in excess of
10 g, to a closed container, and store in a desiccator
until used for the test.

Spread the specimen on a piece of glazed paper, and
pass a magnet through it to remove particles of iron
that may be introduced during the crushing. Transfer
the specimen to a 250 ml conical flask of resistant glass,
and wash it with six 30 ml portions of acetone, swirling
each time for about 30 sec and carefully decanting the
acetone. After washing, the specimen should be free
from agglomerations of glass powder, and the surface
of the grains should be practically free from adhering
fine particles. Dry the flask and contents for 20 min
at 140�C, transfer the grains to a weighing bottle,
and cool in a desiccator. Use the test specimen within
48 hr after drying.

Table 3 USP glass types, test type, and limits

Limits

Glass type Test type Sizea (ml) ml of 0.020 N-Acid

I Powdered glass All 1.0

II Water attack 100 or less over 100 0.7

III Powdered glass All 8.5
aSize indicates the overflow capacity of the container.

Courtesy of USP 29–NF19# USP.
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Procedure

Transfer 10.0 g of the prepared specimen, accurately
weighed, to a 250 ml conical flask that has been
digested (aged) previously with high-purity water in a
bath at 90�C for at least 24 hr or at 121�C for 1 hr.
Add 50.0 ml of high-purity water to this flask and to
one similarly prepared to provide a blank. Cap all
flasks with borosilicate glass beakers that previously
have been treated as described for the flasks and that
are of such size that the bottoms of the beakers fit
snugly down on the top rims of the containers. Place
the containers in the autoclave, and close it securely,
leaving the vent cock open. Heat until steam issues vig-
orously from the vent cock, and continue heating for
10 min. Close the vent cock, and adjust the tempera-
ture to 121�C, taking 19–23 min to reach the desired
temperature. Hold the temperature at 121 � 2.0�C
for 30 min, counting from the time this temperature
is reached. Reduce the heat so that the autoclave cools
and comes to atmospheric pressure in 38–46 min, being
vented as necessary to prevent the formation of a vac-
uum. Cool the flask at once in running water, decant
the water from the flask into a suitably cleansed vessel,
and wash the residual powdered glass with four 15 ml
portions of high-purity water, adding the decanted
washings to the main portion. Add five drops of
methyl red solution, and titrate immediately with
0.020 N-sulfuric acid. If the volume of titrating solution
is expected to be less than 10 ml, use a microburet. Rec-
ord the volume of 0.020 N-sulfuric acid used to neutra-
lize the extract from 10 g of the prepared specimen of
glass, corrected for a blank. The volume does not
exceed that indicated in Table 1 for the type of glass
concerned.[12]

Water attack at 121�C for type II glasses

Rinse thoroughly twice three or more containers,
selected at random, with high-purity water.

Procedure. Fill each container to 90% of its overflow
capacity with high-purity water, and proceed as direc-
ted for procedure under ‘‘powdered glass test,’’ begin-
ning with ‘‘Cap all flasks,’’ except that the time of
autoclaving shall be 60 min instead of 30 min, and end-
ing with ‘‘to prevent the formation of a vacuum.’’
Empty the contents from one or more containers into
a 100 ml graduated cylinder, combining, in the case
of smaller containers, the contents of several contain-
ers to obtain a volume of 100 ml. Place the pooled
specimen in a 250-ml conical flask of resistant glass,
add five drops of methyl red solution, and titrate, while
warm, with 0.020 N-sulfuric acid. Complete the
titration within 60 min after opening the autoclave.
Record the volume of 0.020 N-sulfuric acid used,

corrected for a blank obtained by titrating 100 ml of
high-purity water at the same temperature and with
the same amount of indicator. The volume does not
exceed that indicated in Table 1 for the type of glass
concerned.[12]

Remove any debris or dust from six or more
containers. Shortly before the test, rinse each container
carefully at least twice with purified water and allow to
stand. Immediately before testing, empty the contain-
ers, rinse once and allow them to drain.

The containers are then filled with purified water up
to the filling volume, for vials and bottles 90% of
capacity and for ampoules up to the shoulder. Place
the containers on the tray in the autoclave and heat
the autoclave to 100�C while allowing the steam to issue
from the vent cock for 10 min. The temperature is then
raised from 100�C to 121�C at a rate of 1�C per min,
once at 121�C the temperature is then maintained for
60 min. After the 60 min timeframe, the temperature is
lowered from 121�C to 100�C at a rate of 0.5�C per
min. Once the autoclave has cooled down to 95�C,
the containers are removed and placed in a water bath
at 80�C.

For the test, the contents of the autoclaved contain-
ers are combined into a conical flask. The same volume
of purified water is placed into a second similar flask as
a blank. Add to each flask 0.05 ml of methyl red sol-
ution for each 25 ml of liquid. Then titrate the blank
with 0.01 M hydrochloric acid and the test liquid until
the color of the testing solution is the same as that
obtained for the blank. Subtract the value found for
the blank titration from that found for the test liquid,
and express the results in milliliters of 0.01 M hydro-
chloric acid per 100 ml. The results, or the average of
the results if more than one titration is performed,
are not greater than the values stated in Table 4.

Table 4 Limit values in the test for surface hydrolytic

resistance

Maximum volume of 0.01 M HCl per 100 ml of test liquid (ml)

Containers

Filling volume (ml) Type I and II Type III

Up to 1 2.0 20.0

Above 1 and up to 5 1.8 17.6

Above 2 and up to 5 1.3 13.2

Above 5 and up to 10 1.0 10.2

Above 10 and up to 20 0.80 8.1

Above 20 and up to 50 0.60 6.1

Above 50 and up to 100 0.50 4.8

Above 100 and up to 200 0.40 3.8

Above 200 and up to 500 0.30 2.9

Above 500 0.20 2.2
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Arsenic test

For the Test Preparation, 35 ml of the water from one
Type I glass container or, in the case of smaller con-
tainers, 35 ml of the combined contents of several Type I
glass containers is used and prepared as directed for
Procedure under Water Attack at 121�C and the
procedure described for arsenic test in USP 29-NF
24 general chapter <211> Arsenic is then followed.
The limit provided for this test is 0.1 ppm.[16]

Light transmission test

In addition to the above-mentioned tests, compendial
limits are provided for light transmission for colored
light protecting glass containers. These containers
intended to provide protection from light or supplied
as ‘‘light resistant’’ are expected to meet the require-
ments for ‘‘light transmission’’ in this section. Light
transmission characteristics of typical clear and amber
borosilicates are shown in Fig. 4.

In this test, a spectrophotometer of suitable sensi-
tivity is used to cut a section of the glass container.
The transmittance of the section is measured, and the
observed light transmission is not expected to exceed
the limits provided in Table 5.

These methods of testing glass are basically similar
to other compendial limits and other standards on
glass such as those in International Organization for
Standardization (ISO), German DIN (Deutsches Insti-
tut für Normung), and the ASTM. The expected limit

and test result expectations and procedures may vary
for each standard of compendial method.

There are differences in testing glass as a container
compared to glass as a material (glass-grain tests). The
glass surface area-to-solution volume ratio is higher in
grain tests, resulting in higher concentrations of glass
constituents in solution after autoclaving. This facilitates
solution analysis and differentiation between glasses.
The other major difference is the presence of forming
deposits, in the case of containers made from tubing,
which influences test results. Blow-molded container test
results are not affected by deposits.

CONCLUSIONS

Glass as a packaging material has many advantages.
Glass provides the following advantages:

� Total impermeability to gaseous environmental
contaminants.

� Total impermeability to loss of essential volatile
ingredients by diffusion through the container
walls.

� Excellent clarity and attractive sparkle.
� Ease of cleaning and sterilizing with heat.
� A variety of shapes and it can accept a wide variety

of closure types.
� Ease of filling, closing, unscrambling, labeling, and

cartoning.
� Good compressional strength to allow efficient sto-

rage, especially allowing cartons of glass to be
stacked high in warehouse.

� Ease of hot filling.

Glass has disadvantages that include the following:

� Breakage—when it breaks, it shatters into numer-
ous sharp fragments.
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Fig. 4 Typical light transmission of clear and amber boro-
silicates. (Reprinted with permission from USP 29-NF 24#,
USP, p. 1930.)

Table 5 Limits for glass types I, II, and III

Maximum percentage of light transmission

at any wavelength between 2990 and 450 nm

Normal

size (in ml)

Flame-sealed

containers

Closure-sealed

containers

1 50 25

2 45 20

5 40 15

10 35 13

20 30 12

50 15 10

From USP29-NF24# USP.

2524 Packaging Materials: Glass



P
ac

ka
gi

ng
–

P
ar

ti
cl

e

� Weight—with a density of 22.5 g/ml, along with
brittle character thick container walls, they become
quite heavy.

� Cost—in some cases, they are very expensive
because of their weight and the type of fabrication
involved.[4]
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INTRODUCTION

Since 1820, the US Pharmacopeial Convention
established compendial standards for drugs sold and
marketed in the U.S.A. Currently these standards are
published in the US Pharmacopeia (USP) and the
National Formulary (NF). These publications are cur-
rently recognized as official compendia in the Federal
Food, Drug, and Cosmetic Act (21 U.S.C. x321).[1]

Furthermore, it became apparent to the Pharmaco-
peial Convention that to assure pharmaceuticals meet
compendial standards when administered, standards
must be created for the drug, its packaging, and its
storage conditions. For this reason, monographs listed
in the USP contain specifications for how the drugs
should be packaged and stored in addition to the test
procedures designed to evaluate the quality of a
pharmaceutical preparation. The US Pharmacopeial
Convention XII in 1940 first recognized Packaging,
Labeling, and Preservation as an official Executive
Committee and beginning in 1942, the USP included
specific guidance on pharmacopeial requirements for
containers and pharmaceutical packages.[1–3]

OVERVIEW

The USP is not the only body setting standards for
drug packaging. In addition to the information con-
tained in the USP, the Food and Drug Administration
(FDA) and the Consumer Product Safety Commission
(CPSC) set packaging guidelines and regulations.

The FDA has been charged with the evaluation and
approval of new drugs since the passage of the Food,
Drug, and Cosmetic Act of 1938.[4] Since that time,
the FDA has enforced standards established by the
USP and legislation pertaining to drug manufacture
and distribution. Beginning in the early 1980s, the FDA
took a leading role in the verification of safe packaging
practices. As a result, packaging and storage specifica-
tions are a crucial component of the FDA’s application
process for therapeutic products marketed and sold in
the U.S.A.[5] Guidelines outlining the documentation
necessary in a New Drug Application (NDA) pertaining
to drug packaging were finalized in 1987.[6]

The FDA also regulated packaging and containers
through the current Good Manufacturing Practices
(cGMP) regulations and a guidance document on
containers issued in 1999.[7] Some of these regulations,
first instituted in 1948,[8] can be found in 21 C.F.R.
x211, and dictate specific requirements for packaging
and labeling of pharmaceuticals.[9] Specific require-
ments are also listed for certain drugs and drug classes
such as insulin and antibiotics, respectively.[10]

The CPSC was created by Congress in 1972 and
assumed, as one of its roles, the enforcement of the
U.S. Poison Prevention Packaging Act of 1970 (16
C.F.R. x1700).[11] Since then, the regulatory breadth
of CPSC has grown, but its impact on packaging
still primarily pertains to the closures. The CPSC
regulations can be found in 16 C.F.R. and specifically
provide requirements for child-resistant and tamper-
evident packaging systems.[12]

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120042835
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.2526
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Looking to the future, the ‘‘utopia’’ of the drug
distribution system lies in packaging and storage
practices. It is critical that drug composition be verified
and that standards be established to guarantee safety
and efficacy of a given drug when it leaves the manu-
facturing facility. It is equally crucial that these drugs’
integrity be maintained until the drug is administered
to the patient. At the 1995 USP Convention, one of
the resolutions passed required USP to evaluate the
drug product history. This Resolution (no. 10) titled
‘‘Drug Storage Standards’’ encouraged the USP to
‘‘identify compendial items for which the storage and
shipment in the distribution system are of special con-
cern, so that proper storage and shipment instructions
can be included with compendial items, such that the
integrity of the item is maintained until received by
the patient.’’[13]

One can envision a well-designed system orchestrated
with such success that its relevant environmental factors
are controlled and recorded throughout the entire
transportation and storage process. The effects of tem-
perature, humidity, and a myriad of other factors on
drug stability will be well-characterized, and packaging
systems will be highly effective in regulating the local
pharmaceutical environment perhaps through both
passive and active means. Through extensive research,
aggressive environmental control, and precise monitor-
ing, no drugs of compromised quality will reach patients,
and the only reason pharmaceutical preparations will
be discarded will be because of their expiration. The
objective of packaging is to ensure patient safety, phar-
macopeial article quality, and drug efficacy, and these
goals are non-trivial. It assures that the integrity of the
pharmaceutical product is maintained until the desired
expiration date.

This article has been written to serve as a framework
for the understanding of compendial requirements for
pharmaceutical packaging practice, and as such, will
focus on standards contained in the USP and NF.

BACKGROUND

From its primitive beginnings, packaging has allowed
us to separate the production of consumables from
their use, both temporally and physically. In fact, pack-
aging has enabled the optimization of the geographical
distribution of consumables. Early societies used pack-
aging systems to facilitate the preservation and trans-
portation of foods. Initially, natural containers such
as shells and gourds were employed. However, contain-
ers such as pots and bags were later crafted to meet the
unique needs of the perishables being contained.[14]

As medicinal preparations grew in popularity, it
became increasingly necessary to be able to assure that
drugsbeprotectedfrom degradationby their environment.

Glass became the most widely accepted pharmaceuti-
cal packaging material because of its relative abun-
dance and economic feasibility as well as its
desirable isolation properties.[15] However, plastics have
more recently become popular substitutes. Since their
discovery in the 19th century, plastics have found a
variety of packaging uses offering flexibility, versa-
tility, and durability to complement properties facili-
tating environmental isolation.[14]

Today, packaging continues to serve a range of
functions. The FDA mandates that drug packages
must ‘‘maintain the standards of identity, strength,
quality, and purity of a drug for its intended shelf
life.’’[6] Not only is the container in which a drug is
distributed expected to ensure the properties of the
pharmaceutical preparation, but also the packaging
system itself is expected to limit the unauthorized
tampering, support new delivery systems, and be both
child-resistant and senior-friendly.[16] Partly because of
the variability in containers and their materials, it has
become necessary to establish objective standards for
the specification of packaging structures and materials.

PACKAGING DEFINITIONS AND
NOMENCLATURE

For compendial definitions, a reference to packaging is
often interchanged with containers. Thus a packaging
system is synonymous with a container closure system.
In general, there are several recognized layers of pack-
aging systems. The primary container is the immediate
container in direct contact with the pharmaceutical
article. This container typically protects the drug from
the environment (e.g., gas, moisture, and light) and
plays the greatest role in regulating the conditions to
which the drug is exposed. The primary container must
satisfy all regulatory mandates for food and/or drug
contact as specified both by the USP and by the
FDA. Enclosing the primary container is usually found
a secondary container. This container may contain one
or more primary containers and typically provides
protections and labeling for the primary container. In
some cases, this package component will be referred
to as the critical secondary container when it provides
an environment critical to the pharmaceutical stability
(i.e., protection from moisture, gases, light, etc.). These
containers may be combined with other additional
packaging to constitute the unit-of-sale package. This
package is, as the name implies, the stand-alone unit
designed for sale to one customer. Many units of sale
are usually packaged together during shipping and
surrounded by a final exterior package on which a
shipping label and identification bar code should be
affixed. In some cases, the identification bar code is
affixed on the primary drug container as well.[17]

Packaging Systems: Compendial Requirements 2527
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In addition to the types of containers that constitute
a package, there are also different types of containers
that may be specified based on the stability and usage
characteristics of a given drug. Drugs marketed for
ophthalmic use, otic use, or for sale over the counter
must be packaged in tamper-resistant packaging.
Some drugs require light protection based on their
stability characteristics, and these drugs should be
packaged in light-resistant containers. Many drugs
are moisture-sensitive, so their storage requirements
may dictate that a tight container (e.g., one that
protects the contents from contamination or loss) or
a hermetic container (e.g., one that is ‘‘impervious
to . . . gas’’) is necessary. Well-closed containers protect
their contents from solid-type contaminants and other
handling processes, and thus constitute the least
restrictive packaging requirement.[18] Well-closed,
tight, and hermetic containers also are assigned objec-
tive test criteria such that the terms have real meaning
in their application to drug storage. See section
‘‘Permeability Testing’’ for more information.[19]

Packaging systems are also classified based on the
dosage capacity of the container. A single-unit con-
tainer is one that contains a single quantity of medi-
cation to be used at one time, whereas a single-dose
container is a single-unit container designed for par-
enteral administration only. A unit-dose container is
also a single-unit container, but notably the unit-dose
container does not include parenteral preparations
and is mainly intended for solid oral dosage forms.
The unit-of-use container is one that may contain
any number of doses, but is designed to be dispensed
as packaged without further repackaging and is
intended for a specific therapeutic dosing regimen or
use. In containers holding multiple drug doses, a
multiple-unit container is one that encloses multiple
doses and permits multiple withdrawals of oral dosage
forms, while a multiple-dose container is a multiple-
unit container designed for parenteral administration
only (Fig. 1).[18]

TYPES OF PACKAGING MATERIALS

Many methods exist to contain pharmaceutical
products. The choice of a particular packaging system
primarily depends on the stability characteristics of
the drug in question and the dosage form being stored.
One of the most fundamental decisions in the packaging
of a pharmaceutical article is the material used to make
the container itself.

Glass

Glass is a non-crystalline, amorphous structure that
can be made from a variety of organic or inorganic
materials. Typically developed by extreme heating of
silicon dioxide (SiO2), substances can be added to the
glass to impart different sets of properties.[15] The
two commonly commercialized types of glass are
soda–lime and borosilicate varieties. Because of its
chemical resistance, borosilicate glass is often used in
pharmaceutical applications.

Glass has historically been widely used for primary
pharmaceutical packaging for many reasons. Because
it is transparent, pharmaceutical products can be easily
visualized through the container itself. Despite its
transparency, additives can be combined with the glass
to facilitate light resistance. Glasses designed for
pharmaceutical applications are also very chemical
resistant, so they do not interact with the drug product,
and they are virtually impermeable to gaseous pen-
etration. Furthermore, glass can withstand very high
temperatures, facilitating easy sterilization.[15]

The modern use of glass has been somewhat
reduced by the advent of plastics. Despite the dura-
bility and cost-effectiveness of plastic containers,
plastic has not permeated all pharmaceutical applica-
tions. Glass is still the most attractive packaging
material where chemical inertness, very low moisture
and gas permeability, and heat resistance are con-
cerned. Modern uses of glass are typically restricted
to injectable liquids for parenteral use[20] and other
sterile preparations.[21]

Glass can be classified based on its properties of
reactivity and its composition. Table 1 contains
properties of each of the glass types. Type I glass (also
referred to as borosilicate glass) is the most inert of the
glasses. Type II glass and Type III glass are both made
of the less expensive soda–lime glass, but they are
adequate for many applications. Type II glass is cov-
ered by a coating that neutralizes the glass surface
and makes it less alkaline.[22] Although each of the
first three types of glass can be used for parenteral
pharmaceutical packaging, Type NP glass (i.e., for
non-parenteral) cannot. Type NP glass is usually
reserved for oral or topical medications.[22,23]

Single-unit Container
(dose used at one time)

Multiple-unit Container
(doses removed and 
container reclosed)

Multiple-dose Container
(parenteral use only)

Non-parenteral
ContainerUnit-dose Container

(non-parenteral)

Single-dose Container
(parenteral)

Unit-of-use
Container

(Dispensed without
repackaging; can be

single unit or
multiple unit)

Fig. 1 Categories in packaging containers. (From Ref.[18].)
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A current USP proposal is in place to remove the
NP Type glass designation. The rationale for this
revision is because NP Types glass is not commonly
used in the pharmaceutical industry.[24]

Glass also sports some notable disadvantages that
have helped to catalyze the reduced use of glass as a
packaging agent. Glass is brittle, so it can break when
dropped or struck. To combat this property, glass con-
tainers are manufactured to be thick and bulky, which
leads to additional weight and expense. Glass can also
be costly to produce, so it is primarily used for applica-
tions where its inert qualities and its barrier to gases
and moisture are paramount.[25]

Plastic

In recent years, plastic has come into widespread use in
a variety of packaging systems. Plastics are made of
synthetic polymers stabilized to form a container of
varying rigidity, light opacity, and pliability. Plastic
has been widely accepted to have many advantages
over glass including its low density, lightweight, low
cost, and its durability. However, unfortunately, plastic
must also be carefully validated because plastic con-
tainers are permeable to gases and water; they may
contain additives that can leach into the pharmaceuti-
cal preparation; and they can be adversely affected by
contact with some chemicals or by heat.[26]

Plastics useful in pharmaceutical packaging can be
categorized in one of the three classes: polyolefins (e.g.,
polyethylene and polypropylene), polystyrenes (PSs),
and polyvinyls. In general, polyolefins are recognized
for their low density, low moisture vapor permeability,
and high impact strength, while PSs and polyvinyls are
known for rigidity and low oxygen permeability.[26]

This discussion will include only those plastics that
are specifically identified in the USP/NF (Table 2).

Polyethylene Containers

Polyethylene (PE) containers are primarily reserved
for ‘‘dry oral dosages forms not meant for constitution

into solution.’’[23] Chemically, PE can be described as
a saturated hydrocarbon chain. PEs are characterized
as being high-density polyethylene (HDPE) or low-
density polyethylene (LDPE) and are distinguished
by the level of branching of the PE backbone (i.e., high
degree of branching corresponds to low polymer
density). Although PE containers are widely used in
drug packaging, their effectiveness must be demon-
strated because of their high permeability to oxygen
and other gaseous species, reactivity to certain chemi-
cals and oils, and susceptibility to cracking in the
presence of some solvents.[25] Specifications for the
production of PE containers can be found in 21
C.F.R.,[12] and quality characterization tests are con-
tained in the USP.[23]

Because LDPE is so pliable, it is not typically used
for rigid containers or for films. HDPE is much more
rigid, but both compounds are often employed in
squeeze bottles and other flexible applications.[27] PE
may be used as a moisture-impermeable layer of a
multilayer film for sealing blister containers.[29] It
may also be used for producing sealable envelopes in
which pharmacists can dispense moisture-sensitive
powders or tablets.[28] Care should be taken to assure
that PE additives do not leach into the pharmaceutical
substance.[27]

Polyethylene Terephthalate and Polyethylene
Terephthalate G Containers

Polyethylene terephthalate (PET)—one of the poly-
esters, and polyethylene terephthalate G (PETG) con-
tainers are both ‘‘suitable for packaging oral dosage
forms.’’[23] PET is a crystalline condensation polymer
made through the reaction of terephthalic acid with
ethylene glycol[28] and is notable for its use in carbo-
nated beverage containers.[25] Because PET stiffness
is very directional, it is not suitable for structural com-
ponents such as handles or tools.[27] Its low melting
temperature makes molding less difficult compared to
more demanding polymers, but it can still withstand
normal temperature excursions found in food proces-
sing.[30] Several additive chemicals have been found

Table 1 Composition, properties, and suitable application of glass types

Glass Composition Properties Application

Type I Borosilicate Very high hydrolytic resistance,
low thermal expansion

Acidic and neutral parenteral preparations;
alkaline preparations if qualified

Type II Soda-lime
(treated–dealkalized)

Relatively high
hydrolytic resistance

Acidic and neutral parenteral preparations;
alkaline preparations if qualified

Type III Soda-lime (untreated) Similar to Type II, but with

leachable oxides

Anhydrous liquids and dry products;

parenteral preparations only if qualified

Type NP Soda-lime (general purpose) Very low hydrolytic resistance Non-parenteral use only (oral, topical, etc.)

(From Refs.[15,22,23].)
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to leach from PET, but the FDA considers their levels
‘‘equivocal.’’ In contrast, German authorities have
banned PET for food contact.[27] Because of its structure,
no plasticizers are necessary for PET manufacture.[31]

When PET is copolymerized with cyclohexane dimetha-
nol, PETG is formed with properties that are superior to
PET or a cyclohexane polymer alone.[32] PETG is
amorphous and boasts better strength, water impermea-
bility, and stability characteristics.[25]

Because of their properties, PET and PETG are
primarily used in food applications. Liquid pharma-
ceutical preparations can be stored in these containers
if stability data indicate that such packaging is
adequate.[23]

Polypropylene Containers

Polypropylene (PP) containers are suitable for ‘‘pack-
aging dry solid or liquid oral . . . dosage forms.’’[33]

PP is a polyolefin class polymer made by polymerizing
propylene (sometimes with the addition of other ole-
fins) to yield a very long saturated hydrocarbon back-
bone with alternating methyl constituents.[25] Its
regular structure gives PP somewhat of a crystalline
appearance[27] and contributes to its strong water and
moderate gas impermeability.[26] PP is very resistant
to most solvents, acids, and alkalis, although some
organic and halogenated solvents can degrade PP at
high temperatures.[27] Its high melting point facilitates
sterilization, but its correspondingly high glass-
transition temperature can pose some problems of
brittleness during cold storage.[28,34]

PP is often combined with PE to achieve desirable
properties from both compounds. Commonly selected
for its strength, resiliency, and gas/water impermea-
bility, PP commonly constitutes closures and seals.
Bags for packaging intravenous fluids are often manu-
factured from PP stock.[25] Although not commonly
utilized in the U.S.A., PP can also be used as a mois-
ture barrier as one layer of a blister pack film.[29] As
with all plastics, though, manufacturers of PP should
assure users that no additives leach out of the PP
resin into the pharmaceutical preparation and quality
testing specifications are contained in the USP.[27]

Polyvinyl Chloride Containers

Polyvinyl chloride (PVC) is one of the most commonly
used drug packaging material in the U.S.A., second
only to HDPE in production volume. Having the struc-
ture of a chlorinated hydrocarbon polymer, PVC is
primarily used in rigid packaging and secondarily in
film production (largely as bags for intravenous
fluids).[25] Many additives are used with PVC to achieve
the desired product material, including plasticizers,

lubricants, stabilizers, and antioxidants.[27] Although
many stabilizers exist, most are not approved for use
with food or medicine, so the manufacturer must use
caution in selecting the additives for use with the
polymer.[25]

Although an excellent barrier to many solvents and
oxygen and a good moisture and gas barrier when in
pure form, many of these properties of PVC rapidly
deteriorate with the addition of plasticizers. Pure
PVC has poor impact resistance in its pure form, but
additives can improve this property as well. Plastici-
zers, additives, and bulk product must be screened well
to avoid the leaching of toxic compounds into the
drug[27] as this has been the source of much contro-
versy when PVC is used.[28] The relative moisture and
gas impermeability in addition to the inexpensive cost
and versatility has led to the widespread use of PVC in
blister packs, although more impermeable materials
are required for more highly sensitive preparations.[29]

These materials are often formed by coating PVC with
polyvinylidene chloride (PVdC) or Aclar[26] (Table 2).

Metal

Metal packaging has somewhat limited uses in pharma-
ceutical containers, but its well-defined uses have resisted
replacement by other more versatile and inexpensive
options. Metal containers are reserved for those appli-
cations where strength or malleability are required.
However, the major drawback to the use of metal
packaging is its reactivity to many gases and chemicals.

The three metals commonly used in pharmaceutical
packaging are tin, aluminum, and steel. Because of its
susceptibility to oxidation and corrosion, steel must be
galvanized or coated by an epoxy before use, so its
application is primarily reserved for drums of bulk
material where very high strength is required.[25,35]

Metals can also be formed into pressure cylinders for
the containment of gaseous product.[22]

Tin is frequently used in the production of aerosol
cans by electroplating it onto sheet steel to improve
corrosion resistance and facilitate soldering.[22,28] In
contrast, aluminum is used in its pure form as foil.[25]

Often, aluminum foil is used as an impermeable layer
in a multilayer laminate that may include paper and plas-
tics as well.[22] Aluminum foil can be formed into
rigid containers, semirigid containers, blister construc-
tion, or laminates.

Metals have a number of advantages over other
packaging materials. Like glass, metal is nearly totally
impermeable to gas and water. In addition, metal
containers are extremely strong and are shatterproof.
For applications requiring malleability such as col-
lapsible tubes, metal offers relatively easy manu-
facturing and very easy use.[25] Metals can also be
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fashioned into more complex delivery systems such as
metered-dose inhalers, dry powder inhalers, aerosol
administration devices,[36] and even ready-to-use
needles.[37]

The primary disadvantages of metals relate to their
cost and quality control. Metals are inherently more
expensive to purchase and to fabricate into a useful
container. Metals also are prone to the development
of ‘‘pinhole’’ defects during manufacturing that
can drastically compromise their barrier properties—
especially in particularly thin sections. Not only can
these defects be deleterious to the container, but they
can also compromise the quality of the pharmaceutical
itself. Drug product should be monitored to assure that
no metallic packaging defects have been transferred
to the preparation—especially in ophthalmic drug
products.[38] Much like copolymerization of plastics,
metals can be alloyed to enhance their characteristics
as well.[28,34,35] The USP has no test requirements for
metal containers at present.

Paper, Paperboard, and Cardboard

Paper, paperboard, and cardboard containers are
used ubiquitously in pharmaceutical manufacturing.
Because these types of containers are rarely designed
to interact with the drug product itself, they are not
as comprehensively validated in most compendial eval-
uations. Paper, paperboard, and cardboard are very
inexpensive; easy to print identification, instructions,
or advertising materials; and easily adhered to other
packaging components. Furthermore, paper is a key
component in several designs implemented to comply
with tamper-resistant packaging mandates.[28]

The most common applications of paper, paper-
board, and cardboard are in blister lidding stock and
in over-the-counter (OTC) outer packaging. Because
paper, paperboard, and cardboard offer virtually no
moisture or gas barrier, they are typically part of the
secondary pharmaceutical container. To provide
additional protection, paper can be laminated or coated
with a variety of materials. More commonly, when
paper is involved in critical packaging functions, it is
the only one component of a multicomponent system
that offers optimal environmental protection to the
drug environment.[25,28]

Paper can be used to provide puncture resistance as
one layer of blister packaging. Although paper does
not offer high shear strength, its relatively high tensile
strength makes it an easy barrier to overcome if one
intends to do so,[34] but is an exceedingly confounding
one for a child. Paper also simplifies printing on the
blister itself.

Other uses of paper, paperboard, and cardboard are
as secondary packaging or for shipping packaging

(e.g., corrugated cardboard). Because these applica-
tions have very little pharmacopeial interest, they will
not be discussed here.[28,29] Additional information
on shipping package design can be found in The Fibre
Box Handbook.[39]

TYPES OF PACKAGING DESIGN

Overview

A variety of materials can be used in packaging, and
they can be fashioned into a diverse selection of
containers tailored to the medication and its adminis-
tration. The intended use, in most cases, dictates the type
of packaging that will be selected for a particular appli-
cation. For certain OTC drugs, moisture-protecting,
and unit-dose containers offer the most appropriate pro-
tection, while certain emergency hospital medications
may be better packaged in ready-to-use syringes. The
environment in which the medication is likely to be
stored, the way in which it is intended to be used, and
the person who will likely be administering the drug
could dictate how its package is designed.

Package forms can be broadly classified into two
categories: multiple-unit containers and single-unit
containers (Fig. 1). While an exploration of the appli-
cation of various dosage forms will not be pursued in
this discussion, it should be sufficient to suggest that
the packaging selected should be designed to support
the integrity of the medication through its intended
storage and use, based on stability data that have been
established, until it reaches the end user or patient.
This discussion will also be restricted to consumer
packaging and will not include bulk packaging
between the manufacturer and any final repackaging
contractor or pharmacy before dispensing.[18,40]

Closures

In addition to the material and the package style, the
closure is critical to the proper performance of the
packaging system. In fact, many of the novel character-
istics of a container are housed in the closure–child-
resistant packaging, tamper-evident seals, pour spouts,
etc. Furthermore, without the proper selection of closure,
even the most well-designed package is likely to fail.

Similar to containers, closures can be viewed as
applying either to single-unit or multiple-unit contain-
ers. While single-unit closures can be designed to be
destroyed during use, multiple-unit closures may be
used many times while drug product remains in the
container. Consequently, the requirements for a clos-
ure system can be somewhat conflicting. The ideal
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closure should be complete—no moisture or light
should be allowed to enter and the apparatus should
totally protect the pharmacopeial preparation. At
the same time, the closure should allow for easy
access. The cap should be easily removable and easily
replaced. Unfortunately, these two objectives are
sometimes difficult to reconcile. Closures that are
easily removed are often difficult to design to protect
the drug, and vice versa. Ultimately, requirements
specific for the drug package are identified and the
package design is adjusted accordingly to best meet
the intended use of the package and best satisfy the
applicable regulatory guidance.[18]

Multiple-Unit Containers

Several types of multiple-unit containers have been
developed by the pharmaceutical industry. In general,
multiple-unit containers are preferred over their single-
unit counterparts on the basis of economic effectiveness,
but only drugs that can be sufficiently protected in this
type of packaging can be viable candidates for mul-
tiple-unit packaging. The selection of multiple-unit con-
tainers primarily depends on the dosage form.

One of the most prevalent multiple-unit containers
in use for solid dosage forms in the U.S.A. is the plastic
bottle. For both OTC and prescription medications,
tablets, caplets, and capsules are commonly packaged
or repackaged in plastic bottles designed to provide
an adequate barrier to moisture, light, and other perils
identified in the stability profile. The bottle can be
made to be opaque (as are many OTC bottles made
from HDPE), transparent (as are some PET bottles),
or amber-colored (as are many pharmacy bottles made
from PS or PP), and can usually provide adequate moi-
sture protection. Child-resistant closures and tamper-
evident wraps can be readily applied as necessary,
and labeling poses no unique challenges. In this sense,
the plastic bottle is almost universally suited for
pharmaceutical dispensing.

For drugs requiring additional protection, coatings
can be added to the solid oral dosage forms as well.
Moisture-resistant or opaque coatings on capsules or
tablets can protect the drug from water permeation
or from light effects. Although such protection may
be incomplete, it may afford enough added security
to permit the use of a less expensive container. Another
intervention that may be considered is the inclusion of
desiccant materials in the container to decrease the
relative humidity of the local atmosphere. Sometimes,
medications packaged for tropical storage will be
‘‘tropicalized’’ in this way to prevent excessive water
absorption by the pharmacopeial preparation itself.
Any container system should be validated for stability
assurance before use.

Other dosage forms can also be packaged inside
such a container. Wide-mouth bottles can be used for
topical or oral powders or granules. Oral liquids may
be packaged in plastic bottles if they are shown not
to extract leachants from the bottle and if no reaction
is initiated by such packaging. Two attractive features
of plastic bottles are that they can be equipped with
a variety of delivery mechanisms (i.e., pour spouts,
volume graduations, drip spouts, volume-delivery
mechanisms, vaporizers, etc.) and that they can be made
‘‘squeezable’’ if desired. Nasal sprays, some inhalants, otic
drugs, and ophthalmic drops can be packaged in this way.

One of the major drawbacks to the use of plastics is
their heat intolerance. Because many plastics will melt
or degrade at high temperatures, they are not well-
suited to sterile applications. Parenteral drugs in
particular require guaranteed sterility, and often this
sterility can best be provided by glass containers.

The most common multiple-unit container used for
parenteral drug storage is the glass container with an
elastomeric closure. The closure is formed by a plastic
membrane plug that can be penetrated by a syringe
needle. This closure style allows for sterile withdrawal
of the pharmaceutical preparation. However, care
must be taken, as with any container, to assure that
the closure does not interact with the drug product
and that the type of glass selected is sufficient for
protecting the contents appropriately. The USP/NF
provides a chapter on Injections h1i[20] and a chapter
on standards for testing elastomeric enclosures in
Elastomeric Closures for Injections h381i.[36]

Additional multiple-unit containers are in wide-
spread use such as collapsible tubes, metered-dose
inhalers, and aerosol containers. The USP/NF provides
standards for aerosols and containers used for aerosols
in Aerosols, Metered-Dose Inhalers, and Dry Powder
Inhalers h601i;[36] and Pharmaceutical Dosage Forms
h1151i.[28] Commonly used for ointments and pastes,
the collapsible tube container is often constructed of
plastic, metal, or some lamination of plastic and
metallic layers. Although such preparations can be
packaged in jars or bottles, collapsible tubes can offer
better protection from contamination and from
environmental hazards. The metered-dose inhaler and
aerosol container are other specific multiple-unit dos-
age form examples that are commonly fabricated from
metal and are closely tied to the process of medication
administration.[26,40]

Multiple-Unit Closures

Closure systems typically refer to the closures on
multiple-unit containers. The closure may consist of a
single-use film or barrier underneath an enclosable
cap or plugged to be replaced for subsequent use.
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External to a reclosable cap, additional sealing may be
applied to confer tamper resistance and ruggedness to
prevent spillage in shipment.

Multiple-unit closure systems are quite numerous and
varied in their designs. This discussion is not intended to
be comprehensive, but rather is anticipated to provide a
general overview of closure systems for use in packaging
pharmaceutical articles.

One of the most common types of multiple-unit
closure is the threaded closure. These closures consist
of a cap and a threaded neck on the bottle being sealed.
Sometimes the cap is threaded and other times it only
has engagement tabs to interface with the bottle
threading. Often, a heat-sealed foil laminate is applied
to the bottle beneath the cap after packaging to pro-
vide optimal moisture protection. When the bottle
is ready for use, this laminate can be removed and
discarded. The cap itself will provide a high level of
moisture impermeability, and can be enhanced by the
use of an elastomeric closure ring. This ring can make
an exemplary seal by virtue of its plasticity and can
prevent leakage that would otherwise permeate the
rigid interface.

Other types of closures are used widely as well.
Glass containers are typically coupled with a flexible
closure to interface with the very rigid glass. For
containers designed for parenteral use, a puncturable
rubber ‘‘bung’’ is used to seal the container and allow
the withdrawal of the drug product with a syringe. The
bung must be very resilient such that no leakage is per-
mitted, and it must not react with the pharmaceutical
or leach contaminants into the preparation. Other clo-
sures also exist to better address the specific concerns
for each dosage form. Flip-top closures, valve spouts,
sealed ampules, metered dose aerosols, formed metallic
foil, vial stoppers, can closures, and other methods of
sealing pharmaceutical containers have all been
developed to satisfy the unique needs of the drug and
its intended user.

Closures can be used to incorporate container
features desirable for the dispensing of the medication
as well. Various types of child-resistant packaging can
be employed. Most of these child-resistant designs
involve combining two or more dissimilar motions to
facilitate access to the medication (i.e., pushing and
turning, squeezing and twisting, etc.). Some very clever
closures have been designed to comply with the Poison
Prevention Act of 1970,[12] and child resistance is
used in marketing pharmaceuticals that are directly
dispensed to customers.

Selection of the proper packaging system and
material is important to guarantee the integrity of the
pharmaceutical preparation. Packages that provide
adequate protection and ready access to the drug
are ideal, and a plethora of packaging styles have
been developed to balance these objectives.[11,27,29]

Standards for container closures are not developed in
the USP/NF.

Single-Unit Containers

Single-unit containers are often reserved for drugs that
have limited stability or that will be dispensed as a
single-dose or unit of use. This type of packaging is
understandably more expensive because much more
packaging will be necessary for the same quantity of
drug product, and additional testing to establish
child-resistant and senior-friendly capabilities must be
performed. However, because each dose is not being
exposed to repeated opening and closing of the con-
tainer, the package can serve as a better environmental
barrier and can facilitate the immediate delivery of
the premeasured quantities of drug. Furthermore,
particularly fragile solid dosage forms can sometimes
be better protected through the use of single-unit pack-
aging than they can be in a larger container. Often,
bottles of solid caplets or tablets have cotton packed
inside to reduce breakage in transit, but when more
protection is necessary, single-unit packaging can
provide added support.

Two commonly used single-unit containers reserved
for solid oral dosage forms are the blister package and
the strip package. Blister packs (Fig. 2) are usually
made of formed PVC (sometimes laminated or coated
for additional moisture impermeability) and some type
of lidding stock that is characteristically a mixture of
several layers of plastic, paper, and metal foil to achieve
the properties required to protect the pharmaceutical
preparation. Often, the blister units themselves are per-
forated such that they can be separated. Strip packages
are very similar except that they are comprised of
two plies of lidding with the solid oral dosage form
contained between them. In this way, they can offer
some of the same advantages at somewhat low cost.
Although strip packages were developed before the
introduction of the blister pack, the latter container
style now commands 80% of single-unit oral dosage

Lidding Stock

Blister

Drug

Fig. 2 Blister packages are a very common method of unit-

dose packaging. Blister packages are ideally suited to satisfy
requirements for being tamper resistant and child resistant.
The lidding stock is often a multilayer film containing plastic,
metal, paper, and adhesive components. (From Ref.[29].)
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packaging. Other packaging, such as individually wrap-
ping doses, can also be employed in unique circum-
stances provided that its effectiveness can be verified.

Oral liquids are more rarely packaged in the single-
unit form. They are most frequently used for special
needs populations (i.e., infants, elderly, etc.) or in
hospitals. Most commonly, a very small plastic or
aluminum cup is sealed with lidding to prevent con-
tamination or spillage. Pouches are also frequently
used to contain these liquids. Alternatively, predrawn
oral syringes can be used to contain the pharmaceutical
preparation, although the stability of this form of
storage has been questioned. Some liquid oral prepara-
tions that contain colorings or flavorings have been
known to cause some stability problems with plastic
containers.

Parenteral drugs also can be packaged in single-unit
containers. Four types of containers are viable for
these preparations. The first is the classic glass ampule.
Although stability can usually be easily guaranteed
and sterility is not difficult to attain, the mechanics
of breaking the ampule itself can introduce glass
contamination into the drug product. Where the liquid
drug product stability is in question, solid drug can
be packaged in a vial for reconstitution before use.
Sterile water can be injected into this second type of
parenteral single-unit container and mixed with the
dry pharmaceutical, and then the solution can be
drawn back out into the syringe.

The third type of container is the prefilled syringe.
These syringes can take a variety of forms: a
traditional syringe with liquid drug product, a spring-
loaded autoinjector, and a device whereby the diluent
is mixed with the solid drug before injection, etc.
However, the basic concept is the same—the drug
dosage is already in the syringe in the proper quantity
and the injection can be made without any additional
preparation. The final form of single-unit container is
the intravenous (e.g., IV) bag. These bags are con-
structed of either glass or plastic and can be rigid or
flexible. Most have medication ports and volume
graduations to help facilitate drug introduction into
the intravenous line.

Common to all parenteral pharmaceutical prepara-
tions is the necessity for controlled pH and sterility.
Packaging materials used for these purposes must be
well-validated for their uses, because impurities in
these drug preparations can have particularly disastrous
effects.

The final pharmaceutical dosage forms commonly
packaged in unit-dose form are transdermal patches
and sublingual films. These drugs are often very sensi-
tive to light and moisture, so they are frequently sealed
in foil wrappers or other impervious media.

Recently, single-unit packaging methods have
increased in popularity for many reasons. First,

prepackaging large quantities of drug in single-dose
or unit-dose form is thought to reduce the incidence
of some medication administration errors.[41] Further-
more, the environmental protection of these drug
forms can be better guaranteed than when packaged in
reclosable containers, and unit doses can be more easily
distributed than other forms in institutional settings.
All medications packaged in single-unit containers that
are stored at the proper temperature have guaranteed
quality until the date of expiration.[22,26,28,29,40]

Quality control for single-unit containers is also cru-
cial. Critical parameters should be monitored during
packaging and compared to qualification limits. For
instance, in a blistering machine, the temperature of
the plastic sheet should be frequently measured so that
if it is found to be out of the acceptable qualification
limits, packaging can be suspended. Many of these
parameters exist, including performance parameters
(i.e., heat, time, etc.) and operation parameters (i.e.,
incoming utilities—air, water, electricity, etc.). General
chapter Containers–Permeation h671i in the current
USP/NF provides standards for testing the perme-
ability of single-unit containers to moisture.
However, monitoring most of these parameters is
insufficient to guarantee the quality of the container
being produced. Regular testing of the product should
also be included in a written quality assurance plan.
This testing can include non-destructive screening tests
(i.e., visual inspection, etc.), non-destructive evaluation
tests (i.e., vacuum testing, etc.), and destructive testing
(i.e., access evaluation, compendial tests, etc.).
Additional testing may be required to evaluate package
performance required for the specific drug as well
(i.e., package oxygen permeation, etc.).[29,35,42]

Single-Unit Closures

Closures for single-unit package systems most com-
monly apply to blister packs and other forms of
individual pouches. These containers can be sealed
through adhesive or heat-sealing methods using a
laminate that may contain foil, paper, and plastic.
While the closure is not reusable, it can be designed
to offer premium protection from light and moisture.
In addition, child resistance can be incorporated with
the introduction of additional peelable paper layers
to further obstruct access to the children. However,
as is the case with most single-unit packages, access
is a primary concern. Blister packs and pouches can
be difficult to breach, and while this can be a benefit
for protecting children, it can also interfere with or
slow the use by adults and the elderly. Often, premium
protection can be provided only to the detriment of
access.[11,27,29] The USP/NF provides information on
blister packs in Packaging Practice—Repackaging a
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Single Solid Oral Drug Product into a Unit-Dose
Container h1146i.[29,33]

Unit-of-Use

Unit-of-use packaging is another type of packaging
design that may occur in the form of a multiple-unit
or single-unit container. The USP/NF defines a unit-
of-use container as one that contains a specific quan-
tity of a drug product intended to be dispensed as
such without further modification except for the
addition of appropriate labeling. It is also labeled as
unit-of-use container. The USP/NF provides infor-
mation on unit of use packaging in Packaging–Unit
of Use h1136i.[29]

TESTING

Product testing and design verification comprise the
basis of many compendial documents. Pharmacopeial
guidelines are written in such a way that products are
designed to pass well-proven tests of strength and
purity. Thus the objective in writing packaging guide-
lines is to establish the standards of packaging quality
that can be reliably transposed from one testing system
to another while maintaining the quality of drug that is
expected by the user.

Compendial approaches are developed to protect
the public and guide pharmaceutical manufacturers,
prescribers, and dispensers. It is in the best interest of
all stakeholders that quality pharmaceuticals be avail-
able for immediate patient use. In fact, it is imperative
at all stages of drug distribution that the quality be
maintained, both from the perspective of patient safety
and from the standpoint of customer satisfaction and
product liability. For these reasons, pharmacopeial
standards throughout the world articulate accepted
testing protocols and minimum quality standards to
ensure that manufacturers have the tools they need
to guarantee the quality of the available drug supply.

The USP standards do not mandate that certain
tests be performed on given products. In fact, testing
procedures and quality limits are determined and
provided to the pharmacopoeia by manufacturers.
Compendial requirements simply specify the tests that
a pharmacopeial article must pass if it were subjected
to the regimen specified in the USP. To that end, any
validated procedure or sampling system can be
adequate for the assurance of quality. Manufacturers
can choose to strive for quality far above that dictated
in the USP. The USP requirements should be viewed
simply as the quality criteria that any manufacturer
should be able to reasonably guarantee.

The USP and NF is the text published annually with
two supplements. These compendia are official com-
pendia of the U.S.A. and are also used widely in many
other countries of the world. Testing requirements in
the USP/NF fall into several categories that directly
pertain to pharmaceutical manufacturing and dispen-
sing: General Notices and Requirements; Official
Monographs; General Chapters; Reagents, Indicators,
and Solutions; and Reference Tables. The Official
Monographs contain specifications for drugs themselves,
and the General Chapters contain information directly
pertinent to tests and practices. Often, Official Mono-
graphs refer to General Chapters for additional infor-
mation. For information on how given pharmacopeial
preparations are to be packaged (e.g., tight, well-closed,
and light-resistant), refer to Containers for Dispensing
Capsules and Tablets in the Reference Tables of the
Current USP/NF.[36]

This section is not intended to substitute for the text
of the USP and other applicable jurisdictional regula-
tions. The tests described in this section are specified
in detail in the USP, so this discussion is designed as
an overview of tests appropriate for given containers
and packaging systems. Note that each citation refers
to a general chapter of the USP that can be consulted
for additional information. General chapters provide
test requirements and guidances for pharmacopeial
articles in addition to the design information and pack-
aging guidelines. In general, those chapters labeled
with a number less than h1000i are General Tests
and Assays while those labeled above h1000i are
simply General Information Chapters.[43]

Fig. 3 is designed to help illustrate which compen-
dial standards are applicable to each packaging
circumstance.

Testing for Plastics

Physicochemical testing

Physicochemical testing is performed to characterize
the physical and chemical properties of a plastic; to
insure that the composition of the synthetic medium
will not compromise the quality of the drug being
stored within it. To perform these tests, samples
of plastic identical to the material being used in the
primary package are subjected to an extraction
procedure—to dissolve in an extraction solution
leachable compounds that are at risk of entering the
pharmaceutical preparation. This extraction solution
is then subjected to analysis to evaluate the identity
and quantity of leachants. For most plastics, the
appropriate extraction medium is purified water,[23]

but elastomeric closures for use with injections should
include extraction with three different extraction
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media: purified water, drug product vehicle, and
isopropyl alcohol.[36] Note that not all tests are appro-
priate for all plastics (see Fig. 3 for tests necessary for a
specific application).

It is crucial that the specified total surface area of
the container sample be at least that specified in the
test. Also, the extraction durations and temperatures
should be well documented to be in accordance with
the USP test protocol. Each of these procedures is
carried out with a control blank to verify the quality
of the extraction medium.

After the extraction is completed, a portion of the
extraction solution is dried to quantify the non-volatile
residue.[23] When a significant quantity of residue is
realized (e.g., defined in the USP by polymer type), an
ignition test should be performed to better characterize

the quantity of the extractant. A limit on the quantity of
uncombusted material has been established.[44]

The extraction solution should also be evaluated for
the presence of heavy metals. This can be performed by
comparing a reaction between a known quantity of
lead and sulfide ion with that caused by sulfide ion
on a portion of extract solution (to qualify the lead
content).[54] Although the presence of a small quantity
of heavy metal in the extract solution is permissible,
the limit is specified in the USP. Finally, the buffering
capacity of an aliquot of sample can be compared to
a similar aliquot of blank to evaluate the extraction
of acidic or basic ions from the plastic sample.[23]

Other analytical tests can be performed to verify the
identity and purity of the plastic. One such test used to
evaluate the purity of the plastic composing the

Starting
point

Starting
point Is the primary

container
glass?

Perform Chemical
Resistance Tests

<661>

Container satisfies
compendial

requirements: label
correctly and perform
drug stability analyses

X= stop, container does not meet compendial requirements

Perform Elastomeric
Testing
<381>

Perform
Biological

Reactivity Test,
in vitro
<87>

Perform
Physicochemical

Tests
<661>

What type of
plastic is the 

container?
Is the drug

intended for
parenteral use?

Is the drug a liquid oral
dosage form only?

PET/PETG

Perform
appropriate

material-specific
tests

<661>

Perform
Biological
Reactivity

Test, in vivo
<88>

Perform Light
Transmission

Test
<661>

Is the drug
moisture-
sensitive?

Is the drug light-
sensitive & the
container not

opaque?

Perform
Moisture

Permeation
<671>

Is the
closure

elastomeric?
Pass [class
not req'd]

Pass [class
req'd]

Is the drug a dry 
or liquid oral or

ophthalmic dosage
 form only? PP

Is the drug a dry 
or liquid oral or

ophthalmic dosage 
form only? PE

Perform
Arsenic Test

<211>

<87> <88>

No

No

No

No

No

No

No

No

No

Yes

Yes

Yes

Yes
Yes

Yes

Yes

Yes

Yes

Fail

Fail

Fail

Fail

Fail

Fail

Fail

Pass

Fail

Pass

Pass

PassPass

Fail

Pass

Pass

Pass

Pass

Is the primary
container
plastic?

With non-compendial
storage materials, stability
testing must be performed
independently on the
pharmacopeial article
packaged in the proposed
container type to verify
container performance.
Through life testing,
storage conditions should
be identified that can
guarantee the product's
strength, quality, and
purity throughout its
intended shell life.

X X

X

X

X

X X

Fig. 3 This decision tree should help identify those USP compendial standards that apply to a given new package design.
(From Refs.[17–21,23,28,29,33,36,38,44–53].)
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container is the recording of the infrared (IR)
spectrum. This type of analysis is very sensitive to com-
pounds not typically present in a sample. The spectrum
should be recorded and compared to a spectrum
recorded from a high-purity validated reference
standard to identify peaks that are expected and those
that are a result of impurities.[23] A second purity test is
thermal analysis. This test is performed by heating and
cooling the sample in a nitrogen environment and
recording various physical and chemical properties as
a function of temperature (i.e., transition temperature,
eutectic impurity analysis, thermogravimetric analysis,
etc.). By comparing the behavior of the sample with a
validated reference standard, the purity of the sample
can be better characterized.[46] The USP contains
acceptability limits for each of these tests.

Other tests are specified in the USP for specific types
of plastic based on the specific hazards that they pose
to their contained pharmaceutical preparations. For
instance, certain types of PET bottles have a tendency
to leach colorant into the liquid preparations. For this
reason, a specific test protocol is defined that allows for
the spectrophotometric analysis (visual spectrum) of
the extraction solution relative to the blank solution.
When this analysis is performed at the wavelength of
maximum absorption of the plastic, it can be reason-
ably inferred that any significant difference between
the test solution and the blank can be attributed to
leaching of the colorant.[47]

Test protocols for plastics described
in the US Pharmacopeia

For compendial application and purposes, all plastics
are required to meet the testing procedures outlines
in general chapters Containers h661i, Containers–
Permeation h671i, Biological Reactivity Tests, In Vivo
h88i, and Biological Reactivity Tests, In Vitro h87i.
There are proposed general chapters to distinguish
the container testing for glass and plastics. This distinc-
tion has been outlined as follow—Containers—Glass
h660i and Containers—Plastics h661i.[24,55] Three
different classes of plastics are specified in the USP
with corresponding test protocols. The first PE is a
class of plastics reserved for use with dry oral dosage
forms. The constituent monomeric composition is
specified in the Code of Federal Regulations,[9] and
the USP defines the appropriate classes of PE by their
corresponding densities. Similarly, different properties
are expected of HDPE relative to LDPE.[23] Poly-
ethylene containers are expected to satisfy testing
requirements for identity (by IR spectrum and thermal
analysis), heavy metals limits, and non-volatile residue
limits. Light transmission and water permeation may
be indicated based on the dosage form, and will be
discussed later.

Liquid oral preparations are usually contained in
PET or PETG containers. PETG has a different poly-
meric composition than PET as discussed under
‘‘Types of Packaging Materials.’’ Physical characteris-
tics are listed in the USP,[23] and 21 C.F.R.[9] specifies
their composition. Identification of PET and PETG
shows that these plastics are distinct and distinguish-
able from one another by IR spectrum, but the
two compounds are similar as evaluated by thermal
analysis.[23,46] This type of plastic should be tested for
colorant extraction as previously discussed.[47]

PET and PETG containers should also be evaluated
for several impurities in the testing of extract: heavy
metals, ethylene glycol, and terephthaloyl moieties.
The latter two tests are performed using spectrophoto-
metric quantification of a reaction to guarantee that
not more than 1 ppm of either impurity is present.
Light transmission and moisture permeability testing
should be performed as indicated.[23]

The third class of plastic that is defined in the USP is
PP. These containers can be used for oral solids or
liquids, making their application among the most
versatile of pharmaceutical packaging materials.
Specifications are given once again in both the
USP [33] and in the Code of Federal Regulations.[9] PP
containers should be assured to pass the identity testing
by spectrophotometry[33] and by thermal analysis[46] such
that impurity levels do not exceed USP specifications.
Additionally, PP must be evaluated for buffering
capacity.

Elastomeric closures for injection

Elastomeric closures are required to meet all the com-
pendial tests for physiochemical characteristics and
general chapters Biological Reactivity Tests, In Vivo
h88i and Biological Reactivity Tests, In Vitro h87i.
Some tests are reserved for specific applications of
plastic. Elastomeric closures for use with injections
have guidelines specific for their evaluation and
approval–regardless of their chemical composition.
As previously mentioned, extraction with three
separate solvents is indicated (e.g., purified water, drug
product vehicle, and isopropyl alcohol). Following the
extraction, the samples are evaluated for heavy metal
content and for the actual mass of extractable content
measured as has been previously described. In
addition, a turbidity test is indicated using a calibrated
turbidimeter.[47] An acceptable value for the additi
onal turbidity in the sample (relative to the blank) is
expressed in the Nephelometric Turbidity Units
(NTUs). In addition to these tests, reducing capacity
and the pH of the extractant should be measured.[36]

Physicochemical testing is designed to evaluate the
properties of the packaging system. It can function
both to identify if the material being used is the
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appropriate compound and to quantify that the level
of impurity is acceptable. Furthermore, physico-
chemical testing can measure the quantity and quality
of leachants that could be carried by the pharmaceuti-
cal preparation from the container to the user. While
this type of analysis may be sufficient for the approval
of containers for oral drug forms, it is not sufficient for
drug forms that will come in direct contact with the
internal physiological environment or with mucous
membranes (e.g., injectables).

Biological testing

For drug preparations that will be used for internal
or mucous membrane administration (i.e., parenteral
preparations, ophthalmics, creams and salves, etc.),
additional testing must be performed to assure that
any leachants will not cause biological reactions that
may be detrimental to the patient. To do this, a test
protocol has been established that screens materials
used in containers to test for biological interactions.
This protocol should be applied to any plastic container
closure systems regardless of the type of container that
will directly contact pharmacopeial preparations in
storage before they are invasively used. This includes
all closure systems for parenteral vials.[33]

In addition to the biological testing, all ingredients
in pharmaceutical containers that satisfy these criteria
must satisfy the requirements found in the 21 CFR for
Indirect Food Additives.[12]

In vitro testing

For the purposes of pharmaceutical containers, in vitro
testing is sufficient to approve or reject a proposed
packaging system. However, testing on elastomeric
closures for injections allow for a polymer to be
approved if it fails in vitro testing but subsequently
passes in vivo testing.[36] Other than this circumstance,
further testing is only required when a classification des-
ignation for the plastic being considered is necessary.

The concept behind the design of this testing
protocol is that the plastic sample is delivered to a
mammalian fibroblast culture. Once this exposure is
made, the culture is evaluated for signs that the cells
are interacting with the plastic or its leachants.
Although some reaction is permissible, a subjectively
defined upper limit is set beyond which the plastic or
elastomeric container or closure will fail the test. The
test protocol includes a positive control and a negative
control in addition to the sample to assure that the
system is valid.

Three in vitro biological tests exist: the agar dif-
fusion test, the direct contact test, and the elution test.
Each test evaluates the interaction of the polymer with

the cell culture in a somewhat different way, but all
are equally valid if appropriately applied. Any combi-
nation of the tests can be used as is reasonable for the
application of the plastic.

The agar diffusion test is typically used for elasto-
meric closures. Either the closure or an extract of the
closure is applied to an agar plate, where the sample
is separated from the culture monolayer by agar. This
allows leachants to diffuse through the agar to interact
with the cell culture without subjecting the cells to the
mechanical stresses associated with the closure itself.
The culture is then incubated for 24 hours, and the cells
are microscopically examined to demarcate a zone of
malformed or degenerated cells. Grades of reactivity
are defined, but in general, the sample passes the test
if the zone of reactivity does not extend beyond the
immediate area under the sample. Positive and
negative controls are also tested.

The direct contact test is designed to be used with
any polymeric material, but does not work well with
very low-density or high-density materials because they
can cause mechanical stress to the culture and can
skew the results. The test is identical to the agar
diffusion test, except that the sample and controls are
directly applied to the surface of the cell culture
(instead of through the agar ‘‘cushion’’). Again, a pass-
ing grade requires that the zone of reactivity does not
extend beyond the boundaries of the sample.

The elution test is performed by testing a polymeric
extract for biological reactivity rather than testing the
polymer itself. Because the actual polymer sample is
not introduced, this test is effective both for very
high-density polymers and for establishing a dose–
response relationship among the extract and the
reactivity. Also, the extraction can be performed at
varying lengths of time and at temperatures either
compatible or incompatible with maintenance of the
culture so different concentrations of different lea-
chants can be attained. The extract is directly applied
to the culture dish and incubated before the micro-
scopic evaluation of the cells is performed. A grade is
assigned based on the shape of the cells, the integrity
of their membranes (e.g., intact or lysed), and the
inclusion of intracytoplastic granules. Cultures display-
ing up to mild reactivity, as defined in the USP, can be
considered passing.

A validation protocol should be developed for a
new container material that includes one or more in
vitro biological tests as appropriate. It is essential that
the specified quantities of sample be used and that the
preparation instructions be closely followed. Articles
that pass this evaluation can be considered to have
passed biological testing, but articles failing any of
the biological tests can be considered to have failed
biological testing. No additional evaluation is neces-
sary for the containers.[48]
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In vivo testing

In vivo testing is typically not necessary for evaluating
plastics used in drug containers. The exception to this
general test is for plastics requiring a classification
(e.g., I–VI) or for elastomeric closures for injections
that fail in vitro testing.[36] In general, in vivo testing
is usually reserved for evaluating the suitability of
polymers for use as excipients or for manufacturing
implantable medical devices and equipment. Because
of the limited usefulness in packaging applications,
this discussion will serve only as a cursory overview
of the test protocol and will focus on the application
of the test protocol to elastomeric closures and plastics
requiring classification. Additional information can be
found by directly referring to the USP.[49]

Perhaps one of the most important applications of
in vivo testing is that of classification. Classification
is performed by conducting a constellation of tests
can give a passing or failing result. To be assigned a
particular classification, a sample must be extracted
using a specified solvent and must pass particular tests
as defined in the USP. This classification system not
only allows for communication regarding the proper-
ties of various plastics, but also specifies for which
applications each class can be appropriately used.

Similar to in vitro testing, three tests comprise in
vivo biological testing (viz., systemic injection test,
intracutaneous test, and implantation test). The tests
selected for use should be appropriate for the intended
use of the product and should reflect a reasonable
assessment of risks to the patient. Each test has speci-
fied a minimum quantity of material, and this quantity
is crucial to the validity of the test.

For the first two tests, extracts that are similar to
those used during physicochemical testing are used.
The extraction process, which differs somewhat from
previous extractions, is explained in the USP. The first
test, the systemic injection test, uses a sample of extract
injected intravenously or intraperitoneally (as indi-
cated in the test protocol) into each of five albino mice.
Note that a control solution is used to inject five mice
in a control group as well. Animals are evaluated over
the next three days and monitored for death, abnormal
behavior, or weight loss. If the test results are incon-
clusive, the protocol can be repeated on groups of 10
mice each.

The second test measures a slightly different biologi-
cal response. This test, the intracutaneous test, uses the
same extraction solution prepared for the systemic
injection test. However, for this evaluation, two rabbits
are shaved and injected with the solution intracuta-
neously. Each animal is injected into the skin lateral
to the spine with five samples of extract on one side
and five samples of control solution on the other.
Animals are evaluated three times over the next three

days and assigned a score at each evaluation based
on the erythema and edema for injection sites. Criteria
for passing compare the average score for the extract
injection sites with that from the control injection sites.

The final and most invasive in vivo biological test
undertaken is the implantation test. For this test, small
sterile strips of sample polymer and control substance
(HDPE) are cut and surgically implanted into the
paravertebral muscles of healthy, adult rabbits. After
five days, the animals are sacrificed and the region of
implantation is macroscopically examined. Scores are
assigned for the size of encapsulation surrounding the
implanted polymer. Criteria for passing compare the
average score for the sample polymer sites with
that from the control sites.[49] Detailed description of
the testing requirements are provided in the USP/NF
in general chapters Elastomeric Closures h381i,
Biological Reactivity Tests, In Vivo h88i, and Biologi-
cal Reactivity Tests, In Vitro h87i.

If all of the applicable physicochemical and biologi-
cal test criteria are satisfied, then a plastic container
can be used for packaging the pharmacopeial items.
Additional testing may be necessary to assure suit-
ability if light or moisture protection is necessary.
These validations will be discussed later.

Permeability testing

The other validation test that is used to approve
containers for use with sensitive preparations is the
moisture permeability test. This evaluation is notably
more complex in that it sets permeation limits based
both on the type of container and the classification
of the material being stored within. In general, these
tests measure the performance of the packaging system
but offer no design guidance. For compendial applica-
tions, permeability testing of plastics are described in
the USP general chapters h661i and h671i for all types
of containers.

Multiple-unit prescription containers

The test procedure differs somewhat for multiple-unit
manufacturer’s market containers and for single-unit
containers. For compendial purposes, multiple-
unit containers are tested differently for manufac-
turer’s market containers and for containers used for
dispensing prescriptions. For manufacturer’s market
containers, the tests for moisture vapor permeability
are referenced in Containers h661i, and permeability
testing is performed whereby placing the desiccant
inside a sealed packaging system and measuring the
moisture (e.g., mass) absorbed over time. For contain-
ers used for dispensing prescription pharmaceuticals,
the container closure is first opened and repeatedly
closed 30 times on 12 containers to simulate the cycling
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experienced by removal of medication dosages. Then, a
specified volume of predried desiccant is added to 10 of
the unsealed containers, and the closures are securely
fastened. The final two containers are partially filled
with glass beads to act as controls.

All 12 containers are carefully weighed and placed in
a high-humidity atmosphere (75% relative humidity)
for two weeks. After the specified time has elapsed, they
are weighed again. Identical containers are used to
measure the internal volume of the containers (by water
volume method). Thus the change in mass is equivalent
to the leakage of moisture from the external environ-
ment to the internal environment, and using the known
time and container volume, one can calculate the mois-
ture permeability in milligrams of water per day per
liter of container volume. The weight change of the
control containers should be negligible, but any change
that is observed is considered in the analysis. Limits for
moisture permeation can be found in Table 3.

Single-unit containers

Unit-dose and other single-unit containers undergo a
somewhat different process to assess their moisture
permeability. Two separate methods exist depending
on the morphology of the package being evaluated–
Method I should be used for individual single-unit con-
tainers and Method II should be reserved for packs
that incorporate a number of sealed unit containers
(i.e., blister cards). This protocol can be useful not
only for quantifying material properties, but it can
also be valuable in monitoring the effectiveness of the
sealing process.

For both methods, small desiccant pellets are used
to act as the hydrophilic moisture absorbent (similar
to the material used for multiple-unit containers).
For Method I, a pellet is placed in each of not less than
10 containers and the containers are sealed. A corre-
sponding set of containers is sealed identically without
the desiccant added to serve as a control group. The
containers are carefully weighed as a group and their
average mass is computed (for both the test group
and the control group). The containers are then
all placed in high-humidity storage (75% relative
humidity). The containers are removed from the sto-
rage environment and weighed daily, and the process
is continued until either (i) the mass of the containers
has equilibrated or (ii) at least 28 days has elapsed
(for containers seeking classification as Class A).

Method II is similarly performed, except that
instead of considering individual containers, the test
unit is a package of individual units (i.e., such as an
entire punch card of blisters, etc.). The minimum
sample for the test group is four packages of at least
10 individual single-unit containers per package.
Masses are measured in the same way and the same
storage conditions and weighing protocol is under-
taken—the only variance being that the ‘‘unit weight’’
that is being considered is that of the entire package
rather than that of each blister individually. For both
methods of measuring the moisture permeation for
single-unit containers, no volume measurement is
necessary. Because of this, moisture permeation for
these containers will be expressed as mass per day.
Correction for both Methods I and II is made for
any change in mass of the control group.

Table 3 Acceptable moisture permeability criteria to establish suitability for a container used in specific
pharmaceutical preparations

Container Classification

If the moisture

vapor permeability

of not more than . . . . . . of the . . .
. . . test containers

exceeds . . .
. . . and none

exceeds . . .

Multiple-unit—prescription Tight 1 10 100 mg/day/L 200 mg/day/L
Well-closed 1 10 2000 mg/day/L 3000 mg/day/L

Single-unit—prescription

(Method I)

Class A 1 10 0.5 mg/day 1 mg/day

Class B 1 10 5 mg/day 10 mg/day
Class C 1 10 20 mg/day 40 mg/day
Class D . . . containers meet none of the above requirements . . .

Single-unit—prescription
(Method II)

Class A N/A N/A N/A 0.5 mg/day/blister
Class B N/A N/A N/A 5 mg/day/blister

Class C N/A N/A N/A 20 mg/day/blister
Class D . . . containers meet none of the above requirements . . .

HDPE—material test Pass 1 10 10 mg/day/L 25 mg/day/L

LDPE—material test Pass 1 10 20 mg/day/L 30 mg/day/L

PP—material test Pass 1 10 15 mg/day/L 25 mg/day/L

PET/PETG—all uses Tight 1 10 100 mg/day/L 200 mg/day/L

(From Ref.[19].)
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The measurement of the moisture permeation allows
a class to be assigned. This class is denoted by a letter
from A to D that corresponds to the level of moisture
permeability of the container. Class A containers are
good moisture barriers whereas Class D containers
allow substantial water volume to pass through.

For both methods, the duration of a suitably run
test varies based on the results. For more permeable
packages, a shorter test duration is permissible because
larger mass changes are expected each day, which
make small errors negligible. Less-permeable packag-
ing systems will have smaller daily mass changes, so
a small experimental error can be extrapolated to have
a much larger effect on the result. Thus Class A
containers should be assessed for at least four weeks,
Class B containers for at least one week, Class C con-
tainers for at least two days, and Class D containers
for at least one day. Acceptable permeation values
are shown in Table 3.

Applicable test requirements as detailed in the USP/
NF are available in the general chapter Containers––
Permeation h671i.

Containers that require classification but are not
being used for prescription dispensing are categorized
based on their material. The same three substances
are considered as were explored during physico-
chemical testing: PE (e.g., HDPE and LDPE), PET
and PETG, and PP.

Multiple Unit–Manufacturer’s
Market Containers

HDPE and LDPE containers

PE manufacturers market containers are tested in a
similar way to prescription multiple-unit containers,
except that the containers are sealed. A desiccant
is added and moisture permeation is measured by
calculating a mass change. However, after the desic-
cant is added, the containers are sealed with a suitable
seal (i.e., heat-sealed aluminum foil–polyethylene
laminate or other suitable seal). In this way, testing
takes into account only the container without con-
sidering moisture permeation through the closure.
Thus this evaluation is a test of the material compris-
ing the container rather than the packaging system in
total. Correspondingly, no classification is offered
other than that of approval.[23] Compendial test
requirements are provided in detail in general chapter
Containers h661i.

PP containers

The test procedure for PP containers is identical to that
for PE containers. This protocol measures a property

of the material only (as opposed to of the packaging
system), so only a passing or failing classification can
be assigned.[33]

PET and PETG containers

The water vapor permeation of PET and PETG con-
tainers is carried out in a much different way than all
the other permeability tests. Because PET and PETG
are characteristically used for packaging liquid oral
dosage forms, the test protocol is designed such that
the moisture flux out of the container is measured
rather than the moisture flux into the container. In
contrast to other test methods, this testing method
defines the external environment as being dry and
the internal environment as being moist. In that way,
the test conditions can more closely approximate the
environmental conditions against which the container
should be designed to protect. This test is an evaluation
of the container rather than that of the corresponding
polymer, and as such, the test result can be used to
assign a classification (e.g., ‘‘tight’’).

Similar to the testing protocol for multiple-unit
prescription containers, the closure of the PET or PETG
container is cycled on 10 test containers to simulate use.
Empty weights of the containers and their closures are
measured, and the internal volume of each container is
determined through the use of measuring water volume
content. Then, the 10 test containers are filled with water,
their closures are applied, and they are stored at low
humidity for one week. After that week, the mass of each
container is measured again and they are reintroduced
into the storage conditions. After a second week, their
masses are again recorded. The calculation that is
performed then measures the change in mass of the con-
tained water only (corrected for dry mass of the
container and closure) during the second week (to allow
for equilibration during the first week). The magnitude
alone of the derived value is used in evaluating the
performance status. See Table 3 for moisture per-
meability limits.[23]

Water vapor impermeability may be one of the most
crucial properties of a container because moisture can
rapidly lead to pharmaceutical degradation. Further-
more, unlike temperature, moisture can be well-
controlled by selecting a suitable packaging system.
In fact, some environments (i.e., tropical or extremely
moist environments) may necessitate that pharmaceu-
ticals be packaged differently or with the inclusion
of desiccant canisters to prevent premature loss of
pharmaceutical integrity.

Light resistance testing

Although not all drugs are light sensitive, many
will quickly degrade if subjected to light for prolonged
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periods or at high intensity. For this reason, pharma-
copeial preparations are often distributed in opaque
containers or in critical secondary packaging that
prevents light transmission. However, it is often desir-
able to allow some light to pass so that the consumers
and health care providers can visualize the drug
product inside the container. For this reason, many
containers that store light-sensitive items allow some
light transmission. Notably, however, even containers
that appear to be relatively transparent can provide
substantive protection against the light passage. The
most effective way to characterize light transmission
is quantitatively through analytical procedures.

To evaluate the effectiveness of a container in prohi-
biting the light passage, a sample of the container
material (or the most transparent portion of a multi-
component container) should be mounted inside a
spectrophotometer and the light transmission should
be measured between 290 and 450 nm (ultraviolet and
blue, violet visible spectra).[56] Care should be taken
to select samples of average wall thickness and to
carefully clean samples without introducing scratches,
fingerprints, or other imperfections that may alter the
test results. Data should be recorded as a transmission
percentage with reference to air in the spectral region
of interest. This can be carried out by some machines
using an automated algorithm; however, if the spectro-
photometer is of the manual variety, measurements
can be made at 20 nm intervals.

Limits are established for both glass and plastic
containers that are expected to provide light protec-
tion. Understandably, greater light transmittance is
permissible for smaller containers than for larger ones
primarily because of their reduced surface area. In
general, very small acceptable containers may permit
over nearly half the light to pass through while larger
containers may permit as little as 15%. Criteria for
passing the light transmission test are listed in the
USP, and are reproduced in Table 4.

Glass

The concerns for glass containers being used with
pharmacopeial preparations are different than those
for plastic. While plastics primarily risk leaching com-
plex compounds into the drug or leaking moisture
or gases into the drug environment, glass must be
evaluated for chemical resistance and alkali leaching.

Much as plastics can be classified based on their
biological reactivity, glasses can be classified based
on their composition and chemical resistance (Table 1).
This classification largely dictates the appropriate use
for each glass type and correspondingly specifies a type
of glass for a given application.

Chemical resistance testing

Two types of chemical resistance tests are used for
assessing the suitability of a particular class of glass.
The powdered glass test is the most widely used
because of its application for Type I, III, and IV glass.
First, a sample of containers (at least six) is thoroughly
cleaned, dried, and crushed. A process of crushing,
grinding, and separating assures that only fragments
that are sufficiently small are used in the test. The
powdered glass is rinsed again and dried before use.

After the powdering process is complete, the glass is
placed in a water bath in an oven at 121 � 2�F for
30 minutes. Then, the water is titrated with sulfuric
acid using a methyl red indicator. A limit is established
on the maximum amount of acid required to reach the
end point. Because glass can sometimes release base
into contained liquids, this test measures the ability
of a given test sample to resist that style of leaching.

The second chemical resistance test, the water attack
test, is exclusively used for Type II glass because its
properties come from a coating that would not be
represented if powdered. In this test, containers

Table 4 Limits for light transmission tested using the USP protocol

Material

Maximum percentage of light transmission at any

wavelength between 290 and 450 nm

Nominal size (in mL)

Flame-sealed

containers (%)

Closure-sealed

containers (%)

Glass types I–III and
Plastic classes I–VI

1 50 25
2 45 20
5 40 15

10 35 13
20 30 12
50 15 10

Type NP glass N/A 10 10

(From Ref.[23].)
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(at least three) are filled with water and heated in an
oven in much the same way (however, the duration
for this test is 60 minutes instead of 30 minutes). The
water is removed at the end of the test and titrated in
an identical fashion and the acid added can be com-
pared with the established limit.[23]

The final test used for evaluating the suitability of
glass is the arsenic test used to assess the presence of
arsenic leaching into the contained solution. This test
is performed on Type I glass only and is performed
by heating a purified water solution in a test container
using the same procedure as for the water attack test.
The analytical technique evaluates a color change
spectrophotometrically as arsine (AsH3) gas interacts
with silver diethyldithiocarbamate to form a red com-
plex. The color is compared to a standard prepared for
such end point a purpose. The limit of arsenic content
for Type I glass is specified to be 0.1 mg per gram of
glass.[23,50]

Light resistance testing

Glass that must be made light resistant is tested in the
same way as plastic. See the corresponding section
under ‘‘Plastic’’ and Table 4.

PACKAGING AND ADMINISTRATION MODES

Some compendial requirements have been instituted to
guide packaging practices for drugs that are character-
ized by their route of administration. These guidelines
are designed to enhance patient safety and prevent
undesirable outcomes. The administrative modes
discussed here include oral, parenteral, and topical.

Oral Drugs

Several types of containers are available for discussing
oral administration. Most of these have been discussed
in some sections above. These containers include the
polyethylenes (e.g., HDPE and LDPE) and the PPs
used for solid oral dosage forms as multiple-unit
containers. Others include PVC, PVdC, and Aclar
intended for solid oral dosage forms as a single-unit
container. The oral liquids are contained in PET- and
PETG-type containers.

Parenteral Drugs

Containers for parenteral drugs include injections, IV
bags, vials, etc. However, this section will primarily
focus on injections.

In addition to the packaging information already
discussed, packaging for injectable drugs is guided by

several mandates that do not directly pertain to the
drug or to packaging testing. For injectables, these
guidelines primarily pertain to the packaging volume
restrictions. Drug packaging restrictions are parti-
cularly important for these preparations for safety
reasons—an overdose of parenteral drugs can be
rapidly fatal.

Three types of packages are defined for injectable
medications. The first, the bulk package, has very few
restrictions. The closure must be sterile and should
be penetrated only once following the filling. The con-
tainer should only be violated under sterile conditions,
no antimicrobial additive is necessary, and no volume
restrictions apply.

The second type of container is the single-dose
container. This container should contain a quantity
designed for a single-parenteral preparation (not to
exceed 1 L) and should contain a suitable antimicrobial
additive. Larger packaging volumes may be used for
compounds designed for use with hemofiltration,
dialysis, or parenteral nutrition.

Multiple-dose containers constitute the third type
of package used with parenteral medications. These
containers can deliver more than a single dose for more
than a single patient, but are not to permit the with-
drawal of more than 30 mL unless otherwise specified
in the applicable monograph. Intraspinal, intracister-
nal, and peridural drugs should not be packaged in
multiple-dose containers, and these packages should
also contain a suitable antimicrobial additive.[20]

A very precise testing protocol is defined for mea-
suring the volumes in containers for use in injections.
Because these volumes must be very accurate for
proper dosing, quality control analyses should be
performed to assure that the quantity dispensed is con-
sistently correct. In addition, the act of filling syringes
and injection expends some quantity of drug, and one
should be able to reasonably guarantee that the proper
amount is included in the container to permit proper
dosage delivery.

Once the solution is constituted, it should be
removed from the storage container using an appropri-
ate dry hypodermic syringe (to be consistent with the
type of syringe used for the injection). For multiple-
dose containers, this will require multiple syringes to
be equivalent to the number of doses the container
is designed to deliver. The syringe(s) should be
discharged into a graduated cylinder of appropriate
volume to simulate the dosage delivery (without
emptying the needle). For unit-dose containers, the
delivered volume must be consistent with that
expected, and for multiple-dose containers, the collec-
tive volume must be consistent with the number of full
doses expected. Injections stored in prefilled syringes,
cartridges, or autoinjectors should be quantified in
the same way.[20,52]
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INHALATION CONTAINERS

Inhalation containers are made of glass, plastic, or
metal or a combination of these materials. Glass
containers are precisely engineered to provide the
maximum pressure safety and impact resistance. Plas-
tics may be used to coat glass containers for improved
safety characteristics, or to coat metal containers to
improve corrosion resistance and enhance the stability
of the formulation. Metals used as containers include
stainless steel, aluminum, and tin-plate steel. It is also
important that containers should be tested to ensure
that extractables or leachables and particulates on
the internal surfaces of containers are controlled.

Topical Drugs

Containers used for topical administration include
plastics, glass, and metals. Most topical preparations
are packaged in plastic jars, metal tubes, glass jars
or, in some cases, a combination of these materials.
Suitable tests are performed to ensure that drug pro-
ducts do not leach or react with the proposed contain-
ers. The various types of topical formulations are
discussed in Pharmaceutical Dosage Forms h1151i of
the USP/NF.[28]

Unit-of-Use Containers

Unit-of-use containers have gained widespread popu-
larity in recent years as a strategy to combat the
medication errors[54] and enhance the shelf life of many
pharmaceutical preparations. Unit-of-use containers
are widely used in European countries, and their use
is now being encouraged in the U.S.A. These contain-
ers consist of a quantity of drug product being
dispensed as packaged in accordance with a given drug
regimen, and usually as a specific course of therapy.
Drugs can be packaged in unit-of-use containers
by manufacturers, repackaging contractors, or by
pharmacists. These containers should be selected to
be consistent with the storage requirements of the
preparation being packaged. Unit-of-use containers
may be plastic, glass, or metal. The type of containers
used for unit-of-use may be single-unit or multiple-unit
containers. Further discussion on unit-of-use contain-
ers is provided in Packaging–Unit of Use h1136i.[33]

It is crucial that the unit-of-use containers be appro-
priately labeled. Every package that is dispensed
should provide the patient with drug information
including the drug name, dose, manufacturer, lot
number, and expiration date. In most circumstances,
unit-of-use containers are not repackaged because
they have been made ready to be used or dispensed.
A unit-of-use package may be deblistered to attain

prescribed quantities; however, the USP requires that
once dosage forms have been exposed from the blister
container (deblistered), unused portions may not be
repackaged into another blister for further dispensing
(reprocessing).[51]

Unit-of-use containers, as with all other types of
containers, are expected to meet the appropriate test
requirements relating to the type of packaging material
used and the requirements for child-resistant and
senior-friendly packaging.

Repackaging

Repackaging is the act of purchasing and removing a
drug from a manufacturer’s market container or bulk
dosage container and placing the product into a differ-
ent container for distribution, for human or animal
use. The USP provides repackaging requirements for
pharmacists, who are under the jurisdiction of their
state boards of pharmacy, and for contract packagers
and repackagers, who are under the jurisdiction of
the FDA. These requirements are discussed in Packag-
ing Practice–Repackaging a Single Solid Oral Drug
Product into a Unit-Dose Container h1146i and
Good Repackaging Practices h1178i.[51] This section
will briefly discuss the appropriate responsibilities of
these groups.

Pharmacists

The act of repackaging by pharmacists is usually
within the purview of their professional responsibil-
ities. Pharmacists usually repackage by taking a drug
from the manufacturer’s original market container
and placing the drug in a single-unit or multiple-unit
container, pursuant to a written prescription from a
physician, for the purpose of dispensing to the end user
(e.g., patient). This process requires the establishment
of a scientifically sound beyond-use date (BUD)
labeled on the container used for repackaging. How-
ever, in the absence of the scientifically sound BUD
or stability data, the USP requires that BUDs not
exceeding one year or the manufacturer’s expiration
date, whichever comes first, be applied. This BUD is
different from the expiration date because it now
becomes the date provided in the absence of stability
data. It cannot be later than the manufacturer’s
expiration date on the original container. It can be
the same or earlier than the manufacturer’s expiration
date–whichever is the earlier date. The USP defines
BUD as the time after which the medication should
not be used. It is the date placed on the container used
for repackaging, and this limits the patient’s use of the
medication based on the information supplied by the
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manufacturer and the General Notices and Require-
ments of the USP/NF.

BUD and dosage forms

The USP requires that pharmacists apply, for articles
requiring constitution before use, a suitable BUD for
the constituted product as identified in the labeling
by the manufacturer. For solid oral dosage forms in
multiple- and single-unit containers, the BUD is one
year or the manufacturer’s expiration date, whichever
is earlier.

Repackaging conditions for pharmacists

Pharmacists are expected to maintain the repackaging
facility where the dosage forms are stored and repack-
aged at temperatures such that the mean kinetic
temperature (MKT) (see Pharmaceutical Stability
h1150i for further discussion on MKT) is not greater
than 25�C. If plastic materials are used for repacka-
ging, the USP requires that these materials should
afford better protection than PVC; in other words, a
Class A-type package is advocated.

The USP/NF also requires that records be kept at
the temperature where the dosage forms are stored
and information on the packaging materials used in
repackaging must be kept as well.

Contract packagers and repackagers

Contract packagers and repackagers are under the
jurisdiction of the FDA, and as such, the FDA has lim-
its for BUD, in the absence of stability data. More
information available at the FDA website www.FDA.
gov, regarding the newly drafted repackaging guide-
lines (also see Good Repackaging Practices
h1178i).[51] Some contract packagers or repackagers
may choose to perform stability studies, in which
case the BUD can exceed the manufacturer’s date, and
the date placed on the container should be renamed
‘‘expiration date.’’

Manufacturers

Manufacturers apply expiration dates based on
sound scientific stability data. The USP defines expir-
ation dates as the time when the pharmacopeial article
may be expected to meet the requirements of the
pharmacopeial monographs, provided it is kept under
prescribed conditions. The expiration date limits the
time during which the article may be dispensed or used.

The USP requires that all official drug products
must bear an expiration date. These dates are displayed
so that they can be read by ordinary individuals under

customary conditions of purchase and use. The
expiration date should be prominently displayed or
embossed. In cases where an expiration date is stated
only in terms of the month and year, it can be taken
to mean that the intended expiration date is the last
day of the stated month (see General Notices and
Requirements in the USP/NF for further discussion
on expiration dates).

LABELING

Labeling is an often underrecognized but critically
important component of the packaging system. The
label provides the user with information necessary
for the safe use of a pharmacopeial drug product.
Many regulations deal with labeling and product dis-
closure practices, and this discussion is not intended
to be a comprehensive review of those policies. Rather,
this text is intended to provide a general overview of
necessary labeling practices to ensure proper drug use
and patient safety as discussed in the pharmacopeia.
There are a number of parameters that should be
clearly stated on the label:

� Drug identity: The label should clearly specify the
drug contained.[18]

� Drug concentration: The label should clearly spe-
cify the amount of therapeutically active ingredient
in a given drug quantity. Single-unit packages can
be simply labeled with the total container amount.
All such declarations should be made using metric
units.[18,52]

� Additives: For parenteral and topical preparations
only, all added substances should be clearly
declared in addition to the active moiety.[18,20]

� Route(s) of administration: The label should clearly
state the method by which the drug should be used
unless the medication is a tablet or capsule to be
administered by swallowing.[18]

� Storage conditions: Conditions required to main-
tain pharmacopeial integrity through the stated
BUD or expiration date should be clearly indicated.
These conditions should be based on both the stab-
ility data and the packaging system in use. Special
storage conditions should be indicated by the
manufacturer and may be contained in the drug
monograph.[18,41]

� Expiration date: An expiration date should be
prominently displayed.

� BUD: A BUD should be prominently dis-
played[18,29] if the package is repackaged as
described in the section above.

� Manufacturer identification: Because of the nature
of drug manufacturing, it is essential that the
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manufacturing history of a given dose of drug can
be readily retrievable. This can only be carried out
if the dosage form being dispensed is properly
identified by the manufacturer name, lot number,
and expiration date. In this way, if a given pro-
duction run of drug is later found to require special
attention or replacement, the dosage can be easily
identified.[9] Also, manufacturers are expected to
place bar codes on labels for easy identification of
the drug.

� Necessary cautionary statements: These statements
should be affixed to the package dependent on the
nature of the drug. The impetus for assigning
such statements may come from: (i) the manufac-
turer, (ii) the USP, (iii) professional discretion, or
(iv) regulation.

� Patient identifying information: If the drug is being
dispensed for use by a specific patient, the patient’s
name and identification number (if applicable)
should be printed clearly by the pharmacist.[57]

� Dispenser contact information: Drugs that are
being packaged and dispensed should be identified
with the name, address, and telephone number of
the dispenser such that a patient can contact the
dispenser with questions regarding drug use.[57]

For containers that are designed to be transparent
or translucent to allow visualization of the contained

drug product, care should be taken not to fully
obstruct the user’s view with the label. Additional
information can be found in 21 C.F.R. x201,[9] the
Non-prescription Drug Manufacturer’s Association
of Canada Code of Preferred Packaging Practices,[53]

in Preservation, Packaging, Storage and Labeling in
the USP,[18] and from other regulatory agencies and
consumer protection groups.[23]

Additional patient information may be contained in
a separate patient insert that is dispensed with the
drug. Additional labeling may also be necessary for
the shipment of pharmaceutical preparations as out-
lined by the Department of Transportation, the Drug
Enforcement Administration, the International Air
Transport Association, the US Postal Service, and
other local and regional authorities.[18,58]

STORAGE, SHIPPING, AND DISTRIBUTION

The USP provides definitions for a wide range of
storage conditions. These conditions are specified in
Table 5. When a drug is developed, its stability is
characterized. These data are often available from
the manufacturer or are contained within the USP
monograph. From the stability findings based on the
packaging system selected, storage conditions are
assigned to the pharmaceutical article.

Table 5 Conditions specified for pharmaceutical storage based on manufacturer stability testing

Condition Specification

Freezer �25�C � temperature ¼ �10�C

Cold Temperature � 8�C

Refrigerator 2�C � temperature � 8�C

Cool 8�C � temperature � 15�C (refrigerator storage is
acceptable unless otherwise specified)

Room temperature ‘‘The temperature prevailing in a working area.’’

Controlled room
temperature (CRT)

MKT � 25�C (Temperature 20–25�C, excursions 15–30�C)

Controlled cold

temperature (CCT)

MKT � 8�C (Temperature 2–8�C, excursions 0–15�C)

Warm 30�C � temperature � 40�C

Excessive heat 40�C � temperature

Dry place Average relative humidity (RHave) � 40% at CRT
(or equivalent moisture at other temperatures);
excursions of up to 45% are permitted as long as

RHave remains below 40%; storage in a moisture
impermeable container is sufficient

Non-specific conditions When no storage conditions are specified, it is
understood that conditions for ‘‘storage and

distribution include protection from moisture,
freezing, and excessive heat.’’

(From Ref.[18].)
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When no storage information is specified either in
the monograph or on the product label, the container
should be stored at CRT as specified under ‘‘Storage
under Non-Specific Conditions’’ in the General
Notices and Requirements of the USP/NF.[18,59]

It is imperative that the conditions specified for the
pharmaceutical article be maintained from the time
of manufacture to use of the drug by the patient.
This means that the storage conditions should be
maintained as much as possible during supply and
distribution. This can be particularly difficult for envi-
ronmentally sensitive preparations being shipped long
distances in very hot and very cold climates. For some
hot climates, additional packaging or insertion of
desiccants into the container may need to be implemen-
ted to guarantee that the pharmaceutical article does
not experience excursions outside its normal environ-
mental limits. Commonly, refrigeration is used to mini-
mize the adverse effects of high temperatures as well.[17]

Cold chain distribution applies the use of CCT dur-
ing shipping and distribution that enables the proper
calculation of MKT. During the shipment of vaccines,
one should take the precaution to not exceed the
manufacture’s recommended storage conditions.

In addition to packaging, distribution control is
essential to assuring product quality when the drug
reaches the patient. Fig. 4 details the multiple paths
that a pharmaceutical article can take from the manu-
facturer to the end user. The USP has identified some
measures that need to be considered when products
are distributed from the manufacturer to the patient.
The areas of risks in the distribution pathway are
recognized, and compendial standards to decrease
these risks are provided in Good Storage and Shipping
Practices h1079i.[60] One of the high risks identified

during distribution, and discussed in a published
article, is the patient or consumer. The risks associated
with consumers include the storage of medication
in homes, in places such as bathroom cabinets that har-
bor high temperatures and high humidity. Education of
patients and consumers was recognized as the key to
reducing risk, and ways to accomplish this objective were
discussed.[61] Other areas of concern include storage in
emergency medical vehicles (EMS). USP chapter
h1070i Emergency Medical Services Vehicles and
Ambulance—storage of preparation, provides standards
for storage of medications in EMS vehicles.[62]

Along the lines of ensuring proper storage, these
drug products need to be monitored during shipping,
especially products designated as ‘‘cold chain’’ or
environmentally sensitive products. USP Chapter
h1118i Monitoring Devices—time, temperature, and
humidity, provides standards for monitoring devices
and discusses the various types of monitoring devices.
The use of monitoring devices would be necessary to
calculate MKT at CRT and CCT. USP General Notices
provides complete definitions of CRT and CCT.[18,59,64]

As products are distributed internationally or
locally, important attention should be made to the
climatic zones in the area of distribution and storage.
USP chapter h1150i Pharmaceuticals Stability,
discusses these different types of climatic zones and
the process of calculating MKT.[59]

CONCLUSIONS

Drugs have been packaged for as long as they
have been produced, but only recently have specifica-
tions for such packaging been explored in detail.

Pharmacy

Chain Drug Store
Government

Independent Hospital
Pharmacy

Clinics
Nursing Homes

Mail Order Pharmacy
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Wholesaler
&

Distributors

Innovator
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MFG

Shipping Sample
Distribution

Repackager
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Doctor

Patient

Fig. 4 Drug distribution chain. (From Ref.[61].)
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A variety of materials are used in pharmaceutical
packaging systems and an equally diverse number of
package styles are utilized in the marketplace to
protect drugs from degradation in their environment.
Each is selected for a different drug profile and admin-
istration application. However, the one attribute that
all packaging systems share is their primary function
of assuring the integrity of the drug from its manu-
facture until its use.

This diversity in package design mandates that
specific functional standards be developed to help
guide manufacturers, distributors, and pharmacists as
they evaluate packaging systems and dispense drugs in
such a way so as to protect their patients. Nowhere
is this high level of quality assurance as necessary
as it is in clinical health care, and guaranteeing such
quality is a non-trivial task.

With the changing drug distribution structure, the
compendial activities are continually revised to reflect
these changes. More new standards are developed
in the USP to provide guidance to the parties involved.
Official chapters are also revised or updated to reflect
ongoing changes in the packaging world. The compen-
dial process is a continuous revision. The compendial
requirements are provided to allow enforcement
activities.

Thus compendial requirements have been developed
and adopted that establish guidelines for packaging
practices.[60,63] While strict adherence to these sugges-
tions is not sufficient to guarantee patient safety, it
can serve as a framework upon which responsible
and preventative decision making can be based. Only
by adopting such a philosophy with respect to pharma-
ceutical packaging systems, can patients consistently
be served with high-quality medications wherever they
are and whenever they need them.
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INTRODUCTION

The fundamental purpose of documents is communi-
cation. Specifically, documents enhance the flexibility
of communication. Documents improve the ability to
transmit information in two ways. First, a document
freezes a sender’s message in time so that it may be
accessed later. The wall of a cave marked with picto-
graphs, a carved stone tablet, a photograph of the cave
wall, a creased paper bag containing a shopping list, as
well as a phonographic recording of a piano concerto
all record information that persists through time
beyond the act of its creation. The second way in which
documents make our communications more versatile is
by allowing the sender’s message to travel through
space independently of the sender. With the exception
of the cave wall, each of the above examples is more or
less portable. It is portability that gives documents the
capacity to communicate across space as well as time.

By packaging a sender’s message in such a way that
it may be accessed by physically scattered recipients at
any time after the original recording, documents
enable marvelous things to happen. While proscribing
real-time exchange between a message’s sender and
recipient, a physical record gives to ideas a life that
they often would not have if merely spoken or
performed once in time. Governments, religions, and
much of society depend crucially on the existence of an
ongoing exchange with certain key documents.[1] On a
smaller and more immediate scale, documents enable
us to get things done in ways and on a scale that spoken
words alone do not. Indeed, by allowing us to communi-
cate across vast reaches of time and space, documents
increase the coordination and scope of communication,
thereby enabling tremendous feats of collaboration.

Perhaps more than other industries, pharmaceutical
manufacturing and marketing depend on exquisite
levels of collaboration among many different spheres
of activity, ranging from analytical chemistry to clini-
cal medicine, operations research, business, and the
law. This complex coordination and a strict regulatory
landscape, which ultimately dictates the viability of a
pharmaceutical product, demand that all scientific
and business decisions from discovery through post-
marketing research be rigorously and thoroughly

documented. The sheer volume of written procedures,
forms, analyses, reports, and correspondence that must
be managed across a single product’s lifecycle is enor-
mous. When one considers enterprise-wide management
of documentation supporting a portfolio of dozens of
drugs in various stages of development, the numbers
are truly staggering. Although regulatory authorities
have recently issued comprehensive regulations[2–4]

and guidelines[5–7] on electronic records management,
these standards and the predicate rules on which they
are based could rapidly become outdated in the evolving
world of computing and wireless data exchange.[8]

Until recently, document management in an
enterprise has been organized around distinct efforts
involving the control of three kinds of paper document
(forms, reports, and manuals) and the administration
of the folders and archiving procedures used to man-
age them.[9] A number of economic and technological
forces over the last quarter century have changed busi-
ness in such a way as to strain the traditional methods
of document management, if not render them wholly
obsolete. For one thing, improvements in organi-
zational, manufacturing, and communications tech-
nology that have compressed production cycles and
decreased the time from concept to market in nearly
all industries have also yielded a corresponding
acceleration in demand and consumption. With
improvements in communications and techniques of
distribution come unavoidable increases in the volume
of business transactions.[10] Speeded up markets beget
more business, which necessitates more efficient man-
agement of ever more documentation. As computer
technology has been introduced into business environ-
ments over the last 25 years to adapt to this quickening
pace, the system designed to manage paper has met
with great difficulty storing electronic documents as
well.[11] Computing and communications technology
is changing the fundamental status of documents.

EVOLUTION OF DOCUMENTATION
TECHNOLOGIES

Initially, the implementation of a paperless documen-
tation system in an enterprise is driven by a need or
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mandate to eliminate paper, economize the use of
physical space, improve the efficiency of document
retrieval, or otherwise improve the storage of infor-
mation assets. Paper document management has
referred to the storage, modification, and retrieval of
documents that distinguish themselves from each other
in terms of content, purpose, or format. The emphasis
is on the introduction of a system that provides a
storage solution. The true strength of most electronic
document management systems, however, lies beyond
the simple capacity to warehouse digital representa-
tions of paper documents.

During the 19th and 20th centuries document
technologies have followed an evolution that has
repeatedly and alternately focused on document
production, reproduction, and distribution. The first
long wave of innovation was centered around the
means of producing text. From as early as the four-
teenth century, at least one hundred writing machines
were invented before the Sholes and Glidden type-
writer was produced by the gunmakers Remington
and Sons some sixty miles west of Albany in 1874.[12]

The second major development in the history of mod-
ern document technology sought to enable the rapid
dissemination and reproduction of paper documenta-
tion and is marked by the Haloid (later Xerox)
company’s introduction of the photocopier around
1960.[13] In the mid-1960s, by way of the IBM Selectric
typewriter, which had magnetic tape storage, and the
text editor, which handily managed unformatted text
for machine processing, the third evolutionary step
brought the management of all aspects of the compo-
sition and formatting of individual documents in the
form of the WYSIWYG word processor.[14] By the
mid-1990s, the word processor had effectively satisfied
all needs surrounding the efficient production and
stylistic control of single documents within a given
operating system or platform. Concurrent with the
improvement of word processing technology, much
attention was paid to enhancing the distribution of
textual information to disparate locations across
computer networks. The shift in attention took place
on two fronts, looking first to the distribution of for-
matted content across multiple platform-independent
systems and then to managing the storage and retrieval
of, as well as the complex relationships among, large
volumes of documents. 1990 saw Tim Berners-Lee
create the first web browser and a simple markup lan-
guage that would become HTML (hypertext markup
language) at the European Laboratory for Particle
Physics (CERN) to enable collaboration among dispa-
rately located scientists.[15] This innovation is, in fact,
not so new. It was actually presaged nearly half a
century earlier by Vannevar Bush in an article written
for the Atlantic Monthly that described his ‘‘memex’’
machine, which bears an eerily prescient resemblance

to today’s World Wide Web and the practice of hyper-
text linking.[16] By the mid-1990s innovations in docu-
ment warehousing and distribution were built atop
mature relational database technologies and the ability
to efficiently link document objects stored on a server
platform with their associated indexing attributes in a
database.[17]

The evolution detailed above has alternately
expanded and narrowed its focus, shifting from the
domain of the document itself to the interstices
between multiple documents and their authors and
consumers. The development emphasis has cycled back
and forth between the production of documents and
the reproduction and distribution of documents. As
we move into the 21st century, the prevailing trend in
document technology appears to be moving in the
direction of fusing the cycles of document production,
reproduction, and distribution. As much as business
allows, documents will soon be designed to allow their
transmission, reuse, and machine processing in a
simple fashion. Indeed, more and more, business mod-
els will be forced to adapt to a landscape that operates
on such ‘‘documents.’’ The need for immediate access
to ‘‘decisionable data’’ in drug development, the need
to control development costs, the need to shorten
development times to protect patent life, the need to
retrieve and analyze data for rapid response to regulat-
ory and legal inquiries are but a few scenarios making
the case for adapting to the new landscape in the
pharmaceutical industry.[18]

DOCUMENT MANAGEMENT PRINCIPLES

The traditional records management model is based on
cabinets, folders, and files.[9] This physical model was
given its logical extension in the first electronic
document management systems, where files were
placed into virtual cabinets and folders.

File Room Model and Security

Security models for documents are all based on
controlling who can see documents, who can create
or edit documents, and who can delete documents.
Securing these rights is implemented at numerous
levels. It is illustrative to consider these in terms of a
physical library or paper-based file room.[9] First, you
may need proper credentials simply to get in and
browse the holdings. Second, once you’ve gained
admittance to the filing area, your ability to view
certain kinds of records may depend on your job title
or departmental affiliation. Third, assuming you have
rights to view a specific record, you may have
permission only to view the final file (as opposed to a
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draft) under observation in the file room itself, and you
may not be permitted to make a copy. Finally, if you
are permitted to check the document out of the file
room for a limited time, you will be required to sign
your name to a dated logbook. Each of these con-
straints on your ability to interact with the holdings
preserves the likelihood that files will remain
unchanged for the next requestor and holds you
accountable should they not.

Input–Output Model and Quality Control

Traditional document management rests on a very
simple input–output model. An enterprise seeks to man-
age the storage of documents (input) in such a way that
their retrieval (output) is simplified. The real goal is
speedy retrieval of documents. Their intelligent storage
is the means to achieve it. In most enterprises it will
not do to sacrifice accuracy for speed, so the process
must first attend to the security, integrity, and authen-
ticity of the data being served. The enterprise must build
in mechanisms to control and track input and output
processes, which include versioning, searches, and
collaborations or workflows. In the paperless environ-
ment, speed, intelligent storage, and accuracy of data
and searching remain of paramount importance. As the
paperless environment grows in volume and complexity,
meeting these needs becomes increasingly difficult.

ELECTRONIC DOCUMENT MANAGEMENT
SYSTEMS (EDMS)

Goals and Objectives

Electronic document management concepts have
provided the bridge between traditional paper-based
information management and the threshold of a new
information age. The putative goals of moving from
a paper-based to a paperless documentation system
are to improve business processes and ultimately to
enhance enterprise performance and the bottom line
by exploiting the numerous advantages of leaving
paper behind.[18] The core objectives that support the
attainment of those goals include the following:

� Increase efficiency and effectiveness by stewarding
the generation of paper and electronic documents
within the individual’s scope of control;

� Increase productivity by optimally using, reusing, and
recycling enterprise documents where possible;

� Increase the consistency of classification, indexing,
and retrieval of documents;

� Increase the sharing of documents within an
organizational unit, and between and among orga-
nizational units, while maintaining necessary access
controls;

� Preserve decision and accountability trails for docu-
ments;

� Automate the retention and disposal procedures for
document review and retirement.

Given these goals and objectives for paperless systems,[19]

it is perhaps helpful to look at the specific business and
functional requirements that drive and enable them.

System Requirements

Before implementing any piece of technology in a
business setting, it is necessary to define thoroughly
both the business and functional requirements for the
system. Business requirements describe, independently
of technology, the high-level activities and processes
that must be performed or enabled and the constraints
that must be met by the system. Functional require-
ments outline in greater detail the lower level opera-
tions that must be performed and the constraints on
the mechanisms for performing them.

Organization requirements: cabinet/folder
structure

The most obvious business requirement for an EDMS
is that it should enable the user to easily place and
retrieve the items stored within. This means that files
should be stored in the repository in an organized hier-
archical file structure. Drug documents must be auto-
matically stored in the appropriate location in the file
structure based on their identifying information.
Rather than having to manually place a file by navigat-
ing the entire hierarchy, which may be quite large in an
enterprise with hundreds of compounds in various
stages of development, a file could be placed following
the entry of key content words or key file attributes
(indexing information or metadata).

For a system managing documentation pertaining
to the full life-cycle of drug development, including
the conduct of clinical trials, a useful cabinet and
folder hierarchy might resemble the following:

Drug ABC
Drug DEF

Patent Information
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Chemical and Manufacturing

Information

Non-clinical Research Information

Phase I Research

Phase II Research

Phase III Research

Study 123

Protocol

Case Report Forms

Data

Efficacy

Safety

Analysis Plan

Study Report

Study 456

Study 789

Phase IV Research

Marketing and Promotion

Regulatory Communications

Competitor Information

Other Critical Documents (e.g., SOPs)

Drug GHI

Input requirements: Creating and importing
documents

The true business value of an EDMS is realized to the
extent that it serves as more than just the terminus for
document-related activities in an enterprise. To fully
realize its goals, an enterprise paperless documentation
system will perform functions across the entire docu-
ment life-cycle. In addition to the storage of existing
documents, users with appropriate system privileges
must be able to create new electronic documents from
within the electronic document management system.
The system must explicitly support the file formats
used by the business, which typically include word
processing, spreadsheet, graphics, and database files.

An enterprise EDMS must be flexible enough to
accommodate documents that do not originate within
the system. It must be possible to import documents
whether they are electronic or paper in format. Tech-
nologically speaking, there are no constraints on the
files that can be stored in modern electronic document
management systems. It should be noted, however,
that certain file types (e.g., databases) cannot be
rendered meaningfully to certain standard immutable
display formats (e.g., PDF) and will often be viewed
by default as read-only in the authoring application.

Modification requirements: Version
control and document lifecycle

The ability to track changes in a fully rationalized
manner is central to achieving enterprise objectives
related to efficiency, data integrity, and accountability.
To facilitate control over the full development lifecycle
of documents, users with appropriate system privileges
must be able to check out, modify, and check in
documents.

In paper-based archives, questions about a docu-
ment’s authenticity or official status are usually
answered by the surrounding policies and institutional
mechanisms which dictate that only final and official
documents are kept. In an EDMS environment, where
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document drafts are managed alongside their finalized
counterparts, it is important to implement controls to
ensure that the current version of a document is
retrieved by default and that prior versions are
retrieved only on explicit request. This is critical to
both archiving and collaboration and workflow. The
EDMS must implement a policy of non-replication
of documents and must also judiciously apply permis-
sions to control changes in a document’s life-cycle
status. The system should distinguish between draft,
review, approved, and final versions of a document
and implement business rules defining security for the
document based on its life-cycle status. For example,
when a document is assigned a status of FINAL, users
may view the document, but no one is permitted to
modify it. The controls afforded by an EDMS should
ensure confidence in answering questions about the
official status or current version of a document.

Retrieving requirement: Attributes
and searching

In the digital age, ideas and information will be repro-
cessed and reused. Their portability and, consequently,
their usefulness are dependent on the ability to find
their particular data bit streams within a vast universe
of binary number sequences. As the mass of documents
in an enterprise EDMS grows and the filing structure
that accommodates it both broadens and deepens,
retrieving any specific item from the repository
becomes more difficult. Speedy and accurate search
and retrieval are achieved by allowing searches based
on document content, attributes, or both. Users
must also be able to save their queries for future reuse
and store their queries in a centrally administered,
single location. A simple FIND function must allow
users to search either all versions of files or to restrict
a search to only current versions of files. The system
must validate and maintain a controlled list of
category values and a controlled list of status values.

Searching for documents based on document content
are ‘‘key word’’ searches using words or phrases. Docu-
ment attributes, on the other hand, are summary infor-
mation about the document, such as author’s name,
protocol number or drug name associated with the file,
document title, modification date, business category,
sponsoring business unit, document development mile-
stones, project name, version status, version number,
by which a document can be indexed. A document’s
attributes must uniquely identify it in the system. These
metadata allow for this intelligent searching through
vast amounts of documentation. What metadata are
captured at the time of document filing depends largely
on the business requirements for searching through
documents, though there are certain generic metadata
that seem to apply across various settings.

As a company auditor, imagine we are confronted
with the unwelcome but necessary chore of revisiting
all approved contracts for the past five years underta-
ken by a particular division and involving a particular
kind of endpoint analysis, ‘‘EP analysis,’’ for com-
pound XYZ. We need only briefly contemplate the
prospect of searching through a paper-based archive
for all occurrences of terms, say, ‘‘EP analysis’’ and
‘‘approved,’’ to appreciate both immediately and fully
the power of an electronic document management sys-
tem. Even if we are able to physically separate all the
paper contracts generated by the business unit in ques-
tion, there is potentially still staggering work to be
done in determining whether they involve the specified
analysis or not. In a fully text-indexed EDMS with
metadata indexing that anticipated the need for search-
ing by business unit and the document type ‘‘con-
tract,’’ such a search would be trivial.

The richness of a business dialect probably varies
directly with the specialization of the vertical market
in which it competes. The ability to retrieve all relevant
documents without having to specify every variant of
equivalent terms can be of critical importance in per-
forming effective and efficient searches. Such a method
of searching through documents is the beginning of a
movement away from the simple matching of string
literals and towards the mining of data and meaning.
The pharmaceutical industry is a striking example of
an industry totally dependent on the ability to mine
data and information for its economic viability.

In the end, EDMS systems allow for most effective
searching when the filing hierarchy, indexing attri-
butes, and some combination of full-text index, syno-
nyms, or relevancy criteria are used in concert to
specify the context around a particular search.

Output requirements: Viewing, printing,
and exporting documents

Users with appropriate system privileges must be able
to export documents in their native formats to any
local or remote file systems to which they have access.
Documents must be available for viewing in a standar-
dized read-only format. Users must be able to view
documents even if they do not have the native appli-
cation. Users must also be able to match a printed or
exported document to the original source file within
the EDMS by means of unique system-generated iden-
tifiers referred to as watermarks. Watermarks must not
obscure any information on the document and must be
in a standardized format. Watermarks must not be
obscured when the document is bound.

Once a document is housed in an EDMS, it is very
easy to publish it in many different places and still
adhere to the principle of non-replication. Enterprise
intranets, local area networks (LANs) and wide area
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networks (WANs), make it possible to offer direct
access to a document repository throughout an organi-
zation without requiring a physical replication of the
database. Industrial strength document management
systems are scalable and a single instance can support
thousands of users. Also, even if the underlying filing
hierarchy does not suit the needs of all customers, most
EDMS packages allow for the repurposing of docu-
ments through a facility sometimes referred to as
‘‘virtual documents.’’ This permits documents to be
stored once in the repository but presented to various
users in any number of ways. For instance, if both a
clinical team and a biometrics team have their own
standard document sets but each requires a copy of
an investigator CV, two differently structured virtual
documents can be created that each point to a single
copy of the CV. Virtually all EDMS systems on the
market today can serve as secure back-ends to web
portals, enabling access to files stored in the system
via ordinary HTML hyperlinks.

Electronic document management systems have the
ability to distribute documents based on permissions
or access control lists (ACLs). Document consumers
can be notified automatically of a document’s avail-
ability in the system. Once a file’s status is updated
to ‘‘final’’ or ‘‘approved,’’ a message can be automati-
cally sent to members of a distribution list alerting
them that it has been published. Access to the docu-
ment can be further streamlined by attaching to the
email a pointer to the file in the EDMS.

Users with appropriate system privileges must be
able to view documents. Typically, documents to be
viewed in an EDMS are presented as read-only files,
either in the authoring application or a standard
immutable file format such as TIFF (Tagged Image
File Format) or Adobe’s portable document format
(PDF). By virtue of its flexibility and platform-
independence, PDF has become the storage standard
in contemporary electronic document management
systems.[5] Most systems will automatically create
PDF files and provide the PDF rendition in response
to a user view request.

Workflow requirements: Collaboration
and electronic approval

The pharmaceutical industry is a collaborative enter-
prise. An EDMS must provide the ability for users
to electronically route documents with embedded
messages to other users electronically for review and
approval. The system must enable routing of multiple
collaborative document types, such as SAS logs, lists,
tables, graphics, datasets, and program files. The
inclusion of routing features that enable files to be sent
among users for review, annotation, and editing
obviates the need for the handoff of multiple paper

copies via interoffice mail. Moreover, the integration
of such routing utilities with standard office email
packages makes it possible to notify collaborators
that an item is ready for review in the EDMS environ-
ment.

The capstone to fully electronic workflow and,
indeed, the key to eliminating paper handoffs from
the workplace is some kind of electronic approval
facility. Electronic approval can be implemented in
several ways, each of which is meant to substitute for
a handwritten signature. Broadly construed, electronic
signatures are linked to their owners in by verifying
one of three things: (1) what the owner knows; (2) what
the owner has; and most secure, (3) what the owner is.

Encryption and certificate authorities

With the growth of electronic systems for creating,
maintaining, and storing an organization’s critical
business documents, and with growing numbers of
those documents existing only electronically, our
electronic identities are forced to grow. Indeed, with
increased mobility within and across job sectors, these
electronic identities may span more than a single
organization. In this light, encryption and digital cer-
tificates present an appropriate final issue to consider
when confronting the security and validity of electronic
approval. Certificate authorities (CAs) are the digital
world’s equivalent of passport offices. These businesses
issue digital certificates and validate the holder’s ident-
ity and authority. Public Key Infrastructures (PKIs)
and digital certificates are most trustworthy when they
are vouched for by a trusted certificate authority. CAs
embed an individual’s or an organization’s public key
along with other identifying information into each
digital certificate and then cryptographically ‘‘sign’’ it
as a tamper-proof seal, verifying the integrity of the
data within it and validating its use.[20]

What the Signatory Knows. This method of approval
is the simplest to administer, because it relies on the
assignment of unique ID and password combinations
to every member of an enterprise, a practice that is
already quite common as a result of the widespread
application of networked computing.

What the Signatory Has. Here, approvals are issued
by the use of a smart card or other object containing
encoded identifying information.

What the Signatory Is. Arguably the most secure of
the three approval methods, approval here relies on
some sort of biometric identifier, some piece of physi-
cal and non-duplicable evidence of a person’s identity.
Such pieces of evidence include fingerprints, retinal
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vascular patterns, voice, and signature metrics, like
speed, pressure, and stroke order.[20]

Where electronic approval methods are implemen-
ted in the pharmaceutical industry, it will be of vital
importance to comply with the FDA’s Final Rule on
Electronic Records and Electronic Signatures (21
CFR Part 11). In addition to broad guidance on the
maintenance of the security and integrity of electronic
records, the rule identifies specific requirements for the
use of electronic signatures. First, signed records must
indicate all of the following information: (1) the
printed name of the signer; (2) the date and time of
the signature; and (3) the meaning (e.g., review or
approval). Second, the rule states that signatures
executed to electronic records must be linked to the
records in such a way that they cannot be excised,
copied, or transferred to falsify an electronic record.
Third, the rule establishes requirements around the
uniqueness of electronic signatures to individuals
within an organization and the controls that must be
maintained to ensure that electronic signatures are
used only by their genuine owners. Finally, and per-
haps most importantly, 21 CFR Part 11 clarifies the
necessity of notifying the users of electronic signatures
that their electronic signatures are intended to be the
legally binding equivalent of traditional handwritten
signatures (2). The details of the rule surrounding elec-
tronic records and signatures are treated in greater
detail later in this article.

Security requirements: Protecting
the corporate assets

Information and its knowledge base are the pharmaceu-
tical company’s most important asset after its people.
The corporation’s document management systems will
either protect this asset or expose it to risk. Integrity of
the information and assurance that the data were pro-
tected from fraudulent manipulation are at the heart
of the new regulations (2) on controls for electronic
records management systems. Technology has rationa-
lized secure access to documents at each of the levels out-
lined in the schema of the paper-based file room. These
levels range from broad to specific access privileges and
are defined by (a) user login name (user security); (b) the
user’s affiliation with a group (group security); and (c)
document status. The permissions associated with a
given level of access entail those of all the more restric-
tive levels. For any user or group of users, the hierarchy
of permissions is NONE, BROWSE, READ, WRITE,
EDIT, DELETE, ALL.

Corporate Network Security. At the broadest level,
access to the electronic file room must be monitored
in the same way as access to the physical file room.

A firewall is the equivalent of security guards at the
entrance to the building. Corporate firewalls are
barriers that exist between an enterprise’s computer
networks, or intranet, and any external network.
Generally, firewalls filter inbound and outbound data,
provide or manage public access to requested loca-
tions, deny all services except those explicitly permitted
by the system administrator, log traffic and activity
through the firewall, and activate alarms as prowlers
are detected.[21]

Database Security. At the level of the EDMS appli-
cation, access is governed by unique user ID and pass-
word combinations. Here, database security serves as
the guard at the door who requests to see your badge
before allowing entry. The system administrator main-
tains an updated register of valid IDs and passwords
for gaining access to the system linked, typically, to
the current list of employees maintained by human
resources.[9]

Folder Security. As with our brick and mortar ana-
log, entrance to the file room does not grant you free
access to all the holdings. A folder may be accessible
to a specific class of user. User permissions over folders
are typically limited to NONE, BROWSE, or READ.
The ability to CREATE folders is typically the restric-
ted province of the EDMS administrators.

File Security. While it may be that a specific class of
user has access to the entire contents of a folder, it
may just as well occur that members of that class have
access to all documents in the folder with some excep-
tion. For example, Human Resources employees may
have access to documents containing the terms of
employment for all employees except those in Human
Resources itself. Security must be applied to these
particular documents in the EDMS such that they
cannot be viewed by Human Resources personnel.

Version Security. In the paper world, archival docu-
ments held in a file room are in some sense final drafts.
Security for a product document must be determined
by its status. The electronic document management
environment in which documents are managed across
their entire life cycle by its very nature allows for the
inclusion of draft materials. So, in addition to permit-
ting or disallowing the viewing of the final version of a
file, the electronic world must consider and secure
access to draft versions. Usually, only authors, editors,
and reviewers of files have access to the drafts before
they are finalized. Once files are promoted to final
status, this version is then promulgated to a broader
readership. The draft versions, by contrast, may
continue to be accessible by the authors, or may be
locked or purged from the system.
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Disaster recovery

Any treatment of security in the context of document
management would be remiss if it did not mention
audit trails and disaster recovery.

The system must maintain a log of document
creation, modification, or deletion. The automated
log includes information about the document that
was affected, the time at which the event occurred,
and the user who caused the event.[2]

Disasters include the full range of unplanned
catastrophes, from internal or external sabotage to the
extreme forces of nature, like fires, tornadoes, and
earthquakes that do real damage to a corporation’s
physical assets. Each of these occurrences presents a
serious risk to an enterprise’s profitability and viability.
It is, therefore, essential that disaster recovery plans be
well-conceived and fully supported by management.

Retention requirements: Storage and deletion

In keeping with the dictum that an EDMS should
enable management of files across the entire document
lifecycle, the system should automate retention sche-
dules. The system should calculate scheduled docu-
ment expiry based on business rules that map to
system file categories. The system should then be
programmed to notify document owners, usually at
some predefined interval prior to actual destruction,
as a final check on extenuating business needs for
extending retention. Business rules based on regulatory
and statutory requirements can be built into the sys-
tem’s automatic monitoring and retention/deletion
functionality. For a comprehensive discussion of
storage media, see Pollnow.[22]

Scheduled retirement of documents is especially
critical in the pharmaceutical industry, where corpora-
tions are routinely subject to audits by the regulatory
authorities or to discovery in litigation. In such cases,
retention of draft documents and other aged files often
unnecessarily increases the company’s liability
exposure. Although administered centrally, retention
programs ideally devise a mechanism for notifying
document owners prior to destruction, alienation, or
transfer, as the document’s owner may know of com-
pelling business or legal reasons to delay the destruc-
tion of the document.[23,24] An EDMS allows an
enterprise to automate and rationalize all aspects of
the retention program, including scheduling, notifi-
cation, and retirement.

The EDMS Toolbox

An electronic document management system is a
configuration of design tools, data capture tools,

messaging systems, repository databases, portals, and
intra-/internetwork distribution and transfer options.
There is no one magic bullet or single system that will
provide solutions to the industry’s document or
knowledge management needs. With the almost daily
introduction of new products, the best return on
investment in technologies must be built on the
principles of open architecture, best of breed products,
and scalability. Designing, building, and constantly
refining the corporate ‘‘digital nervous system’’[18] is
part of the cost of doing business in the paperless
environment. In the next section we present an
overview of key developments that undoubtedly will
continue to redefine and reshape this complex and fluid
corporate nervous system.

THE EMERGING PARADIGM

The transition from the paper environment to the early
electronic environment was direct and intuitive. New
computing models and technologies, however, are
raising questions about the validity of this paradigm
for complex information capture, access, and reten-
tion. In the current technology environment, forms,
documents, data are not frozen, but dynamic and
interactive. Communications and collaborations are
as frequently machine to machine exchanges as direct
human interactions.

It appears that in the rapidly evolving world of
computing and communications[8,25] the medium
is indeed as important as the message. It is now poss-
ible to separate data and information from any docu-
ment structure and technical platform. Whereas
a document management system applies techniques
of document locking, version control, and security to
document objects, a component management system
applies those same features to document fragments,
or chunks, at a finer level of granularity. In other
words, instead of checking out an entire document
for editing, in a component management environment
we may check out a single section, paragraph, or table.
Much as the fundamental document objects that popu-
late an EDMS can be combined in various ways as vir-
tual documents, in a component management system
document chunks formthe basic elements and are
‘‘assembled’’ into whole documents. Component man-
agement is precisely the concept behind the regulatory
search for a Common Technical Document.[26]

The technology that enables both the creation
of documents and the repurposing and redistribution
of their content is XML, eXtensible Markup
Language.[27] In terms of paperless documentation
systems, XML signals a move from whole document
management to component, or content, management.
XML is a meta-language for describing languages that
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represent the content of a document. It is a subset of
the Standard Generalized Markup Language (SGML),
ISO Standard 8879, which has been around since 1986.
SGML was devised as a means to create portable
documents that are independent of any specific hard-
ware or software.

HTML, which is also a subset of SGML, was
developed as a means of transmitting hypertext docu-
ments over a network and specifies how a document
should be displayed in a Web browser. HTML,
however, describes neither the information content of
a document nor its manner of organization. XML
precisely fills this void by making use of tags and attri-
butes to extend, validate, and unambiguously structure
the content of a document.

Instead of viewing documents in an information
system as passive objects to be served up to a human
for reading, the SGML/XML paradigm regards them
as active communications that can be parsed and
manipulated by a computer. As such, they are data
structures that can be used by computers rather than
loose agglomerations of words, which can only be read
by a human who comprehends the underlying gram-
mar. XML’s capacity to describe the content of a
document as well as its organization makes it the ideal
language for communication among both humans and
machines. By encoding information in a format or tags
that can be digested by both human and computa-
tional agents, XML is poised to become the true
lingua franca of the Web in which both humans and
silicon are initiators, brokers, and processors of
transactions. To achieve this genuinely seamless
communication, XML rethinks the very nature of
documents themselves.

The usefulness of XML tags for structuring data
presupposes the existence of a set of rules, or grammar,
for their application. Such a grammar is embedded in
either a Document Type Definition (DTD) or schema,
both of which are defined by the XML author. A DTD
is a set of syntax rules for tags. It establishes what tags
may be used in a document, what attributes they have,
and whether or not they can be nested inside other
tags. Typically a DTD is maintained separately from
a given XML document, though it can be part of it
as well. Unlike HTML, which has a single DTD,
XML supports as many user-defined DTDs as there
are ways to structure information—thus, the extensi-
bility. And also the danger. DTD’s and, hence, XML
are only as useful as the agreed upon standards that
are used to implement them. The pharmaceutical
industry stands to gain a great deal to the extent that
it can establish and sustain extensive cross-corporation
and FDA collaboration in the development of
standard XML tags for its key documents. Should
the industry fail to marshal a truly collaborative effort,
it will have gained far less, being left instead with

unique and peculiar DTDs and islands of XML that
will exact a considerable cost to translate and maintain.

Schemas are a newer development on the XML
landscape. Like a DTD, a schema supplies the rules
for building a document and indicates what tags may
be used, what their attributes are, and how they relate
to one another. Unlike a DTD, however, a schema has
an additional level of specificity in that it can define
data types. For example, a DTD might have a tag
designated as <DOSE>, the content of which might
be either numerical or a character string. A schema,
by contrast, could ensure that the value entered was
a number. This is clearly an appealing feature for the
pharmaceutical industry, especially in the case of infor-
mation exchange between databases or other applica-
tions making use of rigidly defined data types.

At the time of this writing, however, it still remains
unclear whether schemas will overtake DTDs as the
fundamental means of modeling XML documents.

XML structures document content but leaves pres-
entation and formatting to other tools. The primary
tool used for the job is now XSL, eXtensible Stylesheet
Language. XSL consists of two parts: (1) a language
for transforming XML documents and (2) an XML
document for specifying formats. XSL allows users
to process an XML document and dynamically render
it to any number of formats. HTML, ASCII text, PDF,
WML (wireless markup language) and XML itself are
among the formats supported by the current tech-
nology.

XSL takes advantage of the intelligence built into
the XML document to present its components in
flexible ways. Thus, XSL does not merely apply style
to the XML data; rather it evaluates, rearranges, and
reassembles it. In fact, XSL permits multiple passes
over an XML document so that information that
appears once in the XML source can be presented
multiple times in different formats within the same
presentation. XSL, then, provides us with more than
just an eye-catching rendition of XML data; it enables
XML to realize its potential as flexible source infor-
mation that can be created once but modified and
presented infinitely many times. The application of
this technology to the preparation and submission
of information to multiple regulatory authorities is
obvious.

Traditional paper models focused on discrete
documents, file cabinets, and signature accountability.
Setting aside the ability to commit fraud in any
environment, the paper trail was clearly traceable from
a physical file cabinet in the custody of a records man-
ager responsible for a uniform indexing scheme to the
data owner through the signature on the document.
The computer network trail, on the contrary, runs
through multiple virtual file cabinets under multiple
ownership, custody, and indexing schema with multiple
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signatures or access authorities applied at both the
data and systems levels. Added to this is the complex
multilayered architecture supporting the exchange
and communication of the information.[28] All of
these elements are the document. The medium can
no longer be separated from the message.

THE REGULATORY ENVIRONMENT: EFFECT
OF LEGISLATION ON TRADITIONAL
AND EMERGING MODELS

Developments in paperless documentation systems for
the pharmaceutical industry are intimately linked to
regulatory developments.That ‘‘there is no alternative
to moving towards complete electronic record keep-
ing’’ is acknowledged by industry and regulators.[29,30]

The most documented environment in pharmaceutical
industry is unquestionably the manufacturing segment.
As early as 1983, FDA issued guidelines on the inspec-
tion of computerized systems used in drug manufactur-
ing.[31] In this environment, where there is no
evidentiary trail to support either the compliance or
integrity of claims and, where there is no documenta-
tion of data, messaging, transactions, actions, criteria
applied, historical experience, audit experience, or staff
experience and training, the event, action, collabor-
ation, or data itself are considered non-existent.
Repeatedly and often, FDA officials have stated, ‘‘If
it is not documented, it did not happen.’’ FDA mod-
eled the requirements and standards of the Final Rule
on Electronic Records and Signatures (Part 11) on the
GCMP regulations.[32] The agency acknowledges that
most predicate regulations, however, were written
without contemplating the use of any technology other
than paper.[2] (Preamble Comment XVI.A, p.13462.)

Basic differences between the manufacturing
environment and other segments of the pharmaceutical
industry, particularly the clinical research environ-
ment, pose additional special difficulties for industry
and regulators in complying with and applying
standards to the electronic management of data and
documents. In the manufacturing environment, docu-
mentation of processes and results is fairly self-
contained within a single location or plant. There is
typically a single cohesive business culture focused on
common deliverables where individual business units
are relatively seamlessly integrated. At the other
extreme, in the clinical research segment of the indus-
try, documentation of processes and results is spread
across multiple locations (e.g., investigational sites,
CRO facilities, laboratories, sponsor offices). There
are multiple business cultures, each with distinct
deliverables (e.g., research facilities, consultant services,
data management groups, marketing departments,

finance). These multiple cultures and business units
are not typically well integrated by a paper or any other
technology platform.

There have been four pivotal legislative develop-
ments between 1995 and 2000 impacting the pharma-
ceutical industry:

1. FDA Final Rule on Electronic Records and
Electronic Signatures (effective August 20,
1997): This is a permissive regulation allowing
any FDA-regulated industry to maintain paper-
less documentation systems that will be con-
sidered the legal equivalent of paper records
and record keeping systems.

2. ICH Recommendations for Electronic Stan-
dards for the Transfer of Regulatory Infor-
mation (ESTRI) (effective March and July
1997): This agreement by member states defines
open non-proprietary international standards
for electronic communications and the transfer
of data and documents between industry and
regulatory authorities.

3. Government Paperwork Elimination Act, Title
XVII of Pub.L. 105–277 (effective October 21,
1998): This is a U.S. law requiring federal agen-
cies to be prepared to accept by 2003 electronic
information from persons required to maintain,
disclose, or submit information to the U.S.
government.

4. Electronic Signatures in Global and National
Commerce Act (effective October 1, 2000):
Again, this is a U.S. law giving electronic signa-
tures and electronically signed documents in
commercial transactions the same legal status
as handwritten signatures applied to paper
documents.

The latter two laws, although specifically United
States federal regulations, will impact all e-commerce
transactions because of the importance of the U.S.
economy in the world marketplace. U.S. industries will
seek the competitive edge advantage provided by this
legislation.

Regulatory authorities are fully aware of the com-
plexities that the new, rapidly evolving computer
environment poses for their oversight responsibilities.
Both FDA and ICH wish to avoid rapid obsolescence
by crafting regulations and guidelines based on open
non-proprietary standards and generic tools such as
Adobe Acrobat’s free portable document format
(PDF) codes and reader application. The ICH ESTRI
Gateway agreement is the first step in attempting to
define a platform independent environment.
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Final Rule on Electronic Records
and Electronic Signatures

FDA’s Final Rule on Electronic Records and Electro-
nic Signatures (the Final Rule, Part 11) requires special
discussion since it is the most comprehensive regu-
lation to date on applying computer technologies to
regulated industry.[33] The rule itself is contained on
two Space consumption pages. The most important
part of the rule for the pharmaceutical industry is,
arguably, the Preamble, which comprises 34 pages of
discussion on how and why the FDA made its deci-
sions on the requirements it would enforce. The pream-
bles to both the proposed rule making and the final
rule making detail current regulatory thinking on and
compliance concerns with paperless documentation
systems.[34]

Scope

The initial announcement of the proposed rule referred
to the regulations as an electronic signature rule. By
the time of publication of the Final Rule in the Federal
Register (62FR 13430, March 20, 1997),[2] the title had
been expanded to ‘‘Electronic Records; Electronic Sig-
natures.’’ FDA rejected comments that would have
limited the scope of the rule to signature authority
and manifestation issues or to those records only that
are required to be signed, witnessed, or initialed. The
agency’s rationale was that the ‘‘reliability and trust-
worthiness of the electronic signature depends in large
measure on the reliability of the underlying electronic
record’’ and that electronic records need to be reliable,
trustworthy, and compatible with FDA’s mandate to
protect the public health ‘‘regardless of whether they
are signed.’’[2] (Preamble Comment 26, p. 13438.)
Therefore, regulation, in the agency’s opinion, was
required for electronic record keeping per se. By March
of 1997, the regulatory authorities were fully aware of
the power of the new computing and networking tech-
nologies and the communications explosions fostered
by the internet and wireless possibilities.

Part 11 defines records management as the ‘‘cre-
ation, signing, modification, storage, access, and
retrieval’’ of records and the software and hardware
platforms used in these processes. This regulation
applies to any documentation required by an FDA
‘‘predicate rule.’’ The Authorities cited for the rule
are Secs. 201–903 of the Federal Food, Drug, and Cos-
metic Act (21U.S.C. 321–393); Sec. 351 of the Public
Health Service Act (42 U.S.C. 262)]. For example, 21
CRF 820.70 requires documentation of process and
production controls in quality systems for medical
devices. This is a predicate rule. If any of this docu-
mentation is created, signed, modified, stored, acc-
essed, or retrieved electronically, the requirements of

Part 11 apply to the documentation and the hardware
and software supporting it.

Applicability

There is a caveat to the application of Part 11. As
noted, it is a permissive rule. Industry has the ‘‘option’’
of compliance. However, if a company currently uses
any electronic systems to create, sign, modify, store,
access, or retrieve records, it is presumed by the law
that they have elected to follow the regulations and
comply with the standards. Consequently, the com-
pany is subject to FDA enforcement of the rule under
the food and drug regulations. If a company elects not
to comply with the regulation, it must revert to all
paper systems. No electronic systems are ‘‘grandfa-
thered’’ under the Final Rule. Continued reliance on
current electronic systems for any one of the electronic
records management activities requires compliance
with the requirements of Part 11 for security and
controls.[2] (Preamble Comment XVI.C.1, p. 13463.)

Key issues

It is important for the industry to understand FDA’s
rationale in establishing these regulations, if appropri-
ate and reasonable compliance policies and procedures
are to be implemented. Any industry interpretation of
the rule should be based on a thorough understanding
of the preamble discussion of the final regulation.[34]

FDA’s concern to protect the public health translates
into four major issues addressed by the Final Rule:
identification and authentication of data and source;
system confidentiality and security; accountability for
signing a document; and enforcement.

Identification and Authentication of Data and Data
Source (Audit Trail). The ability to verify the integ-
rity of records and to trace accountability for creation
and modification of data are probably the most signifi-
cant concerns of the FDA in relation to their ability to
protect the public health and hold individuals and
corporations accountable.

There must be a system-generated time-stamped
audit trail, created independently of the operator of a
system, for any access to, modification of, or deletion
of records or the audit trail itself. This audit trail is
intended to enable detection of record and signature
falsifications and to provide an evidentiary trail in
the event of falsification.[2] (Preamble Comments
72–74)

Confidentiality and Security (Controls). FDA recog-
nized that deliberate intent to commit fraud is very dif-
ficult to prevent.[2] (Preamble Comment 7, p. 13433.)
Acknowledging this, the agency defined system control
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requirements at the operational, network, and device
levels ‘‘to ensure that representations of database
information have been generated in a manner that does
not distort data or hide non-compliant or otherwise
bad information, and that database elements them-
selves have not been altered so as to distort truth or
falsify a record.’’

Requirements for controls are based on definition of
‘‘closed’’ or ‘‘open’’ system. Under these definitions
there isno direct correlation between, for example,
using a publicphone line and an ‘‘open’’ system. Com-
pliance with ‘‘closed’’ versus ‘‘open’’ standards is
determined by how access rights to the data or docu-
ments are established and controlled by the owner(s)
of this information. A system is defined as ‘‘closed’’
if access to the system containing the records or data
is under the control of person(s) responsible for the
content of the records or data in the system. A system
is defined as ‘‘open’’ if access to the system is not under
the control of the person(s) responsible for the content
of the records therein. For example, dial-in retrieval
over a public phone is ‘‘closed’’ where the records
being accessed are under the control of the persons
responsible for their content, whereas storage of
records on a third party system is ‘‘open’’ because
access to the records themselves is under the control
of the third party. Sections 11.10 and 11.30 of the Final
Rule list, respectively, the control measures required
for establishing a ‘‘closed’’ or ‘‘open’’ system.

Access must be protected through use of unique
biometric or digital identification technologies. Exam-
ples of biometric technologies include voice or finger-
print recognition. Non-biometric or digital signatures
must consist of two distinct identification codes such
as a network user ID and password. All access rights
and system supplied identification codes must be
periodically reviewed, updated, and/or changed by
the data/document owner(s) and all personal identifi-
cation codes, such as passwords, periodically changed
by the user to ensure that unauthorized parties do
not gain access to the data/records. Open systems
require an additional level of encryption on the data/
records to prevent fraudulent access.

Accountability for Signing (Repudiation and
Links). Signatures can represent different intent and
responsibility and the electronic signing must capture
this metadata. Electronic signatures can be executed
using biometric or digital technologies or a hybrid of
these. Part 11 provides minimal standards and generic
technical recommendations for ensuring that e-signa-
tures can be unquestionably linked to their owners,
cannot be repudiated, and are executed with clearly
evident intent and understanding of the act of sign-
ing.[35] Whatever final configuration of signature tech-
nologies is used, it must enable the FDA ‘‘to hold

people (i.e., the individual) to the commitment they
make under their electronic signature.’’[2] (Preamble
Comment 19, p. 13456.)

In fact, when it was suggested that FDA also hold
business entities accountable as well as individuals,
the agency rejected the idea because business entities
do not sign records, individuals do.[2] (Preamble
Comment 90, p. 13450.)[23]

Legal Enforcement (Authority, Inspection, Implementa-
tion). Part 11 cites the complete Federal Food, Drug,
and Cosmetic Act as its authority for this regulation
and for the scope of its enforcement jurisdiction.
FDA wants ‘‘enforceable’’ baseline standards[2] (Pre-
amble Comment 2, p. 13432) and intends to inspect
any component of an electronic records and signature
system that has bearing on the trustworthiness and
reliability of the record or signature[2] (Preamble Com-
ments 33, p. 13489.) The agency reserves the right to
conduct inspections, even of sensitive security systems,
if deemed necessary ‘‘to enforce the provisions of the
act and related statutes.’’[2] (Preamble Comments 32,
p. 13439.) Supplemental guidelines will provide
additional detail on the standards against which
FDA inspectors would judge compliance.[7] FDA will
consider the need for additional legislative initiatives
or criminal law reform if their experience with the
current rule warrants.[2] (Preamble Comment 90 and
124, p. 13450 and p. 13458, respectively.) The first
FDA 483 inspection reports on compliance issues with
Part 11 began to appear in 1999. Mr. Paul Motisse,
widely considered FDA’s architect of Part 11, was
transferred to the inspection branch in the same year.
As the agency gains experience and confidence with
the new technologies, enforcement activities related
to Part 11 will significantly increase.

Economic Impact

FDA asserts that the benefits of electronic record
keeping in reduced review time and related business
costs, such as space and rapid information access, will
offset the costs of compliance with the rule.[2] (Pre-
amble Comment XVI.C.1, p. 13463.) As industry and
regulators enter the brave new paperless world, this
remains to be verified.

It might be beneficial to discuss some of the current
wisdom about the relative merits of paper-based and
paperless documentation systems. Some of the claims
about the outright superiority of electronic-based
systems are perhaps overstated and highly context-
dependent. Others probably have as much merit as
their face value would seem to indicate. Table 1 pro-
vides a summary inventory of the pros and cons of
the two models for document management.
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Although a paper-based model for managing enter-
prise documentation appears to fall short of the prom-
ise for complex document management requirements,
the paperless model is not without its own downside.
Let us consider some of the issues in greater detail.

Cost

Paper-based systems are said to be costly. At roughly
$0.10 per sheet of paper, printing and filing between 5
and 10 million pages—perhaps a conservative yearly
estimate for an organization of 2,000 employees—
would cost between $0.5 million and $1 million.[19]

Are digital documentation systems any less expensive
given the costs of purchasing, servicing, and operating
the component hardware and software systems? The
answer depends on the level of digitization of the sys-
tem. In a hybrid system, where some paper is printed
and scanned into an electronic filing system, the aver-
age costs of implementing and maintaining a document
indexing and scanning solution is $0.50 per page and
ranges between $0.20 and $1.20 per page. It is difficult
to assess the cost efficiencies of digitally based
documentation systems for production and filing of
documents. The full costs must include the initial
investment in electronic systems and the outlays
required to maintain them. It is no less incumbent
on the pharmaceutical industry than any other
e-commerce business to find a new measure, as pre-
cise as per page costs, for measuring its cost of doing
business in the paperless environment.[18]

Efficiency

Paper-based systems are increasingly considered
inefficient. Relative to the file room scenario used to
support the paper-based documentation model, it is

hard to argue with the very real efficiencies afforded
by the ability to search vast and disparately located
document repositories electronically. In a paper-based
environment, the effort required just to retrieve docu-
ments has been estimated to be on the order of 4–7
hours per week per person.[19] This does not include
the time required to travel physically from one’s office
to a file room, walk the aisles of the archives, peruse
the shelves and folders, and finally to browse the file
itself for the relevant passage. In a 2,000 person organi-
zation with 250 working days a year, this totals 50,000
to 87,500 person days per year across the organization.

By contrast, search and retrieval in an electronic
environment is said to save 10 to 20 percent of the total
individual work effort required, not just the effort
required to retrieve documents. In one year, an
electronic system would save this company 50,000 to
100,000 person-days of effort, potentially all the time
spent searching in a paper-based system and more.[19]

If network downtime is equivalent to employee down-
time, comparison between the two modes of search and
retrieval appears absurd.[36]

Space consumption

If the average enterprise professional creates approxi-
mately 500 documents a year, accumulates around
200–300 more from external sources, and an average
document is from 5 to 10 pages in length, then an
organization of 2,000 employees generates around
1million documents containing some 5–10 million
pages.[19] Add the external documents and the organi-
zation contends with another 2 to 6 million pages.
Continuing with the multiplication exercise, a ream
of paper is about 2 inches thick, so given the above
volumes an enterprise must find space to accommodate
anywhere from 2,333 to 5,333 stacked feet of 8 1=2 by 11

Table 1 Pros and cons of paper-based and electronic document management

Paradigm Pros Cons

Paper-based Familiar Costly
Durable Inefficient searches
Transparent security model Space consumption

Inhibits leveraging of information assets

Environmental impact
Emphasis on separate repository function
Audit management overhead

Digital Space efficient Durability of storage media

Efficient searches Ever-changing technology standards
Promotes leveraging of information assets High initial IT investment
Saves paper IT management overhead

Integrates active file management and repository function Environmental impact
Automates audit management

Paperless Documentation Systems 2563



P
ackaging–
P

article

inch paper, or between 1515 and 3463 cubic feet. In
raw terms, the upper end of this volume will fit into
a room measuring 350 by 100 by 100. When one consid-
ers that this does not take into account the folders,
shelves, and aisle space required to intelligently store
and navigate the documents, and that this is merely
the volume of documentation encountered in a single
year, entire floors of city-block-wide buildings can very
rapidly disappear in an effort to retain it all.

Ten million pages requires about 500 gigabytes of
disk storage space. The space occupied by the servers
and disk drives for a decade worth of documents would
probably not exceed the 350 by 100 room cited above as
the minimum requirements for packing a year’s worth
of documents. Standard dimensions for 30-gigabyte
hard drives on the market today are roughly 2.7500 by
400 by less than half and inch in height. Simplifying
somewhat, two hundred such drives, stacked one
atop the other, would occupy less than 9 linear feet
and only half a cubic foot. Even with the overhead
required by server hardware, monitors, and the like,
the space savings won by electronic storage of enterprise
documentation are considerable. However, in the digital
world, the cost of bandwidth is a major factor in ‘‘digi-
talizing’’ the workplace in both large and small corpor-
ate budgets.[37]

Environmental impact

The high-tech digital alternative must be vastly more
‘‘green’’ by these measures. Yet, it is not immediately
clear that the paperless documentation system is as
environmentally friendly in practice. In general, the
high-tech industry is pretty dirty. Chip manufacturing
involves hundreds of chemicals (e.g., acids, cyanide
compounds, silicon tetrachloride), many of them toxic
or carcinogenic alone and, perhaps, more so in combi-
nation.[39–42] The industry also wastes prodigious
amounts of water, and pollutes both air and water.[43]

The reality of Moore’s Law, which roughly states that
the power of computer technology (i.e., the miniaturi-
zation and data density of transistors and microchips)
doubles every 18 months, has landfills overflowing with
obsolescent machines and components.[44] Consider
also the power required to operate electronic document
management systems. The presumed environmental
advantages, which prima facie seem obvious, are in
fact not so clearcut.

Current wisdom maintains that paperless documen-
tation systems are more environmentally friendly than
paper-based systems. If an enterprise implements a sys-
tem in which documents are generated, stored, and
retrieved electronically, it can conceivably preserve
the number of trees corresponding to the number of
sheets of paper it would otherwise generate. In a
2,000 person organization, which produces 10 million

documents, that amounts to 850 trees a year.[19] Typi-
cal offices produced 100 lbs of paper per head in 1975.
In the still burgeoning paperless office, they produce
more than 200.[1] One might argue that the paper
industry exacts as in an even more terrible toll in terms
of sulfur dioxide, resinous acid effluent.[38]

Storage and durability

With respect to the most fundamental security issues
(i.e., a document’s persistence through time), it is rather
easy to assume that digitized information, with its tight
controls, rigid architecture and underlying ingenuity,
must somehow offer greater long-term protection of
stored document assets. To do so, however, is both to
underestimate the durability of paper as a storage
medium and overestimate that of digital media and the
dominance of any single technology platform capable
of reading digital media formats. Ineluctable technologi-
cal obsolescence is perhaps the greatest threat to the
preservation of electronic documents and data.[45–48]

The above considerations have direct bearing on the
presumed economic impact of regulations for the
pharmaceutical industry on electronic record keeping
systems. The pharmaceutical industry is, in fact, faced
with a complex, costly development and implementation
project once it heads down the road of electronic record
management within the regulated parameters of Part 11.
These costs and the attendant legal issues will increase
within a fully digitalized, paperless environment. The
key to a return on investment for the industry will be
its ability to integrate and strategically plan technical
implementations across multiple business divisions.[49,50]

CONCLUSIONS

Digital tools provide instantaneous distributed access
to original experience. In a paperless world, one that
is mobile, wireless, and extremely portable, customers
seek data versus documents.[37] Documents have
become data embedded in inseparable multiple layered
architectures.[28] Technological and economic forces
have essentially redefined document formats and pur-
poses. The goal is more and more to preserve or
re-create the immediacy of a communicative act, just-
in-time delivery, real-time updates.

‘‘Document objects’’ have, in addition to text, come to
include databases/spreadsheets, graphics, images, video,
audio, web sites. What a document used to be is now a
small part of documentation—audit trails, metadata,
etc.—where documentation of immediate experience is
immediately available to third parties. Documentation
is now an environment of dynamic interactive support
as opposed to the static support of imaged paper.
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The pharmaceutical industry is traditionally docu-
ment driven. The technology exists currently, however,
for conducting research, manufacturing product, and
promoting prescription drugs in a totally paperless
environment. Several years ago the CEO of Boeing
Corporation threw down a gauntlet to the aerospace
industry. He asked what would happen if they designed
and built a plane without any paper, and succeeded in
doing it. In 1999, Bill Gates laid out the business
case[18] for conducting any business as e-commerce.
Both individuals were visionaries in understanding
the possibilities of the new information technologies
and translating them into a competitive edge for their
industries.

Within the clinical research arena, the CRF, for
example, will become a metaphor for a complex, multi-
dimensional process of data collection providing an
on-line interactive profile of the subject’s experience
and data. New technologies such as voice recognition,
digital medical imaging, targeted drug discovery tech-
niques, revolutions in computing design and power[8,25]

and the genome project[51,52] are redefining for both
industry and regulators how we capture and manage
subject-specific data in a meaningful profile of an indi-
vidual subject’s experience. These same technologies,
especially as they enable the discovery, mapping, and
repeated use of genetic information, will redefine the
execution and need to monitor informed consent rights
for subjects. The protocol itself will be redefined as a
set of ‘‘edit checks,’’ access rights, system administra-
tion rules, and metadata structures controlling the
on-line collection, verification, and analysis of data.

How should the pharmaceutical industry apply
these possibilities to drug development and marketing?
Fully ‘‘digitalizing’’ clinical research, for example,
would revolutionize the industry’s concepts of docu-
ment, data, and regulatory review. It is no less imposs-
ible to apply Boeing’s challenge to the manufacturing
sector. Of all theareas in the industry, marketing,
which is built on messaging and interactive communi-
cations, has innumerable models and other industry
experience with e-commerce. Within the next five
years, the industry needs to challenge its traditional
thinking on pharmaceutical documentation and thor-
oughly explore the possibilities and issues involved in
abandoning traditional paper paradigms for a fully
digital environment.[49,53]

How can the regulatory agencies respond to this
new environment in keeping with their legal mandate
to protect the public health? The regulators have
begun to tackle some of the issues in the Final Rule
on Electronic Records[2] and the ICH ESTRI agree-
ment.[5] This legislation is merely the tip of a large,
complex ‘‘iceberg’’ of law, public policy, and oversight
techniques. Traditional documentation will become a
metaphor for complex, integrated data capture and

repository systems linked to enable dynamic ‘‘on-the-
fly’’ profiling, analysis, and reporting of research and
discovery results almost simultaneously with the direct
research experience. The pharmaceutical industry, its
regulators, and the consuming public have entered into
a brand new collaborative world.

REFERENCES

1. Brown, J.S.; Duguid, P. The Social Life of Information;
Harvard Business School Press: Boston, 2000.

2. 21 CFR Part 11: Electronic Records; Electronic Signatures;
Final Rule, Food and Drug Administration, 62 FR 13429,
March 20, 1997.

3. Government Paperwork Elimination Act, Pub.L.105–277,
Office of Management and Budget, Executive Office of
the President, Proposed Implementation (64 FR 10895,
March 5, 1999).

4. Electronic Signatures in Global and National Commerce
Act, Pub.L.106–229, June 30, 2000.

5. Electronic Standards for the Transfer of Regulatory Infor-
mation (ESTRI), International Conference on Harmoniza-
tion. M2 Recommendations, March 1997 (1.1–5.1) and July
1997 (5.2–5.3).

6. Good Manufacturing Practice Guide for Active Pharma-
ceutical Ingredients, International Conference on Harmo-
nization, July 19, 2000; Draft Consensus Guideline.

7. Guidance for Industry: Computerized Systems Used in
Clinical Trials, Food and Drug Administration, April 1999.

8. Mann, C.C.; Rotman, D.; Waldrop, M.M.; Garfinkel, S.L.;
Regalado, A. Beyond silicon: the future of computing.
Technol. Rev. 2000, 103 (3), 42–84.

9. Sutton, M.J.D. Developing the physical model. In Docu-
ment Management for the Enterprise: Principles, Techni-
ques, and Applications; John Wiley & Sons: New York,
1996; 223–244, Chapter 8.

10. Harvey, D. The Condition of Postmodernity: An Enquiry
into the Origins of Cultural Change; Blackwell: Cambridge,
1989.

11. Carlston, D. Storing Knowledge; Time & Bitswww.
longnow.com (accessed Oct 2000).

12. Rehr, D. The First Typewriter; dcrehr@earthlink.net
(accessed Oct 2000).

13. Carlson, C.F. The Photocopier; www.mit.edu (accessed Oct
2000).

14. Word Processing; Information Processing; www.britanni-
ca.com (accessed Oct 2000) Encylopaedia Britannica.

15. Connolly, D. A Little. History of the World Wide Web
www.w3.org (accessed Nov 2000) 1945–1995.

16. Bush, V. As we may think. Atlantic Monthly 1945, 176,
101–108.

17. Sutton, M.J.D. The transition to enterprise document man-
agement. In Document Management for the Enterprise:
Principles, Techniques, and Applications; John Wiley &
Sons: New York, 1996; 1–22, Chapter 1.

18. Gates, B. Business @ The Speed of Thought, Using a
Digital Nervous System; Warner Books: New York, 1999.

19. Sutton, M.J.D. Planning for enterprise document engineer-
ing. In Document Management for the Enterprise: Princi-
ples, Techniques, and Applications; John Wiley & Sons:
New York, 1996; 53–92, Chapter 3.

20. Yakal, K. Sign on the digital line. In PC Magazine; Sept 19,
2000; 32–36.

21. Chapman, D.B.; Zwicky, E.D. Building Internet Firewalls;
O’Reilly and Associates, Inc.: New York, 1995.

22. Pollnow, R.A. Alphabet Soup, Acronyms Everywhere—
Media Options in Data Storage; e-doc; Sept/Oct 2000; 44–47.

23. Information Requirements Clearinghouse. Legal Responsi-
bility for Records in a Corporation, http://www.irch.com/
irch_article2.htm (accessed Sept 2000).

Paperless Documentation Systems 2565



P
ackaging–
P

article

24. Information Requirements Clearinghouse. Legal Require-
ments for Filing Systems and Indexes; http://www.
irch.com/irch_article2.htm (accessed Sept 2000).

25. Williams, S. Computing after silicon. Technology Review
2000, 102 (5), 92–96.

26. Organization of the Common Technical Document for the
Registration of Pharmaceuticals for Human Use, Inter-
national Conference on Harmonization, July, Draft Con-
sensus Guideline.

27. Bosak, J.; Bray, T. XML and The Second-Generation Web;
www.sciam.com (accessed Sept 2000).

28. Horak, R.; Miller, M.A. Fundamentals of data communica-
tions. In Communications Systems & Networks: Voice,
Data, and Broadband Technologies; Consulting Ed.;
M&Tbooks; Division of MIS: Press, Inc.; Subsidiary of
Henry Holt and Company, Inc.: New York, 1997;
155–184, Chapter 7.

29. PhaRMA (Pharmaceutical Manufactuters’ Association)
Position Paper on 21CFR Part 11, Docket No. 92N-0251,
Nov 30, 1999.

30. Raymond, R.; Galle, S.; Collom, W. Regulatory submis-
sions: from CANDA/CAPLA to 2002 and beyond. Drug
Information Journal 2000, 34 (3), 761–774.

31. Guide to Inspection of Computerized Systems Used in
Drug Processing, U.S. Department of Health and Human
Services, Public Health Service, Food and Drug Adminis-
tration National Center for Drug and Biologics and Execu-
tive Director of Regional Operations, Feb 1983.

32. Annual Report for 1999; Food and Drug Administration,
Office of Compliance.

33. Hoff, S. The regulatory environment for the new millen-
nium. Drug Information Journal 2000, 34 (3), 659–672.

34. Woodrum, P. 21 CRF 11—more than meets the eye.
Applied Clinical Trials June 2000, 86–94.

35. Bleicher, P. Sign here, Please, Mr. Bond. Applied Clinical
Trials August, 2000, 28–31.

36. Brin, S.; Page, L. The Anatomy of a Large-Scale Hypertextual
WEB Search Engine; http://www7.scu.edu.au/programme/
fullpapers/1921/com1921.htm (accessed Sept 2000).

37. Gingrande, A. Wireless Applications For a Brave New
World; e-doc; Sept/Oct 2000; 66.

38. http://www.greenpeace.org/toxics/reports/gopher-reports/
papdam.txt (accessed Sept 2000).

39. Ayers, J. Controlling the dangers of high-tech pollution.
EPA Journal 1984, 10, 14–15.

40. Hayes, D. Behind the Silicon Curtain: The Seductions of
Work in a Lonely Era; Black Rose Books: London,
1989.

41. Miller, M.W. Findings of toxin leakage in silicon valley hurt
chip makers’ Reputation for safety. Wall Street Journal
Aug 29, 1984.

42. Seigel, L.; Markoff, J. The High Cost of High Tech: The
Dark Side of the Chip; Harper & Row: New York, 1985.

43. Bills, B. High Tech Toxins: Is the Computer Industry as
Clean as it Seems; www.canada.cnet.com (accessed Oct
2000).

44. Yang, D.J. On Moore’s Law and Fishing: Gordon Moore
Speaks Out; www.usnews.com (accessed Nov 2000).

45. Rothenberg, J. Ensuring the Longevity of Digital Docu-
ments; www.sciam.com (accessed Sept 2000).

46. Izarek, S. Archiving Today’s Digital Culture; www.foxnews.
com (accessed Oct 2000).

47. Lesk, M. Going digital: electronic libraries will make
today’s internet pale by comparison. But building them will
not be easy. In Scientific American; www.sciam.com
(accessed Sept 2000).

48. Brand, S. Written on the wind. In Civilization Magazine;
www.civmag.com (accessed Oct 2000).

49. Moore, G. A Balanced Buy; www.Darwinmag.com
(accessed Nov 2000).

50. Heck, M. Document Management Fuels e-Business; www.
infoworld.com (accessed Sept 2000).

51. Regalado, A. Mining the genome project. Technology
Review 2000, 102 (5), 57–63.

52. Philipkoski, K. Genome Map Heralds Cheap Drugs; www.
wired.com (accessed Sept 2000).

53. Buderi, R. The corporate logic. Technology Review 2000,
103 (3), 88–90.

2566 Paperless Documentation Systems



P
ac

ka
gi

ng
–

P
ar

ti
cl

e

Particle Engineering

Miriam K. Franchini
Bristol-Myers Squibb, New Brunswick, New Jersey, U.S.A.

INTRODUCTION

Particle engineering is a term coined to encompass
means of producing particles having a defined mor-
phology, particle size distribution, and composition.
In its broadest sense, wet granulation can be con-
sidered a means of particle engineering, as it is a way
of transforming a diverse set of particle sizes into
uniform conglomerates. In a stricter sense, particle
engineering is associated with particle size reduction
techniques, such as media milling and homogenization,
and micro- or nanoparticle formation techniques, such
as spray-drying, supercritical fluid technologies, and
precipitation. Recent additions to the pharmaceutical
particle engineering arsenal include spray-freezing
into cryogenic liquids, template emulsion, and self-
assembly. This chapter will concentrate on those tech-
nologies involving drug particle size reduction or
formation in the unit micrometer to nanometer range,
with references from the recent literature, but it is by
no means inclusive.

POTENTIAL ADVANTAGES OF PARTICLE
ENGINEERED DRUGS

Improved Oral Absorption

Between 1995 and 2003, only 9% of new drug applica-
tions to the FDA described pharmaceuticals with high
solubility and high permeability.[1] As the number of
poorly soluble drugs continues to rise, particle engi-
neering technologies are being considered for reducing
size and/or crystallinity of drugs in order to improve
oral absorption. If the particle size is reduced, an
improvement in oral absorption is expected for
Biopharmaceutics Classification Class II compounds,
that is, those which have poor solubility and high
permeability. Such compounds have dissolution-rate
limited absorption as opposed to permeability-
rate limited absorption. The improvement in bio-
availability is attributed to the decrease in particle size
leading to an increase in the surface area, A, which
leads to an increase in the rate of dissolution, as per

the Noyes–Whitney equation:

dM

dt
¼ kAðCs � CÞ ð1Þ

where M ¼ mass dissolved, t ¼ time, k ¼ intrinsic
dissolution rate constant ¼ D/h, where D is the dif-
fusion coefficient, h is the thickness of the diffusion
layer, Cs is the saturation solubility of the drug in the
diffusion layer, and C is the concentration of the drug
in the bulk solution.

Improving the rate of dissolution for highly
permeable drugs may result in an improvement in
absorption, provided there are no other hurdles, such
as metabolism or paraglycoprotein efflux. This is
simplistically represented by Scheme 1.

In this simple model, drug particles in the solid state
are in equilibrium with drug in solution. When the
concentration of drug in solution is less than the satu-
ration solubility, the equilibrium in Scheme 1 is shifted
to the right and favors dissolution of the solid. The rate
of dissolution is affected by the particle size.

Assuming that the drug must be in solution to
be absorbed, if the equilibrium is driven to the right
by reducing particle size, absorption should improve,
providing the absorption rate constant, ka, is not
rate-limiting. If absorption is the rate-limiting step, a
supersaturated state may result, which may drive the
equilibrium to the left, resulting in ‘‘crashing out,’’ that
is, precipitation or recrystallization in uncontrolled
particle size. This may result in dissolution slow down
and poor or erratic absorption.

The rate of dissolution of drug in the amorphous
state may exceed that in the crystalline state[2] and in
the nanocrystalline state, resulting in an instantaneous
solubility which may exceed the equilibrium solubility.
In such a case, if ka is not rate-limiting, the fraction
absorbed may exceed that obtained by simply reducing
particle size.

Content Uniformity

In cases whereby a drug is very potent, and drug load-
ing in a final dosage form is very low, the drug must be
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of sufficiently small a particle size in order to ensure
content uniformity of the dosage form. If the particle
size is too large, no amount of blending can ensure
content uniformity.[3,4] Particle formation technologies
such as SEDSTM [solution enhanced dispersion by
supercritical (SC) fluids], spray-drying, and wet milling
or homogenization are capable of producing particles
of a narrow particle size distribution with a mean
diameter under 5 mm.[5,6] Such an example is shown
in Fig. 1. Conventional dry milling techniques cannot
always reproducibly achieve such a size and distribution.
Additionally, dry milling can impart a high-energy
amorphous surface, which can lead to high static charge
and particle cohesion. These surface attributes can lead
to processing issues during wet granulation, including
lack of content uniformity, enhanced drug degradation,
and potential for polymorphism.

Pulmonary Delivery

Drugs for pulmonary administration can be adminis-
tered via dry powder inhaler or by inhalation of an
aerosolized or vaporized formulation. In order to
deliver a drug to the deep lung, particles must not be
large or heavy enough to remain in the back of
the throat or in the upper part of the lung, where

absorption cannot occur. On the other hand, they can-
not be so small or light as to be exhaled immediately.
In addition, the formulation must be sterile.

Quantitatively, the appropriateness of particles for
pulmonary delivery is assessed by the aerodynamic
diameter, a term developed by aerosol physicists which
takes into account size, shape, and density, and is typi-
cally determined by an inertial sampling device such
as a cascade impactor.[7] The aerodynamic diameter,
Daer (mm), for particles greater than 500 nm can be
approximated by:

Daer ¼ DS
ffiffiffi

r
p ð2Þ

where DS is the Stokes, or geometric, diameter (mm),
and r is the particle density (g/cm3). Non-spherical
particles, such as fibers and agglomerates, which
appear to have different physical sizes and shapes,
may have the same aerodynamic diameter:

q (g/cm3) DS (lm) Daer (lm)

Solid sphere 2 1.4 2

Hollow sphere 0.5 2.8 2

Elongated irregular solid 2.4 1.3 2

Likewise, particles which appear to be visually of
similar size and shape may have different aerodynamic
diameter if their densities vary, and geometrically large
porous particles can have aerodynamic diameters in
the respirable range (between 1 and 5 mm), owing to
their low density:

q (g/cm3) DS (lm) Daer (lm)

Low-density irregular sphere 1 2 2.0

Medium-density irregular sphere 2 2 2.8

High-density irregular sphere 3 2 3.5

Large, porous particle 0.02 30 4.2

By varying process parameters and feedstock com-
position, spray-drying and supercritical fluid proces-
sing can be used to prepare particles of various
morphologies, densities, and size in a very narrow par-
ticle size distribution. It is not surprising, therefore, to
find many examples in the literature where these two
techniques have been used to process pure drug,
including proteins and peptides, or drug with an excipi-
ent in order to produce particles for pulmonary
delivery.[5,8–13] Other particle reduction/formation
techniques, such as microfluidization,[14] spray-freeze
drying,[15] and other precipitation techniques[16] have
also been used for this purpose, in addition to the
classical approach of air-jet milling.

Interestingly, large porous particles have been found
to be more appropriate than smaller, dense particles

Scheme 1

Fig. 1 Example of particle size distribution obtained by the

SEDS process using a sonic nozzle and pilot plant scale
equipment. The volume mean diameter of this drug is
3.1 mm using a Sympatec Helos dry powder particle sizer
with vibratory feeder.
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for pulmonary delivery.[17] This is because particles
with D in the respirable size range and a density close
to 1 are subject to rapid, macrophage uptake and clear-
ance in about 30 min, whereas geometrically large
particles are avoided by this clearance mechanism.
Controlled release of insulin over several days was
demonstrated by this technique using a poly-lactide-
co-glycolide (PLGA) copolymer matrix; however, drug
loading was very low. Concerns regarding toxicity of
PLGA oligomers limit the usefulness of this matrix;
however, variants of this approach can be expected
in the future.[17]

It should be kept in mind that the list of approved
excipients for delivery to the lung is very limited. Excip-
ients added to dry powder inhalers, such as lactose, are
meant to be of large particle size and to be deposited in
the back of the throat, whereas the smaller-sized drug
is that which reaches the lung. For those technologies
resulting in an inhalable matrix of drug and an excipient,
additional toxicology tests may be needed to qualify the
excipient.

Chemical Stabilization of Proteins
and Small Molecules

A drug which is prone to hydrolysis in aqueous sol-
ution may be stabilized by formulating it as an aque-
ous suspension or nanosuspension. An aqueous
nanosuspension is inherently more stable to hydrolysis
than a solution, because only the portion in solution is
available for degradation, much like ordinary suspen-
sions. Thus, for a drug which has a solubility of
0.01 mg/ml, and is formulated as a 10 mg/ml suspen-
sion, only 0.01/10 or 1/1000 of the dose is available
for hydrolysis at any time t. As the drug in solution
degrades, the equilibrium in Scheme 1 is shifted to
the right, toward dissolution of the suspension. As long
as the solid remains, the drug concentration in solution
remains essentially constant and equal to the satu-
ration solubility of the drug in the vehicle. This leads
to an apparent zero-order, as opposed to first order,
rate of degradation, and is typical for suspensions,
that is, a plot of drug concentration vs. time decreases
linearly as opposed to by an exponential decay:

Zero order:

Ct ¼ C0 � k0t ð3Þ

First order:

ln C ¼ C0 � k1f ð4Þ

where Ct ¼ concentration of undecomposed drug at
time t, C0 ¼ initial drug concentration, k0 is the

zero-order rate constant, and k1 is the first-order rate
constant.

If a drug is subject to degradation in the solid state
as opposed to hydrolysis, the greater surface area of
particles in a nanosuspension may render it less stable
than an ordinary suspension.

Proteins can be stabilized by coprocessing them
with sugars, sugar alcohols, or polymers by techniques
such as spray-drying, supercritical fluid processing, or
lyophilization.[9,12,13] Typically, the goal is to increase
the Tg, or glass transition temperature, of the protein
such that it remains in the glassy state at room
temperature, as dictated by the Gordon–Taylor
equation:[18]

Tg;mix ¼
w1Tg1 þ Kw2Tg2

w1 þ Kw2
ð5Þ

where Tg1, Tg2 and Tg,mix are the glass transition tem-
peratures (�K) of components 1, 2, and the mixture,
and w1 and w2 are the weight fractions of each compo-
nent. The constant K is approximated as

K � r1Tg1

r2Tg2
ð6Þ

where r1 and r2 are the densities of each component.
In this immobilized state, proteins are more stable

than in the rubbery state above the Tg. Interestingly,
enzymatic activity can be retained by processing tech-
niques such as spray-drying, even though it involves
heat, because spray-drying is an evaporative cooling
process.

Intravenous Delivery

Intravenous delivery of poorly water-soluble drugs is
especially challenging, as it is most preferable to deliver
the drug as a solution in order to avoid the formation
of pulmonary emboli or induce a hypotensive effect.
Additionally, it must be demonstrated that aggregation
does not occur upon contact with blood components.

Delivery of particulates intravenously is possible as
long as the particles are less than 5–7 mm, which is the
size of the smallest pulmonary capillary.[19,20] Particle
engineering technologies such as wet bead milling
and homogenization, as well as some of the spray-
based technologies, are capable of providing particles
small enough for intravenous administration. This
was demonstrated in an in vivo tumor model, where
it was found that 100 nm paclitaxel nanoparticles man-
ufactured by wet bead milling and injected i.v. had a
remission rate at day 70 of 28%, compared to 12%
for 300 nm nanoparticles injected i.v., and 0% for
the commercial product injected i.v.[21] Successful

Particle Engineering 2569



P
ackaging–
P

article

intravenous administration was also demonstrated in a
2-week clinical trial.[22]

Thus far, most particulate administration has been
restricted to infrequently dosed pharmaceuticals, such
as phase contrast agents. Repeat intravenous admini-
stration of particulates is a young science which is
expected to benefit from emerging particle engineering
technologies.

Targeted Delivery

Uptake of intact nanoparticulates from the gastro-
intestinal tract (GIT) after oral administration, for
example, by endocytosis by the M cells of Peyer’s
patches, is an area of controversy. Most research
shows that the efficiency of this process is extremely
low (much less than 1%), the extent is poorly defined
and subject to great variability. Rather, it is the
enhanced rate of dissolution of nanoparticulates which
results in improved exposure.[23]

Nanosized drug particles administered parenterally,
on the other hand, are naturally cleared by the mono-
nuclear phagocyte system (MPS) by a process known
as opsonization. When particulates such as cell frag-
ments, macromolecular proteins, and microorganisms
enter the bloodstream, they are quickly cleared by
phagocytic cells of the MPS, such as Kupffer cells in
the liver. The opsonization process involves adsorption
of plasma proteins, such as complement fragment C3b,
onto the particles, followed by phagocytosis by the
macrophages in the liver (60–90%), the spleen (1–5%)
and, to a minor extent, in the lung. The exploitation
of the opsonization process to target organs such as
the liver and the spleen by using colloidal drug carrier
systems has been an area of intense investigation for
many years.[24] This approach has also been investigated
as a means to treat infections such as tuberculosis, which
are caused by parasites residing in the MPS.[20]

Alternately, nanoparticles can be designed to avoid
clearance by the MPS so as to increase blood circu-
lation time. Prolonged circulation of drug nanoparti-
cles in the blood may increase the drug’s probability
of being deposited near a tumor via the so-called
‘‘leaky’’ vasculature, that is, by extravasation (leak-
ing), by diffusion or convection, through the fen-
estrated endothelia of capillaries near tumors.[25,26]

Distribution of nanoparticulates after parenteral
administration appears to be governed by similar
mechanisms as are liposomes, mainly size and surface
characteristics such as charge and hydrophilicity.[26]

For example, liposomes, which are also cleared by
the MPS, are more likely to reach and accumulate in
tumors if the size is between 90 and 200 nm.[26,27]

Another means of avoiding recognition and clear-
ance by plasma proteins is through the use of steric,

a.k.a. stealth, particle surface modifiers or stabilizers
such as polyethylene glycol (PEG). The hydrophilic
nature of the PEG chains render them protein-repelling.
For example, PEGylated phospholipids have been
used to make liposomes stealth.[28]

In vivo, PEGylated polymeric poly(lactic acid) PLA
nanoparticles have been shown to have reduced uptake
by the MPS, and a slow, constant extended release of
drug in the circulation, with a resultant increase in
AUC.[27]

In addition to PEGylation, polyvinyl pyrolidone
(PVP) nanoparticles modified with hydrophilic polaxa-
mine have been reported to adsorb less protein than
the unmodified particles, conventional liposomes, and
stealth liposomes.[26] Polystyrene microspheres coated
with lecithin and particles coated with Pluronic[21] were
also observed to adsorb less protein and demonstrate a
prolonged blood circulation time without adversely
affecting the safety profile of the drug.

Intraperitoneal or intramuscular delivery of particu-
lates is known to result in lymphatic uptake, and may
be a means of targeting lymph nodes local to the injec-
tion site in a more efficient manner than intravenous
administration.[25]

It may be possible to use drug nanoparticles to tar-
get other non-MPS targets, such as the bone marrow
or the brain without concomitant entry of toxins into
the central nervous system.[29] For example, the peptide
dalargin was successfully targeted to the brain using
polyisobutlycyanoacrylate (PBCA) nanoparticles which
were surface modified with Tween 80. The Tween 80
coated PBCA particles showed preferential adsorption
of Apo-E, which is implicated as the mechanism leading
to brain targeting.[20]

For all these approaches, the dilution effect
afforded by the circulatory system upon intravenous
administration, and by the GIT upon oral administra-
tion, may result in an ability to modulate the pharma-
cokinetics depending on the solubility of the drug and
the concentration of the administered dose. If the dose
is low relative to the solubility, the nanoparticles may
become solubilized and behave as a solution. However,
if the dose is high, the dosage form may remain in the
nanoparticulate form for a longer period of time,
which may lead to a sustained release effect.

Ocular and Topical Delivery

One of the main challenges of ocular delivery in man is
the constant production of tears, which, coupled with
blinking, effectively minimizes residence time of
applied pharmaceuticals. Additionally, the epithelial
layers of the cornea, and to a lesser extent the sclera
and conjunctiva, provide barriers to exogenous com-
pounds. Although the pharmacopeia may allow up to
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75 mm sized particles in ophthalmic suspensions, in
order to minimize potential irritation to the eye and
reduce elimination of the instilled drug through tear-
ing, the particle size of the drug should be less than
10 mm and be spherical in shape.[30] Particle engineering
techniques can produce such particles.

Pegylated PLA nanospheres, solid lipid nanoparticles,
and chitosan nanoparticles have been reported to be
well-tolerated ocular drug carriers in rabbit models with
an improved rate of efficacy.[31–34] Confocal microscopy
suggests the chitosan nanoparticles penetrate into the
corneal and conjunctival epithelia, enhancing residence
time without being cytotoxic. Residence time has
also been enhanced in rabbits by coating poly-epsilon-
caprolactone biodegradable nanospheres (NS) with
bioadhesives such as hyaluronic acid, which is an
endogenous component of the eye. Cationic surfactants
used in the production of the NS include benzalkonium
chloride, which is approved for use in ophthalmics, and
stearylamine.[35]

Solid dispersion particles made by spray-drying dis-
ulfiram 1 : 1 or 1 : 2 (w/w) with PVP and instilled in the
rabbit eye were found to have improved concentrations
in the aqueous humor compared to 1 : 1 solid disper-
sions made by the evaporation method. In both cases,
drug particles were passed through a 75 mm sieve. Par-
ticle size of the spray-dried particles had a D50 of
3.3 � 0.04 mm, while those prepared by evaporation
had a D50 of 34.3 � 18 mm.[30]

Solid lipid nanoparticles (SLN) are considered to be
the next generation of topical delivery following lipo-
somes. The excipients are well tolerated, and the
SLN have good adhesive and film-forming properties,
which may provide an enhanced occlusive effect. SLN
have improved stability toward hydrolysis, and show
potential for modulated drug release. SLN have been
found to scatter UV light when applied topically, and
hence provide a sun-protective effect, similar to the
mechanism of particulate titanium dioxide. Molecular
sunscreens or UV-blockers incorporated into SLNs
show a synergistic sun-blocking effect while at the
same time reducing side effects such as skin
penetration and consequent skin irritation.[36]

PARTICLE ENGINEERING
TECHNOLOGIES

Grinding Techniques

Mechanical grinding of drugs in the dry or wet state
has been used to reduce particle size, and, if desired,
crystallinity.[37] Conventional dry milling techniques,
such as micronization by air jet milling, which can pro-
duce particles with mean sizes in the unit micrometer
or larger, will not be discussed in detail here.

Dry ball milling (high-energy mechanochemical
activation)

This decades-old technology is mostly used to reduce
crystallinity as well as particle size in order to improve
bioavailability. In general, drug is ball milled for hours
in the dry state or in the presence of solvent vapors.
Particle size reduction occurs, but typically not to the
nano size range. Drug can be dry-milled alone or in
the presence of surface modifying agents which prevent
the newly formed surfaces from agglomerating, stabi-
lize the amorphous state, and/or form inclusion com-
plexes with the drug. Stabilizers include b-l,4-glucan,
b-cyclodextrin, cross-linked carboxymethylcellulose,
crospovidone, silica gel, neusilin, or dextran.[37–41]

Typical drug–excipient ratios (by weight) are 1 : 1 to
1 : 3, or in the case of cyclodextrin, 1 : 9. This process
may enable certain chemical reactions leading to
degradation or in some cases explosion, and thus must
be monitored for such, as would be any dry milling
technique.

Nanosuspensions by wet bead milling

The preparation of pharmaceutical nanosuspensions
by wet (bead, or media) milling reduces drug particles
to a mean particle size less than 0.4 mm, more com-
monly 100 or 200 nm. In this process, drug is wet
milled as a suspension in water, or in a medium such
as safflower oil, ethanol, t-butanol, hexane, or glycol.
The milling dispersion also contains up to several per-
cent of one or more surface modifiers which adsorb
onto the freshly formed surfaces of the drug and pre-
vent agglomeration through steric and/or electrostatic
stabilization. Typical surface modifiers include low-
viscosity pluronics, PVPs, hydroxypropyl celluloses,
hydroxypropyl methylcelluloses, PEGs, lecithin, dex-
tran, aerosol OT, polyethylene glycol, Tween 80,
sodium lauryl sulfate, docusate sodium, and sodium
deoxycholate. Typical drug to excipient ratios range
from 20 : 1 to 1 : 1.[42]

Milling is accomplished in the presence of yttrium
stabilized zirconium oxide beads or highly cross-linked
plastic beads, such as polystyrene, or glass beads,
ranging in size from 0.2 to 3 mm, in a media mill,
such as a DynoMillTM (Figs. 2 and 3) or NanoMillTM

(Fig. 4). At the end of milling, the nanosuspension is
separated from the beads prior to administration or
further processing.

Drug concentrations as high as 40% can be milled,
and milling time can range from minutes to days
depending on the energy put into the milling process.
Since this is an attrition process, milling efficiency is
improved by milling at high rather than low drug con-
centrations. Milling can be done under refrigerated
conditions which minimize thermal degradation.
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A typical particle size distribution is shown in Fig. 5.
The drug in nanosuspensions made by wet bead

milling is predominantly crystalline. Properly formu-
lated nanosuspensions are physically stable under
ambient or refrigerated conditions for months to years,
and have the appearance and viscosity of milk. It is
possible to convert the nanosuspension into a dry form
by spray-drying, spray granulation, spray-coating onto
cellulose or sugar spheres, or lyophilization. The dry
form can then be further processed into capsules or
tablets in which the drug redisperses to the nano size
in the presence of an aqueous environment.[43–45]

Residual monomer is typically less than 50 ppb, and
insoluble residue generated during milling is no more
than 0.005% (w/w) based on the drug concentration
of the dispersion or resulting dosage form.[21]

High-pressure homogenization

Homogenization is a technology which has been in use
on a large scale since the 1950s. Nanosuspensions and
SLNs can be produced by homogenization using pis-
ton-gap homogenizers (Fig. 6) or microfluidizers.[46]

These processes generate heat, and may expose the
product to increases in temperature of 10–20�C per
cycle. If lipids or other low-melting excipients or drugs
are involved, the melting point needs to be taken into
consideration.[36]

Homogenization is a technique applied to rupture
cells, including bacteria, and thus has a sterilizing effect
on the drug product. Metal contamination from the
homogenization process has been found to be very low.
The most dominant contaminant, iron, was detected as
less than 1 ppm after 20 cycles at a maximum pressure
of 1500 bar.[20,47]

Nanosuspensions by Homogenization. Processes involv-
ing high pressure and high shear, such as piston-gap
homogenization and microfluidization, can be used to
produce nanosuspensions. The major difference
between homogenization and wet milling is the absence
of milling media (i.e., beads), which must be removed
from the final product.

Fig. 3 The media milling process
is shown in a schematic represen-
tation. The milling chamber
charged with polymeric media is

the active component of the mill.
The mill can be operated in a
batch or a recirculation mode. A

crude slurry consisting of drug,
water, and stabilizer is fed into
the milling chamber and pro-

cessed into a nanocrystalline dis-
persion. The typical residence time
required to generate a nanometer-

sized dispersion with a mean diam-
eter <200 nm is 30–60 min. (From
Liversidge, E.M.; Liversidge, G.G.;
Cooper, E.R. Eur. J. Pharm. Sci.

2003, 18, 113–120).

Fig. 2 Continuous feed DynoMill manufactured by W. A.
Bachofen of Switzerland with horizontally mounted agitator
disks for continuous production of suspensions by recircula-

tion. The jacketed chamber may be cooled via an external
chiller to keep the material at optimal temperatures. The product
is separated from the beads either by a screen or by a gap

separator.
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The principle of operation of a piston-gap homo-
genizer for the preparation of nanosuspensions is
illustrated in Fig. 6, and has been described for pharma-
ceutical preparations since 1994.[48] A microfiuidizer,
typically used to prepare liposomes or emulsions, can
also be used to prepare nanosuspensions.[46]

Drug, preferably jet-milled, is first dispersed in a
surfactant solution using a high-speed or overhead stir-
rer, at concentrations ranging from 1% to 15% solids
content. In order to minimize plugging of the gap dur-
ing the high-pressure homogenization process, the par-
ticle size of a coarse suspension can be reduced by first
passing it through a low-pressure cycle at 100 or
150 bar. During the high-pressure cycles, the drug
suspension is passed through a very small gap, for
example, a 25 mm gap at 1500 bar. This leads to cavi-
tation, or formation of bubbles which implode when
the suspension leaves the gap and normal air pressure
is reached again. Cavitation coupled with high-shear
forces in the gap and particle collision result in particle
size reduction. Typically, 3–20 cycles are required to fully
reduce the drug to nanoparticle range. High-pressure

homogenization may lead to a decrease in crystallinity
of the drug.[49]

The piston gap homogenizers are made in such a
way that the drug suspension is hurled against homo-
genizer surfaces, while microfiuidizers are arranged
such that the nanosuspension stream is split and then
the two streams reunited to impinge against each under
high pressure (2500–25,000 psi). The latter is said to be
more efficient and requires fewer passes to reach
the desired end point. To prevent excess heating of
the sample during homogenization, the liquid stream
is circulated through a heat exchange coil to keep the
product at refrigerated temperatures.

A typical formulation might include up to 2% polax-
amer 188, up to 0.5% polysorbate 80, up to 0.1% sodium
cholate, and up to 1% lecithin, or 3–10% phospholipids
or lecithin. Typically, lipids are more easily processed
by homogenization than by bead milling. Nanosuspen-
sions can be preserved with, for example, benzyl alcohol,
or methyl paraben and propyl paraben.[49]

A modification of this technique first precipitates
the drug, dissolved in an organic solvent, into an anti-
solvent, which can be water, which is then homoge-
nized;[50] stabilizers may be added to either phase.
Stabilizers/crystal growth inhibitors include PVP, a
cellulosic polymer, polaxamer, or a membrane-forming
lipid, such as a phospholipid.[51] Alternately, the drug
solution in organic solvent is mixed into an oil-in-water
emulsion composed of, for example, cottonseed oil,
PVP, methyl oleate, and water; drug is absorbed into
the emulsion droplets. The precipitated stabilized par-
ticles or emulsion may be further size-reduced by
ultra high-pressure homogenization. Alternately, the
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Fig. 5 Example of a particle size volume distribution

obtained by bead milling, and determined using a Horiba
LA-910, using water as the dispersant, a relative refractive
index of 1.20 � 0.10i, in the standard mode. The D50 is less
than l00 nm, and, if properly formulated, can remain

for months to years when stored at ambient or refrigerated
condition.

Fig. 4 Elan Lab Scale NanoMillTM for batch production of
nanosuspensions. Milling media, drug, stabilizer, and
optional surfactant in an aqueous medium are added to the

water-jacketed milling chamber. The chamber is attached to
the rotating shaft with a clamp. The gap between the shaft
and milling chamber inner surface is small such that high

shear is generated when the shaft rotates. The shaft can
rotate up to 6000 rpm, forcing drug to impinge against itself,
the milling media, and the milling chamber, resulting in

attrition. Stabilizer adsorbs onto the fresh drug surfaces as
they are formed, preventing the newly formed particles from
agglomerating. The nanosuspension can be physically sepa-

rated from the milling media by an appropriate screen or
small gauge needle.
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water-miscible solvent such as methanol, is stripped by
evaporation, and standard techniques such as spray-
drying or lyophilization are used to remove water
and isolate dry particles.[52]

In a variation of this theme, the stabilizer used is
albumin. This technology results in an amorphous
nanoparticle form of the drug coated by albumin,
and having a size of about 100–200 nm. Drugs pre-
pared by this technology have been tested by intra-
venous, intra-arterial, inhalational, oral, and topical
administration. In the case of i.v. paclitaxel, the albu-
min is said to result in an increased and prolonged
intracellular availability of the drug.[53]

Solid Lipid Nanoparticles. Solid lipid nanoparticles
were first described in 1991 as an alternative to
emulsions, liposomes, and polymeric nanoparticles
for intravenous administration. The latter, typically

prepared from the biodegradable polyesters PLA and
PLGA, were found to be difficult to scale and also
cytotoxic due to oligomeric degradation products
formed when the polymers were internalized by macro-
phages. Solid lipid nanoparticles were found to be
much less cytotoxic in cell cultures: 100% mortality
was observed from incubation with 0.5% PLGA nano-
particles, while viability remained at 80% in 10% SLN.
Solid lipid nanoparticles of paclitaxel and camtothecin
injected intravenously showed higher and prolonged
plasma levels and increased uptake by the brain. Inter-
estingly, both stealth and control SLNs of paclitaxel
showed low uptake by the liver and spleen.[36]

In order to be incorporated into an SLN, a drug
must be soluble in the lipid phase. Drug loading has
been reported to be between 5% and 25%. Lipid micro-
or nanoparticles can be produced by spray congealing,
but large-scale production is most easily and cost-
effectively accomplished by homogenization.

Typical solid lipids used are glycerides and/or fatty
acids, and may constitute 30% of the formulation.
These are from the same family of lipids found in
parenteral nutrition emulsions, such as IntralipidTM,
which have been successfully administered intrave-
nously for several decades. Typical excipients are
Dynasan 112, composed of short chain fatty acids,
Compritol, lecithin, used as an emulsifler, and surfac-
tants such as polysorbate 80, polaxamer 188, PVP, bile
salts such as sodium glycocholate, and Span 85. Water
can be replaced with oils or PEG 600 to yield dispersions
which can be filled into soft gelatin capsules.

The process generally involves preparation of a
thermodynamically stable emulsion consisting of the
drug, water, surfactant, cosurfactant, and molten lipid,
which is homogenized in a piston-gap homogenizer
(Fig. 6) then cooled to recrystallize the lipid, leading
to solid lipid nanoparticles. Alternately, a drug/lipid
melt is cooled, ground to about 50–100mm, dispersed in
a cold surfactant, and homogenized at or below room
temperature. Final particle size of the SLNs range from
50 nm to 1mm in a narrow particle size distribution.

Solid lipid nanoparticles can be converted to solid
dosage forms by, for example, granulation, whereby
the SLN dispersion is used as the granulating fluid,
or as the wetting agent in the extrusion process, or
by spray-drying or lyophilizing the SLN dispersion.

Spraying Techniques

Spray-drying (ambient temperature or above)

Spray-drying has been used in the pharmaceutical
industry for over 60 years, as it offers a one-step pro-
cess for converting a solution, emulsion, or suspension
into dry particles which can be crystalline and in the

Fig. 6 Diagram of operation of a piston gap homogenizer.
Turbulence and cavitation result in particle size reduction
during the homogenization process. From Professor Douglas

Goff, Dairy Science and Technology Education, University
of Guelph, Canada; www.foodsci.uoguelph.ca/dairyedu/
home.html (accessed September 2004).
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unit micron size range.[54–56] Aqueous or organic sol-
vent feeds can be utilized, however, for the latter; the
system must be made inert by the use of nitrogen in
order to avoid explosion.

Much of the pivotal research into spray-drying was
done by Masters in the 1950s, and his handbook[6]

remains one of the most useful references for those
working in the field. The process has enjoyed enor-
mous success, and has been scaled up for the pro-
duction of milk products, coffee, vitamins, drugs such
as acetominophen, and directly compressible excipients
such as lactose and microcrystalline cellulose. Addition-
ally, spray-drying has been used to convert nanoparticle
dispersions into solid dosage forms.[57]

The feedstock is atomized by a rotary wheel or
nozzle to form a spray of droplets. These come into
contact with a hot air or gas such as nitrogen, which
rapidly dries the liquid (Fig. 7). Because spray-drying

is an evaporative cooling process, proteins and ther-
mally labile drugs such as antibiotics can be processed
with minimal loss in activity or potency.

Variables affecting the size, morphology, density,
crystallinity, and polymorph of the final particles
include droplet size, feedstock total solids concentration,
rate of atomization, inlet temperature, product tempera-
ture, and residence time (dictated by the geometry of the
spray dryer).[58,59] In some cases, cospray-drying drug
with a polymer such as PVP or a high molecular weight
PEG can lead to stabilized amorphous particles contain-
ing drug and polymer.[58]

Depending on the operating conditions the resultant
particles can be hollow or solid, with a smooth or
wrinkled surface, and of high or low density. In
microspheres, drug is homogenously dispersed into a
solid excipient matrix as fine particles or agglomerates,
or in the molecular state. In the case of englobing (solid
in solid) or microencapsulation (liquid in solid), the
surface of the droplet dries first, forming a skin sur-
rounding a vapor bubble. As drying continues, pres-
sure in the core builds and is relieved by an eruption
through the skin, yielding hollow interiors, and a skin
containing the trapped oil or solid drug. For hollow
particles, a film forming excipient, such as gum arabic,
gelatin, and maltodextrin, is included.

Spray-drying proteins such as interferon with less
than 2% stabilizers such as human serum albumin,
and/or bulking agents such as carbohydrates (lactose,
trehalose, raffinose, maltodextrins, mannitol), polypep-
tides (such as aspartame), amino acids (such as alanine
and glycine), and/or buffer salts (such as sodium cit-
rate) have been found to provide stable compositions
suitable for use in dry powder inhalers.[8] The method
of production involves stabilizing an amorphous form
of the drug by coprocessing with, for example, a sugar,
which raises the glass transition temperature (Tg) of the
drug, rendering the amorphous form of the drug in the
particles more physically stable. Typically, aqueous
solutions adjusted to the pH of greatest stability for
the protein would be used as the feedstock, and
spray-drying conditions would be relatively mild (inlet
temperature less than 100�C), to avoid thermal deacti-
vation of the protein.

Spray-freezing into cryogenic liquids

This process produces stabilized highly porous amorph-
ous nanostructured particles with improved wetting
and rate of dissolution. The crystallinity can be tuned
by varying the processing solvents, stabilizers, and con-
ditions. Drug loading has been reported to be as high
as 91%.[60]

In this process, a feedstock containing drug (for
example, 2%), with or without excipient(s) such as
Pluronic F127, nucleation inhibitors such as PVP

Fig. 7 Buchi/Brinkmann Lab Scale Spray-Dryer. A stock
solution or suspension is pumped from the beaker through

a nozzle which sits above the large glass particle formation
vessel on the left-hand side. The nozzle atomizes the feed-
stock at temperatures ranging from ambient to 250�C into

the particle formation vessel, using air or an inert gas such
as nitrogen to dry and move particles into the cyclone and
collection chamber on the right-hand side. Product tempera-

ture is monitored by a temperature probe mounted between
the particle formation vessel and the cyclone. Solvent or
water are exhausted through a fine particle filter bag in series
with the cyclone, which also collects fines.
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K10 or K15, polyvinyl alcohol, or hydroxypropyl-
beta-cyclodextrin (HP-b-CD), is atomized below the
surface of compressed liquids such as CO2, helium,
propane, ethane, or cryogenic (temperatures below
�40�C) liquids such as nitrogen, argon, or hydro-
fluoroethers, and the droplets are immediately frozen.
The solvent in the frozen particles is then sublimed
(Fig. 8) by lyophilization or atmospheric freeze-drying.
The latter technique fluidizes the frozen powder using
cryogenic air or nitrogen. The cryogenic air or nitrogen
is then heated to ambient temperature, yielding dried
micronized powder. Drug–excipient ratios are typically
between 1 : 2 and 2 : 1. The feedstock solution, sus-
pension, or emulsion can be aqueous, organic (for
example, ethanol, acetonitrile, or tetrahydrofuran), or
a mixture.

Resultant particles have a high glass transition tem-
perature, which aids in stabilizing the amorphous state.
These particles can be compressed into tablets. In one
case, tablets containing 150 mg drug were pressed from
a 1 : 1 mixture of the processed drug powder, micro-
crystalline cellulose and 5% carboxymethylcellulose.

Supercritical fluid technologies

In a temperature vs. pressure phase diagram (Fig. 8),
the triple point is defined as the point at which solid,
gas, and liquid coexist as three separate phases. If one

follows the liquid/gas coexistence line above the triple
point, a critical point is reached at a specific tempera-
ture and pressure, at which a single phase is observed.
The SC fluid region exists above this point, and is a
single phase. In this region, compounds such as carbon
dioxide (CO2), water, and ethanol have the viscosity
and diffusivity of a gas, but the densities and solvent
power of a liquid, making SC fluids ideal for extrac-
tion. Unlike pure liquids and gases, small changes in
temperature or pressure can result in large changes in
density, thus solvent power. This can be manipulated
to affect the rate of nucleation, and hence size, density,
crystallinity and polymorph, of the resultant parti-
cles.[61,62] Because CO2 becomes SC at the relatively
mild conditions of 31.1�C and 73.8 bar (or 7.38 MPa)
of pressure, and because CO2 is inexpensive, relatively
non-polluting, and non-flammable, it is the most
frequently used supercritical fluid. Supercritical CO2

is considered to be as non-polar as hexane, yet to be
slightly acidic.

The advantage over conventional crystallization
processes is that recrystallization and particle size
reduction can be accomplished in a single step with
minimal operator exposure and minimal use of organic
solvents.[5,63]

Supercritical fluids have been used for extraction for
over 100 years, and industrial-scale extraction plants
are in operation for the decaffeination of coffee, and
extraction of hops, spices, herbs, and other natural raw
materials. This is a popular technique as the extracts
are of high quality and solvent-free. The extraction
power of SC fluids was eventually applied to the pro-
duction of solvent-free fine particles of drug of defined
size distribution in the mid-1980s. This is accomplished
by aerosolizing the SC fluid, a solution of drug, or both
through the use of a nozzle or capillary. As with spray-
drying, the size of the droplet is an important variable
in determining the particle size.

Fine particle production by SC fluid technology can
be broadly classified into two types, one in which the
drug is soluble in the SC fluid, and one in which the
drug is not. In both cases, drug is first dissolved in a
suitable solvent which is soluble in SC CO2. In the
expansion step, the pressure is reduced to atmospheric
during which the SC fluid becomes a gas, and extracts
with it the solvent, leaving particles behind. Excipients
can be included in the process.

For drugs which are soluble in SC CO2, the SC fluid
can be expanded into air, or into a solution containing
polymers and other additives, such as phospholipids or
Tween 80.[64] By varying depressurization, the product
can be formed as very fine particles, fibers, thin films,
or as biodegradable polymeric microspheres contain-
ing drug. Typical biodegradable polymers which are
soluble in the SC fluid include poly(hydroxyacid) and
poly(D,L-lactic acid).[5] Scale-up has been complicated

Fig. 8 Phase diagram showing the triple point and the criti-
cal point. The supercritical zone exists at temperatures and
pressures above the critical point. In the supercritical zone,

the compound has the density and solvating power of a
liquid, but the diffusivity and viscosity of a gas, and exists
in a single homogeneous phase. Below the critical point,
and along the liquid/gas coexistence line, a liquid and gas

phase split can be observed visually. At the triple point, solid,
liquid, and gas coexist. At temperatures and pressures
below the triple point, solid can sublime directly to gas, for

example, by freeze-drying.
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by nozzle blockage and aggregation of particles during
the expansion process.

Most drugs and proteins are not soluble in com-
monly used supercritical fluids, and therefore are pro-
cessed instead by the SC antisolvent technique,[65] the
most popularized being the SEDS, process[66–68] which
is illustrated in Fig. 9. SEDS-produced crystals can
have extremely smooth surfaces, as shown by scanning
electron microscopy and atomic force microscopy, and
the surface may be more hydrophobic and less wettable
than crystals grown under more polar conditions.[59] A
scanning electron micrograph of acetominophen crys-
tals produced by the SEDS process is shown in Fig. 10.

It is possible to coprocess drug with excipients to
make particles in which the drug is either homoge-
nously dispersed in an excipient matrix or else coated
by it.[70,71] Polymers used are those not appreciably
soluble in SC CO2. Coating is of interest for extended
release, taste-masking, protection from moisture, light,
or oxygen, and to improve flow properties. Typical
coating agents include the Eudragits. To avoid agglom-
eration, the operating temperature is maintained below
the Tg of the coating polymer.[5] In the case of DNA,
addition of dissolved mannitol in the buffered aqueous

feed allowed recovery of at least 80% of the original
supercoiled DNA.[72]

Other Precipitation Technologies

Solvent based processes, based on precipitation techni-
ques other than SC, have been used to prepare drug
microspheres and nanoparticles for many decades.[73–75]

Precipitation techniques generally rely on drug being
soluble in at least one solvent which must be miscible
with an anti-solvent, or that drug be insoluble within
a certain pH and/or temperature range. The resultant
aqueous colloidal dispersions may be converted to a
dry state by, for example, lyophilization or spray-
drying, or centrifugation and tray or fluid bed drying.

Fig. 10 SEM images of unprocessed and SEDS-processed

acetaminophen. (A) As received from Sigma Aldrich, 200x
magnification. (B) Crystals manufactured by the SEDS
process at 40�C, 150 bar pressure, using a feedstock of

10 mg/ml acetaminophen in ethanol. (SEM courtesy of
S. Desikan, Bristol-Myers Squibb; processing by S. Jen and
P. Stetsko, Bristol-Myers Squibb.).

Fig. 9 Schematic of SEDS process showing coaxial nozzles.

Solvent containing drug is introduced into a stream of SC
fluid, using a two or three fluid coaxial nozzle design with
mixing chamber. The high velocity and turbulence of the

SC fluid stream causes the solvent solution to break up into
small droplets. The SC fluid extracts the solvent, acting as the
antisolvent for the compound, leading to a supersaturated

state and precipitation of drug particles. Control over the size
of the particles is achieved by controlling the flow rates of the
input streams to the nozzle, and the pressure drop across the

nozzle. Typical mean particle sizes are 1–20mm in a narrow
particle size distribution. (From Palakodaty, S., Walker, S.,
Townend, G., York, P., Humphreys, G. Eur. Pharm. Con-
tractor 2000, (Aug), 60–63.)
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Impinging jet is an example of classical solvent/
antisolvent technology, whereby a solvent solution of
drug is impinged at high pressure with an antisolvent,
resulting in rapid precipitation of small particles, typi-
cally in the micrometer size range. Additionally, an
excipient can be incorporated into either the solvent
or the antisolvent stream. The resultant particles can
be dried by spray drying or by centrifugation and
tray or fluid bed drying.[76]

Bioerodable protein microsphere technology relies
on precipitation of proteins in the presence of water-
soluble polymers by changing pH, ionic strength, pro-
tein and polymer concentration, as well as temperature,
and mixing speed. Stabilizing polymers include PEG,
PVP, dextran, or hetastarch. No organic solvents are
used, which distinguishes them from classical polymer
microspheres which are prepared by homogenization
of a solvent-based emulsion.[77] The microspheres are
collected by centrifugation and lyophilized. Proteins
and peptides tested have included albumin, hGH,
insulin, and leuprolide acetate. Particles formed are
very homogeneous and of a very narrow particle size
distribution in the 1–2 mm size range, suitable for inha-
lation, or in the 20 mm range, suitable for parenteral
administration (other than intravenous). Drug loading
of 20–90% protein has been reported.[16]

Evaporative precipitation into aqueous solution
(EPAS) involves dissolving the drug in a low boiling
organic solvent such as methylene chloride or diethyl
ether, then heating the solvent under pressure to above
the boiling point. The liquid is atomized into a heated
aqueous antisolvent solution containing stabilizing
polymers and surfactants. Stabilizers and surfactants
interact with the drug nuclei as they are being formed
through hydrogen or hydrophobic bonding, and
prevent further growth or agglomeration. The stabi-
lized aqueous nanosuspension can be lyophilized or
spray-dried, or spray-granulated in a fluid bed pro-
cessor onto substrate, for example, an 80 : 20 blend of
lactose and microcrystalline cellulose. Drug loadings
as high as 90% have been reported. Stabilizers include
PVP 40T, PVP K-15, alone, or combined with SLS,
pluronic, or sodium deoxycholate to aid in wetting,
enhance the dissolution process, and/or stabilize the
amorphous state; the drug–surfactant ratio can also
be used to affect the particle size.[78]

Lyophilization

Lyophilization is a means of solvent or water removal
resulting in a dry porous matrix, which can be easily
reconstituted. Lyophilization is not considered by itself
to be a particle formation technology, as often it is
a dry cake which results. However, when coupled
with some of the other technologies mentioned in

this chapter, lyophilization provides a means of storage
of particles formed by those technologies in a dry and
compact state. Lyophilization essentially consists of
a freezing step to temperatures below the eutectic
(typically �40�C) in a vacuum, resulting in sublimation
of the solvent (Fig. 8). A primary and a secondary dry-
ing step complete the cycle. Whereas in supercritical
fluid technology, one is interested in the part of the
phase diagram where liquid and gas exist in a single
state, freeze drying makes use of that part of the phase
diagram where solid can be converted to gas bypassing
the liquid state. Thus, both technologies utilize tem-
perature and pressure, but at opposite extremes.
Atmospheric (pressure) freeze drying, has been used
by the Eskimos to effectively preserve meat.[79] Freezer
burn is another example of atmospheric freeze drying.
The interested reader is referred to texts on lyophiliza-
tion for details.[79–81]

Self Assembly

Self assembly using amphiphilic components to trap
drug in solution within a hydrophobic or hydrophilic
core has been explored for decades for the delivery of
drugs. The most notable example is that of the lipo-
some, which, however, suffered from low entrapment
efficiency, leakage, and rapid clearance by the reticu-
loendothelial system of the liver. This rapid clearance
was reduced by the use of PEGylated phospholipids
to form of the so-called sterically stabilized or stealth
liposomes.[82]

Self-assembly of phospholipids, such as phosphati-
dylcholine, a nutritional supplement, in the presence
of calcium creates 50–500 nm large, continuous, solid,
lipid bilayer sheets rolled into a spiral structure termed
nanocochleates.[83] These can be made to envelope a
lipid-soluble drug, such as amphotericin B, to exclude
water and protect against pH, oxidation, light, enzy-
matic attack, hydrolysis, and extremes in temperature.
The nanocochleates will convert to liposomes at a pH
greater than 6.5 in a calcium deficient environment as
is found in the cell (typically less than 1–2 mM).[13,84]

Recent efforts have focused on making novel high
molecular weight polymers consisting, for example,
of a linear chain of cyclodextrin alternating with
PEG which self-assemble into uniform nanoparticles
around the drug and protect it from enzymatic attack.
Targeted delivery is achieved by derivatizing the poly-
mer with cell surface receptor ligands. Because the
molecular weight is greater than 50,000 kD, renal clear-
ance is reduced, and plasma half-life is increased.
pH-related chemistry within the cell causes the nano-
particle to release its payload. The technology has been
applied to camptothecin, as well as nucleic acids such
as plasmid DNA or siRNA.[85,86]
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CHALLENGES WITH PARTICLE
ENGINEERING APPROACHES

While there are an abundance of particle engineering
approaches, they are not a panacea, as each has its
unique challenges. The main challenge facing these
technologies is being able to produce drug product
on a cost-effective manufacturing scale, and which
meets the quality and safety standards of the regula-
tory agencies.

With nanosuspensions, one must be able to prevent
agglomeration, or Ostwald ripening over the shelf-life
of the product, as well as when in contact with biologi-
cal fluids. If converted to the dry state, one must ensure
redispersibility to the nano size over the shelf-life of the
product. The disposition of ingested or injectable bio-
degradable and undissolved nanoparticles may need
to be ascertained through appropriate toxicology test-
ing.[23,87] For processes such as bead milling and homo-
genization, the finished product should be essentially
free of residual metal or grinding media.

Sterilization of particulate formulations intended for
parenteral or pulmonary administration may require
manufacture of sterile drug if terminal sterilization
processes such as autoclaving or gamma irradiation
result in chemical degradation, aggregation, or disco-
loration of the dosage form.[88] Since sterile filtration
involves pore sizes of 0.2mm or less, this approach may
not be feasible for nanosuspensions having a D50 of
200 nm or greater.

In the case of amorphous systems, absence of crys-
tallinity upon tableting or over the shelf-life of the pro-
duct must be ascertained to avoid potential slow down
in dissolution, reduction in bioavailability, and loss of
elegance. For lipid containing products, minimizing
oxidation during manufacture and storage must be
planned for by processing under inert conditions and
incorporation of antioxidants in the formulation.[36]

The spraying approaches require that the drug be
soluble in either an aqueous or an organic solvent;
many of the difficult to formulate drugs are neither.
For those which are soluble in a solvent, the issue of
residual solvent must be addressed, as well as that of
environmental emissions control and operator
exposure. Safety issues such as explosivity also need
to be assessed for grinding techniques and those
involving solvent. The safety of handling large quanti-
ties of small particles during manufacture also needs to
be addressed from the standpoint of operator
exposure.

CONCLUSIONS

There are many industrial and academic groups focus-
ing on particle engineering approaches for enabling

BCS Class II drugs. Those which are already success-
ful, or which are poised to succeed, will be the technol-
ogies which can be scaled at a reasonable cost to the
level required by the pharmaceutical industry.
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Particle-Size Characterization

Brian H. Kaye
Department of Physics and Astronomy, Laurentian University, Sudbury, Ontario, Canada

SAMPLING PROCEDURES

The subject of powder sampling has been addressed
extensively in standard reference books. Several
companies sell sampling equipment for installation in
industrial systems.[1–7] Even when the sample received
by the laboratory is a representative sample, the analyst
still faces the difficult task of taking a small subsample
from the powder supplied. It has been shown that one
of the most efficient devices for taking a subsample of
the powder is known as the spinning riffler, shown in
Fig. 1A. It consists of a ring of containers that rotates
under the powder supply. The total powder supply is
processed using this instrument. It has been shown that
to obtain a representative sample, the time of powder
flow through the apparatus divided by the time of
rotation of the ring of containers should be a large
number.[4,7] Difficulties arise using such devices with
very fine powders because air currents caused by the
rotation of the system can blow the fines away. Further-
more, if the powder is cohesive (sticky), the powder
flow through the funnel can be impeded. In some situa-
tions, the flow properties of the powder can be modified
by addinga silica flow agent, provided this does not
interfere with the size characterization procedures used
subsequent to the sampling procedure.[8]

Another approach to the sampling of powders has
been developed by Kaye and coworkers. In this pro-
cedure, the powder is thoroughly mixed in such a
way that any sample taken at random is a representa-
tive sample.[9,10] The equipment used in this technique
is shown in Fig. 1C. The mixing chamber is placed in a
rotating drum lined with dimpled foam. The foam
serves two purposes: first, itpromotes quiet tumbling
of the chamber, and second, it accentuates the lifting
power of the rotating drum so that it lifts the partially
filled chamber up the wall of the drum until it tumbles
chaotically to a new position of equilibrium before it is
again lifted up for the next tumble. The chaotic tum-
bling of the mixing chamber creates ideal conditions
for powder mixing, and short mixing times have
proved to be efficient in mixing the ingredients.[11] At
the end of the tumbling procedure, a small sampling
cup attached to the lid of the mixing chamber is used
to retrieve a representative sample. The tumbling
chamber can have various geometric shapes, and
provided that dimpled foam is used, even a common

laboratory jar can be tumbled. Efficiency of mixing is
reduced if the jar is more than half-full, because this
imposes restrictions on the free, random movement
of the powder in the chamber. It is recommended that
this type of device be used to homogenize any powder
sample before using a subsample in an experimental
investigation, if the sample has been kept for some
time or has been poured in a laboratory environment.
Powder segregation mechanisms are far more wide-
spread in the laboratory than generally known.[12,13]

In Fig. 2, a new pneumatic sampler developed by
Kaye and coworkers is shown. This instrument has the
advantage that one can take a sample of any specified
size by changing the position of the sintered frit in the
central tube that is used when the sample is drawn into
the equipment. Lubricating air provided through both
concentric tubes enables the sampling device to be
moved to a particular location within a powder. When
the sampling location is reached, the airflow to the cen-
ter tube is reversed to draw in the desired sample.[14]

For sampling an aerosol system, a cascade impactor
is used to fractionate the aerosol into various size
ranges. A full discussion of these instruments has been
reported by Kaye.[1] Aerosols can also be sampled
through various filter systems for subsequent examin-
ation by image analysis procedures. If the aim of the
sampling process is to generate a deposit that can be
examined through a microscope with an imaging sys-
tem, surface filters, such as the Nucleopore filter and
similar polycarbonate filters, are available in various
pore sizes for filtering aerosols.[15–17] The traditional
paper filter is described technically as a depth filter.
Although depth filters can sometimes be rendered
transparent by using immersion oil, it is normally dif-
ficult to view the fine particles on depth filters because
they penetrate into the pore structure of the filter.[18]

The study of the size distributions of therapeutic
aerosols creates a very difficult sampling task for the
specialist. Wherever possible, size characterization of
an aerosol system should be carried out in situ, using
diffractometers as discussed later.

SAMPLE PREPARATION

In many situations, a powder sample to be character-
ized has to be prepared in a specified format for the
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characterization procedure. Thus, the powder may have
to be spread out on a glass slide before microscopic
examination, or a suspension of the material may have
to be prepared in an appropriate liquid or gas. The act
of dispersing the powder to be studied can change its
size distribution radically, and the procedure used to pre-
pare the sample for characterization should allow for
what is known as the operational integrity of the fine
particles. Thus, if the powder is to be dispersed in
water, the use of ultrasonics to disperse it in the liquid
can result in the shattering of agglomerates that would
normally persist throughout the manufacturing and
usage processes.

In general, the technology used to disperse a powder
before a characterization study should match the sever-
ity of dispersion forces that the powder will experience
in use. Alternatively, if ultrasonics is used to generate a
well dispersed powder, the analytical procedure proto-
col should be defined rigorously to avoid variations
from operator to operator. Dispersing agents are fre-
quently used, and great caution should be exercised
because they can alter the structure of the system in
a fundamental manner.[19]

SIZE CHARACTERIZATION OF FINE
PARTICLES AND POWDERS

Direct Examination with Microscopes
and Other Imaging Devices

Extensive pioneering fine particle characterization stud-
ies were carried out by Heywood and Hausner, respect-
ively, by examining images through microscopes and
other imaging devices.[20,21] In these early works, the
areas, or dimensions, of profiles were measured by direct
comparison of the profile images with sets of reference
circles engraved on what was known as an eye piece
reticule.[1] Recently, several sophisticated systems have
been developed for computer-aided image analysis.[1,22]

The increased power of processing logic, available
in modern computer-aided analysis systems, makes
it possible to characterize the shape of fine particle
profiles using Fourier analysis techniques and to
describe structures by means of fractal dimensions.
The Fourier analysis techniques can be carried out in
one or two dimensions.[23] When exploring the struc-
ture of a profile in one-dimensional space by means

Fig. 1 Two devices that can be used
to obtain a small representative
sample from a larger supply. (A) Sys-

tematic representative sampling of a
powder can be achieved with the
spinning riffler (From Ref.[7].); (B)

the spinning riffler is composed of
several removable sample cups; (C)
chaos-generating devices, such as the
free-fall tumbling mixer, can be used

for powder homogenization and sam-
pling (From Ref.[11].); and (D)
exploded view of the sample carrier.
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of Fourier analysis, areference point is located within
the profile, and a geometric signature waveform is
generated by rotating avector at uniform angular veloc-
ity around the perimeter of the profile. The magnitude
of the vector plotted against the angle of the vector
generates the waveform. This waveform is subjected
to Fourier analysis to generate a power spectrum of
the various harmonics contributing to the structure
of the waveform. This technique is useful for rounded
objects but generates complex information if there are
deep convolutions or sharp edges on the profile. For
such profiles, two-dimensional Fourier transforms
can be generated by computer.[23,24]

A different procedure for describing the structure of
rugged profiles has been developed from the theorems
of fractal geometry.[24–29] The basic concept used in
fractal geometry is to add a fractional number to the

topological dimension of a system to describe the
space-filling ability of the system being described.
Thus, in Fig. 3A, all the lines have a topological dimen-
sion of one. The fractional number added to this
dimension creates the boundary fractal dimension of
the line, a parameter that describes the ruggedness
of the line. In Fig. 3B, the basic logic used to evaluate
the fractal dimension of a profile of a powder grain
by the equipaced method is shown. Polygons are con-
structed on a digitized form of the profile, a sequential
set of x, y coordinates representing the profile, by
pacing out a given number of steps around the profile.
Polygons constructed in this way become perimeter
estimates at the inspection resolution represented by
the number of steps paced out along the profile. The
perimeter estimate and the resolution are normalized
with respect to the maximum projected length of the
profile. To estimate the magnitude of the fractal
dimension of the profile, the normalized values of the
perimeter estimates are plotted against the normal-
ized resolution, as indicated in Fig. 3C. This plot is
known as a Richardson plot after a pioneer of the
detailed studies of convoluted profiles such as these
of islands.[25,26] The slope of the data lines on the
Richardson plot represents the fractional number that
has to be added to the topological dimension to
describe a structure of the boundary. As with the
profile studied in Fig. 3B, some fine particle profiles
exhibit different fractal dimensions at different levels
of inspection. Thus, in this profile, what is known as
the structural boundary fractal dimension is revealed
by the course resolution data, and what is known as
the textural boundary fractal dimension is revealed at
high-resolution inspection. The structural fractal dimen-
sion probably governs the packing and flow properties
of a powder, whereas the texture governs the dissolu-
tion rate, adsorptive capacity, and chemical activity.

Because of the large amount of visual information
imparted by an image of a fine particle, there has been
a tendency to regard image analysis inspection as a
fundamental method against which all others should
be measured. The principal problem involved in the
inspection of a system by image analysis is the diffi-
culty of deciding what constitutes a separate and oper-
ationally functional fine particle. A failure to record
the density of coverage of the surface used in a micro-
scopic study of a powder is a major source of uncer-
tainty in the value of the reported data, because
random juxtaposition of fine particles on a surface can
make them appear as preexisting agglomerates.[30]

Sieve Fractionation

Sieving is a widely used method for characterizing
the range of grain sizes present in a powder. In this

Fig. 2 The improved pneumatic lance is constructed from
concentric tubes. Low-speed aeration from both tubes allows
the lance to be inserted with minimum disturbance to the pow-
der supply. Once the sampling location is reached, a high-speed

flow is applied to the central tube to capture a sample below
the filter or frit. (A) Construction of the pneumatic sampler;
(B) process used to obtain a sample from a bulk of powder.
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Fig. 3 Fractal dimensions can be used to evaluate the rugged structure of fine particles. (A) Fractal dimensions used to describe
the ruggedness of various lines; (B) physical basis of the equipaced exploration technique for evaluating the fractal dimensions of

rugged boundaries; (C) data generated by the equipaced exploration technique for the profile of (B); dS, structural boundary
fractal dimension; dT, textural boundary fractal dimension.

Particle-Size Characterization 2585



P
ackaging–
P

article

technique, a quantity of powder is separated into two
fractions on a surface containing holes of a specified
uniform size. The two main problems associated with
sieve characterization are the difficulty of determining
the point at which the fractionation process is complete
and coping with the variation in sieve apertures present
in new and worn sieves. For a discussion of see Refs.[1,22]

The photomicrograph of a woven wire sieve surface in
Fig. 4A illustrates the problems associated with the
variations in sieve apertures. In Fig. 4B the data on the
variation of the sieve apertures as characterized by
various studies are plotted.[31] The midpoint diameter
of the trapezium created by the projected image of the
woven wire surface provides the operational diameter
of the sieve, and the size distribution of the apertures
can be measured with the help of image-analysis techni-
ques. The size distribution determined in this way can
then be normalized by the nominal aperture of the sieve.
It can be demonstrated from the data in Fig. 4B that the
aperture distribution is Gaussian.

In an alternative technique, spherical glass beads
are separated on the sieve, and when the remaining
oversize beads are poured off of the sieve, the near
mesh-sized beads trapped in the mesh are removed
by inverting the sieve and giving it a sharp rap on a
surface. The beads collected in this way are then sized.
If an irregularly shaped powder is used in such an
experiment, a typical set of grains trapped in the
openings of the sieve allows one to determine the shape
distribution of the profiles, as illustrated in Fig. 5.
Electroformed sieves have a much narrower distribu-
tion of aperture sizes but are more fragile and expensive
than woven wire sieves.[1]

Sedimentation Techniques

Sedimentation procedures to evaluate particle size in
terms of the equivalent spheres, which have the same
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Fig. 4 Variations in mesh apertures of a woven wire sieve
can be determined by several methods. (A) Photograph of
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Length
Data Set 1
Data Set 2

N
or

m
al

iz
ed

 G
ra

in
 S

iz
e 1.50

1.25

1.00

0.75
2 5 10 20 50 80 90 95 98

Width

Data Set 2
Data Set 1

Percent of Grains Smaller Than or Equal to Stated

Percent of Grains Smaller Than or Equal to Stated

1.50

1.40

1.30

1.20

E
lo

ng
at

io
n 

R
at

io

1.10

1.00
2 5 10 20 50 80 90 95 98

100 Fine Particles

200 Fine Particles

A

B

C

Fig. 5 When calibrating a sieve mesh with trapped irregu-
larly shaped grains, a subset of powder grains is obtained
that can be used to generate a shape description of the pow-

der grains. (From Ref.[31].) (A) Profiles of typical sand grain
trapped in a sieve mesh; (B) length and width distributions of
sand grains trapped in a sieve mesh; and (C) elongation ratio
(shape) distribution for sand grains trapped in a sieve mesh.
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settling speed in laminar flow conditions, are the basis
of many techniques used to characterize fine particles.
A suspension of fine particles is prepared, and their
falling speed is determined with an immersed balance
pan or by monitoring the settlement of the fine parti-
cles with the help of light or X-ray beams. The mea-
sured falling speeds of the fine particles are inserted,
along with the other appropriate parameters of the
suspension, into Stokes’ equation

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

18Zt
ðrP � rLÞgh

s

where ds ¼ Stokes diameter of the fine particle;
Z ¼ viscosity of the liquid; g ¼ acceleration due to
gravity; h ¼ distance through which the fall is timed;
t ¼ time required to fall the distance h; rP ¼ density
of the powder; and rL ¼ density of the liquid.

The configuration of the actual instrument used to
measure the Stokes diameters of fine particles varies
among instrument manufacturers.[1,22] Devices that
monitor the fine particle sedimentation with a light
beam are known as photosedimentometers. Because of
the difficulties of interpreting the concentration mea-
surement of fine particles with diameters close to that
of the wavelength of the light being used to monitor
the dynamics of the suspension, some instruments use
X-Ray beams to monitor the fine particle movements.
Other instruments use centrifugal force to accelerate
the settling dynamics of the suspended fine particles.

Sedimentation methods were the dominant size-
characterization procedures in the 1950s and 1960s.
In recent years, they have been replaced in the powder
laboratory by the diffractometers. Diffractometers
have the advantage of speed, but problems occur
in the interpretation of the diffracted light signals.
The X-ray-based sedimentometer manufactured by the
Micromeretics Corporation, called the Sedigraph, is still
widely used, partly because its use is written into some
industrial standards governing size-characterization
procedures.[32,33]

In recent years, disk centrifuges have been revived
to characterize fine particles smaller than 1 mm, basi-
cally because of the work by Provder and coworkers
in cooperation with Brookhaven Laboratories Ltd.[34].

Diffractometers

The advent of the laser has made the generation of dif-
fraction patterns by a suspension of fine particles a
relatively easy task. At the same time, the rapid devel-
opment of computer-processing equipment and special-
ized photocells has made it possible to process the
information in a group diffraction pattern to generate
the particle size distribution of the fine particles in
suspension. One of the first commercially available

devices for generating size-distribution information
from group diffraction patterns of a randomly dis-
persed array of fine particles was the CILAS device
(Denver Autometrics, Inc., Boulder, CO) first devel-
oped in France to measure the size distribution of
cement.[35] Companies that have developed diffrac-
tometers do not divulge the structure of their software.
The user of this equipment should be careful to obtain
information on the data-processing protocol followed
in any specific instrument to change the diffraction
information into a size-distribution function. Some of
the instruments assume a given distribution function
and curve fit to accelerate the data processing. Some-
times such curve fitting can distort the data gener-
ated.[36] Several manufacturers of these instruments
provide extensive technical data on their performance,
and the International Standard Organization is
currently preparing a standard procedure for diffrac-
tometers. The laser diffractometers are particularly
useful for studying the size distributions of sprays and
aerosol clouds.[37–43]

Time-of-Flight Instruments

Another type of instrument that has been made possible
by the availability of lasers is known as the time-of-flight
instrument. Here, a narrow focused beam of laser light
explores an area of a suspension. The size of the
particles in suspension is measured by the time it takes
for a laser beam to pass across the profile of the fine
particle. Sophisticated optical recording devices and
electronic editors are used to generate the size distribu-
tion data from the information generated by the device.

An instrument developed and marketed by Galai
Instruments (Haemek, Israel), sold in the United States
for several years by the Brinkmann organization but
now marketed directly by Galai Instruments, is shown
in Fig. 6. A useful feature of this instrument is that as
the fine particles are being characterized by the scan-
ning laser beam, they are also imaged on a television
screen in such a way that any agglomeration can be
detected during the analysis. The logic of the Galai
system allows the fine particle shape to be measured
concurrently with size.[44]

Another time-of-flight size analyzer is known as the
LASENTECH (Belleview, WA). This system is port-
able and has been suggested for use as an online moni-
tor for fine particles moving in a system as well as in
the laboratory.[45] A different type of time-of-flight
instrument is known as the Aerosizer (TSI, St. Paul,
MN).[46] Here, the stream of aerosol fine particles is
accelerated across a gap defined by two laser beams.
The time of flight across this gap is measured from
the light signals scattered from the two light beams,
and an electronic editor ensures single occupancy for
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the measurement series. The larger fine particles are
slow to accelerate across the gap, whereas the smallest
move with the speed of the feed air jet. The system is
calibrated using standard fine particles.

Another similar instrument is also manufactured by
TSI. The basic system for measuring the aerodynamic
diameter of aerosol fine particles is shown in Fig. 7.
Using this instrument, the velocity of a moving fine
particle being accelerated across the inspection zone
is measured with the Doppler shift in two beams that
have a different directional reference to the moving

airstream. From one perspective, the two lasers beams
can be regarded as creating interference fringes,
whereas the aerosol fine particle moving across the
fringe system creates an oscillating signal that can be
related to the fine particle size via calibration mea-
surements. The fact that the instruments with which
aerodynamic sizes are measured by the movement of
the fine particles across crossed laser beams involves
laser Doppler shifts is not immediately obvious from
reading the trade literature of companies marketing
this type of instrument. Indeed, in this class of
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Fig. 6 The Galai particle-size analyzer uses a laser beam and a rotating wedge prism to measure the size of fine particles by the
length of time the fine particle blocks the light reaching the photodetector. (A) Basic layout of the Galai instrument; (B) the laser

beam traces a circular path within the sample cell, and the logic of the instrument rejects any particles that are off-center or out of
focus; (C) the length of time that the laser beam is blocked is related to the size of the fine particle. (From Ref.[44].)
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instruments, the interpretive theory is complex, and the
user is generally provided with a calibrated instrument
to carry out the characterization studies of interest.[46,47]

Photon-Correlation Spectroscopy

Another instrument, in which the physics of the mea-
surements are not immediately obvious to the outside
observer, is part of a group of instruments variously
referred to as photon correlation, dynamic light scatter-
ing, or quasielastic light scattering spectroscopes (often
referred to as PCS, DLS, or QUELS). In this dis-
cussion, the term photon-correlation spectroscopy is
used.[48–51] Its physical basis is the monitoring of the
Doppler shifts in reflected laser light created by the
Brownian motion of submicron fine particles. In some
cases, the technique can also be applied to fine particles
of several microns in diameter. The equipment for
actually measuring the Doppler shifts is relatively
simple, but the overall expense is increased by the data-
processing that is usually included. This instrument is
useful for studying relatively simple size distributions
such as latex suspensions. However, interpreting a wide
range of sizes in suspension with this technique can
involve complex data processing that, if carried out
incorrectly, can generate confusing data.[48,50,51]

Stream Counters

Another size characterization instrument group is
known as stream counters, in which a stream of fine

particles is passed through an inspection zone. The
physical properties of the inspection zone are changed
by the presence of the fine particles. The size of the fine
particle is deduced from this change. In the Coulter
counter, the fine particles to be characterized are placed
in an electrolyte, and a stream of suspension is passed
through an orifice between two electrodes as shown in
Fig. 8.[52] The size of the fine particle is deduced from
the measured resistance change between the electrodes.

A major problem with stream counters is the single
occupancy of the fine particles in the inspection zone.

Fig. 7 A Doppler-shift procedure
for measuring the aerodynamic size

of aerosol fine particles is used by
the TSI aerosol particle sizer. (From
Refs.[1,46].)

Suspension of
Fine Particles

Orifice

Electrodes

Suspended fine
particles drawn
through orifice

Vacuum

Signal Out
to Counter

Fig. 8 Schematic representation of the operation of the
Coulter counter. (From Ref.[52].)
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Should there inadvertently be two fine particles in the
orifice, they register as one large fine particle, and the
counting of the smaller particles has a deficit of two.
This type of error is referred to as primary count loss
(the undercounting of the smaller fine particles) and
secondary count gain (the false registering of larger
fine particles owing to multiple occupancy of the zone).
Normally, the analysis with this type of instrument is
carried out in a series of increasing dilutions until
further dilution does not affect the measured size dis-
tribution. A difficulty sometimes encountered with this
method is the availability of a conducting fluid that
does not interact with the fine particles to be inspected.
Over the years, various sophisticated data-processing
techniques have been used to allow for problems asso-
ciated with the Coulter counter, for example, when the
fine particles are too close to the walls of the orifice or
have extreme shape.[1,22]

In another group of stream counters, the fine parti-
cles in the inspection zone are monitored with a light
beam. Various models of this type of instrument have
been developed to count fine particles in liquids; others
are specialized for the counting of dust fine particles in
the air.[1,22,53–55]

Elutriators for Size-Characterization Studies
and Fine-Powder Fractionation

Elutriators are a class of instruments that fractionate
fine particles according to their size by manipulating
them in a moving fluid. They are among the first
devices used for measuring size distributions of pow-
ders by fractionating them into various size groups
and weighing the amount of powder in each group.
The Roller elutriator was widely used in the powder
metals industry.[1] In recent years, elutriators have
tended to be displaced from common use by diffrac-
tometers and other optically based instruments. They
are still extremely useful, however, for fractionating
powders into different sizes to study the physical varia-
tions of properties with size. Thus, a drug powder can
be fractionated into various sizes to study the depen-
dence of the bioavailability of a drug on its particle
size. Fig. 9 shows three basic types of elutriators for
fractionating powders and studying aerosol fine parti-
cles. In the gravity elutriator shown in Fig. 9A, air or
another suitable fluid is passed upward through pow-
der placed on a filter. As the air moves up through
the column, the velocity of the moving fluid can be
adjusted to move all fine particles below a certain size
from the elutriator body to a fines collector, which may
be a filter or a cyclone. The size limit, defining the size
of the fine particles remaining in the elutriator, is called
the cut size of the elutriator. Because it is difficult to
control the movement of the fluid and because of

turbulence, the cut size and the fractionating power
of an elutriator are not precise. A microscope or other
suitable device is needed to investigate the actual frac-
tionation of the powder in a given elutriator.

Cyclones are widely used in industry to fractionate
powders. The operation of a cyclone, which is in fact a
centrifugal elutriator, is shown in Fig. 9B.[56] The stream
of fluid suspension containing the fine particles to be
fractionated enters the top of the cylindrical body tan-
gentially. The fluid stream is made to spiral downward
through the body of the cyclone until it can reverse its
flow and leave through a pipe known as the vortex
finder. As the feed stream spins around the body of the
cyclone, the coarse particles in suspension are thrown
to the wall by centrifugal force. At the wall, the coarser
particles fall down into the conical bottom of the
cyclone. The cut size of the cyclone, which determines
how small the fine particles leaving through the vortex
finder are, is determined by the dimensions of the cyc-
lone and the velocity of the fluid stream. Small cyclones
are widely used in occupational hygiene studies.[56]

Another device for depositing fine particles from an
airstream is the jet impactor, shown in Fig. 9C. The air-
stream containing the suspended particles is impinged
onto a glass slide. As the airstream is forced to turn
because of the slide under the jet, centrifugal force
pushes the suspended fine particles onto the slide. The
smallest fine particle, which is just deposited on the slide,
is determined by the jet-slide configuration and the
speed of the airstream moving through the equipment.[1]

Giddings and coworkers have developed a series of
cross-flow classifiers known as field-flow fractionation
devices. The procedures, often referred to as FFF, are
defined by Giddings[57] as: ‘‘a family of high resolution
techniques capable of separating and characterizing
materials in the macromolecular and colloidal range
and beyond.’’ Applications of FFF span a ten- to
fifteen-fold mass range, extending from molecules
under 1000 molecular weight to particles 100 microns
in diameter. Particles as diverse as cells, subcellular
particles, viruses, liposomes, protein aggregates, fly ash,
waterborne colloids, and industrial latexes and pigments
have been separated.

Characterization of Powder Surface Areas

In powder studies, the surface area of the powder is an
important parameter. It can be measured directly by
means of gas adsorption studies, in which the amount
of gas or another molecular item, such as dye mole-
cules adsorbed onto the powder to form a monolayer,
is determined. Several books have been written des-
cribing the theory and procedures for gas adsorption
studies. Before 1977, it was believed that one of the
basic problems with surface area estimates by gas
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adsorption was that uncertainties in the knowledge
of the cross-sectional area of the absorbed molecules
made the estimates depend on the gas being used.[58]

In recent years, the gas adsorption studies of surface
areas have been reinterpreted from the viewpoint of
fractal geometry.[59] It is now recognized that the
surface area measured, using a given gas, depends on
the accessibility of the rough surface to the adsorbed
molecules, as illustrated in Fig. 10A. In a study of a
series of adsorbent molecules of increasing size, Avnir
and coworkers have shown that the surface area esti-
mates can be plotted against the molecular size to
obtain a Richardson plot from which the fractal
roughness of the powder surface can be deduced;[59,60]

a graph generated by Avnir and coworkers is shown in
Fig. 10B. The slope of its data line can be used to

deduce a fractal dimension of the rough surface. The
fractal description of powder roughness is an impor-
tant parameter for the bioavailability of a drug or
the chemical reactivity of powder. Neimark has
recently described a method for calculating the surface
area and roughness of a powder by studying capillary
condensation of a liquid on a powder.[61]

The fineness of a powder can be studied with the
help of permeability techniques, in which the resistance
to fluid flow of a powder plug is measured and the
fineness of the powder deduced from this measured
resistance using various equations such as the Kozeny–
Carmen equation. The interpretive equations used
to calculate the surface area from permeability
measurements make several assumptions concerning
the pore structure of the packed powder bed, and the

Fine particles are deposited by
centrifugal force as the aerosol
stream turns away from the slide.

Coarse fine particles
centrifuged to side.

Fines spiral to vortex finder and
out of the cyclone

Fine particles larger than the
cut size sink through the fluid
as the flow is unable to support
their weight.

The weight of fine particles as
the cut size is just supported by
the fluid flow.

Coarse fine particles thrown to
the side by centrifugal action fall
into the sump.

Cut Size

Fluid containing suspended
fine particles enters tangentially.

Fine particles smaller than
the cut size leave with the
elutriating fluid and can be
collected on a filter.

Fine particles smaller than
cut size exit cyclone

Vortex
Finder

Aerosol
Stream

Top View:

Filter
Fluid Flow

Nozzle

A

C

B

Fig. 9 Elutriators can use gravity or centrifugal force to separate fine particles into undersize and oversize fractions. (A) Gravity
elutriator; (B) cyclone (centrifugal elutriator); and (C) impactor. (From Ref.[1].)
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measured surface area from permeability studies
should be regarded only as a measure of fineness and
not as an absolute measure of surface. Instruments
such as the Fisher Subsieve Sizer and the Blaine Fine-
ness Tester are permeability-based methods that, in the
past, have been widely used in industry and are still
often used for quality control in industry. A major
advantage of permeability methods is that they use large
amounts of powder, which minimizes the problems of
sampling.[62,63]

PORE-SIZE DISTRIBUTION MEASUREMENTS

When the pore size of a packed powder bed or of the
structure of porous powder grains is of interest,

mercury-intrusion studies can be used to investigate
the pore structure. Fig. 11 shows data of a study using
the mercury-intrusion technique to examine the struc-
ture of a powder bed of porous grains.[64] The amount
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Fig. 10 Gas adsorption data permit the determination of the
fractal dimension of a rough surface. (A) The surface is
estimated from the number of gas molecules that cover the
surface. The estimate depends on the size of the gas molecule;

(B) the fractal dimension of a surface is derived from the
results of gas adsorption studies with several different sized
molecules. (From Ref.[59].)
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Fig. 11 Mercury intrusion porosimetry involves applying
increasing pressure to a sample under study and noting the

volume of mercury entering the pores within the sample.
(A) Traditional representation of mercury intrusion data;
(B) the physical significance of ‘‘ink bottle’’ theories of mer-

cury intrusion have always been the subject of debate; (C) a
possible reinterpretation of the data in (A) as fractal data. a
and b are the slopes of particular regions of the resulting
curve, which may be interpreted as fractal dimensions.
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of mercury entering a bed at different pressures is used
to generate the data. Using the known contact angle of
mercury with the material of the powder, the applied
pressure can be interpreted in terms of the capillary
tube through which mercury moves at that pressure.
However, there has always been some controversy as
to the physical significance of mercury-intrusion data
because it only measures access pore diameter, not
the volume of the pore behind the neck. (Theories
interpreting mercury-intrusion data in terms of pore
diameter are often referred to as ink-bottle interpretive
models, the idea being that it is the neck of the ink
bottle that represents the penetration diameter, not the
diameter of the bottle behind the neck.) For the data in
Fig. 11A, at low pressures the mercury is entering the
voids between the grains of the powder, but when a
pressure of approximately 2000 psi (13.8 MPa) is
reached, the mercury starts to intrude into pores within
the powder grains having access diameters of the order
of 0.1 mm. It has recently been shown that the tra-
ditional way of presenting mercury-intrusion data can
be revised to generate a fractal dimension in data space.
The revised data in Fig. 11A are shown in Fig. 11C.
The slopes a and b of these diagrams are fractal dimen-
sions in data space.[65,66]

STANDARD REFERENCE POWDERS

Some manufacturers of instruments for characterizing
fine particles claim that their instruments do not need
calibration. Such claims should be treated with skep-
ticism. In practice, many sizing instruments have to
be calibrated using standard powders available from
several vendors.[67,68] Because the various methods of
exploring the size distribution of a powder evaluate
different physical parameters, the size distributions of
a powder generated by different methods do not
always agree. The relationship between distribution
functions, as evaluated by different methods, should
be explored experimentally.[69–72]
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INTRODUCTION

A thorough understanding of partition coefficients is
important to all research scientists and product devel-
opment staff in various branches of the pharmaceutical
field. The principle and applications are involved in
several different areas of current pharmaceutical
interest. These include the techniques of extraction,
preservation of oil–water systems, penetration through
packaging materials, absorption and distribution of
drugs in vivo, protein binding and hemodialysis, drug
metabolism, enzyme inhibition, drug-receptor inter-
actions, drug-delivery systems, and drug targeting.
Because the partition coefficient is a measure of
hydrophobic-bonding tendency, and all proteins (enzyme,
membrane, plasma, and receptor proteins) contain 20
to 45% of amino acids with non-polar groups (e.g.,
leucine, isoleucine, phenylalanine, tyrosine, trypto-
phan, etc.), continuing interest in using partition coef-
ficients in correlating biological activity with molecular
structure is expected. Other areas of interest in the
application of partition coefficient fall beyond the
scope of this article. These include analytical chemistry,
toxicology, forensic medicine, ecology, and environ-
mental protection.

HISTORICAL BACKGROUND

The first observation that the ratio of concentrations of
a solute (e.g., I2 or Br2), when distributed between an
organic solvent (e.g., CS2 or ether) and water,
remained constant even when the volume ratio of the
immiscible solvents changed widely, was first reported
by Berthelot and Jungfleisch in 1872, as illustrated by
Eq. (1):

P ¼ Co=Caq ¼ equilibrium constant K ð1Þ

In 1921, Smith suggested that partition coefficient P
can be converted from one solvent system to another.
Thirty years later, Collander presented the standard

linear free-energy relationship, shown in Eq. (2), using
water and different alkanols:

log P2 ¼ a log P1 þ b ð2Þ

where a is a coefficient, and b is a constant.
At the turn of the century, Meyer and Overton

discovered that most organic compounds (except nutri-
ents) penetrate tissue cells as a lipid barrier and that
their narcotic action parallels the oil–water partition
coefficients of the compounds. In the early 1950s,
Collander demonstrated that the penetration rateof
plant cell membranes by various organic compounds
was related to their oil–water partition coefficients.
Cohen and Edsal studied the ratios of alcohol solu-
bility to water solubility to define the relative lipophilic
character of amino acids. The limited additivity of
the partition coefficients of organic compounds was
observed by Collander, Cohen, and Edsal in their
studies. In the early 1960s, Salame and Pinsky derived
the permachor method, given in Eq. (3), for calculation
of the P factor for the prediction of chemicals per-
meation through a plastic membrane:

log Pf ¼ 16:55 � 3700=T � 0:22p ð3Þ

where p is the permachor constant, and T is the absol-
ute temperature. A general equation was presented by
these investigators, as in Eq. (4):

log Pf ¼ K � Rp ð4Þ

where K is a temperature correction constant, and R is
a polymer (e.g., plastic) correction term. Interestingly,
at about the same time Hansch, Fujita, and co-workers
made the most significant contributions toward the
understanding and application ofpartition coefficients
(log P and p) and greatly extended the linear free-
energy-related (LFER) approach from organic chemis-
try to medicinal chemistry and biology. This renewed
interest in the application of partition coefficients
has stimulated many excellent reviews, books, and
monographs.
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THEORY AND EXPERIMENTAL METHODS
OF MEASUREMENTS

Because the partition coefficient is measured when an
equilibrium is reached, it is characterized by the equal-
ity of the chemical potentials mo and maq of the solute in
the two phases (organic and aqueous), as shown by
Eqs. (5)–(7):

mo ¼ m0
o þ RT ln Co ð5Þ

maq ¼ m0
aq þ RT ln Caq ð6Þ

If mo ¼ maq,
then:

P ¼ Co=Caq ¼ e�ðm
0
aq�m0

oÞ=RT ¼ e�Dm
0=RT ð7Þ

where Co and Caq are the equilibrium concentrations of
thesolute in the organic and the aqueous phases,
respectively; m0

o and m0
aq are the chemical potentials

(intheorganic and aqueous phases, respectively)
atinfinite dilution; and R is thegas constant, T the tem-
perature, and P the partition coefficient. P is a constant
foranycompound in a given solvent system at a
given temperature; this relationship is known as the
Nernst law.

As with any equilibrium constant K, P is related
linearly to the standard free-energy change when it is
converted to the logarithmic scale, as in Eqs. (8)–(10):

DG0 ¼ �RT ln K ð8Þ

For any equilibrium:

DG0 ¼ �2:303 RT log K ð9Þ

For partition processes:

DG0 ¼ �2:303 RT log P ð10Þ

Because of this linear free-energy relationship (LFER),
log P is commonly used in most correlation studies
instead of P.

In the past 35 years or so, 1-octanol-water has been
the most commonly used solvent system. It has been
shown that for correlation with biological activity,
organic solvents (such as 1-octanol) capable of forming
hydrogen bonds usually givebetter correlation than those
not capable (e.g., CCl4, cyclohexane, and other hydro-
carbons). Extensive compilations on 1-octanol-water
partition coefficient are available.

On the other hand, if one is interested in separating
out thermodynamic properties such as enthalpy
change (DH) and entropy change (DS), a solvent with
minimum mutual solubility with water (such as cyclo-
hexane or heptane) is preferable.

Apparent versus True Partition Coefficient
(log P 0 versus log P)

If a solute is ionizable (either acidic or basic), two dif-
ferent species can exist in the aqueous phase, and there-
fore the apparent partition coefficient (P 0) or the true
partition coefficients (P) can be measured, as shown
below and in Eqs. (11)–(15)

where

P ¼ ½HA�o=½HA�aq ð11Þ

P0 ¼ ½HA�o=ð½HA�aq þ ½A��aqÞ ð12Þ

and

P ¼ P0=ð1 � aÞ ð13Þ

where a is the degree of ionization: for acids:

a ¼ 1=½1 þ antilogðpKa � pHÞ� ð14Þ

for bases:

a ¼ 1=½1 þ antilogðpH � pKaÞ� ð15Þ

Because the degree of ionization is a function of the
pH of the aqueous phase and the pKa of the solute, the
apparent partition coefficient P 0 fluctuates as the pH
of the aqueous phase (usually a buffer solution) is
changed, whereas the true (or corrected) partition
coefficient (P) should remain constant. However, in
reality the different buffer species may not only affect
P 0 but also P because of different degrees of ion-pair
formation and the different polar nature of the
counterions used. Among the different buffer species,
1-octanol-phosphate buffer appears to give the most
consistent results compared with 1-octanol-water. In
some publications, the apparent partition coefficient
P 0 is also described as the distribution coefficient D.

Because the separation of immiscible phases takes
place only in the presence of gravity, it would not be
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possible to measure partition coefficients in outer space
where the gravity is zero.

Shake-Flask Method

The shake-flask method is used most commonly in the
measurement of partition coefficients. It is also the
standard procedure to validate other methods. A
solute is simply shaken with two immiscible solvents
(organic and aqueous), followed by analyzing the
solute concentration in one or both phases. To avoid
any volume changes in both phases, one phase is satu-
rated with the other before the partitioning process. It
is important to ensure that equilibrium is reached
before the analysis. If a solute does not cause emulsifi-
cation, vigorous shaking can reduce the time required
to reach equilibrium, usually in a few minutes. How-
ever, if a solute with both polar and non-polar groups
present (such as saponin glycosides or surfactant-type
compounds), a gentle and slow shaking procedure or
even special devices such as a Doluisio and Swintosky
Y-tube or a Schulman-type cell should be used.

Some true (undissociated, corrected) partition coef-
ficients of representative drug molecules ranging from
�2.26 to þ15.69 are shown in Table 1.

For the quantitative analysis of the solute distributed
in one or both phases, the most commonly used analyti-
cal methods include UV-visible spectrophotometric
analysis for compounds with chromophore groups
and gas-liquid chromatography (GLC). Colorimetric
methods have also been used for specific compounds.

With the proper choice of solvent volume and sensi-
tive analytical methods, log P values ranging from �5
to þ5 can be measured. The temperature dependence
of many partitioning systems is on the order of
0.01 log unit per degree in the 25�C range. Adequate
temperature control is needed for high accuracy. This
is more critical for volatile solvents like ether, choloro-
form, low-boiling hydrocarbons, and alcohols lower
than 1-octanol.

Chromatographic Methods

In recent years, the availability of reproducible systems
and precision instruments in high-performance liquid
chromatography (HPLC) has prompted the appli-
cation of chromatography in the rapid measurement
of partition coefficients. In general, a linear relation-
ship between log P and log K0 from a set of compounds
is required for the interpolation or extrapolation of
log P values of additional compounds of congeneric
nature, as shown in Eq. (16):

log P ¼ a log K0 þ b ð16Þ

Table 1 Selected true (corrected) partition coefficients of

representative drug molecules measured in 1-octanol-water
or 1-octanol-phosphate buffer

Drug log P

L-Tyrosine �2.26

Hydroxyurea �1.80

Citric acid �1.72

Ascorbic acid (Vit. C) �1.64

Phenol red �1.45

Streptozotocin �1.45

Sulfanilamide �0.73

Theobromine �0.72

Chlortetracycline �0.62

Ethanol �0.31

Ellagic acid 0.27a

Cimetidine 0.40

Atenolol 0.43

Metiamide 0.50

Procainamide 0.51

Morphine 0.76

Ephedrine 0.87

Aminopyrine 1.00

Colchicine 1.03

Chloramphenicol 1.14

Atropine 1.24

Digoxin 1.26

Nalidic acid 1.41

Phenobarbital 1.47

Daidzein 1.58a

Hydrocortisone 1.61

Benzoic acid 1.72

Salicyclic acid 1.73

Zileuton 1.81a

Benzylpenicillin 1.83

Chloroform 1.97

Dexamethasone 1.99

Podophyllotoxin 2.01

Metoprolol 2.04

Naloxone 2.09

Mathapyrilene 2.81

Phenformine 2.94

Labetalol 3.18

Benadryl 3.20

Propranolol 3.29

Clobetasol-17-butyrate 3.63

Progesterone 3.87

Estradiol 4.01

Tamoxifen 4.03

Propoxyphene 4.18

Mefepristone (Ru486) 5.48b

a-Tocopherol (vitamin E) 12.28a

b-Carotene 15.69a

aCalculated value using CQSAR program of BioByte.
bCalculated from the log P of progesterone and the p values of the

substituents: log PRu 486 ¼ log Pprogesterone � pCH3 þ pdouble bond þ
p(CH3)2

NþpC6H4
� pCOCH3

þ p–O¼C þ pCH3
þ pOH ¼ 3.87 �

0.5 � 0.2 þ (�0.18) þ 1.96 � (�0.71) þ 0.48 þ 0.5 þ (�1.16) ¼
5.48.
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where the capacity factor K0 is determined from the net
retention time tR relative to the non-adsorbed time t0,
as defined by Eq. (17):

K0 ¼ ðtR � t0Þ=t0 ð17Þ

This is similar to the linear relationship Rm mea-
sured by thin-layer chromatography (TLC), given in
Eq. (18):

Rm ¼ log K0 ¼ log½ð1 � RfÞ=Rf �
¼ logð1=Rf � 1Þ ð18Þ

Because of the limits inherent in the mathematical
formula, Rm ranges only from �1.996 to þ1.996 for
all possible compounds. This makes it less sensitive
than the direct measurement of log P. Nevertheless,
for many compounds, it is much easier and more eco-
nomical to measure log K0 or Rm than log P.

Countercurrent and Filter Probe Methods

A countercurrent-based device, known as AKUFVE, is
useful when a large amount of information resulting
from varying T or pH is required on one or only a
few compounds. This method has the disadvantages
of difficulties in cleaning and operation as well as in
the need of large quantities of materials. Another
method is Tomlinson’s filter-probe method, which
samples the phase with the larger volume (generally
the aqueous phase) and pumps it through a UV detec-
tor to monitor the state of equilibrium. A heavy metal
probe is attached to the circulating stainless steel tub-
ing with a special filter that prevents entrapment of
the unwanted phase. This method is related to the
shake-flask method at high phase–volume ratio. It
may be useful for unstable compounds and, as a closed
system, may be used over a wide temperature range.
Kaufman et al. have reported a microelectrometric
titration method for the direct measurement of the
pKa and partition and distribution coefficients of nar-
cotics and narcotic antagonists and their pH and tem-
perature dependence. Based on this principle, an
automated instrument is now available for the simul-
taneous measurement of pKa and log P (pION Inc.,
Cambridge, MA).

Calculation of Partition Coefficients

Hansch-Fujita p constant

In 1964, Fujita et al. proposed that log P was an
additive-constitutive property and can be calculated

by taking the sum of the log P of the parent molecule
and the p of the substituent, as in Eqs. (19)–(21):

log P ¼ Sp ð19Þ

psubstituent ¼ log Psubstituted molecule � log Pparent molecule

ð20Þ

For example:

pCH3
¼ log PCH3C6H5

� log PC6H6
¼ 2:69 � 2:13

¼ 0:56 ð21Þ

log PCl(C6H4)CH3
¼ log PC6H6

þ pCl þ pCH3
¼ 2.13 þ

0.71 þ 0.56 ¼ 3.40 (calculated), measured value ¼
3.33.

By definition, the p of hydrogen is zero. A scale of
the p values of various groups from very hydrophilic
to very hydrophobic is shown in Table 2. Extensive
compilations of the p constants of various functional
groups are available in the literature.

Rekker’s fragmental constant f

The fragmental (reductionist) approach of calculating
log P was initiated by Rekker and coworkers. Based
on a collection of measured log P values, they applied
statistical analysis to determine the average contribu-
tion of simple fragments such as C, CH, CH2, CH3,
OH, NH2, CONH2, OCH3COOH, etc (Table 2). It
was found that it was necessary to introduce correc-
tions if two polar groups were separated by only one
or two aliphatic carbons. Their postulation is given
in Eq. (22):

log P ¼ Sam fn þ SbmFm ð22Þ

where a ¼ the number of occurrences of fragment f of
type n, and b ¼ the number of occurrences of correc-
tion factor F of type m.

Leo-Hansch f constant

Hansch and Leo used a constructionist (synthetic)
approach by starting with a few carefully measured
values of log P of simple structures like H2 and CH4

and derived a separate set of fragment constants. The
two columns in Table 2 show the slightly different
values obtained by the two groups. Different p and f
values should be used for an aliphatic system.

It is worth noting that although pH is zero, fH

according to the Rekker’s scale is 0.18 and according
to the Hansch–Leo scale is 0.23. The calculation of
log P using the fragment method has been computer-
ized by the Hansch–Leo group. In this CLOGP
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Table 2 The p and f constants for some functional groups

fx Aromatic system

Function x px Aromatic system px Aliphatic system Rekker Leo–Hansch

H– 0 0 0.18 0.23

F– 0.13 �0.17 0.42 0.37

Cl– 0.76 0.39 0.93 0.94

Br– 0.94 0.60 1.18 1.09

I– 1.15 1.00 1.47 1.35

CH3– 0.50 0.50 0.70 0.89

HC�C– 0.48

CH2¼CH– 0.70

C2H5– 1.00 1.00

H2–C(CH3)– 1.00

CH2–CHCH2– 1.20

n-C3H7– 1.50 1.50

i-C3H7– 1.30 1.30

n-C4H9– 2.00 2.00

s-C4H9– 1.80 1.80

t-C4H9– 1.68 1.68

cyclo-C3H5– 1.21

cyclo-C5H9– 2.14 2.14

cyclo-C6H11– 2.51 2.51

Adamantyl 3.30

C6H5– 2.13 2.13 1.89 1.90

–(CH2)3 1.04

–(CH2)4 1.39

–(CH)4– 1.24

–CF3 1.07 1.25 1.11

–CH2OH �1.03 �0.66

–CH2COOH �0.72 �0.76

–COOH �0.32 �1.26 0.00 �0.03

–COO� �4.36

–CONH2 �1.49 �1.71 �1.13 �1.26

–COOCH3 �0.01 �0.27

–COCH3 �0.55 �0.71

–CN �0.57 �0.84 �0.23 �0.34

–OH �0.67 �1.16 �0.36 �0.44

–OCH3 �0.02 �0.47

–OCH2COOH �0.86

–OCOCH3 �0.64 �0.91

–CH¼NNHCONH2 �0.85

–CH¼NNHCSNH2 �0.27

–O-b-Glucose �2.84

–NH2 �1.23 �1.19 �0.90 �1.00

–N(CH3)2 �0.18 �0.32

–NO �0.12

(Continued)
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program, all known correction factors have been incor-
porated. The structure of any compound can be
entered by a linear notation called SMILES, and by
going through a substructure search algorithm GENIE,
the log P value can be calculated according to Eq. (22).
The SMILES program includes all isomerisms.

Other methods

Other published methods of estimating partition coeffi-
cients include the use of molecular surface and volume
in predicting solubilities and free energies of desolva-
tion and the application of principal-component analy-
sis based on partition coefficient data. Suzuki and
Kudo’s CHEMICAL (Combined Handling of Estima-
tion Methods Intended for Completed Automated
log P Calculation) as well as a multidescriptor highly
non-linear regression model proposed by Bodor et al.
were applied, in which a 10-parameter (15-term) equa-
tion was used to correlate with the log P values of 118
compounds of varying complexity. (All the descriptors
were derived from AM1 calculation and were related to
the surface area, dipole moment value, and charge den-
sities of the molecule.) Some of the terms were raised to
104 and 102 powers to give the best fit. It is difficult to
explain the physical meaning of the highly complex
polynomial equation.

Several experts in the field suggest that the ultimate
goal of flawless calculation of log P has not yet been

fully realized, especially when dealing with a highly
complex structure with de novo functional groups.

Physical Factors Contributing to Log P
or p: Bulk and van der Waals Forces,
Dipolar Interactions, and Hydrogen
Bonding

Over the past 25 years, considerable efforts have been
devoted to delineate the fundamental nature of par-
tition coefficients (log P or p). As a result, many corre-
lations between log P (or p) with other structural
descriptors or physicochemical parameters have been
reported by various investigators. For example,
Moriguchi et al. dissected log P into two intrinsic
components, namely, molecular volume and polar
effect, and showed that the partition coefficient of a
non-polar molecule is a linear function of the volume.
For polar molecules, a hydrophilic group effect has to
be added as a correction term in the evaluation of
log P. Kamlet et al. correlated log P with the solvato-
chromic parameters p� and b, which were derived to
measure dipolar and hydrogen bond acceptor strengths
of pure bulk solvents as well as the corresponding
properties of solutes.

Franke et al. examined the dependence of hydro-
phobicity on solvent and structure and showed that
log P values depend on solute bulk and polar and

Table 2 The p and f constants for some functional groups (Continued)

fx Aromatic system

Function x px Aromatic system px Aliphatic system Rekker Leo–Hansch

–NO2 �0.28 �0.82 �0.09 �0.03

–NHCOCH3 �0.97

–NHCOC6H5 0.72

–N¼NC6H5 1.69

–NHCONH2 �1.01

–N(CH3)3
þ �5.96

–N3 0.46

–SH 0.39 0.28 0.62 0.62

–SCH3 0.62

–SCF3 1.44

–SCCl3 1.65

–SO2 �2.17

–SO2F 0.30

–SO2CH3 �1.26

–SO2CF3 0.55

–SF5 1.55

–SO2NH2 �1.82 �1.59
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hydrogen-bonding effects. Ou et al. examined the
quantitative relationship of log P with molecular
weight (log MW), dipole moment (m), and hydrogen-
bond capability (HB2) of various compounds. For
222 of 282 compounds, log P values were correlated
with these three parameters with a correlation coef-
ficient of 0.938 and standard deviation of 0.492, as
shown in Eq. (23):

log P ¼ 5:84 log MW � 0:36 m � 0:77 HB2 � 8:86

ð23Þ

n ¼ 222, r ¼ 0.938, s ¼ 0.492 where HB2 is the sum
total of energy decrement in a hydrogen-bond group.

In a similar manner, Yang et al. reported the general
Eq. (24) to be applicable to a wide range of non-
polar and polar substituents (with only a few notable
exceptions):

p ¼ þa MW ðor v WÞ � b HB � cm þ d ð24Þ

where vW is the van der Waals volume, and HB can be
the number of atoms in a group capable of forming H
bonds (HB1), or HB1 � energy (HB2).

This general model has been extended to the log P of
disubstituted aromatic compounds and the solubilities
of tetracycline derivatives.

Applications

Extraction

In both organic and analytical chemistry laboratories,
it is a common procedure to extract a compound from
one solvent to another. It is also a common knowledge
that it is more efficient to use small volumes and mul-
tiple extractions. This is shown by Eqs. (1) (given
previously) and (25)–(27), assuming the two solvents
are completely immiscible (e.g., H2O–CCl4).

P ¼ ðWo=VoÞ=½ðW � WoÞVaq� ð25Þ

or

Wo ¼ WPVo=ðPVo þ VaqÞ ð26Þ

after n extractions:

Wn ¼ W ½PVo=ðPVo þ VaqÞ�n ð27Þ

where W is the water phase, and V is the volume.
If two solvents are partially miscible (e.g., ether-

H2O), the equation provides only approximate values,
which may still be useful for practical purposes.

Preservation of oil–water systems

Many pharmaceutical preparations containing oil–
water systems (creams, ointments, or suspensions) are
subject to microbial contamination. Bacteria in these
heterogenous systems are usually grown in the aqueous
phase and at the oil–water interface. To preserve the
shelf-life of these preparations, benzoic acid or other
organic acids are added as preservatives. Because the
microbial cell membrane is lipophilic in nature, the
bacteriostatic actions of the acidic preservative are
attributable almost entirely to the undissociated acid
and not to the ionized form. A good understanding
of the partition coefficient and the degree of ionization
allows accurate calculation of the free un-ionized acid
in the aqueous phase, which provides the bacteriostatic
concentration.

Quantitative structure-activity
relationships (QSAR)

Since the early work of Hansch et al., numerous exam-
ples of the quantitative correlation of biological
activity with chemical structure have been reported.
The success of QSAR relies heavily on the use of
partition coefficients (log P or p) in extending the linear
free-energy relationship (LFER) from homogenous
organic chemical systems (i.e., the Hammett–Taft
type approach) to compartmentalized heterogenous
biological systems.

Further analysis of the physical nature of the par-
tition coefficient reveals that it is a composite property
depending on size, shape, dipole moment, and hydro-
gen-bonding ability. Although many researchers have
attempted to replace log P with other simple para-
meters, only limited success has been achieved for
some, but not all, molecules. It appears that for entirely
new complex molecules, it still would be necessary to
measure the partition coefficient, preferably validated
by the conventional shake-flask method.

Partition coefficients of peptides and ampholytes

Since the publication of the first edition of the Encyc-
lopedia of Pharmaceutical Technology, significant
progress has been made in the experimental measure-
ments and calculation of the log P 0 values of small
peptides ranging from di- to pentapeptides with and
without ionizable side chairs. Additional work will be
needed to calculate the log P 0 values of large peptides
and proteins. Testa’s group has used a potential-pH
representation to show ionic partition diagrams and
analyzed the lipophilicity profiles of amphoteric com-
pounds. They have also compiled a review on various
computational approaches to lipophilicity, with 223
references cited.

Partition Coefficients 2601



P
artition–P

ellet

Because an increasing number of new compounds
are being synthesized every day, it is not feasible to
have the partition coefficient of every new structure
experimentally determined. According to the estimate
of Leo and Hansch, the measured log P in octanol/
water increases at the rate of approximately 1200/year.
When a close congener with measured log P is avail-
able, it is easier to use the Sp method in calculating
the log P of a structurally similar new derivative. On
the other hand, for a large number of different struc-
tures, the CLOGP method based on the f constant
of Hansch and Leo is suitable for obtaining calculated
log P values fairly efficiently. An impressive correlation
(r2 ¼ 0.98, s ¼ 0.21) between the measured log P and
calculated log P values of 9000 compounds has been
obtained by this group. Regardless of the method used,
it is necessary to measure the log P of a few model
compounds for comparison. Many times, careful
examination of the large deviation between the exper-
imentally measured and the theoretically calculated
values can uncover intra- or intermolecular inter-
actions and thus lead to a better understanding of
the phenomenon of partitioning of a solute between
two immiscible phases saturated with each other.

The initial development of the fragmental constant
f by Rekker has stimulated that of the systematic
CLOGP method. Rekker has further compared the
model of partition process with the passsage of a ball
through a ‘‘brick wall’’ to account for a frequently
observed ‘‘magic number.’’ The model does not take
into account the fact that neither 1-octanol nor the
aqueous phase consists of homogeneous and ordered
‘‘bricks’’ as depicted in his diagram. At the present
time, there is no rigorous theoretical method available
for the calculation of log P of a complex de novo struc-
ture. Therefore, semiempirical methods and experi-
mental methods will continue to be used.

For QSAR analysis, distribution coefficients (D) of
ionizable compounds have been used by some investi-
gators. From the mathematical formula of D, it can
be demonstrated that it is the same as the apparent
partition coefficient (P 0) and can be easily converted
to a true (or corrected) partition coefficient P, as shown
in Eqs. (28)–(30):

D ¼ ½HA�o=ð½HA�aq þ ½A��aqÞ ð28Þ

P0 ¼ ½HA�o=ð½HA�aq þ ½A��aqÞ ð29Þ

D=ð1 � aÞ ¼ ½HA�o=½HA�aq ¼ P ð30Þ

If limited data points are available in QSAR
analysis, log P0 (log D) can be used to account for
different degrees of ionization as well as for different
lipophilicities. If, on the other hand, a sufficient

number of data points are available (more than 5 data
points for each parameter being examined), it will be
advantageous to use the log of the [undissociated] vs.
[dissociated] ratio log U/D (¼ pKa � pH for acids,
and pH � pKa for bases) as an independent variable
as well as log P. This will separate the effect of ioniza-
tion from that of relative lipophilicity.

Avdeef has recently reported the refinement of
partition coefficients and ionization constants of multi-
protic substances based on a generalized, weighted,
non-linear least-squares procedure and pH titration
curve. This method allows for the determination of
pKa and log P values of multiprotic substances with
fairly close ionization constants.

A Prolog P program has been developed for the
estimation of the distribution coefficients (log D) of
ionizable compounds, based on LFER-derived micro-
scopic dissociation constants. Several estimation
methods for calculating octanol-water partition coeffi-
cients have been reported (e.g., Log KOW; X log P)
using atom/ fragment additive principles and correc-
tion factors. Clarke et al. have reported that for
ionizable compounds, by using two different octanol
volumes in a dual-phase potentiometric titration, both
pKa and partition coefficient values can be obtained
by curve fitting.
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INTRODUCTION

A strong patent system is important to the research-
based pharmaceutical industry. The success of the
pharmaceutical industry has been based on the dis-
covery of new products that treat human disease states
in new and unique ways. The patent system has
provided protection for these innovative products for
a period of time, allowing the industry to use the
revenues gained to search for the next generation of
products that will improve the health of society. It is
important that persons in R&D of the industry under-
stand the basic principles of the patent system.

WHAT IS A PATENT?

A patent is a grant of exclusive rights from a govern-
ment to inventors for their invention in exchange for
the inventors disclosing their inventions to society.
This quid pro quo is valuable to society because the
disclosure stimulates additional innovation and devel-
opment. The alternative for inventors is to keep their
inventions secret and thus deprive society of the
opportunity for further advancement.

Patent rights are limited in time and are also limited
to the sole right of excluding others from making,
using, and selling the invention. Because governments
grant these rights, they are effective only in the area
controlled by that government. Thus, a United States
patent provides protection only in the United States
and its territories such as Puerto Rico. If inventors
desire protection in Japan, Canada, or any European
country, they must apply for a patent in each of those
countries as well.

It is important to understand that this right granted
by the patent is solely a right to exclude others. It does
not carry with it the right to practice the invention by the
inventors themselves. This right to use by the inventor
may be limited by the existence of other patents that
would be needed to practice the invention or by laws
or regulations having nothing to do with patents. An
example of the latter is the health registration regulations
in the countries where pharmaceutical products are

being sold. An inventor not being free to use his inven-
tion because of other patents is also a common situation.
For example, party X may have a patent claiming a
broad genus of compounds useful to treat hypertension.
Our inventor discovers a specific compound not dis-
closed specifically in the patent of party X, but through
selection of the appropriate substituents in the defined
genus this compound can be found. Its hypertensive
properties are far superior to those of the compounds
specifically disclosed in party X’s patent, thus this inven-
tor can obtain a patent for the compound but must
obtain permission from party X before marketing the
compound because of the patent rights of party X.

Patents belong to class of property that is referred
to as ‘‘intellectual property.’’ Intellectual property also
includes trade secrets, trademarks, registered designs,
and copyrights.

A trade secret is any information unknown to the
public but gives the owner an economic or competitive
advantage. Trade secrets have value only as long as
they remain secret, which is difficult in this modern
age. In the pharmaceutical industry, it is rare for any
invention to be maintained as a trade secret because
in the interests of public safety, the chemical compo-
sition of pharmaceutical products is always made public.

A trademark is a word, name, or symbol that ident-
ifies the source of the goods to which it applies. Two or
more companies can sell the same product, but the
public can identify each company’s goods by the trade-
mark. Pharmaceutical products available from multi-
sources carry the same generic name and also the
unique trademark of the specific seller; an example is
the Tagamet brand of cimetidine.

A copyright protects the creations of artists and
authors. In the pharmaceutical industry, copyrights
are used to protect advertisements, product literature,
and other copy used for product promotion.

A registered design right protects the aesthetic
appearance of an article, i.e., features of a product’s
appearance rather than its technical features. In the
pharmaceutical industry, a registered design right
might be obtained, for example, in respect to a parti-
cular tablet shape or to the appearance of the pro-
duct’s packaging.
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The patent system traces its history to early Venice,
where patents were granted at least as early as 1460.
The Anglo-American systems have their origins in
Great Britain, where Parliament enacted the Statute
of Monopolies in 1624. This law provided the basis
for the British patent system for many years. The
American colonies, before achieving independence,
had no power to grant patents for inventions under
the British system. The basic U.S. patent system is
founded on the U.S. Constitution. Article I, Section 8,
gives Congress the power ‘‘to promote the progress of
science and useful arts by securing for limited times to
authors and inventors the exclusive right to their
respective writings and discoveries.’’ The first Patent
and Copyright Act in the United States was enacted
on April 10, 1790.

PATENTS AND PHARMACEUTICALS

The patent system as applied to pharmaceuticals has
been one of great controversy over the years. Many
countries, especially those with few technology-based
industries, have held that providing protection for drug
products is against society’s interests. Some countries
include food in this category as well. Based on this
theory, patents for pharmaceutical products have been
limited or not allowed at all. The premise is usually
that patents for chemical compounds can be claimed
only for the process by which they are prepared. Thus,
if someone develops a different process to make
the compound, he or she can avoid the patent of the
innovator.

Historically, as a country becomes more industria-
lized, it strengthens its patent system by providing
protection for compounds per se, often referred to as
‘‘product protection.’’ Examples are Germany and
Japan, which had process protection for pharmaceuti-
cal products until 1968 and 1978, respectively, when
they amended their laws to provide product protection.
China had no patent law until June 1, 1985, when it
introduced process-only protection for pharmaceuti-
cals. Effective January 1, 1993, China amended its
patent laws to allow product protection.

Since 1986, discussions have been ongoing at the
governmental level to try to improve the standard of
intellectual property laws around the world. These
discussions, which have primarily been part of the
General Agreement on Tariffs and Trade (GATT)
negotiations among countries, culminated in 1994 with
the signing of an agreement on Trade Related Aspects
of Intellectual Property Rights (TRIPS). This agree-
ment established comprehensive standards for the pro-
tection and enforcement of intellectual property rights
and became effective in January 1995. The agreement
is complex and covers a wide range of patent-related

issues including, for example, the provision of patent
protection for compounds per se and the provision of
a patent term of 20 years from filing. As a general rule,
the date of application of the agreement for countries
classified as ‘‘developed’’ was January 1, 1996, and
for ‘‘developing’’ countries January 1, 2000. The
‘‘least-developed’’ countries have the option to defer
application of the agreement until January 1, 2006.

In summary, patent protection for pharmaceutical
products has improved significantly in recent years
and will continue to improve.

New compounds are not the only inventions impor-
tant to the pharmaceutical industry. Many products
have been developed from sources in nature, such as
extracts from plants or compounds isolated from fer-
mentation broths from various microorganisms. Pro-
tecting these inventions has been difficult at times in
various countries because the materials were present
in nature and thus were viewed as natural products,
not new or novel. These difficulties can be overcome
in certain cases by claiming the compounds in their
pure form.

Patenting of ‘‘living matter’’ changed dramatically
with the arrival of biotechnology methods and proce-
dures. In 1980, the U.S. Supreme Court decided the
famous Diamond vs. Chakrabarty case. In this case,
a new strain of bacteria, produced by a reproducible
artificial procedure, had the ability to digest oil and
thus was useful in dispersing oil slicks. It was impor-
tant to have patent protection on the bacteria per se
because they were used themselves and not in a process
to produce another product. Certain groups and indi-
viduals in the public sector expressed great concern
that this decision would lead to patenting other higher
forms of life. In 1988, U.S. Patent No. 4,736,866 was
issued, claiming the ‘‘Harvard Mouse.’’ This trans-
genic mouse has the special property of having an
oncogene sequence in the germ and somatic cells that
makes the mouse useful in testing for carcinogenic
materials or for compounds that confer protection
against neoplasms. Since then, many patents for higher
life forms (but not humans) have been issued.

In Europe, the issues surrounding the patentability
of biotechnological inventions are the subject of vigor-
ous ongoing legal and political debate. In July 1998,
the European Parliament approved Directive 98/44/EC
aimed at harmonizing laws across Europe with
respect to the patenting of biotechnological inven-
tions. Member states had until July 2000 to bring
their laws into conformity with the directive. How-
ever, the Dutch government has issued a challenge
to the legality of the Directive at the European Court
of Justice, and the decision of the court is awaited.

With respect to the specific case of the Harvard
Mouse, an equivalent European patent has been
allowed, but it is currently under opposition by a
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number of parties at the European Patent Office (EPO).
Thus, the status of the patent is unclear at this time.

INTERNATIONAL TREATIES AND SYSTEMS

As noted above, patent protection is obtained on a
country-by-country basis, and therefore patent
applications must be filed in each country where pro-
tection is desired. International treaties and regional
conventions have been set up to coordinate and make
obtaining worldwide protection convenient and
efficient. Several important treaties have been devel-
oped and are administered by the international organi-
zation known as the World Intellectual Property
Organization (WIPO), centered in Geneva, Switzerland.

Paris Convention

This is the short title for the Paris Convention for the
Protection of Industrial Property. This treaty was first
signed in Paris in 1883 by 11 countries and has been
revised several times over the years. Today 157 coun-
tries have ratified this treaty. A notable country of con-
cern to the pharmaceutical industry that is not a
member of the Paris Convention is Taiwan.

An important feature of the Paris Convention
allows applicants to claim priority to their first-filed
application in any member country, provided the
applicant files a patent application in that country
within 1 year. This is referred to as convention priority,
and it is of great importance in the patent strategies
developed in the pharmaceutical industry, as described
below. If the first application meets the conditions of
the Convention, the applications in all member coun-
tries are treated as if they were filed on the same day
as the first application.

Budapest Treaty

When an invention involves a microorganism, most
countries require the deposit of the biological material
to complete the disclosure. WIPO established inter-
national uniformity under the Budapest Treaty of
1977, which became effective in 1980 and has been rati-
fied by 48 countries. It provides for the establishment
of a group of international deposit authorities. When
a strain of microorganisms is deposited in any one of
these authorities, this single deposit satisfies the neces-
sary requirements for all signatory countries of this
treaty. Under this convention, the formal requirements
for making the deposit and maintaining the culture
are set forth. Included in this is the possibility of a
redeposit should the initial deposit become non-viable.

The maintenance period of the deposit is a minimum of
30 years from the date of deposit.

Patent Cooperation Treaty (PCT)

The PCT first came into force in January 1978. It is in
effect in 109 countries, including the United States, all
the countries of the European Patent Convention,
Japan, Canada, and China, as of January 1, 2001.

This treaty puts forth a process by which an
applicant, through a simplified procedure, can file
one application and designate that it be treated as an
application in one or up to all of the PCT member
countries. This application is filed in one of the official
receiving offices in any of the official languages—
English, German, French, Chinese, Japanese, Russian,
and Spanish. The PCT has become a very important
procedure in the pharmaceutical industry in providing
an efficient means of obtaining maximum patent pro-
tection around the world in the most efficient and
cost-effective manner.

The PCT application can be filed under the terms of
the Paris Convention at the end of the 1 year period
from the priority filing. The receiving office passes
the application on to an International Searching
Authority through which a search for the novelty of
the invention is carried out. The application, together
with the search report, is published 18 months from
the priority date. After this publication, the applicant
can choose two avenues for his application. First, if
she or he wishes to proceed directly to each of the
designated countries, the filing can be perfected in each
of the designated countries within 20 months of the
priority date. This is done by submitting the formal
documents, translations, and fees required by each
local patent office in each designated country. Alterna-
tively, by the end of 19 months, a ‘‘demand’’ can be
filed that the Preliminary Examining Authority of the
PCT carry out a preliminary examination for patent-
ability. This examination takes place between the
19th and 28th months of the priority date. During this
period, the applicant receives the results of the examin-
ation and has the opportunity to present arguments in
support of the patentability of his invention and/or
amend his application. Again, the applicant must
submit all formal documents, translations, and fees
required by each designated country to perfect the indi-
vidual national filings by the end of the 30th month.

The main advantage of the PCT process is that it
allows the applicant time to determine more clearly
the commercial viability and importance of the inven-
tion. In the pharmaceutical industry, patents are filed
on new potential products very early in their develop-
ment. Many of these fall by the wayside during the
development process. The PCT allows for an application
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to be filed and maintained with minimum expense up
to the 30th month before the significant expense of
national filing fees and translations is required. Thus,
under a strategy using the PCT, the pharmaceutical
company can maintain patent applications for the
major economically important countries at minimum
cost while having 30 months in which to study the
invention and determine its commercial potential.

This treaty has been gaining in popularity and use in
recent years. In 1999, the PCT was used to file 74,023
applications, compared with 14,874 in 1989 and 2,625
in 1979.

European Patent Convention

A regional system is one that arises from a regional
treaty entered into by a number of countries within a
geographic area. The European Patent Convention
(EPC) is the most important of several regional patent
systems. It was negotiated by a number of European
countries and entered into force on October 7, 1977.
Eight countries ratified it by the time the European
Patent Office (EPO) began accepting applications on
June 1, 1978. As of January 2001, 20 countries have
ratified the EPC. In addition, six other countries,
including Slovenia and Romania, have indicated that
granted European patents can be validated to have
effect in their countries as an alternative to applying
for national applications in those countries.

Under the EPC, applicants can file one application
in the EPO and designate in which of the 20 countries
they desire the application to have effect. The appli-
cation is examined by the EPO, and if the invention
is found patentable, the application is granted, not as
a single patent, but as a national patent for each coun-
try designated by the applicant at the time of filing.
Under the EPC, it is possible to challenge the grant
of the patent, provided the challenge is made within
9 months of the patent grant. This provides the oppor-
tunity potentially to have the patent declared invalid in
one set of proceedings. This procedure is referred to as
an opposition and still takes places in the EPO. If there
is no opposition filed to the grant of the patent, then
challenges to validity of the patent and enforcement
need to take place in each country under the national
patent laws of that country.

This convention provides an efficient means of
obtaining patent protection in up to 26 countries
through the filing and prosecution of only one appli-
cation. When the EPC first went into effect, there
was concern that if the prosecution was unfavorable,
the applicant would not have any patent protection,
whereas if the national system had been used, he
would. With the passage of time, this concern has been
greatly diminished, and now the convention is used by

most, if not all, in the pharmaceutical industry on a
routine basis.

Other Regional Systems

There are a number of other regional patent appli-
cation systems in operation. In Africa, two regional
systems operate: the African Regional Industrial Pro-
perty Organization (ARIPO), formed in 1976, and
the African Intellectual Property Organization (OAPI),
formed in 1962. These systems have 11 and 15 member
states, respectively. In the Middle East, the Gulf Co-
operation Treaty operate to provide protection in six
countries (for example, Saudi Arabia and The United
Arab Emirates), and the Eurasian Patent System
operates to provide protection in nine countries of
the former Soviet Union, including Russia.

CLAIMABLE INVENTIONS IN THE
PHARMACEUTICAL AREA

Section 101 of the U.S. Patent Law defines inventions
and discoveries for which a patent can be obtained in
very broad terms. Specifically, these are processes,
machines, articles of manufacture, and compositions
of matter, or any new and useful improvements of
these. Article 52 of the EPC provides that a patent will
be granted for any inventions that meet the three
requirements for patentability. It then lists exclusions,
which include ‘‘scientific theories and mathematic
methods’’ in addition to medical treatments, as noted
below. Many different inventions arising from research
in the pharmaceutical field can be protected under
these broad definitions.

Chemical Inventions

In the pharmaceutical field, chemical inventions have
become of primary importance. The traditional inven-
tions for which the pharmaceutical industry has sought
patents are set forth in Table 1.

Specifically, a new composition of matter (NCM) or
new chemical compound prepared by synthetic meth-
ods is the primary area of interest. They may be made
using synthetic methods or are isolated from natural
sources such as plant or oceanic material or from fer-
mentation broths. At times, a compound is known in
an impure state that is unusable as a pharmaceutical
product. If it is obtained in a purified state and meets
the requirements of patentability, it can be claimed as
a compound of a defined purity.

In addition to the compound per se, chemical pro-
cesses for the preparation of the compound can be
claimed. Analogous processes, which are a known
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chemical reactions that produce a new compound or
use new starting materials, have various standards of
patentability in different countries.

Pharmaceutical compositions of the new compound or
new improved formulations of existing compounds are
also patentable. For a new drug-delivery system, patent
protection can be very important and useful, especially if
developed for the delivery of an existing product.

A method of treating a particular disease or physio-
logical condition is another important type of invention
in the pharmaceutical field. It may be necessary to claim
this type of invention by what is called ‘‘Swiss claims’’
to overcome the industrial applicability requirement in
Europe. Such claims take the form of claiming the com-
pound for use in the manufacture of a medicament for
the treatment of a particular disease state. In the United
States, the applicant may be required to provide proof
to support the treatment claim. This is especially true
if the invention is treating a disease that has been diffi-
cult or impossible to treat in the past, e.g., cancer or
AIDS. A claim to ‘‘a method of treating cancer with
compound X’’ will be challenged during examination.
The most likely result will be amendment of the claim
to a method of treating the specific cancer for which
data can be provided to demonstrate utility.

Biotechnology Inventions

With the blossoming of biotechnology in the 1980s
and, more recently, of genomics, a whole new speciality
in patent law has developed. In general, it is viewed
that the principles of chemical patent practice apply
equally to the biotechnology field. The Court of
Appeals for the Federal Circuit (which is the U.S.
Federal Court that hears all patent appeals from the
Patent and Trademark Office and any Federal District
Courts) has affirmed this in their decisions. Biotechnol-
ogy inventions must satisfy the standard statutory

requirements in the same manner as for any other
invention. From the list of claimable inventions in
Table 2, it is clear that biotechnology techniques have
resulted in the production of inventions previously not
obtainable by classic chemical methods.

REQUIREMENTS FOR PATENTABILITY

There are three basic requirements for patentability:
novelty; non-obviousness or inventive step; and useful-
ness or industrial applicability. Each requirement may
differ from country to country and is set forth by the
statutes and regulations of each country.

Novelty

The first principle of patent law is that to obtain a
patent, the invention must be new. The statutory
requirements for novelty are set forth in Section 102
of the U.S. Patent Law and in Article 54 of the EPC.

In the United States, Section 102 has several stated
requirements. One is that the invention must not have
been known or used by others in the United States or
patented or described in a printed publication in the
United States or in any foreign country before the
invention was made by the applicant. The second pro-
vision is that the invention must not have been

Table 1 Potential chemical inventions

Compound per se

Pharmaceutical compositions of new compounds

New pharmaceutical compositions of existing compounds

Method of treatment, mechanistically or by disease state or
both

Compound for use (broad first use)

New medical use for existing compound (second use)

Analogy processes for new compounds

Process per se (when novel and inventive)

Intermediates

Processes for preparing compositions

Different salt forms, hydrates, or polymorphs

Table 2 Potential biotechnology inventions

Recombinant/genomics
The protein perse
Antibodies that react specifically with the protein and

antiidiotype antibodies
rDNA that encodes the protein
Expression systems

Recombinant host cells containing the DNA
Processes to make protein using recombinant host cells
Processes for purifying the protein
Processes to produce the antibody and antiidiotype anti-

bodies
Methods of using the DNA sequence
Pharmaceutical compositions of the protein

Method of treatment
Vectors
Promoters

Single nucleotide polymorphisms (SNPs)
Expressed sequence tags (ESTs)
Genomic DNA

Monoclonal antibodies
Monoclonal antibody (Mab)

Hybridoma that produces Mab
Process to prepare Mab
Method to use Mab

Pharmaceutical composition of the Mab
Novel antigen and related processes and methods
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patented or described in any printed publication any-
where in the world more than 1 year before the date
of application in the United States. This is the 1 year
grace period available in the United States but not in
the rest of the world. These requirements are grouped
under the term ‘‘anticipation’’ and mean that a single
prior art reference must show the invention being
claimed to nullify novelty. If an essential part of the
invention is not present in a single publication, but is
found in a second reference, anticipation does not exist
(however, see the following section on obviousness).

Article 54 of the EPC defines an invention as ‘‘new
if it does not form part of the state of the art.’’ It goes
on to specify that the state of the art comprises
‘‘ . . . everything made available to the public by means
of a written or oral description, by use or in any other
way before the date of filing. . . . ’’

Non-Obvious or Inventive Step

In many cases, the requirement of non-obviousness or
inventive step as it is referred to in Europe, is the one
that presents the most difficulty during the examin-
ation process. It is governed by Section 103 of the
U.S. Patent Law and by Article 56 of the EPC. The
general principle is that even though an invention is
novel, a patent cannot be granted unless the inventor
has done something more than one would expect any
given person to have done in the art or field to which
the invention pertains. Two or more references can be
used to make the case of what would have been obvious
to the given person skilled in the art. In the pharmaceu-
tical field, chemical compounds are often known that
are very close structurally and/or have similar utilities
to the compounds claimed in the application. In these
situations, the issue of proving non-obvious is the of most
concern during the examination process.

Usefulness or Industrial Applicability

This requirement is covered by Section 101 of the U.S.
Patent Law and by Article 57 of the EPC.

In the United States, usefulness is a very broad con-
cept and does not mean a commercial utility is in hand.
In the pharmaceutical field, a showing of in vitro test
results that have some nexus with treating a physio-
logical condition is sufficient to meet this requirement.
If, however, the invention is useful only as a scientific
curiosity, this requirement is not met. Chemical
intermediates may or may not have the required useful-
ness. If they are useful to prepare products that are
themselves useful then they are patentable. However,
intermediates that are only useful to prepare com-
pounds with no utility are not patentable.

In Europe, industrial applicability is required. This
means, for example, that methods of medical treatment
or diagnosis performed on a human or an animal are
not susceptible to industrial application. Nevertheless,
substances that are useful in these methods are
patentable.

OBTAINING A PATENT

When an invention is made, consideration must be
given as to whether to obtain patent protection. Com-
panies have a variety of internal procedures to deter-
mine when and where to seek patent protection.

After it has been decided to obtain patent protec-
tion, a patent application is prepared and filed. This
first filing is referred to as a priority filing and the filing
date as the priority date. This is the date against which
the invention will be judged for purposes of determin-
ing whether a patent should be granted, as discussed
above.

Filing Applications

This first patent application is usually filed in the home
country of the inventors. In many countries, there are
laws and/or regulations that require this, or, if the
inventor wants to file in another country first, certain
requirements must be met. In the United States, there
are regulations against exporting technology to other
countries without government approval. An invention
made in the United States must be filed first in the Uni-
ted States and not in any foreign country for 6 months
after this filing without obtaining an export license
from the U.S. Patent Office. If the applicant wishes
to file first in another country, he or she must submit
the application to the U.S. Patent Office and obtain
the export license before filing in that country.

After the priority application is filed, the applicant
must decide in what additional countries the appli-
cation should be filed during the 12 month convention
period available under the Paris Convention. This is
often referred to as the foreign filing decision. The cost
of protecting the invention is directly proportional to
the number of applications filed and the different lan-
guage translations required by these filings. In times of
cost consciousness, this foreign filing decision is not
taken lightly.

Several options are available to applicants at this
time. The first is to obtain a patent only in their home
country and not pursue patent protection elsewhere.
The second possibility is to proceed with a foreign filing
in one or more foreign countries within the convention
year. A final option is to abandon the home country
application and not pursue patent protection.
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The choice among these options depends on many
factors. If the invention is completely or almost com-
pletely understood and its commercial potential
known, then the decision as to in which countries to file
can be made without much difficulty. Most pharma-
ceutical companies have listings of ‘‘filing groups’’ of
countries that are used depending on the projected
commercial potential for the invention. These filing
groups may contain a few major countries up to a large
number of countries, e.g., 50 to 100 countries or more.
Each company develops its own set of filing groups
based on numerous factors including costs, strength
of protection in each country, the company’s markets,
etc. Likewise, the selection of the filing group for each
particular invention depends on factors such as type of
invention, perceived commercial potential, projected
market areas, and the like.

Alternatively, if the invention and its commercial
potential are not fully understood, the applicant could
abandon or abandon and refile. This process carries
with it the danger that someone else may have filed a
patent application between applicant’s priority date
and the second priority date obtained through the
refiling process. When this occurs, the applicant loses
the rights to the invention in most countries. This
can be especially dangerous in highly competitive areas
in which many people are conducting research.

An alternate strategy is to file the foreign applica-
tions under the provisions of the PCT to obtain, an
additional 18 months before the significant filing fees
and cost of translations are incurred (see discussion
under PCT, above).

Even after the 12 month priority period has passed,
the applicant may still file patent applications, pro-
vided there has been no publication or public use of
his invention. Applications filed in most countries
including the EPO and PCT are published 18 months
after the priority date. The United States will begin
publishing applications filed on or after November 29,
2000. If the application has not been published and the
applicant has not published in any scientific journals,
he or she can still file in a country and obtain a patent.
This is called a non-convention filing because the
applicant does not claim rights back to his first priority
date. Therefore, if new information about the com-
mercial potential of the invention becomes available
between the 12th and 18th months, one should always
review it carefully and decide whether non-
convention applications should be filed.

Examination of the Application

Once an application has been filed, each patent office
will examine it before granting a patent. The complete-
ness of this examination differs from country to

country. In some countries, it is a matter of merely ver-
ifying that the application has all the proper formal
papers required under the laws and regulations of that
country. Other countries carry out a rigorous exami-
nation as to the patentability of the invention in
addition to the formal matters of proper documents.
The United States, Japanese, and European patent
offices examine patent applications for all require-
ments of patentability. In the United States, applica-
tions filed on or after May 29, 2000, must be granted
within 3 years. If it is not, a patent term adjustment
is available, provided the applicant has followed all
procedures in a timely manner. Currently, the EPO
starts the examination process approximately 2 to 3
years after the application is filed. Japan uses a
deferred examination process. An application filed in
the Japanese Patent Office remains dormant until the
applicant requests the patent office to examine it. It
can be deferred up to 7 years from the filing date. Once
requested, the examination process in Japan normally
takes 2 to 3 years to complete. On occasion, this pro-
cess can take significantly longer because Japan has a
pregrant opposition system. This means that once the
patent office makes a determination to grant an appli-
cation, it is published, and within 90 days of that pub-
lication date, anyone may file an opposition to the
grant. If this occurs, a lengthy proceeding can ensue,
possibly deferring the patent grant for many years.

Content of a Patent Application

Each country sets forth the requirements for a patent
application through its laws and regulations. The Uni-
ted States does this through Section 112 of the Patent
Law. This section specifies that the application must
contain two parts: the specification and the claims.
The requirements of the specification are set forth in
the first paragraph of Section 112, as follows:

The specification shall contain a written description of
the invention and the manner and process of making
and using it in such full, clear, concise and exact terms
as to enable any person skilled in the art to which it

pertains or with which it is most nearly connected to
make and use the same and shall set forth the best
mode contemplated by the inventor of carrying out

his invention. To summarize, there are three require-
ments: a written description, an enabling disclosure,
and the best mode. A written description and an

enabling disclosure are universal requirements. How-
ever, the best mode requirement is distinctive to the
U.S. patent system and is one that causes much debate

among patent administrators. The requirement is
based on the theory that applicants should not receive
the privileges of patent protection if they have not
disclosed the best methods of making and using the
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invention known to them at the time the patent appli-

cation is filed. If applicants fail to disclose the best
mode, even unintentionally, the patent can be held
invalid.

Based on these disclosure requirements, the appli-
cation normally contains the following:

1. Abstract.
2. Summary of the background needed to under-

stand the invention.
3. Summary of the invention.
4. Detailed description of how to practice the

invention including appropriate examples and
drawings.

The second paragraph of Section 112 requires that
applicants point out and distinctly define the invention
with a set of claims. Up to this point, a patent appli-
cation has been a scientific article that teaches other
people in the same field how to make and use the
invention. This is no different than a scientific journal
article. The claims, however, set forth what the appli-
cant considers to be the invention for which patent
protection is being sought. During the examination
process, the claims may be modified to overcome
objections. Therefore, one often finds, as a result of
the examination process, the allowed claims of a
granted patent often define less subject matter than is
disclosed in the specification. Because the claims define
the subject matter protected by the patent, when asked
a question regarding infringement, a patent attorney
will turn immediately to the claims to begin an analysis
rather than to the description in the specification.

OWNERSHIP

Patents are property whose ownership may be gov-
erned law, contract, or by statutory provision. In many
employer-employee relationships, the employee has
signed a contract of employment. This contract states
that the employer owns all inventions made by the
employee. In some countries, most notably Germany,
there are elaborate statutory provisions for compen-
sation of inventors by the employer. In all countries
except the United States, the owner of the patent rights
may file the patent application. Historically, the U.S.
system has been based on rewarding the inventor and
thus requires that the inventor apply for the patent.
If the inventor is required by a contract of employment
to assign the inventions to the employer, the U.S.
application is made in the inventor’s name, and an
assignment noting the transfer of rights to the
employer is recorded in the patent office.

INVENTORSHIP

In most of the world, inventorship of a patent may be
relevant as to who owns the rights but it is not relevant
to the validity of the patent. In fact, in some countries
the inventor may never be mentioned or even appear
on the patent. Again, the one important exception is
the United States, where, as noted above, the inventor
or inventors must file the patent application. If the
wrong inventor or inventors intentionally apply for
the patent, grounds for declaring the U.S. patent inva-
lid are raised. Therefore, the proper inventors of the
claimed invention are always determined according
to the requirements of U.S. law.

It must be remembered that inventorship is different
from authorship. Inventorship is based on legal
requirements and must be strictly followed, whereas
authorship is more arbitrary. The determination of
inventorship is based on first inspecting the invention
and determining what person or persons made an
‘‘inventive’’ contribution to the conception and reduc-
tion to practice of this invention. Conception is the
mental steps taken to develop the invention. Reduction
to practice is the physical process of taking the idea to
the completed working invention. When two or more
inventors (joint inventors) are involved, each must
contribute to the claimed invention, but each is not
required to have made a contribution to each claim
of the patent.

Inventorship determination is not always straight-
forward and simple in today’s research environment.
However, to make these correct determinations,
certain questions are asked. Did the person do only
routine work or experiments as directed by another,
or did he or she contribute something more? Was the
invention completed because of the specific activity
of this person? Did this person proceed beyond specific
directions? In today’s modern pharmaceutical research
atmosphere, in which teams are involved in the dis-
covery and development processes, the patent attorney
may find the determination of the correct inventorship
a very difficult aspect in the preparation of a patent
application. In a 1972 decision, U.S. District Court
Judge Newcomer made the following observation:

The exact parameters of what constitutes joint inventor-
ship are quite difficult to define. It is one of the muddiest
concepts in the muddy metaphysics of patent law.

WHEN TWO OR MORE GROUPS MAKE
THE SAME INVENTION

Sometimes two or more applicants make the same
invention, but only one patent can be granted.
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The question is who receives the patent grant. In all
countries except the United States, the first to file a
patent application is granted the patent. In the United
States, the patent is granted to the first to make the
invention.

The first inventor is determined by a special admin-
istrative proceeding in the patent office called an inter-
ference. Evidence is presented by each applicant as to
their earliest dates of conception and reduction to
practice. Before January 1, 1996, only activities carried
out in the United States could be used in these proofs.
Now activities carried out in any country that is a
member of the World Trade Organization can be used
to prove when the invention was made.

In an interference, the proof requirements are very
important. Activities or evidence given by the inventor
must be collaborated in some manner. This is best
accomplished through evidence from non-inventors,
although other forms of evidence have been used
successfully in some cases. For this reason, research
organizations have policies and procedures governing
notebook recordkeeping in their laboratories.

Interferences are very complex and expensive pro-
ceedings that can delay the patent grant for many
years. Fortunately, only less than 0.5% of all U.S.
applications are involved in an interference.

LENGTH OF PATENT PROTECTION

The term of a patent grant is defined by the laws of
each country, varying generally from 15 to 20 years.
In some developing countries, patent terms are much
shorter and are of very little value to the pharmaceuti-
cal industry because the patent expires before the pro-
duct can be marketed. Recently most countries,
including the United States, have adopted a standard
patent life of 20 years from the filing date. The United
States, which until June, 1995, had a term of 17 years
from the patent grant date, has recently enacted
additional laws to restore any of the 20 year term lost
because of delays in the patent office. Japanese patents
have a 15 year term from the date of grant or 20 years
from the date of filing, whichever is shorter.

In the pharmaceutical industry, the term of patent
life is a very important factor. Because patents are
filed very early in the life cycle of a new pharmaceutical
product and much premarketing testing is needed
before the health authorities will permit public sale of
a product, a large portion of patent life is lost.
Often, the term ‘‘effective patent life’’ for pharmaceu-
tical products is used. Studies by the Pharmaceutical
Research and Manufacturers of America have shown
that effective patent life for pharmaceutical products
averaged 15 years in the early 1960s and declined to

8 years in the early 1980s. Studies in Japan and Great
Britain gave similar results. In recent years, the laws of
many important countries have been changed to pro-
vide for the recapture of some of this lost patent life
through patent term extension provisions.

Patent Term Extensions

Before 1980, in some countries, mainly those that were
formerly part of the British Commonwealth, patent
extensions were obtainable on petition at the end of
the patent life. For a petition to be granted, the patent
owner was required to show inability during the
normal life of the patent to receive sufficient remuner-
ation from the use of the patented invention. Under
this system, patent extensions of 4 to 10 years could
be obtained based on the evidence presented.

In 1984, the United States passed the first patent
term restoration statute as part of the Drug Price Com-
petition and Patent Term Restoration Act of 1984
(often referred to as the Waxman-Hatch Act). This
was a significant law for the total pharmaceutical
industry because it contained provisions important to
both the research-based and the generic sections of
the industry. Under this act, generic pharmaceutical
companies were allowed to file abbreviated new drug
applications (ANDA) and to do the testing required
to submit an ANDA before the patent expired without
being liable for patent infringement. The second part
provided for the innovator of a new pharmaceutical
product to receive up to 5 years of patent extension
based on the time required to receive marketing
approval from the Food and Drug Administration.
The extension can provide effective patent life for the
product no longer than 14 years from the date of
marketing approval.

Other countries have followed the U.S. lead regard-
ing patent term extension. Japan enacted a provision
effective January 1, 1986, whereby patents covering
pharmaceutical products could be extended for up to
5 years. The Japanese provisions differ from the U.S.
law in several ways. First, more than one patent can
be extended for each product. Also, the Japanese law
requires that the patent be granted 2 years before
health authority approval of the product. Korea has
enacted a patent term extension law very similar to
that in the Japanese system. Australia has replaced
its ‘‘lack of renumeration’’ system with a system based
on regulatory delay.

Effective on January 1, 1993, Supplementary
Protection Certificates (SPC), a system of providing
extended protection for pharmaceutical products, was
created by the European Community (EC). Such certi-
ficates do not actually extend the patent per se but con-
fers protection for the product covered by the granted
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marketing approval (MA) and any use of the product
as a pharmaceutical product for humans or animals. If
more than one patent protects the product, the owner
must select only one patent to be the basis for the SPC.
SPCs are granted by individual national patent offices
and come into effect only after the normal patent term
expires. The duration of the SPC is equal to the time
from the patent filing date to first MA in the EC, minus
5 years, subject to the limitations that the SPC cannot
be effective for more than 5 years or provide protection
for more than 15 years from the date of first MA in
the EC.

The patent owner must request the SPC in the
patent office of each country EC within 6 months of
the first MA in that country or within 6 months of
the patent grant date if it occurs after the first MA in
that country. The SPC will be granted if, at the time
the application is filed, 1) the patent has not expired;
2) an MA has been granted; 3) the product has not
previously been the subject of an SPC; and 4) the
MA is the first authorization to market the product.

The regulations allowed Spain and Greece to delay
accepting the SPC system for 5 years. In addition, tran-
sitional provisions were adopted that allowed each
country to choose to allow SPCs for products whose
first MA was granted after January 1, 1982, June 1,
1985, or January 1, 1988.

MAINTAINING AND ENFORCING PATENTS

After a patent is granted, the owner must pay fees to
keep it in force and may have to defend it from
challenges to its validity and/or enforce it against
infringers.

Maintenance Fees

In most countries, a patent does not automatically stay
in force from the day it is granted until the end of its
life. Most countries require payment of fees, referred
to as renewal or maintenance fees, to keep the patent
in force. In most countries, these fees are paid on an
annual basis. Until 1980, the United States was a
notable exception. However, in 1980 the United States
modified its patent laws to require that fees be paid at
three different time periods during the life of the
patent. Specifically, renewal fees must be paid at 3.5,
7.5, and 11.5 years from the date the patent is granted.
Although renewal fees vary from country to country, it
is universal that the fees increase over the life of the
patent. For example, the U.S. fees in 2000 are $930,
$1870, and $2820 for the three periods, whereas in
Germany fees begin at approximately 150 DM and
increase to 3500 DM for the 20th year. If the owner

of the patent knows that it has no value to himself
or others, he or she will generally stop paying the fees
and allow the patent to lapse. Maintenance fees on a
portfolio of patents can become very expensive, there-
fore, most companies have a program of regular review
of their patent portfolio. Patents, that are no longer of
value to them are lapsed.

Invalidation

Once a patent is granted, the patent owner is not guar-
anteed that it is valid. Challenges to the validity of the
patent again vary from country to country, depending
on the specific patent law of each country.

In the United States, the patent law specifically pro-
vides that a granted patent carries with it a presump-
tion of validity. Until 1980, the validity of a patent
could be challenged only in a federal court as part of
an infringement action or by suit for declaratory judg-
ment of invalidity. This latter action could only be
initiated by a party who was threatened by the patent
owner so that the requisite legal dispute actually
existed between the parties. In 1980, the patent law
was amended to allow any person to file a request in
the patent office for re-examination of a U.S. patent
based on new prior art. The patent office studies the
request and determines whether to grant reexamin-
ation. This procedure is not used very often because
the third party requestor has little opportunity to fully
present its views. On November 29, 1999, a new
reexamination law was passed that applies to patents
originally filed after that date, which allows for greater
participation by the third party.

In Europe, challenges to the validity of patents must
be made in each individual country unless a central
opposition has been made to a European patent (see
above).

PATENT INFRINGEMENT

A patent is infringed when someone makes uses or sells
the claimed invention without the permission of the
patent owner. When this occurs, the patent owner
can take legal action against the party.

In the United States, this is a civil action brought in
the federal courts. The specific federal district court in
which a patent owner can sue an infringer is governed
by federal law. Patent litigation is very expensive and
time-consuming. For this reason, it is not entered into
without careful consideration of the consequences and
analysis of all options available. In recent years, vari-
ous alternative dispute-resolution proceedings have
been used more often.
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Because patents are limited in their effect in a spe-
cific country, a company with a pioneering drug may
find itself suing patent infringers in a number of other
countries. Usually these actions are in countries where
the patent system is not as strong as that in the United
States and the major European countries. The direct
costs of patent litigation are usually lower outside the
United States, but the time requirements can be just
as extensive.

Patents to compounds or pharmaceutical composi-
tions are infringed by their sale or use in the country
of issuance. Patents to processes for the preparation
of a compound cause a different problem. There is
no direct infringement if the compound is made by
the process in a country without patent protection
and then imported into the country where the process
is patented. However, the laws of many countries spe-
cify that the sale or use of compounds made directly by
a patented process is an infringement of the process
patent. In most cases, ‘‘directly’’ means the final step
to prepare the compound. Such protection was not
available in the United States until 1986, when the
patent laws were amended. The amendment also has
a provision whereby a party can ask the producer of
a compound for a list of any U.S. process patents that
are owned or licensed.

REGULATORY EXCLUSIVITY AND
ORPHAN DRUGS

Although patents are the main defense against generic
copying in the pharmaceutical industry, another
important form of protection that has developed in
recent years relates to the data generated by the origin-
ator of a product in support of the marketing approval
application. Specifically, valuable periods of so-called
regulatory exclusivity have become available in the
United States, Europe, and Japan. In addition, in the
United States, the Orphan Drug Act has provided a
special kind of regulatory exclusivity.

Regulatory Exclusivity

The interests of public safety and avoidance of
unnecessary animal experimentation make it desirable
that licensing authorities be able to cross-refer the ori-
ginators file to establish safety and efficacy of generic
versions of a product. Applications for marketing
authorizations that rely on cross-referral to the origi-
nators full regulatory submission are generally known
as a bridged regulatory applications. Regulatory exclu-
sivity is a temporary prohibition on cross-referral to
the originator’s data without the originator’s consent.
After a specified time, as detailed below, the originator

cannot object to the cross-referral. Regulatory exclu-
sivity is acquired rather than applied for by the
originating drug manufacturer, and no certificate or
other documentation is issued for the exclusivity
period.

In 1980, Japan became the first country to have a
regulatory exclusivity provision. The period is 6 years
for new products, new combination products, or differ-
ent routes of administration. For other modifications,
such as a new indication or a new dosage regimen,
the period of exclusivity is 4 years. If second applicants
do their own complete safety and efficacy studies, these
periods of exclusivity do not apply.

In the United States, these regulatory exclusivity
rights are part of the Waxman-Hatch Act. The law
provides that no abbreviated new drug application
(ANDA) can be submitted for a generic equivalent
for a new chemical entity (NCE) until 5 years after
the approval date for the NCE. If the ANDA applicant
certifies that the patent covering the NCE is invalid or
not infringed, the period is 4 years. If a NCE is not
involved or a pioneering supplemental NDA is
approved, a 3 year period exists before an ANDA
can become effective. Thus, for non-NCEs, the regu-
latory period is reduced to 3 years. For a NCE the
5 year period is for submission of an ANDA, and so
the FDA processing time would extend this exclusivity
period.

Another interesting part of this law is that if a
generic drug manufacturer challenges a patent and is
successful, it is rewarded with a 6 month period during
which no other generic products will be approved.

In Europe, regulatory exclusivity is more complex.
More specifically, the countries may choose between
a 10 year or 6 year period. According to European
Community Directive 87/21, the national states can
protect pharmaceutical products for 6 or 10 years from
first marketing approval in the European Community.
An exception to this is biotech products for which a
10 year period applies for all European countries.
The countries that have chosen 10 or 6 years are
presented in Table 3.

Table 3 European regulatory exclusivity

10 Years 6 Years

United Kingdom Denmark

Austria Finland

France Greece

Germany Ireland

Belgium Luxembourg

Holland Portugal

Italy Spain

Sweden
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Orphan Drugs

Drugs that are used for treating rare diseases or con-
ditions are called orphan drugs. The U.S. Orphan
Drug Act provides that the FDA may not approve
another application within 7 years of approval of the
first unless the originator cannot assure availability
to meet the needs of patients. This law was amended
in 1985 to apply to patented as well as non-patented
drugs. The requirements to be recognized as an orphan
drug that are 1) the disease affects fewer than 200,000
persons in the United States, or 2) recovery of the
R&D costs from U.S. sales is unlikely. A request must
be made to the FDA to obtain orphan drug status. The
determination of eligibility is made as of the date of the
request. This 7 year period of marketing exclusivity
applies only to the individual uses of the compound
or product and not to the compound itself.

In Japan, a law was introduced in October 1993
providing benefits for designated compounds including
an accelerated examination, a 10 year rather than

5 year regulatory exclusivity period, and tax benefits.
The conditions for orphan drug status are that the
drug must be for the treatment of diseases with fewer
than 50,000 patients in Japan and clinical trials essen-
tial to development for that use.

There are no specific orphan drug regulations in the
EU. Other countries do not have exclusivity for orphan
drugs at this time; however, provisions exist in some
countries for speedier approval.
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INTRODUCTION

The importance of pharmaceutical patents has increased
with the dramatic growth of the generic pharmaceutical
industry in the United States and the resulting com-
petition between the research-based pharmaceutical
industry and the generic pharmaceutical industry. The
research-based pharmaceutical industry provides a
continuing supply of new and better pharmaceuticals
to treat illness and improve lifestyle. The generic
pharmaceutical industry, on the other hand, strives
to provide lower-cost generic alternatives to already
approved drugs. Patents provide the research-based
pharmaceutical industry with an opportunity to recoup
the extensive investment costs involved in providing
new and better pharmaceuticals to the public. At the
same time, patents restrict the generic pharmaceutical
industry’s ability to obtain approval for competing
generic drugs. While a patent claiming the drug is in
force, the generic pharmaceutical manufacturer is
precluded from conducting infringing activities. The bal-
ance between the need for extensive Food and Drug
Administration (FDA) review and approval of generic
drugs and the need to preserve the enforceability of
patents protecting newly developed drugs and provide
incentives for further research and developement of
new drugs prompted the Hatch–Waxman Amendments
in 1984 (Drug Price Competition and Patent Term
Restoration Act of 1984).

INNOVATOR PATENTS

Types of Patent Claims

Pharmaceutical companies spend billions of dollars on
research and development programs each year in an
effort to discover and develop innovative new medi-
cines. As such, protection of these novel drugs and
new technology developed during the research process
from outside competitors is of paramount importance.
The patent laws of the United States provide a
mechanism by which research-based pharmaceutical

companies can protect their inventions and commer-
cialize them exclusively for a term of 20 years. When
applying for a patent, an inventor sets forth the subject
matter to be protected at the end of the patent specifi-
cation in the claims. The claims of the patent determine
the scope of protection during the 20-year exclusivity
period.

Patentable subject matter is ‘‘ . . . any new and use-
ful process, machine, manufacture, or composition of
matter, or any new and useful improvement thereof
. . . ’’.[1] Patent laws provide that patents may be
granted only for inventions that are deemed to be
‘‘new and useful.’’ These requirements exclude phar-
maceutical inventions that have not been shown to be
reasonably safe and effective and chemical compounds
that have no use except as intermediates for additional
research. However, some special considerations have
traditionally been applied in the case of chemical com-
pounds, particularly those possessing therapeutic or
pharmacological activity. A compound that is useful
as an intermediate for the manufacture of a pharmaco-
logically active compound may be claimed and afforded
patent protection because it satisfies the utility require-
ment and is considered to be ‘‘useful.’’ Further, a
compound need not show therapeutic utility in humans
to meet the utility requirement of patentability; phar-
macological activity in animals or in vitro activity is
considered sufficient in some cases. If the patent appli-
cation purports to claim the use of a compound for the
treatment of humans, the inventor must show that the
compound is both safe and effective in humans.

Multiple patents may be issued that provide protec-
tion for the same new drug product because a single
invention may be claimed in a number of different ways.
For example, a patent may claim the compound itself,
a novel use for the compound in treating disease, and a
method for preparing and administering the compound.

Composition of matter

The most expansive protection is afforded by claims
that present the particular novel product or drug
compound itself. Claims to specific chemical entities
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permit the innovator to exclude others from making,
using, selling, offering for sale, or importing the drug
compound into the United States regardless of the
purpose for doing so and regardless of the formulation
into which the drug is included.

Composition-of-matter claims can include claims to
small organic compounds that may be useful as drug
candidates as well as claims to more complex biomole-
cules. For example, a composition-of-matter claim
may encompass claims to proteins, plasmids, pieces
of DNA or RNA, and pharmacological receptors.

Another area of particular importance to the phar-
maceutical industry of late is the patentability of living
organisms. The last several years have seen a dramatic
increase in the pace of biological research and tech-
nology. As a result, the courts have had to deal with
the question of whether or not manmade living organ-
isms qualify as patentable subject matter. Although the
courts struggled with this issue, it is now fairly settled
that manmade living organisms, such as genetically
engineered animals, biologically pure cultures, and
genetically engineered microorganisms, are patentable
subject matter.

Natural products

An area of great importance to the pharmaceutical
industry in particular relates to the patentability of
natural products for use in treating disease. The last
several decades have witnessed a dramatic increase in
the search for compounds from natural sources, such
as plants, for the treatment of human disease. It is
established law that natural products are considered
to exist in the ‘‘state of nature’’ and are not considered
novel. Therefore, natural products generally cannot be
claimed as a patentable composition of matter. This is
true even if the natural product is isolated by novel
means or is tested against novel drug targets. However,
there are two ways in which natural products may be
patentable. First, it is possible to obtain a method-of-
use patent involving a natural product as it relates to
novel biological or pharmacological activity. Second,
it is possible to obtain composition-of-matter coverage
for synthetic analogs of natural products because they
are not considered to exist in the state of nature. This is
of paramount importance because many new drugs are
closely related, synthetic analogs of natural products.

Method claims

There are two types of method claims: method-of-
making (or process) claims and method-of-using
claims. An inventor may protect a new drug by claims
directed toward the method of synthesizing the com-
pound. Process claims provide the inventor with the
right to exclude others from using the claimed methods

to prepare a chemical compound. In addition, the
Process Patent Amendment Act,[2] discussed below,
provides the inventor with the power to prevent others
from importing into the United States any compound
or formulation thereof using the methods claimed in
the patent. However, a process patent does not prevent
others from making or using the compound or formu-
lation when it is prepared by a method other than that
claimed. Therefore, although method claims are valu-
able in serving to protect drug products, they are much
more limited in scope than compound per se claims.

Another area of importance in terms of patenting
methods of making relates to novel methods developed
for the synthesis of chemical or biological target mole-
cules. The last decade has witnessed an explosion of
innovation in the areas of biochemistry and combina-
torial chemistry, particularly as they apply to drug dis-
covery and development. New methods of generating
vast numbers of biological molecules, such as DNA
and proteins, as well new technology used to prepare
chemical ‘‘libraries’’ for use in screening new drug can-
didates have exponentially increased the number of
patent applications directed toward these applications.
It is generally established that these new types of tech-
nology are patentable subject matter and as such can
be patented.

The second type of method-of-use claims relates to
methods of using the invention. In terms of pharma-
ceuticals, method-of-use claims typically relate to the
use of a particular drug in the treatment of specific dis-
eases or conditions. FDA approval of a new drug is
linked to specific therapeutic uses, and therefore these
types of method claims provide important protection
for the innovator. These claims are important because
they provide patent protection that is in addition to
any composition-of-matter claims that may be appli-
cable. Method-of-treatment claims are particularly
important for compounds that are already subject to
composition-of-matter claims or for which composition-
of-matter claims are not available. For example, an
inventor may discover that a previously known
compound possesses unreported and unexpected anti-
inflammatory properties. The inventor may not obtain
composition-of-matter protection for the compound
itself because the compound is contained in the
literature and therefore does not meet the novelty
requirement for patentability. However, the inventor
may instead obtain a method-of-use claim based on
the unexpected anti-inflammatory properties because
a compound’s unexpected properties may be enough
to support patentability.

Chemical intermediates

Generally, novel chemical compounds that are
intermediates for the preparation of other chemical
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compounds of unknown utility are not considered
patentable subject matter. However, if the intermediate
is used to produce a compound that is known to be
useful, then the utility requirement is satisfied, and a
patent may be obtained for that intermediate. Claims
directed toward chemical intermediates are particularly
valuable when they cover stable intermediates that are
critical to the only commercially feasible synthetic
route to the drug.

Formulations

Still further protection may be afforded by claims that
cite a specific formulation of a drug product. Formu-
lation claims allow the inventor to exclude others from
making, using, selling, offering for sale, or importing
the claimed formulation into the United States. They
represent an important opportunity for expanding
the patent portfolio protecting a drug, in part because
FDA approval for a drug is specific to the formulation
containing the drug. Formulation claims may not
provide exclusivity to the innovator, but formulation
claims expiring after the expiry of compound claims
may be a useful tool in maintaining maximum market
share for as long as possible.

Reach-through claims

Another recent development in pharmaceutical patents
involves so-called reach-through claims. Reach-
through claims seek to cover, for example, drugs used
for the treatment of conditions that are identified
through a particular drug-screening assay without
actually specifying the drugs that are covered. These
claims, once granted, are exploited through licensing
to seek royalties based on sales of products that are
developed in part through use of the patented research
tool assay. This particular strategy has become a favor-
ite among smaller biotechnology companies that have
expended a large portion of their capital in developing
new technologies or materials. Several well known
examples of reach-through claims are licenses under
the Cohen-Boyer patent on basic recombinant DNA
techniques and the patents on the Harvard recombi-
nant onco-mouse and Roche polymerase chain
reaction. The status of reach-through claims has yet
to be determined in the courts.

Compound claims directed toward the drug com-
pound generally afford the broadest scope of patent
protection against competitors. However, no single
type of claim can afford the best patent protection.
The best protection against competitors includes a
portfolio of patents, each of which is directed toward
a different aspect of the drug. For example, an inventor
may obtain a patent for composition of matter that
covers the chemical compound itself, another for its

method of synthesis, several relating to different for-
mulations, and still others to different therapeutic uses
of the drug. Typically, one seeks to protect new drugs
with a broad portfolio of patents to make it difficult
for competitors to design around any one patent. As
such, it is essential that generic drug manufacturers
identify the full range of patents surrounding a parti-
cular product to avoid liability for patent infringement.

EXCLUSIVITY FOR THE INNOVATOR

Patent Exclusivity for the Innovator

Patent term

Before June 8, 1995, U.S. patents expired 17 years from
the date the patent was issued. However, changes were
made in the U.S. patent laws in 1994, in accordance
with the Uruguay Round Agreements Act (URAA).
The URAA governs the specific date on which a
granted U.S. patent expires, which is 20 years from
the filing date of the application.[3] The changes
enacted in response to the URAA were not made to
extend patent terms, but to harmonize the term pro-
visions of U.S. patent law with those of other, leading
trading partners. In the case of applications filed as
continuations or divisionals of previously filed applica-
tions, the filing date of the first U.S. priority appli-
cation is the date from which the 20-year term is
measured. For international applications filed under
the Patent Cooperation Treaty (PCT), the 20-year term
is measured from the filing date of the international
application designating the U.S. Foreign national pri-
ority (under 35 U.S.C. x119) is not considered in the
calculation of the 20-year term. For example, an appli-
cation filed on June 10, 1995, that does not assert any
claim priority to an earlier U.S. application would have
an expiration date of June 10, 2015. However, an appli-
cation filed on January 23, 1997, that is a continuation
of an application filed on June 10, 1995, and that
claims priority to that date, would have an expiration
date of June 10, 2015. The expiration date is the same
if the application claims a priority to a previous foreign
application.

For those patents currently in force and those that
will issue from applications filed before June 8, 1995,
the patent term is the longer of either 17 years from
the issue date or 20 years from the first U.S. filing date.
It is possible for the terms of patents that have already
been issued to be extended if they fall within the tran-
sition period. The expiration date of an issued patent is
extended if the date that is 20 years from the first U.S.
filing date is later than the date that is 17 years from
the patent issue date. Consequently, any patent that
required less than 3 years of prosecution from the first
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U.S. filing date receives an extension of term by virtue
of the URAA 20-year term provisions.

A U.S. patent application filed on March 1, 1992,
and issued on April 1, 1994, would have an expiration
date calculated under the provisions for the transition
period. The expiration date calculated 17 years from
issue would be April 1, 2011. The expiration date
calculated 20 years from the first U.S. filing would be
March 1, 2012. Because the patent term as calculated
20 years from filing is longer, the expiration date of
this patent would be extended to March 1, 2012; thus,
the patent will receive an extension of term equal to
11 months. The extension is granted despite the fact
that the patent was issued before the passage of the
URAA provisions.

In addition to these term provisions, in 1999
Congress passed the Patent Term Guarantee Act as
part of the American Inventors Protection Act. The
Patent Term Guarantee Act, which will go into effect
on May 29, 2000, provides that patent terms will be
extended to compensate for certain processing delays
in the U.S. Patent and Trademark Office and for delays
in the prosecution of applications pending for more
than three years. Also, extensions are available for delays
in issuance of a patent attributable to interference
proceedings, secrecy orders, and appellate review. Patent
applicants that demonstrate due diligence in the pros-
ecution of their application are guaranteed a minimum
17-year patent term. The act applies only to applica-
tions filed on or after the date of enactment, which is
May 29, 2000.

Patent-term restoration

Patents claiming a pharmaceutical product, thera-
peutic uses for a pharmaceutical product, or methods
of making a pharmaceutical product may also be eli-
gible for an extension of patent term under the Patent
Term Restoration Act (Hatch–Waxman Amend-
ments).[4] Its purpose is to allow the innovator to
recover valuable patent term lost during the regulatory
review process. The innovator’s patented product
cannot be commercialized until regulatory approval
is obtained. As a result, the innovator is not permitted
to reap the benefits of its patent exclusivity until the
lengthy approval process is complete. To be eligible
for a patent term extension, the patent must claim a
product or method of using or manufacturing the pro-
duct, the patent must not have been previously
extended, the application for patent term extension
must be submitted within 60 days of approval, the pro-
duct covered by the patent must have been subject to
regulatory review before commercial marketing and
use, the approved commercial marketing and use of
the product must be the first commercial marketing
or use under which the regulatory review period

occurred, the patent must not have expired, and no
other patent term must have been extended based on
the same regulatory review period.[5] Although many
patents may cover a single product, only one patent
per product may be extended under these provisions,
and the extension of the patent term applies to those
claims that cover the product receiving regulatory
approval.

The length of the patent term extension is directly
related to the length of the regulatory review period.
The period of extension is calculated by adding half
of the length of the testing (IND) period to the length
of the approval (NDA) period and subtracting any
part of the period that occurred before the issuance
of the patent and any part of the period in which
the applicant did not act with due diligence.[6] The
maximum available term extension is 5 years.[7] The
total patent term, after the extension period, cannot
exceed 14 years after the date of approval by the
FDA.[8] In otherwords, the patent expiry date, after
the addition of the extension period, must be not later
than 14 years after the date of FDA approval.

The passage of the URAA, adopting a 20-year
patent term, raised questions in circumstances in which
a single patent was eligible for a longer term under the
URAA 20-year term provisions (hereinafter ‘‘URAA
extension’’) and had also received an extension under
the Patent Term Restoration Act (hereinafter ‘‘Section
156 extension’’). The most important question was
whether a patentee could reap the benefit of both
extensions by adding the URAA extension and the
Section 156 extension to prolong the period of patent
exclusivity. The Federal Circuit Court of Appeal
resolved this issue in Merck & Co. v. Kessler.[9] In that
case, the Court held that the expiration date of a patent
having both a URAA and a Section 156 extension is
20 years from filing plus the Section 156 extension,
unless the patent is in force on July 8, 1995, solely by vir-
tue of the Section 156 extension. In other words, the
foregoing rule applies, except when the patent’s 17-year
term had expired before June 8, 1995, and the patent is
only enforceable by virtue of the Patent Term Resto-
ration Act. Unfortunately, the Federal Circuit Court
did not provide a calculation for the expiration date
of patents that are in force on June 8, 1995, only because
of the Patent Term Restoration Act. However, it would
seem that few patents are affected by this omission.

FDA Exclusivity

In addition to patent exclusivity, an innovator may
help preserve its market share for a new drug through
FDA exclusivity. FDA exclusivity does not guarantee
the innovator an exclusive right to market the drug,
but it does operate to block approval of ANDAs for
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generic versions of the drug. FDA exclusivity does not
prevent a manufacturer from developing and obtaining
approval for a new formulation using the same active
ingredient by filing a new drug application (NDA).

The length of the FDA exclusivity period depends
on the nature of the new drug developed by the inno-
vator. The statute provides that no ANDA may be
submitted for a drug (i.e., new chemical entity)
approved after September 24, 1984, until the expiration
of 5 years from the date that the innovator received
first approval, with one exception.[10] An ANDA
may be submitted before the expiration of 5 years
if it contains a certification of patent invalidity or
non-infringement.[11] A new NDA for a previously
approved drug, if supported by new clinical investiga-
tions, enjoys a 3-year exclusivity period during which
no new ANDAs may be approved based on the new
NDA.[12] Supplemental NDAs supported by new
clinical investigations also enjoy a 3-year period of
exclusivity.[13]

The Food and Drug Administration Modernization
Act(FDAMA) was passed in 1998, providing for an
additional period of exclusivity based on clinical trials
conducted in pediatric patients (hereinafter ‘‘pediatric
exclusivity’’). The award of exclusivity is provided as
an incentive to the industry to conduct pediatric
studies that are requested, but not required, by the
FDA. Pediatric exclusivity provides an additional
6 months of exclusivity at the end of any remaning
exclusivity or patent life of any patents covering the
approved product.[14] To be eligible for pediatric exclu-
sivity, the innovator must receive from the FDA a writ-
ten request to conduct pediatric studies, submit study
reports after receipt of the written request, and meet
the conditions of the written request. The applicant
may request that the FDA issue the necessary written
request to qualify for pediatric exclusivity. The award
of exclusivity attaches not only to the product tested
in the pediatric studies but to any formulations, dosage
forms, and indications for products having existing
exclusivity or patent life that contain the same active
ingredient.

Notice to Generic Manufacturers
of Innovator’s Exclusivity

The FDA provides notice of the innovator’s FDA
and patent exclusivity by publishing information
regarding exclusivity in the FDA Approved Drugs
Product List (the ‘‘Orange Book’’). The Patent and
Exclusivity Appendix to the list of approved products
provides details regarding the expiry dates of all types
of FDA exclusivity (including pediatric exclusivity)
and the expiry dates of patents for each approved
product.

The patent information provided in the Orange
Book for an approved product is obtained from the
innovator. Innovators are charged with the duty to
notify the FDA of the patent number and expiration
date of any patent that claims the drug (i.e., the active
ingredient or the formulation) or its approved thera-
peutic use.[15] The innovator must update the patent
information for an approved product in an appropri-
ate and timely manner as new patents covering the
approved product are granted. The innovator must
also update the patent information to account for
any patent term extension awarded. The submission
of this patent information to the FDA ensures that
generic drug manufacturers are on notice of the inno-
vator’s patent rights and invokes certain innovator
rights, discussed below, with respect to notification of
an ANDA filing by a generic drug manufacturer and
infringement action based on ANDA filing. For these
reasons, it is in the innovator’s best interest to provide
patent information in a timely manner, and, for pur-
poses of competing with the innovator, it is in the
generic drug manufacturer’s best interest to be knowl-
edgeable of the patent information provided in the
Orange Book.

GENERIC COMPETITION

The ability of a generic pharmaceutical manufacturer
to commercialize a generic version of an innovator’s
product centers around two closely related issues:
FDA marketing approval and the innovator’s patent
portfolio. In addition to the requirements designed to
establish that the generic drug is in fact equivalent to
the approved innovator drug in terms of composition,
manufacture, biological activity and labeling,[16] the
ANDA must also include a patent certification, also
known as a paragraph i, ii, iii, or iv certification,
regarding the nature of any patent exclusivity for the
approved drug and its approved indications.[17] The
ANDA applicant must certify that in the opinion of
the applicant and to the best of the applicant’s knowl-
edge with respect to each patent that claims the
approved drug or its approved therapeutic use:

i. Patent information has not been filed;
ii. The patent(s) has expired;

iii. The date on which the patent(s) covering the
approved drug will expire; or

iv. The patent(s) covering the drug is invalid or
will not be infringed by the manufacture, use,
or sale of the generic drug for which approval
is sought.

The paragraph (i) certification states that patent
information for the approved drug on which the
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ANDA is based has not been filed according to the
requirements of the statute. This paragraph applies
when there are no patents covering the approved pro-
duct or its use or if the innovator has failed to properly
list the patents covering the drug. It is very rare that
no patents will exist for an approved drug, with the
possible exception of very old drug products. This is
because the investment required for an innovator to
obtain marketing approval for a new drug is so great
that it would not be feasible for an innovator to com-
mercialize a new drug that lacked a significant period
of patent exclusivity during which the innovator could
recover the substantial costs of research and develop-
ment. However, a paragraph (i) certification also
applies when the innovator has failed to comply with-
the rules requiring the listing of all patents covering the
approved drug. If the innovator failed to list the
patents covering the approved product, and the
ANDA applicant could establish that it was not aware
of any unlisted patents that claimed the approved drug,
the ANDA applicant would likely choose to include a
paragraph (i) certification in the ANDA. An ANDA
filed with a paragraph (i) certification may be approved
effective immediately, barring any FDA exclusivity held
by the innovator.

Under a paragraph (ii) certification, the generic
drug manufacturer certifies that the patents covering
the approved product have already expired. Typically,
paragraph (ii) certifications are used only for older
drug products because it is common for the ANDA
to be filed before the actual expiry of the innovator’s
patents. An ANDA filed with a paragraph (ii) certifi-
cation may be approved effective immediately, barring
any FDA exclusivity held by the innovator.

Under a paragraph (iii) certification, the generic
drug manufacturer certifies that the innovator patents
will expire on a certain date and requests marketing
approval as of that date. In this case, the FDA may
grant tentative approval of the generic drug manufac-
turer’s ANDA before the patent expires, but the generic
drug manufacturer does not receive full approval and
therefore cannot commercialize the generic product
until after the patent expires.

Under a paragraph (iv) certification, the generic
drug manufacturer certifies that the innovator patent(s)
is either not infringed by the generic product or that
the patent(s) is invalid or unenforceable. Paragraph
(iv) certifications are discussed in more detail in the
following section on infringement.

In this manner, the approval of an ANDA is, in part,
dependent on the generic drug manufacturer avoiding
infringement of the innovator’s patents. The first step
to avoiding infringement of the innovator’s patents is
to identify the particular patents that cover a particular
approved product.

Identifying Patents Relating to a Drug

The Orange Book

There are several ways in which a generic pharmaceu-
tical manufacturer can identify the extent of patent
exclusivity on a product it wishes to produce. An inno-
vator must submit to the FDA a list of patents that it
believes covers the drug product, formulation, or spe-
cific therapeutic use of the new drug.[18] The patents
are subsequently published in the Orange Book. The
patents to be listed must be submitted in a timely man-
ner. Any patents directed toward the drug that might
issue after the approval of the drug must be disclosed
to the FDA within 60 days of issuance. This ensures
that the FDA listing of patent exclusivity for a given
approved drug is current. Although the FDA does
not have the resources to police innovators to ensure
compliance with the patent identification regulation,
the courts have occasionally imposed a disincentive for
failing to comply with the regulation. In particular, one
court has determined that the innovator could not sue
the ANDA applicant for infringement on the basis of
filing the ANDA because the innovator did not list the
patent in the Orange Book before filing the law suit.[19]

The rationale given by the court is that Congress
intended that an ANDA applicant consult only the
Orange Book to determine the existence of an applicable
patent claiming the listed drug or a use of the listed drug.

The Orange Book is an appropriate starting place
for the identification of patents claiming an approved
drug, formulations of the approved drug, and thera-
peutic uses of the drug. However, innovators are not
required to specify process patents in the Orange Book.
As a result, the search for patents that may prohibit the
commercialization of a generic form of the drug cannot
be complete by merely referring to the Orange Book.
For purposes of identifying relevant process patents
relating to an approved drug, the Process Patent
Amendment Act of 1988 requires the innovator to
identify patents it considers relevant to a particular
drug on receipt of a written request to do so.

Requests under the Process Patent
Amendment Act

The Process Patent Amendment Act of 1988
encourages the generic pharmaceutical manufacturer
to submit a request for disclosure of process patents
relating to a particular drug to the innovator or patent
holder.[20] Making such a request is considered evi-
dence of good faith on the part of the generic drug
manufacturer in the event that litigation later ensues
over the patent(s).[21] The request for disclosure must
be in writing and be made to a person engaged in the
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manufacture of a product, asking for identification of
all process patents owned by or licensed to that person
as of the time of the request that the person reasonably
believes could be asserted to be infringed if the product
is imported into or sold, offered for sale, or used in the
United States without prior authorization.[22] The
request for disclosure must be made by a person regu-
larly engaged in the United States in the sale of the
same type of products as those manufactured by the
party to whom the request is submitted.[23] It must also
be made before the first importation, sale, or offer
for sale of the product by the generic pharmaceutical
manufacturer.[24] Finally, it should include a statement
that any patents identified by the innovator will be
submitted to the party who will manufacture or supply
the drug and that the generic drug manufacturer will
request from the supplier a written statement that none
of the processes claimed by the patents is used in the
manufacture of the generic drug.[25]

After the request for disclosure is received, the
patent owner must reply within a reasonable period
to be considered to have acted in good faith. However,
no reply is required if the products are marked with the
process patent numbers before the request is received
by the innovator.[26]

The Orange Book and the Process Patent Amend-
ment Act are appropriate avenues for identifying the
patent exclusivity of an innovator with respect to a
specific drug. However, before proceeding with the
investment required for the regulatory approval of a
generic drug, the pharmaceutical manufacturer should
conduct an independent search of the patent literature
to identify additional relevant patents. For example,
parties other than the innovator may hold patents that
affect or even block the ability to commercialize a gen-
eric drug. Patent holders other than the innovator are
not subject to the same statutory requirements and,
furthermore, may not be readily identifiable without
an independent search of the patent literature.

PATENT ENFORCEMENT BY
THE INNOVATOR

General Principles of
Patent Infringement

Infringement is defined as the making, using, selling,
offering for sale, or importation into the United States
of any patented invention without the authority of the
patent owner.[27]

Liability for patent infringement only extends
throughout the life of the patent. Once the patent term
expires, the invention is in the public domain and may
be made, used, sold, and/or imported freely. Infringe-
ment liability attaches regardless of the quantity or

amount of the patented invention that is made, used,
sold, offered for sale, or imported. However, the quan-
tity or amount of infringing products may be relevant
in determining the damages to be awarded to the
patent owner.

Infringement liability is limited territorially. Patent
infringement of a U.S. patent arises only when the
patented invention is practiced in the United States.
The manufacture, use, or sale of the patented invention
outside the United States cannot be prohibited by the
patent owner, except to the extent that the patent
owner also holds a patent in each of the countries
where the invention is practiced.

One caveat to the foregoing is that anyone who,
without the authority of the patent owner, imports a
product into the United States that is prepared abroad
by a process claimed in a U.S. patent infringes the U.S.
process patent under the 1988 Process Patent Amend-
ments Act.[28] In other words, if an unlicensed party
uses a process claimed in an unexpired U.S. patent to
produce a product outside the United States and then
imports that product, the party is liable for the
infringement of the U.S. process patent. Thus, even
though the patented process is being practiced outside
the United States, the patent owner may recover
damages for infringement of the process patent once
the product produced by the claimed process is
imported into the United States. However, the act also
provides that a product will not be deemed to be made
by the patented process if: 1) it is materially changed
by subsequent processes or 2) it becomes a trivial
and non-essential component of another product.
For example, see Eli Lilly and Company v. American
Cyanamid Company[29] for a case concerning what
constitutes a ‘‘material change’’ to a drug product
under the applicable statute.

Standards for Proving Infringement

The issuance of a valid U.S. patent gives the patent
holder the right to exclude others from making, using,
selling, offering for sale, or importing the patented
invention during the patent term.[30] Anyone who
makes, uses, sells, offers for sale, or imports the
patented invention without the patent owner’s con-
sent infringes the claims of that patent. A product
may infringe a patent literally or under the Doctrine
of Equivalents.

Literal infringement

To define literal infringement, the plain language of
the patent claims must first be properly interpreted.
This is accomplished by consideration of the ordinary
meaning of the language of the claim, the patent
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specification, the prosecution history of the patent, and
the other claims in the patent. The individual claim ele-
ments are interpreted based on the ordinary meaning
of the terms used, unless it is clear from the patent
specification that the inventor intended to use a special
meaning. The product or process in question is evalu-
ated for infringement with respect to the properly inter-
preted claims, not the preferred embodiment set forth
in the specification or any commercialized embodiment
of the patented invention. Thus, with respect to claim
interpretation, the words of the claims are interpreted
without consideration of the product in question.

Literal infringement focuses on individual claim
elements rather than on the invention as a whole.
Whether a product infringes the claims of the patent
depends on whether the product literally embodies
each and every element of those claims.[31] Each
element of a claim is material and essential to the defi-
nition of the invention. If the product or process does
not use even one element of the patent claim, it will not
literally infringe the claims. However, the accused
infringer usually cannot escape liability for literal
infringement merely by adding elements that are not
found in the patent claims if each element cited in
the claims is found in the product or process under
investigation.

Infringement under the Doctrine of Equivalents

Although the requirements of literal infringement may
not be satisfied, infringement may still be found under
the Doctrine of Equivalents. This doctrine is satisfied
when the product in question contains elements identi-
cal or equivalent to each claimed element of the
patented invention.[32]

To determine whether this product possesses
elements identical or equivalent to elements of the
patented product, many factors may be considered.
For example, if this product performs substantially
the same overall function in substantially the same
way, to obtain the same overall result as the claimed
product, the conclusion that the element in question
is equivalent is supported.[33] However, this is not the
only factor evaluated to analyze the doctrine of equiva-
lents. In addition, known interchangeability of the ele-
ments used in the accused product compared with the
elements of the claimed product by those skilled in the
relevant art supports the conclusion that the element of
the accused product is equivalent to the claimed pro-
duct. On the other hand, evidence of lengthy efforts
to design around the claims of the patent supports
the conclusion that the accused product is not equiva-
lent to the patented product.

The Doctrine of Equivalents has recently been
severely restricted by the Court of Appeals for the
Federal Circuit. In Festo Corp. v. Shoketsu Kinzoku

Kogyo Kabushiki Co., Ltd.[33a] the Court held that
amendments made to patent claims during prosecution
of the patent application, for reasons related to patent-
ability, foreclose the patent holder from subsequently
proving infringement using the Doctrine of Equiva-
lents. Furthermore, patent applicants that amend
claims during patent prosecution for unknown reasons
are also precluded from relying on the Doctrine of
Equivalents to prove infringement with respect to the
amended claims.

Prosecution history estoppel

The basic effect of the doctrine of equivalents is to
allow the patent owner to expand the scope of protec-
tion afforded by the literal language of the claims.
However, the doctrine of equivalents does not allow
the patent owner to expand the scope of the claims
without restriction. The ability of the patent owner
to expand the scope of the patent claims is restrained
by the prior art and also by the doctrine of prosecution
history estoppel.

The prior art limits the degree to which the claims
may be interpreted because the claimed invention can-
not be interpreted so broadly under the doctrine of
equivalents as to encompass products that were known
before the patent owner invented the claimed product.
In other words, the claims may not be interpreted as
broadly under the doctrine of equivalents as to read
on the prior art.

The doctrine of prosecution history estoppel also
limits the degree to which the claims may be inter-
preted under the doctrine of equivalents. The doctrine
of prosecution history estoppel precludes the patent
owner from interpreting the claims in a manner that
would encompass, within the claim, subject matter
that the patent owner surrendered during prosecution
of the patent application to achieve issuance of the
patent. Any subject matter that the patent owner sur-
rendered during prosecution to obtain allowance of
claims made in the application of the patent cannot
be reclaimed under the doctrine of equivalents.

The fact that the accused infringer may have devel-
oped the accused product completely independently
and without knowledge of the patent is irrelevant in the
analysis of infringement liability. An accused infringer
cannot escape liability by demonstrating that the accused
product was developed wholly through independent
research and development.

Invalidity as a Defense to Infringement

An important defense to infringement is that the
patent in question is invalid. A patent, once issued,
is presumed valid. However, occasionally patents are
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issued that are invalid for one or more reasons. The
focus of the analysis of invalidity is on the mandates
of 35 U.S.C. Sections 102 and 103, which set forth
the conditions of patentability (although challenges
under other sections can be raised as well). In parti-
cular, when a challenger presents evidence, such as
a prior art reference, which is more pertinent than
that considered by the patent examiner during the
prosecution of the patent application, the burden of
proving invalidity is more easily met.[34]

Under Section 102(a), a patent claim is invalid if
the claimed product was known or used by others in
the United States, or was patented or described in a
printed publication in the United States or a foreign
country before the product was invented by the paten-
tee.[35] To anticipate a claim under Section 102(a), the
challenger must show that the claimed product was
publicly available before it was invented by the inno-
vator, thus establishing that the patent owner was
not the first to invent the claimed invention.

According to Section 102(b), a patent claim is
anticipated, and therefore is invalid, if the claimed
invention has been patented or described in a printed
publication, or has been on sale, more than 1 year
before the effective filing date of the application from
which the patent was issued.[36] To anticipate the claim,
a single prior art reference must show each element
of the claimed invention arranged as set forth in the
claim. However, in the appropriate setting, a secondary
reference may be used to explain or demonstrate that a
primary reference anticipates a patent claim inherently.

A patent claim may also be invalidated if the chal-
lenger shows that the patent does not cite the true
inventor(s).[37] A patent must list only the names of
those individuals who contributed to at least one
element of one or more claims. If the patent includes
additional individuals who are not inventors or if the
patent fails to include one or more true inventors,
and the error in the naming of inventors occurred with
deceptive intent, the claim(s) may be invalidated.

Section 103 can be used to invalidate patent claims
even when the claimed invention is not identically dis-
closed or described for purposes of Section 102, if the
differences between the claimed invention and prior
art are such that the claimed subject matter as a whole
would have been obvious at the time the invention
was made.[38] A determination regarding validity under
Section 103 must address the following factors:[39]

1. The scope and content of the prior art;
2. Differences between the prior art and the

claimed invention;
3. The level of ordinary skill in the pertinent art;

and
4. Secondary considerations evidencing non-

obviousness.

The secondary considerations include commercial
success, long-felt need, failure of others, copying,
praise by persons in the industry, departure from
accepted principles, and widespread recognition in
the art of the invention’s significance.

Remedies for Patent Infringement

Several remedies are available for patent infringement.
The patent owner may obtain an injunction preventing
the accused infringer from continuing the unauthor-
ized practice of the claimed invention.[40] The prelimi-
nary injunction is an important remedy because it
enables the patent owner to immediately stop the
activities of the infringer without the necessity of first
obtaining a judgment of infringement through a
lengthy litigation process.

The patent owner may also obtain monetary damages
from the infringer,[41] being entitled to adequate com-
pensation for the infringement. Monetary damages
may be measured in different ways to determine the
amount that the patent owner can recover. For example,
monetary damages may be based on the profits lost
by the patent owner as a result of the infringement. In
any event, the damages for the patent owner will not
be less than a reasonable royalty for the practice of the
invention.[42]

When the infringement is shown to be willful or
intentional, the patent owner may recover an increased
monetary award of up to three times the amount of
monetary damages shown, plus attorney’s fees.[43]

Infringement Exemptions for Generic
Pharmaceutical Manufacturers under
Hatch–Waxman Provisions

The Hatch–Waxman provisions were enacted to strike
a balance between the competing interests of protect-
ing the innovation of new drugs and providing an
incentive for continued research and development of
new drugs versus providing lower cost generic alterna-
tives. To permit generic pharmaceutical manufac-
turers to begin the testing involved in obtaining FDA
approval for a generic product, the Hatch–Waxman
Act exempts the generic pharmaceutical manufacturer
from patent infringement liability for certain activities.
Under the Hatch–Waxman Act, it is not an act of
infringement for a generic pharmaceutical manufac-
turer to make, use, sell, offer for sale, or import into
the United States a patented drug if the act of doing
so is reasonably related to the development and filing
of an application for federal regulatory approval
(e.g., FDA approval).[44] This exemption from the
definition of infringement allows the generic pharma-
ceutical manufacturer to make or import and use the
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patented drug before the expiration of the patent, thus
enabling the generic pharmaceutical manufacturer to
initiate the FDA regulatory review process before the
expiration of the patent. The ability to begin these
activities before patent expiration is essential to obtain-
ing FDA approval for commercialization as of the
expiration date of the patent covering the drug. With-
out this provision, the patent owner would effectively
receive the benefit of exclusivity not only during the
patent term, but also during the regulatory review of
the ANDA.

The purpose of the Hatch–Waxman Act is not,
however, to insulate the generic pharmaceutical manu-
facturer from infringement liability to such an extent
that the generic pharmaceutical manufacturer is per-
mitted to start commercialization or even to obtain
FDA approval before the expiration of the patent.
As a corollary to the privileges granted to the generic
pharmaceutical manufacturer, the Hatch–Waxman
provision also specifies that the filing of an ANDA
for the purpose of obtaining FDA approval for com-
mercialization of a generic drug before the expiration
of the patent covering the drug constitutes an act of
infringement for which the generic pharmaceutical
manufacturer may be liable.[45]

The ANDAs that can be the subject of an infringe-
ment action under this provision include a paragraph
(iv) patent certification, that is, a certification asserting
either that the commercialization of the generic drug
for which approval is being sought will not infringe
the patent covering the innovator’s drug or that the
patent covering the drug is invalid. As noted above,
an ANDA applicant including a paragraph (iv) certifi-
cation is required by law to notify the patent owner
that such an application has been filed. Thus, the
patent owner is ensured of receiving notice of his right
to commence an infringement action under Section
271(e). If after receiving such a notice the patent owner
decides to file a lawsuit for infringement based on the
filing of an ANDA including the paragraph (iv) certifi-
cation, the owner must file the lawsuit within 45 days
of receiving the notice of the ANDA filing.[46] This
action by the patent owner stops the FDA regulatory
review of the ANDA, and approval would not be effec-
tive until 30 months after the date the patent owner
received notification of the ANDA filing.[47] The law
does give some discretion to the court to shorten or
lengthen the 30-month period, depending on the con-
duct of the parties during litigation.[48] The act also
provides exceptions to the 30-month period, depending
on the outcome of litigation. For example, if the court
finds that the patent is infringed and valid (contrary to
the ANDA certification) before the expiration of the
30-month period, ANDA approval cannot become
effective before the expiration date of the patent.[49]

This is true even if the 30-month period expires before

the patent. If, on the other hand, the court finds that
the patent is invalid or not infringed, the ANDA
approval may be made effective as of the date of the
court decision.[50]

These provisions can be summarized as follows. A
generic pharmaceutical manufacturer seeking to obtain
FDA approval for a generic drug before the expiration
of the patent covering the drug must file an ANDA
including a paragraph (iv) certification asserting that
the patent will not be infringed by the commercializa-
tion of the generic drug or that the patent is unenforce-
able or that the patent is invalid. The ANDA applicant
making this certification must also notify the patent
owner of the filing of the ANDA including this certifi-
cation and provide the details regarding the rationale
for the applicant’s belief that the patent will not be
infringed or is invalid. If the patent owner does not
challenge the veracity of the ANDA certification, the
ANDA may be approved effective immediately, and
with this approval, the ANDA applicant may proceed
with the commercialization of the generic drug. If,
however, the patent owner does file an infringement
action against the ANDA applicant within 45 days
after receiving the notification of the ANDA filing,
the ANDA may not be approved until 30 months from
the date on which the patent owner received notifi-
cation of the ANDA or the patent expires or the court
determines that the patent is invalid or not infringed.

Remedies for the innovator for infringement
based on an ANDA filing

If the court finds that an ANDA applicant has
infringed a patent by filing the ANDA with a para-
graph (iv) certification, the question remains as to what
remedy is available to the patent owner. The law
explicitly states that the patent owner may not obtain
an injunction that would prevent the generic pharma-
ceutical manufacturer from making, using, selling,
offering for sale, or importing the patented drug if
the purpose of doing so is solely for the preparation
and filing of an application for FDA approval.[51] This
provision prevents the patent owner from circumvent-
ing the provisions of the Hatch–Waxman Act that
explicitly exclude these activities from the definition
of infringement. However, an injunction can prevent
the generic pharmaceutical manufacturer from com-
mercializing the generic drug.

Monetary damages against the infringing ANDA
applicant are also an available remedy. However,
because the ANDA was not approved, commercial
use or sales on which monetary damages could be
based are highly unlikely. For the same reason, treble
damages and attorney’s fees based on willful infringe-
ment are, in reality, also unavailable. Perhaps the most
important practical remedy for the patent owner is the
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fact that FDA approval of the ANDA is blocked by an
infringement action. Without FDA approval, the gen-
eric drug cannot be commercialized, thus preserving
the patent owner’s exclusivity.

Case study: Bayer AG versus Elan Pharmaceutical
Research Corporation

The Hatch–Waxman provisions are demonstrated by
the case of Bayer AG v. Elan Pharmaceutical
Research Corporation.[52] Bayer AG and Bayer
Corporation (‘‘Bayer’’) filed an application and was
granted U.S. Patent No. 5,264,446 (the ‘446 patent)
in November 1993 covering nifedipine, a drug used
for the treatment of hypertension. The ‘446 patent cov-
ered nifedipine itself as a composition-of-matter claim,
a method for making the drug, as well as a method of
treatment using the drug. The purpose of the patent
was to provide patent coverage for a sustained-release
version of the drug. The patent contained 12 inde-
pendent claims, and each claim specified a specific
surface area (SSA) for the nifedipine crystals used in
making tablets of the drug. Specifically, the ‘446 patent
covered nifedipine crystals with an SSA of 1.0 to
4 m2/gram in admixture with a solid diluent to result
in a sustained-release formulation of the compound.

In April 1997, Elan submitted an ANDA to the
FDA seeking approval for a product they claimed
was bioequivalent to Bayer’s product containing nife-
dipine as the active ingredient. Elan’s ANDA covered
a once-daily formulation containing 30 mg of active
ingredient with an SSA of no less than 5 m2/gram.
Pursuant to federal regulations,[53] Elan sent notice of
its ANDA filing and paragraph IV certification, noting
that the nifedipine it intended to manufacture and
market did not infringe the claims of Bayer’s ‘446
patent. Bayer filed suit against Elan, claiming both lit-
eral infringement and infringement under the doctrine
of equivalents. The District Court ruled in favor of
Elan on both infringement issues, holding that Elan’s
proposed sale of a nifedipine product having an SSA
greater than that claimed in the ‘446 patent did not
constitute literal infringement and that prosecution
history estoppel prevented Bayer from contending
infringement under the doctrine of equivalents.[54]

Bayer appealed the decision of the District Court.
The United States Court of Appeals for the Federal

Circuit subsequently upheld the decision of the District
Court with respect to both issues of literal infringement
and infringement under the doctrine of equivalents.
With regard to the issue of literal infringement, the
Court of Appeals reasoned that for a product to liter-
ally infringe a patent claim, the product in question
must contain each limitation of the asserted claim. In
other words, the accused product must contain each
element of the patented composition to constitute

direct infringement of the patent. If any claimed limi-
tation is missing in the accused product, there is no
literal infringement as a matter of law. Elan presented
evidence at trial that the nifedipine crystals it intended
to use in its product had an SSA equal to or greater
than 5 m2/gram. The Court of Appeals held that since
the ‘446 patent covered only nifedipine crystals with an
SSA between 1.0 and 4.0 m2/gram, the manufacture
and sale of Elan’s nifedipine product did not constitute
literal infringement.

Bayer alternatively argued that the manufacture and
sale of Elan’s nifedipine product constituted infringe-
ment under the doctrine of equivalents. As addressed
previously, infringement under the doctrine of equiva-
lents can occur if there is not a substantial difference
between the limitations contained in the patent and
the accused product. However, one caveat of the doc-
trine of equivalents is the theory of prosecution history
estoppel under which a patentee is prevented from
claiming infringment for subject matter that was
clearly and unmistakably surrendered during pros-
ecution of the patent application. In this case, there
was clear evidence that the original application which
eventually issued as the ‘446 patent contained claims
for nifedipine with an SSA range of 0.5 to 6 m2/gram.
During prosecution of the application, the patent
examiner rejected Bayer’s claims as obvious over the
prior art. In response to the examiner’s rejection,
Bayer amended its claims to restrict the scope to only
nifedipine crystals with an SSA of 1.0 to 4 m2/gram,
claiming that crystals in this range provided unexpec-
ted and advantageous bioavailability and sustained-
release properties. Elan argued that because Bayer
had unequivocally surrendered any claims to nifedi-
pine crystals having an SSA of greater than 4 m2/gram,
Elan’s ANDA specifying crystals with an SSA of no
less than 5 m2/gram did not constitute infringement
under the doctrine of equivalents. The Court of
Appeals agreed with Elan’s argument, reasoning that
a competitor examining the entire prosecution history
of the ‘446 patent would conclude that Bayer had sur-
rendered any claim to a nifedipine drug product having
an SSA greater than 4 m2/gram. As a result, the Court
of Appeal’s held that Elan’s ANDA for generic nifedi-
pine did not infringe the claims of Bayer’s ‘446 patent
either literally or under the doctrine of equivalents.
Consequently, the lawsuit instituted by Bayer was lost,
and Elan’s ANDA proceeded to approval by the FDA.

Process Patents and the Hatch–Waxman Act

Process patents (i.e., patents claiming processes for
making a drug compound or formulation) are not
listed by the FDA in connection with approved drug
formulations. Thus, process patents are not subject to
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the patent certification requirements of ANDAs and
do not invoke the Hatch–Waxman procedures relating
to infringement outlined above. If the patent owner
learns of the generic pharmaceutical manufacturer’s
use, sale, offer for sale, or importation of the drug or
formulation prepared by the patented process, the
patent owner has an action for infringement under
the Patent Process Amendment Act, even if the process
of making the drug or formulation is conducted out-
side the United States.[55] The same is true if the generic
pharmaceutical manufacturer uses, sells, offers for sale,
or imports an intermediate useful for making the drug
that is prepared by a process claimed in a U.S. patent.
Thus, even though process patents do not invoke the
important Hatch–Waxman provisions pertaining to
infringement, the protection they provide may be
invaluable particularly if the only commercially viable
means of obtaining the drug is through the patented
process. If this is the case, the patent owner may block
the commercialization of the generic drug, not by
blocking the FDA approval process, but by blocking
the generic pharmaceutical manufacturer’s ability to
obtain the drug compound. Consequently, the protec-
tion afforded by the Patent Process Amendment Act,
if used correctly, can be an important complement to
the protection afforded by the Hatch–Waxman Act.
As noted above, there are two important caveats to the
Process Patent Amendment Act. A product imported
into the United States will not be deemed to infringe
on a valid process patent if: 1) the product is materially
changed by subsequent processes or 2) it becomes a
trivial and non-essential component of another pro-
duct. Of course, the terms ‘‘material change’’ and
‘‘trivial and non-essential’’ are vague and open to
broad interpretation. The federal courts are still
struggling with the meaning of this broad language
and with what constitutes infringement.

MOTIVATIONS FOR CHALLENGING A PATENT

Irrespective of the potential liability for patent infringe-
ment, the motivation still remains for a generic pharma-
ceutical manufacturer to challenge the patent(s) covering
a drug in an attempt to obtain FDA approval to market
a generic version of the drug before the expiration of
the innovator’s patent(s). There are several incentives
for challenging an innovator’s patent. For example,
although an issued patent is presumed to be valid,
occasionally new evidence comes to light after grant that
may invalidate one or more of the patent claims. If
the generic pharmaceutical manufacturer obtains this
evidence and discloses this to thepatent owner in the
notification required when filing an ANDA with a para-
graph (iv) certification, the patent owner may prefer to
negotiate a settlement with the generic pharmaceutical

manufacturer rather than risk the possibility of one or
more of the claims being declared invalid by the court.
Obviously, if the generic pharmaceutical manufacturer
hopes to persuade the patent owner to accept such a
compromise, the validity of the patent should be fully
investigated before filing the ANDA.

If instead of reaching a settlement with the patent
owner, the generic pharmaceutical manufacturer suc-
cessfully challenges the patent, this company has the
privilege of keeping the first generic drug on the mar-
ket and has a head-start on would-be competitors.
As a further incentive, the FDA regulations provide
an exclusivity period for the first generic drug to enter
the marketplace.[56] The generic pharmaceutical manu-
facturer that successfully challenges the patent has an
exclusivity period that extends for 180 days after either
the first commercial marketing of the generic drug or
the date of the first court decision holding the patent
invalid or not infringed.[57] During this period, no other
ANDAs for the same drug may be approved. This
period of exclusivity for the generic pharmaceutical
manufacturer, coupled with the status of being the first
generic drug on the market, can lead to the establish-
ment of a strong market position and a return on the
manufacturer’s investment in challenging the patent.

CONCLUSIONS

Growth in the pharmaceutical industry has contribu-
ted significantly to the importance of pharmaceutical
patents and the Hatch–Waxman Amendments in the
United States. The importance of these issues will
likely continue to increase as more and more foreign
pharmaceutical companies reach toward the lucrative
U.S. market for the sale of pharmaceutical products
and formulations developed abroad. In the past, most
small or midsize foreign pharmaceutical companies
have avoided the U.S. markets because of stringent
FDA regulations. As the demand for lower-cost phar-
maceutical products increases, the profitable U.S.
market can no longer be ignored. The balance between
the rights of the patent owners and the desire for lower-
cost generic alternatives to approved drugs will con-
tinue to elevate the importance of the Hatch–Waxman
Amendments and will no doubt lead to significant
debate as efforts begin for the revision of these provisions.
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Pediatric Dosing and Dosage Forms

Rosalie Sagraves
University of Illinois, Chicago, Illinois, U.S.A.

INTRODUCTION

The administration of medications to pediatric patients
is in many ways difficult because health care providers
and parents are faced with many challenges not experi-
enced, or experienced to a lesser degree, than when
medications are prescribed for and taken by adults.
First, less information is available about the use of
most medications for pediatric patients. In fact only
about 20% of drugs marketed in the United States have
labeling for pediatric use.[1] Milap Nahata, in a 1999
article on pediatric drug formulations, stated that
‘‘only five of the 80 drugs most commonly used in new-
borns, and infants are approved for pediatric use.’’[1]

Second, many drugs that are used for some pediatric
patients are not in appropriate dosage forms for use
by children. This includes even some medications
approved for use in pediatric patients. These issues
have resulted in many questions that need to be
answered about drug administration to pediatric
patients. For example, is the drug approved for use
in pediatric patients and in what age groups? If not
approved, is there scientific information that enables
us to determine whether the drug is safe and effective
for pediatric patients of various ages? If the drug is
available commercially for pediatric use, what dose
should be administered and how frequently? What
route should be used for administration, and what
dosage form selected? If the drug is not available in
an appropriate dosage form for childhood use, can it
be prepared extemporaneously? Is there stability stu-
dies, palatability tests, clinical data in children, etc. that
pertain to the extemporaneous formulation? How
should the drug be monitored for effectiveness as well
as for adverse effects? Information determined in adult
medication studies may not be applicable to pediatric
patients because of pharmacokinetic and pharmacody-
namic differences as well as differences in disease states
for which a particular drug might be used. Many ques-
tions about the use of particular drugs in various age
groups of pediatric patients can only be answered
through well-designed, randomized controlled studies
in pediatric patients who need certain medications
for particular health problems.

In 1997, the Food and Drug Administration (FDA)
proposed new regulations for how pharmaceutical

manufacturers would access safety and efficacy of
certain new drugs that could have pediatric indica-
tions.[1,2] Thereafter, the FDA and the American
Association of Pharmaceutical Scientists (AAPS) held
a conference with academicians, pharmaceutical
industry representatives, and U.S. Pharmacopeia
(USP) representatives to discuss these proposed FDA
regulations.

The FDA Modernization Act (FDAMA) of 1997
contains within it financial incentives for the develop-
ment and marketing of drugs that could be used for
pediatric patients.[3] Some of these incentives include
an extension of 6 months on market exclusivity and
waiving fees for supplemental applications needed for
receiving the approval of drugs for pediatric use that
are already approved for adult use. In addition, the
FDA published a list of drugs approved in adults for
which additional pediatric data may produce health
benefits for pediatric patients.[4] For drugs on this list,
FDA may ask a pharmaceutical manufacturer why it
has not sought approval of a particular drug for pedi-
atric use. So far there has not been much advancement
in this area. This may be due to the wait for final
approval of FDAMA.

Various medical and pharmacy organizations have
worked hard throughout the years in their efforts to
better educate children, parents, educators, and health
care providers about the medications and their appro-
priate use. Indeed, individuals who help care for
children may not be adequately trained to educate
children about medications that they need to use.
Therefore in June 2000, the USP started the develop-
ment of three target initiatives: principles for educating
children about their medications, guidelines for devel-
oping and evaluating information for children, and
developing specific curricular information in a modu-
lar format.[5] The USP position about educating
children about medications may be found on their
website (www.usp.org). The following information
pieces have been developed by the USP:[5]

� Guide to Developing and Evaluating Medicine
Education Programs and Materials for Children
and Adolescents (joint publication of the American
Health Association and USP)

� A Kid’s Guide to Asking Questions about Medicines
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� Teaching Kids about Medicines
� Talking to Children about Their Medicines (pam-

phlet developed jointly by Pfizer and USP to be dis-
seminated to pediatricians and children’s families)

� An Annotated Bibliography of Research and
Programs Relating to Children and Medications

The USP has started working with the National
Center for Health Education in New York to develop
educational materials that can help school systems
nationwide to know more about medications that
students may need to take. The USP also adopted
the following resolution to address the work that
needs to be done in the area of health education:[5]

Facilitate and contribute to the development of a

rational school medicines policy, including guidelines
for student, faculty, and staff medicine education, for
acquisition, transport, storage, administration, use,

and disposal of medicines; for protection of privacy;
and for record-keeping in primary and secondary
schools. Initiatives should be undertaken in collabor-

ation with appropriate partners.

The USP has been working with the National Insti-
tute of Child Health and Human Development
(NICHD) to develop a list of drugs for which more
pediatric information is needed to insure proper use
in children. The USP is also evaluating similarities
and differences among neonates, children, and adults
that may affect medication dosing and which might
help in the appropriate labeling of medicines for pedi-
atric use. The USP is reviewing the literature and
developing tables for drugs, using evidence-based
information. USP members can find this information
by contacting Joyce Weaver (jpw@usp.org).

This overview of pediatric dosing and dosage forms
covers issues that peditric health care providers face

daily,such as age-related drug pharmacokinetic and
pharmacodynamic changes that occur secondarily to
physiologic changes in maturing neonates, infants,
children, and adolescents that can affect drug absorp-
tion from various routes of administration as well as
drug distribution, metabolism, and elimination. To be
more knowledgeable about pharmacokinetic changes,
therapeutic drug monitoring (TDM) must be under-
taken for drugs with narrow therapeutic indexes and
for those for which pharmacodynamic data (i.e., phar-
macologic response that correlates to the drug con-
centration at the receptor site) correlates with
pharmacokinetic information. Also addressed will be
drug administration by various routes including intra-
venous (i.v.), oral (p.o.), intramuscular (i.m.), subcuta-
neous (s.c.), percutaneous, rectal, otic, nasal,
ophthalmic, and inhalation. Another issue discussed
is product selection for pediatric patients.

To better understand changes in drug disposition,
the pediatric population needs to be categorized into
various groups (Table 1) because children vary mark-
edly in their absorption, distribution, metabolism,
and elimination of medications. This occurs because
neonates, infants, children, adolescents, and adults
have different body compositions (i.e., as to their per-
centages of body water and fat) and have their body
organs in different stages of development.

PEDIATRIC PHARMACOKINETICS
AND PHARMACODYNAMICS

Effect of Developmental Physiologic
Changes on Pharmacokinetics and
Pharmacodynamics of Drugs

Rational pediatric pharmacotherapy is primarily based
on the knowledge about a particular drug, including its

Table 1 Pediatric age groups terminology

Terms Definition

Gestational age Time from the mother’s last menstrual period to the time the baby is born;
at birth, a Dubowitz score in weeks gestational age is assigned, based

on the physical examination of the newborn

Postnatal age Age since birth

Postconceptional age Age since conception, i.e., gestational plus postnatal age

Neonate First 4 weeks or first month of life

Premature neonates Born at less than 37-weeks gestation

Fullterm neonates Born between 37- and 42-weeks gestation

Postterm neonates Born after 42-weeks gestation

Infant 1 month to 1 year of age

Child 1–12 years of age

Adolescent 12–18 years of age
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pharmacokinetics and pharmacodynamics, that may
be modified by physiologic maturation of the child
from birth through adolescence. Physiologic changes
that occur can affect drug absorption, distribution,
metabolism, and elimination. The most dramatic
changes occur during the neonatal period.

Oral Absorption

Drug absorption from the gastrointestinal (GI) tract is
dependent on patient factors, physicochemical pro-
perties of the orally administered drug, and the drug
formulation. Patient factors that affect GI absorption
include absorptive surface area, maturation of the
mucosal membrane, gastric and duodenal pH, gastric
emptying time, GI motility, enzyme activity, bacterial
colonization of the GI tract, and dietary intake, includ-
ing the specific gastric content status at the time when a
medication is ingested.[6–8] Patient factors are influ-
enced by rapid maturational changes that occur
throughout early childhood, but which occur primarily
during the first few months of life.

Most drugs are absorbed across the GI tract by
passive diffusion, but a variety of drug physico-
chemical factors influence the extent of absorption.
These factors include molecular weight, lipid solubility,
ionization as well as disintegration and dissolution
rates.[7] In addition, drug absorption may be dependent
on the dosage form selected (e.g., a liquid, a tablet that
may need to be crushed, or a sustained-release pro-
duct), and the particular brand selected. For timed-
release preparations, the release characteristics must
also be taken into consideration.

Gastric pH

When examining patient-specific factors such as gastric
pH, which affect oral absorption, it should be noted that
infants born vaginally who are at least 32-weeks ges-
tation, usually have gastric pHs between 6 and 8 at
birth.[7,8] Gastric pH then falls rapidly within a few
hours after delivery to a pH of less than 3.[7,8] The initial
gastric pH is alkaline compared to that of adults and
results from the presence of amniotic fluid in the infant’s
stomach.[9,10] Thereafter, gastric pH remains acidic until
approximately day 10, then a nadir in acid production
occurs between days 10 and 30 of life. Then gastric acid
production begins to increase, but gastric pH and maxi-
mal gastric output may not mirror that of adults on
a per kilogram basis until after the neonatal period.[7]

Gastric emptying and gastrointestinal motility

Gastric emptying time in neonates, especially those less
than 24 h of age, may be variable.[7] It may not reach

adult levels until 6–8 months of age and may be asso-
ciated with diet.[11,12] Gastrointestinal transit time may
be prolonged and peristaltic activity unpredictable in
young infants;[8,13] both appear affected by the feed-
ing.[13] Lebenthal and colleagues noted that breast-fed
infants, older than 45 days of age, had gastric transit
times longer than 10 h while formula-fed infants had
transit times less than 10 h.[14] It should also be noted
that young infants have a propensity to reflux their
gastric contents because of GI immaturity. All these
factors affect the extent to which a drug may be
absorbed.

Enzyme activity and microflora
in the gastrointestinal tract

Pancreatic enzyme activity may be low at birth, but
enzymes such as amylase, lipase, and trypsin develop
to adult levels within the first year of life.[15] Premature
infants appear to have lower amylase levels than do
full-term infants. Low concentrations of pancreatic
enzymes may be the reason why newborns have a
decreased ability to cleave prodrug esters such as chlor-
amphenicol palmitate.[7] Lipid-soluble drugs may not
be well absorbed by neonates because of low lipase
concentrations and bile acid pool.[8]

More information is needed about the microflora of
the GI tract and its effect on drug absorption. In
addition, theeffects of various diets and antibiotic use
can alter the microflora of the GI tract.[7]

Absorptive surface area

The surface area of the small intestine in young infants
is proportionately greater than in adults. This physio-
logic difference may allow for increased drug absorp-
tion from the GI tract.

Intramuscular Absorption

When a child is unable to take a medication orally or
the drug is unavailable for oral use, there may be a
need to administer a drug parenterally by either the
i.v. or i.m. route. Of these, the latter may be less desir-
able because of pain, irritation, and decreased drug
delivery as compared to i.v. administration. Drug
absorption after i.m. administration depends on vari-
ous physicochemical and patient factors. Physico-
chemical factors to be considered include lipid or
water solubility, drug concentration, and surface area.
When addressing drug solubility, it should be noted
that lipophilic drugs readily diffuse through the capil-
lary walls of endothelial cells whereas water-soluble
drugs diffuse at fairly rapid rates from interstitial
fluid to plasma via pores in capillary membranes.[16]

Pediatric Dosing and Dosage Forms 2631



P
artition–P

ellet

A lipid-soluble drug may be more rapidly absorbed
i.m., but a water-soluble drug may be more desirable
because the drug must be stable in an aqueous solution
until administered. After administration, the drug must
then be water soluble at physiologic pH until absorp-
tion occurs.[16]

Drug absorption may be dependent on concen-
tration, but available data do not allow us to determine
whether an increased or decreased drug concentration
results in better absorption. An increase in the osmo-
lality of a pharmaceutical preparation secondary to
the addition of another substance such as an excipient
may decrease or slow down i.m. adsorption.[16] Absorp-
tion occurs more rapidly when diffusion involves a large
area of muscle or the drug spreads over a large muscle
mass. The massaging of an injection site after i.m.
administration increases the rate of absorption.[16]

A physiologic determination of i.m. drug absorption
is dependent on the adequacy of blood flow to muscle
groups used for drug administration. Absorption rates
differ at injection sites because blood flow varies
among different muscle groups. For example, the
absorption of a drug-administered i.m. in the deltoid
muscle is faster than from the vastus lateralis that, in
turn, is more rapid than from the gluteus.[16,17] This
occurs because blood flow to the deltoid muscle is
7% higher than to vastus lateralis and 17% higher than
to gluteal muscle groups.[18] Physiologic conditions
that reduce blood flow to a muscle group may
adversely alter the rate and/or extent of a drug-
administered i.m. Decreased perfusion or hemostatic
decompensation, frequently observed in ill neonates
and young infants, may reduce i.m. drug absorption.
Drug absorption may be adversely affected in neonates
who receive a skeletal muscle-paralyzing agent such as
pancuronium[16] because of decreased muscle contrac-
tion. A small muscle mass in neonates and young
infants may also reduce the ability of a drug to be
adequately absorbed.

The injection technique used may alter i.m. absorp-
tion. This was noted when needles of different lengths
were used. The use of a longer needle (38 vs. 31 mm,
11=2 vs. 1 1=4 in.) for i.m. administration in adult patients
resulted in higher diazepam serum concentrations.[18]

This probably occurred because the drug administered
with the shorter needle was actually administered s.c.
rather than i.m.

Some drugs are absorbed more slowly after i.m.
than oral administration; examples include diazepam,
digoxin, and phenytoin. This probably occurs because
these drugs require a mixture of alcohol, propylene gly-
col, and water for solubility, and they are insoluble in
the muscle after i.m. administration.[18]

Complications associated with i.m. administration
include nerve injury, muscle contracture, and abscess
formation.[19] Less common problems include

intramuscular hemorrhage, cellulitis, skin pigmen-
tation, tissue necrosis, muscle atrophy, gangrene, and
cyst or scar formation. In addition, injury may occur
from broken needles and inadvertent injection into a
joint or vein.[19]

Subcutaneous Absorption

The s.c. route is used for the administration of drugs
such as insulin that require slow absorption. Injection
technique and patient factors, such as fluid status
and physical build, are important.[18] Exercise, ele-
vation or warming of the injection site, or inadver-
tently administrating a drug i.m. rather than s.c. can
increase absorption and be dangerous in some situa-
tions, such as hypoglycemia occurring in a diabetic
patient from excessive insulin absorption.[18] Adverse
effects that can occur secondarily to s.c. administration
include tissue ischemia, sterile and non-sterile abscesses,
lipodystrophy, cysts, and granulomatous formation.

Intraosseous Drug Absorption

If an i.v. line cannot be placed, the intraosseous drug
administration route can be used for pediatric patients
during, for example, cardiopulmonary resuscitation
(CPR) because drug delivery by this route is similar
to that for i.v. administration.[20] If drug or fluid
deliver by this route is sluggish, a saline flush can be
used to clear the needle. Intraosseous administration
is used to deliver medications such as epinephrine,
atropine, sodium bicarbonate, dopamine, diazepam,
isoproterenol, phenytoin, phenobarbital, dexametha-
sone, and various antibiotics.[20]

Percutaneous or Transdermal Absorption

The percutaneous (transdermal or topical) route for
systemic drug delivery is used infrequently for pediatric
patients. Medications are typically applied to the skin
for their local effect. In the future, this route may be
used more frequently for systemic effects as more
transdermal systems are developed for drug delivery.

The percutaneous absorption or the transdermal
delivery of a drug occurs in the following manner.
Initially a topically applied drug is absorbed into the
stratum corneum and diffuses through that layer of
skin into the epidermis and then into the dermis where
drug molecules reach capillaries and enter the circula-
tory system. Diffusion through the stratum corneum
is the rate-determining step unless skin perfusion is
decreased. If the latter case, diffusion is controlled by
the transfer of drug molecules into capillaries rather
than by the diffusion process previously explained.
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Percutaneous or transdermal absorption[21,22] is
affected by

� Patient age
� Application site
� State of hydration of the stratum corneum
� Thickness and intactness of the stratum corneum
� Physical characteristics of the solute
� Physical characteristics of the vehicle or solvent

Drug diffusion may be explained by Eq. (1):

J ¼ Km � Dm � Cs

‘
ð1Þ

where J is flux, Km is the partition coefficient, Dm is the
diffusion constant under specific conditions such as
temperature and hydration, Cs is the concentration
gradient, and ‘ is the length or thickness of stratum
corneum.[21]

Lipid-soluble drugs are better absorbed into the
stratum corneum than are water-soluble drugs, but
the latter do not easily traverse the stratum corneum.
Thus, lipid-soluble drugs are more likely to be stored
in the stratum corneum, whereas water-soluble drugs
are more likely to diffuse across the stratum corneum
to the epidermis and dermis.[21]

Patient age

Drug absorption transdermally is not appreciably
different in various age groups of patients except for
neonates less than 32-week gestation at birth.[23] Drug
absorption is increased in premature neonates, because
the stratum corneum is not completely formed at birth.
An example of increased drug absorption occurred in
two premature neonates who were repeatedly washed
with 3% hexachlorophene and developed encephalopa-
thy secondary to drug absorption.[21] The absorption
of the corticosteroid betamethasone valerate after top-
ical application in children resulted in hypothalamus–
pituitary–adrenal axis suppression. Children may have
increased drug absorption from the percutaneous
application of drugs not because of higher absorption
rate but because of a greater topical application or a
larger dose per kilogram. Examples of deaths in chil-
dren from percutaneous drug absorption include those
caused by salicylic acid and phenol absorption.[21] Tox-
icity has also been noted with the topical application of
iodine and alcohol-containing products.[23]

Application site

The ability of a drug to be absorbed transdermally
depends on the thickness of the stratum corneum.

For example, absorption occurs more readily through
abdominal skin than through skin on the plantar sur-
face of the foot. Topical absorption may be enhanced
from a particular site by the application of an occlusive
dressing.

Status of the stratum corneum

Percutaneous absorption of a drug is enhanced by the
hydration of the stratum corneum. Such hydration
affects the absorption of hydrophilic drugs more than
lipophilic drugs. Drugs will penetrate damaged skin
more than intact skin. Skin damaged because of dry-
ness will allow for increased drug penetration through
areas where the skin is cracked or broken.

Solute

The penetration of the solute (or drug) depends on its
polarity and on the polarity of the delivery vehicle.

Vehicle or solvent

Drug-delivery vehicles typically used for topical appli-
cation include lotions, ointments, creams, emulsions,
and gels. Substances such as emulsifiers may be added
to the drug and vehicle to improve the texture of an
emulsion, a stabilizer to preserve drug stability, the
vehicle, or both, a thickening agent to increase
viscosity, or a humectant to draw moisture into the
skin.[21] It is particularly important to consider the
vehicle and other additives when selecting a topical
drug preparation for a neonate, especially when
premature, because of the greater possibility of absorp-
tion of not only the drug but also other product ingre-
dients. Toxic reactions have occurred in neonates from
ingredients considered ‘‘inactive.’’

Transdermal Drug-Delivery Systems

Drugs chosen for delivery via a transdermal drug-
delivery system must adequately penetrate the skin in
such a way that the system determines the delivery rate
that should be fairly constant.[21] In addition, the drug
must not irritate or sensitize the skin. It is hoped that in
the future more drugs will be developed for transder-
mal delivery. This could become an alternative route
for drug delivery to children who have difficulty with
oral administration.

Endotracheal Absorption

The endotracheal (ET) route has been used to admin-
ister medications during CPR when other routes, such
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as the i.v. route, are unavailable. It provides rapid
access as well as rapid drug absorption and distri-
bution.[24] Some studies have shown that the time to
reach peak absorption is similar to that for the i.v.
route, but serum concentrations achieved were 10–33%
of that achieved with i.v. administration, resulting in a
weaker response. A depot effect has also been demon-
strated for drugs such as epinephrine. Work needs to
be done to determine the optimal dose by this route,
drug-delivery vehicle, and the most effective delivery
technique.

Rectal Absorption

The rectal route is used for local and systemic therapy
for the following reasons:[25]

� Nausea or vomiting
� Rejection of oral education because of its taste,

texture, etc
� Upper GI disease that might affect absorption
� Medication absorption affected by food or gastric

emptying
� Medication is readily decomposed in gastric fluid

but may be stable in rectal fluid
� First-pass effect of high-clearance drug may be

partially avoided

Absorption from the rectum depends on various
physiological factors such as surface area, blood
supply, pH, fluid volume, and possible metabolism by
microorganisms in the rectum. The rectum is perfused
by the inferior and middle rectal arteries, whereas the
superior, the middle, and the inferior rectal veins drain
the rectum.[25] The latter two are directly connected to
the systemic circulation; the superior rectal vein drains
into the portal system. Drugs absorbed from the lower
rectum are carried directly into the systemic circu-
lation, whereas drugs absorbed from the upper rectum
are subjected to hepatic first-pass effect.[25] Therefore, a
high-clearance drug should be more bioavailable after
rectal than oral administration. The volume of fluid in
the rectum, the pH of that fluid, and the presence of
stool in the rectal vault may affect drug absorption.
Because the fluid volume is usually low compared to
that in other areas of the GI tract, a drug may not
be completely soluble. In addition, a variety of organ-
isms colonize the rectum, and it is debated whether
these organisms are involved in drug metabolism.[25]

Absorption is also influenced by the dosage form used.
For example, drugs are rapidly absorbed rectally from
aqueous or alcoholic solutions, whereas absorption
from a suppository depends on its base, the presence
of a surfactant, particle size of the active ingredient(s),
and drug concentration.[25] The following problems

may be associated with the rectal route for drug
administration:[25]

� Decreased absorption secondary to defecation of
the rectally administered pharmaceutical product

� Less absorption rectally than orally because the
absorbing surface area of the rectum is smaller

� Dissolution problems for rectally administered
medications because of lower fluid volume in the
rectum than in the stomach, duodenum, etc

� Microorganisms in rectum may cause degradation
of some medications

� Patient or parent acceptance.

Distribution

A drug is distributed by moving from a patient’s
systemic circulation to various compartments, tissues,
and cells. Distribution depends on patient factors,
drug physiochemical properties, and the route of drug
administration. Patient factors that influence drug
distribution or the volume of drug distribution (Vd)
include body composition, perfusion, protein- and
tissue-binding characteristics, and permeability.[7,8]

Many of these characteristics are age dependent. Drug
physiochemical properties that may influence distri-
bution include molecular weight, pKa, and partition
coefficient.

Differences in body composition

Age-related changes in body composition can alter the
Vd of a drug. At birth, 85% of the weight of a prema-
ture infant may be water, compared to approximately
75% as total body water (TBW) in a full-term infant.[13]

Neonates have the highest percentage of extracellular
water (65% of TBW in premature infants as compared
to 35–44% in full-term neonates and 20% in adults).
The intracellular water (ICW) is more stable through-
out life (i.e., 25% in premature neonates, 33% in
full-term neonates, and 40% in adults).[7] An infant’s
percentage of TBW approaches that of an adult male
by 1 year of age (60% TBW); it reaches the same about
the time of puberty or 12 years of age.[8] Women have a
lower percentage of TBW (50%) than men do because
they have a higher concentration of body fat. Thus,
neonates, because of their high TBW, have a higher
Vd for water-soluble drugs such as aminoglycosides
than older children or adults. For example, the Vd for
an aminoglycoside such as gentamicin approximates
that of extracellular cellular fluid volume, 0.5–1.2 L/
kg for a neonate, but only 0.2–0.3 L/kg for an older
child or an adult.[8]

Adipose tissue increases from as little as 0.5% in a
premature infant to approximately 16% of body weight
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for a full-term infant.[26,27] Boys experiene a spurt in
body fat between the ages of 5 and 10 years, and then
a gradual decrease in fat content until about 17 years
of age; girls usually have a rapid increase in adipose
tissue at puberty.[9] Thus, one would expect neonates
and young infants to have a decreased Vd for lipid-
soluble drugs. This has been noted for diazepam in
neonates who have exhibited an apparent Vd of
1.4–1.8 L/kg compared to 2.2–2.6 L/kg in adults.[28]

Protein binding

Neonates have lower concentrations of various plasma
proteins (e.g., albumin concentrations about 80% of
those in adults) for drug binding, but the albumin
present may also have a lower affinity for binding
drugs than noted for adults who are receiving the same
medications. This lower affinity for binding drugs may
result in a competition for various albumin-binding
sites with substances such as bilirubin. Plasma protein
binding noted in adults is usually achieved in children
by the age of 1 year.[13]

In neonates drugs such as various penicillins, pheno-
barbital, phenytoin, and theophylline have lower
protein-binding affinity than in adults. This may
increase the concentration of free or pharmacological
active drug in neonates, and may also change the
apparent volume of distribution. Thus, neonates may
require different doses on a mg/kg basis compared to
that for adults for these drugs to achieve appropriate
therapeutic serum concentrations.

In addition to binding to plasma proteins in the
neonate, some drugs such as sulfonamides may dis-
place plasma bilirubin from binding sites. This may
increase an infant’s risk for developing kernicterus.
The significance of drugs displacing bilirubin is contro-
versial because bilirubin may have a greater affinity for
albumin than drugs have.[29]

Tissue binding

The binding of drugs to various body tissues appears
to vary with age; for example, digoxin binding to
erythrocytes is higher in neonates than in adults. This
may be due to the increased number of binding sties
on neonatal erythrocytes.[30]

Drug penetration into the central nervous system

A drug is more likely to cross into the central nervous
system (CNS) of a neonate rather than an older child
or an adult. This most likely occurs because its CNS
is less mature and the blood–brain barrier is less
formed. This is an important consideration when
antimicrobial therapy is needed for the treatment of
bacterial meningitis or anticonvulsant for seizures.

Metabolism

Although drug metabolism can occur in various body
organs including the lungs, GI tract, liver, and kidneys
as well as in the blood, the liver is the primary organ for
metabolism. Most drugs are metabolized from lipid-
soluble parent compounds to more polar, less lipophilic
metabolites that are more readily eliminated renally.[9]

Hepatic metabolism

Most drug metabolism occurs in the liver by phase I or
phase II metabolic processes. Phase I reactions prim-
arily biotransform an active drug to a more water-
soluble compound that typically is inactive or has less
activity than the parent compound. Oxidation,
reduction, hydralysis, and hydroxylation are examples
of phase I reactions[6,8,16] Oxidation is primarily cata-
lyzed by the cytochrome (CYP) P450 system that has
a multitude of isozymes (at least 13 primary enzymes)
with a multitude of isozymes of specific gene families.[6]

It appears that isozymes CYP450 1A2, 2D6, 2C19, and
3A3/4 are involved in drug metabolism in humans.[6]

Oxidizing enzyme systems appear to mature after birth
so that by the age of 6 months, activity is similar to or
even exceeds adult levels. More information about
drugs affected by phase I reactions may be found in.[6]

Phase II reactions (glucuronidation, sulfation,
acetylation, and glutathione conjugation) usually
involve the conjugation of active drugs with endogen-
ous molecules to form metabolites that are more water
soluble;[16] glucuronidation is the most thoroughly
studied reaction. It is postulated that maternal gluco-
corticoids inhibit the development of glucuronyltrans-
ferase, the enzyme involved in glucuronidation in
utero. After birth this metabolic system matures rap-
idly and reaches adult levels by the age of 2 years.[29]

Sulfate conjugation appears to be fully developed
immediately prior to or at the time of birth. Infants
and young children readily sulfate acetaminophen; in
adults the major metabolic route is glucuronidation.[31]

Little is known about acetylation in neonates or
infants. It is believed that neonates have an extremely
low capacity for acetylation at birth, but this pathway
matures at approximately 20 days of age.[29]

Theophylline is an example of a drug that is readily
metabolized in neonates by N-methylation to caffeine
(process not relevant clinically in older infants, chil-
dren, and adults). It is also a compound that has phar-
macologic activity versus apnea (like theophylline), but
which may have toxicity when it is not readily metabo-
lized by the liver, and its elimination is slowed by
immature kidneys.[6]

Neonates require close monitoring if their mothers
received enzyme inducers such as phenytoin, pheno-
barbital, carbamazepine, or rifampin during pregnancy
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or if they need one of these drugs themselves.[16] Examples
of drugs that inhibit the metabolism of other medications
include cimetidine, erythromycin, and ketoconazole.[16]

Renal Elimination

The kidneys are the major route for drug elimination,
especially for water-soluble compounds or the metabo-
lites of lipid-soluble drugs. Renal drug elimination is
dependent on renal blood flow, glomerular filtration,
and tubular secretion and reabsorption. These func-
tions appear to mature at different rates in the neonate
and infant. Full-term infants achieve renal blood flow
similar to that of adults by the age of 5–12 months;
glomerular filtration approaches adult values by the
age of 3–5 months.[6] Premature neonates exhibit lower
rates for glomerular filtration at birth than do full-term
neonates, and more time is required of them postna-
tally to develop filtration ability.[32] This is probably
due to their lack of as many functional nephrons at
birth. Tubular function is less mature in the neonate
at birth than is glomerular filtration, and it matures
at a slower rate. Tubular function begins to approach
adult values by 7 months of age. Renal function is
equal to that of adults by 1 year of age.

Aminoglycosides (e.g., gentamicin, tobramycin,
amikacin) and digoxin are drugs whose eliminations
are affected by renal maturation. The renal elimination
of aminoglycosides in neonates and young infants par-
allels the maturation of glomerular function and corre-
lates with creatinine clearance.[33] The renal elimination
of digoxin parallels kidney maturation. Dosage adjust-
ment for this drug is necessary as renal function matures
in neonates and young infants. In addition, older infants
and children require higher mg/kg doses of digoxin than
do adults to achieve the same serum concentrations. This
may be due to decreased digoxin absorption or increased
renal elimination.[8]

THERAPEUTIC DRUG MONITORING

Therapeutic drug monitoring should encompass the
entire drug-use process including drug selection, pro-
duct selection, administration route, patient age,
appropriate dosing on a mg/kg or mg/m2 basis, and
monitoring serum concentrations when appropriate
and observing the patient for optimal drug effect(s)
and possible adverse drug events.

Important Differences in Pediatric Serum
Drug Concentrations

For many drugs, especially for those with narrow
therapeutic indexes, serum concentration ranges have

been determined that correlate to minimum and
maximum therapeutic effects as well as to the develop-
ment of toxicity. Therapeutic serum concentration
ranges for various drugs have been developed for
adults, and these data have been applied to pediatric
patients including neonates. Such data may be appro-
priate to monitor drug therapy in children, but
possibly not in children of all ages or possibly not in
children at all. For example, Painter et al.[34] noted
that neonates need higher serum phenobarbital con-
centrations than do older children and adults to
terminate seizures. Gilman et al.[35] observed that
higher phenobarbital loading doses were needed to
achieve serum concentrations in neonates that would
reduce the occurrence of seizures. Thus, there may be
a need for different serum concentration ranges for
various drugs needed by different age groups of
patients for a similar pharmacodynamic or therapeutic
outcome.

Free serum concentrations, rather than total con-
centrations, of some drugs such as phenytoin may need
to be monitored in some patients, including neonates,
who have low serum albumin. Gilman has advocated
the possibility of using individualized dosing and serum
concentration range for pediatric patients because
children, especially neonates, have rapidly maturing
functions of various organs and changes in albumin
for drug binding.[36]

Serum concentration monitoring of various drugs
administered to pediatric patients may appropriately
give information about the drug but not its metabo-
lites. This may be a problem when children metabolize
specific drugs differently than adults with resulting
differences in metabolite concentrations or the pres-
ence of different metabolites. This has been noted
when premature infants have been administered theo-
phylline for central apnea. A major metabolite of theo-
phylline in neonates is caffeine, although only small
concentrations of this metabolite are noted in older
children and adults.[37,38] Caffeine is effective in treat-
ing apnea, and thus may add to the effectiveness of
theophylline. This may help explain why lower theo-
phylline serum concentrations may be needed for
apnea rather than asthma. In addition, the presence
of the 4-en metabolite of valproic acid noted in the
serum of infants and young children, but not adults,
receiving this medication for seizures may be respon-
sible for the hepatoxicity of this drug in young pedi-
atric patients.[36,39]

Serum Drug Concentrations

Because of the cost associated with therapeutic drug
monitoring, serum drug concentrations must be
drawn appropriately to provide useful information.
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Drugs typically followed pharmacokinetically are those
with narrow therapeutic indexes for which there is an
association between pharmacokinetic and pharmaco-
dynamic data or toxicity. For many drugs, especially
for those administered orally, the determination of
trough concentrations (serum concentrations obtained
prior to administration) may be most appropriate. This
eliminates differences in absorption rates that could
influence peak concentrations (e.g., orally administered
phenobarbital, phenytoin, carbamazepine, or valproic
acid). Trough concentrations may be important for
drugs such as digoxin that take time to distribute to
tissue receptors in such a way that serum concentrations
reflect pharmacodynamic effects. Peak concentrations
are best used for determining toxicity and therapeutic
effects of drugs with short half-lives.

Table 2 gives therapeutic serum concentrations and
pharmacokinetic information for some drugs adminis-
tered to pediatric patients.

Technical Factors

Sample size and timing of blood drawing forserum
concentration determination

Because of the small blood volume and the small size
of veins, it is technically difficult to draw blood from
neonates, infants, and young children for therapeutic
drug monitoring, and it is therefore important to deter-
mine the best drawing schedule. For example, when are
peak and trough data needed compared to trough data
only? For anticonvulsants administered orally or i.v.,
trough concentrations are needed, whereas for amino-
glycosides it may be important to obtain both peaks
and troughs.

DOSING REGIMENS

Drugs for pediatric patients should be dosed on a mg/
kg or a mg/m2 basis using information available for
the patient’s age group. In addition, the patient’s renal
and hepatic functions must be considered. The route
for administration must be determined based on the
severity of the illness, the availability of the medication
for a particular route of administration, and whether
the patient is able to take a medication orally.

The Bibliography succeeding the References at the
end of this chapter contains a list of handbooks and
other references that are useful sources of dosing infor-
mation for neonatal and/or pediatric pediatrics. In
addition, drug information centers in pediatric hospi-
tals or university settings are another excellent resource
for pediatric drug information.

EXCIPIENTS OR ADDITIVES
IN MEDICATIONS

Pharmaceutical products may contain, in addition to
the active or therapeutic agent(s), a variety of other
ingredients that are termed inactive or inert that are
categorized as excipients or additives (flavorings,
sweeteners, preservatives, stabilizers, diluents, lubri-
cants, etc.). The words inert or inactive are misnomers
for some excipients because some have been shown to
cause adverse effects. Neonates and young children are
at risk for such adverse effects, because they may not
be able to metabolize or eliminate an ingredient in a
pharmaceutical product in the same manner as an
adult. In addition, patients of various ages have experienced
allergic reactions to excipients such as tartrazine dyes.

Benzyl alcohol is a preservative that may be present
in multidose vials of bacteriostatic sodium chloride
and bacteriostatic water for injection and pharmaceu-
ticals available in multidose vials for parenteral use.
An association between the presence of benzyl alcohol
in solutions used for flushing intravascular catheters
and to reconstitute medications and a gasping syn-
drome and deaths in neonates was first reported in
the early 1980s.[40,41] The neonates also displayed clini-
cal findings such as an elevated anion gap, metabolic
acidosis, CNS depression, seizures, respiratory failure,
renal and hepatic failures, cardiovascular collapse,
and death. Those at highest risk were premature
infants who weighted less than 1250 g at birth.[40–42]

In a study by Benda et al., premature neonates who
survived benzyl alcohol administration were compared
to neonates born after the use of benzyl alcohol-con-
taining flush solutions was discontinued.[43] They noted
that survivors had a higher incidence of cerebral palsy
(50%) compared to infants who did not receive benzyl
alcohol flushes (2.4%) (P < 0.001). In addition, the
incidence of cerebral palsy and developmental delay
was 53.9 versus 11.9% in the two populations
(P < 0.001). The cause is probably associated with
benzyl alcohol use and the inability of neonates,
especially those who are premature, to adequately
metabolize benzyl alcohol.[44] The American Academy
of Pediatrics,[45] the Centers for Disease Control,[46]

and the FDA[47] recommend that the administration
of products containing benzyl alcohol be avoided in
infants. Preservative-free i.v. flush solutions are recom-
mended.[45–47]

Initially, it was believed that benzyl alcohol was
only toxic in neonates who received doses greater than
99 mg/kg,[42] but it has been suggested that lower doses
may be toxic, resulting in kernicterus and intraventric-
ular hemorrhages.[48,49] Therefore, pharmaceutical pre-
parations and fluids containing benzyl alcohol should
be avoided in premature neonates.
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Benzoic acid and sodium benzoate are added in low
concentrations to various pharmaceutical preparations
as bacteriostatic and fungistatic agents. Hypersensitiv-
ity reactions to benzoates have occurred when adminis-
tered to allergic patients, such as those with asthma,
those who do not tolerate aspirin, and those with a his-
tory of urticaria.[44] Hyperbilirubinemia and systemic
effects attributed to benzyl alcohol may occur in
premature neonates because benzyl alcohol is metabo-
lized to benzoic acid.[44]

Propylene glycol is found as a solvent in some i.v.
multiple vitamin preparations and a variety of pharma-
ceutical preparations for parenteral administration
including phenytoin, digoxin, and diazepam. MacDonald
et al.[50] noted that neonates who received MVI-12
(propylene glycol dose of approximately 3 g/day) ver-
sus those who received MVI concentrate (propylene
glycol dose of approximately 300 mg/day) had a
significant increase in seizures. In addition, infants in
the first group suffered from hyperbilirubinemia and
renal failure. (Although MVI concentrate is no longer
on the market in the United States, it was used in the
early 1980s.)

Serum hyperosmolality has been reported in infants
who received vitamin preparations,[51] and in burn
patients due to the topical absorption of propylene
glycol-containing products.[52,53] In addition, burn
patients have experienced metabolic acidosis with a
high anion gap, decreased ionized calcium concentra-
tions, acute renal failure, and death from topical pro-
pylene glycol absorption.[44,54] Problems associated
with the oral ingestion of propylene glycol-containing
products by children include CNS depression, seizures,
and cardiac dysrhythmias.[55] Hypotension, cardiac
dysrhythmias, respiratory depression, and seizures
have occurred after the rapid administration of pheny-
toin that may be associated with the propylene glycol.[56]

The American Academy of Pediatrics Committee on
Drugs recommends that medications intended for
pediatric use be ethanol free.[57] If, because of stability
or solubility problems with the active ingredients(s),
liquid medications need ethanol as an ingredient, but
they should not contain more than 5% v/v ethanol.[57]

The Academy also recommends that the ingestion of a
single dose of an ethanol-containing product by a pedi-
atric patient should not result in blood ethanol concen-
trations greater than 25 mg/100 mL, the volume of a
packaged liquid medication should be of a minimal
amount so that its entire ingestion would not result
in a lethal dose and safety closures should be on all
medicinals containing greater than 5% v/v ethanol. In
addition, the Academy suggests that children under 6
years of age who need an ethanol-containing OTC
preparation be under medical supervision and that
doses of any ethanol-containing product be spaced at
intervals to avoid ethanol accumulation.[57]

The Academy of Pediatrics made their recommen-
dations concerning ethanol exposure from medications
based on potential acute and chronic ethanol-related
problems. Acutely, the coadministration of ethanol
may alter drug adsorption or metabolism, and may
result in drug interactions (e.g., increased sedation
when taken with sedatives). Disulfiram-like reactions
have occurred after the ingestion of an alcohol-
containing medication or when an ethanol-containing
product is used in conjunction with medications such
as metronidazole, sulfonamides, chloramphenicol, or
cefamandole.[57] The CNS effects (muscle incoordi-
nation, a longer reaction time, behavioral changes)
are the most commonly reported acute adverse reac-
tions associated with ethanol ingestion. Such reactions
have occurred with blood ethanol concentrations in the
range of 1–100 mg/100 ml.[57] Lethal ethanol doses in
children occur at approximately 3 gm/kg although
deaths due to ethanol-induced hypoglycemia have
occurred at lower doses or because of interactions with
other medications.[57,58] Chronic ethanol exposure may
induce hepatic enzymes, and may thus alter the clear-
ance of drugs such as phenytoin, phenobarbital, and
warfarin.[59] Examples of other additives that have
been problematic in pediatric patients include lac-
tose,[55] tartrazine dyes[44,55] and sulfites.[55]

It is therefore important for health care profes-
sionals, and especially those who are responsible for
selecting and administering medications to premature
neonates, to examine pharmaceutical preparations for
the presence of inactive ingredients as well as for the
active drug. The provision of medications should be
based on choosing the safest preparations possible.
Various brands of medications should be compared
to ensure that products without hazardous excipients.
In the hospital setting, pharmacy and therapeutics
committees and the pharmacy department play impor-
tant roles in this process because they compare phar-
maceutical preparations for formulary selection. In
the outpatient setting, physicians and pharmacists
must responsibly select the most appropriate brand
of a particular medication. Kumar, Rawlings, and
Beaman[60] recommend that labeling for pharmaceuti-
cal products should include the names and the
amounts of excipients as well as active ingredients to
help health care professionals select appropriate drug
products for neonates.

INTRAVENOUS ADMINISTRATION

Without being properly instructed about methods used
for administering i.v. medications to pediatric patients,
health care personnel may give a medication incor-
rectly, resulting in an inappropriate or unexpected
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therapeutic response. Therefore, it is important that
health care personnel (nurses, physicians, pharmacists)
understand how medications are administered by this
route.

The i.v. route is most frequently chosen for medi-
cation delivery when a patient’s clinical condition
requires that a medication be administered by the
most expeditious and complete method possible. In
addition, some drugs are only available for i.v. admin-
istration. Although this route is the most reliable for
drug delivery to the systemic circulation, problems
can occur that reduce and/or delay medication deliv-
ery because of the product selected, dosage volume
needed, or frequency of administration, but problems
can also be associated with the i.v. delivery system
used. The latter occur most frequently when a small
medication volume is administered at a slow rate as
is often needed for a neonate or young infant. A brief
discussion of problems associated with i.v. drug deliv-
ery to pediatric patients is given here. A thorough over-
view of i.v. drug administration to pediatric patients is
provided in Refs.[61,62].

Disposable IV Equipment, Effects
on Drug Delivery

Infusion rates and location
of injection sites

The first article to explore problems that can occur
with i.v. drug delivery to pediatric patients was pub-
lished in 1979 by Gould and Roberts.[63] They demon-
strated in their study using an in vitro system for drug
administration (Fig.1) that infusion rates as well as the
location of the injection sites in the i.v. infusion system
influence the infusion profile of i.v. administered
medications. Figure 1 shows the effects of different
i.v. fluid rates on the length of time to infuse 95% of
a gentamicin dose administered at various sites in the
infusion system.[63] It was reported that at a slow
infusion rate of 3 ml/h, a drug takes longer to be
infused and that the time for infusion time depends
on the site of administration (i.e., the further the
drug injection from a patient, the longer to administer
95% of the medication, see Figs. 2–3. Thus, it took
approximately 400 min to infuse gentamicin at an
infusion rate of 3 ml/h via a Y-site in the administra-
tion system. However, the same drug administered at
a butterfly injection site at the same fluid flow rate
reduced the length of time to administer 95% of the
drug to less than 20 min. Gould and Roberts also sta-
ted that the time needed for drug administration in
their i.v. system was longer than what had been
expected.[63]

Type of injection site

Leff and Roberts[61] demonstrated that the amount of
drug received by a pediatric patient and the drug-
delivery rate are influenced by the type of injection site
(Y-site, T-type, T-connector, stopcock, etc.) and the
volume (dead space) contained in the particular site.
For the delivery of small dosage volumes (less
than 1 ml) i.v. tubing should have microinjection
sites that prevent a drug from being sequestered in
the injection site. In addition, the amount of i.v. fluid
needed to adequately flush microinjection sites to clear
the medication would be less than needed to flush
injection sites found on tubing used to administer
drugs to adults.

Fluid flow dynamics

Another characteristic of i.v. tubing that affects drug
delivery is fluid flow dynamics. It appears that flow
in i.v. tubing is best characterized by laminar flow,
and the radius of the tubing. Poiseuille’s law describes
flow in i.v. tubing as

qv ¼ Pr4

4nL
ð2Þ

d. Metriset

5.2 ml

c. Y Site b. Flashball

4.4 ml

Pump

a. Butterfly

8.0 ml0.14 ml

10

10

20

Fig. 1 Intravenous administration system used by Gould
and Roberts. (From Ref.[63].)
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where qv is the volumetric flow rate, P is the pressure
change in the i.v. tubing, r is the radius of the i.v. tub-
ing, n is the viscosity of the fluid, and L is the length of
the i.v. tubing.

Thus, for i.v. delivery to pediatric patients, micro-
bore tubing with an intraluminal diameter of
<0.06 in. should be used rather than macrobore tubing.
The use of microbore tubing allows the use of longer
tubing lengths without significantly increasing delivery
time.

Filters

A filter, especially one with a large reservoir volume,
may prolong and/or reduce drug delivery. This occurs
if the drug and its diluent are of different densities and
there is a layering out of the drug in the filter.[64] There-
fore, a filter with a smaller reservoir volume should be
selected.

Drug and Fluid Considerations for Intravenous
Drug Administration

Characteristics of the drug and the fluid such as drug
volume, osmolality, pH, and density may affect i.v.
drug delivery. The frequency and duration of drug
administration is also important as is the need for the
infusion system to handle multiple drugs. This may lead

to drug incompatibilities and problems in medication
scheduling.

Osmolality and pH

Osmolality and pH must be considered when preparing
a drug solution for i.v. administration to pediatric
patients. Problems such as tissue irritation, pain on
injection, phlebitis, electrolyte shifts, and even intra-
ventricular hemorrhages in neonates have been asso-
ciated with the administration of drug solutions with
high osmolalities.[65] Drug solutions should have
osmolalities similar to serum osmolality, if possible.
To control the osmolality, a drug can be diluted with
a vehicle selected for i.v. infusion via a syringe infusion
system[65] or the i.v. flow rate can be adjusted to
achieve a particular drug-vehicle osmolality.[61]

Density

If the density of a drug is significantly different from
that of the diluent, the drug may layer out on the filter
or in the i.v. tubing. The latter occurs more frequently
if macrobore tubing, a low flow rate, the i.v. system, or
if the tubing is in a particular position. A density prob-
lem can be avoided by using microbore tubing which
promotes mixing; this is especially important when
i.v. flow rates are low, as are needed for neonates or
young infants.
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Fig. 2 Influence of i.v. flow rate on the infusion profile of gentamicin. (From Ref.[61].)
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Frequency and Duration of Drug
Administration; Multiple Drugs

To ensure that frequent doses are administered at
appropriate intervals or that multiple drugs are
administered to avoid drug incompatibilities, a syringe
infusion pump can be used to administer drug volumes
over a specific length of time. This helps avoid a situ-
ation where part of a drug dose is left in the tubing
when the i.v. set is changed, as has been reported for
manual administration techniques. More than one syr-
inge pump can be used to simultaneously administer
compatible drugs in a parallel system into a micro-Y-
site or stopcock.

Types of Intravenous Administration

Drugs may require i.v. administration as continuous
infusions or at intervals (q4h, q6h, q12h, etc.). Manual

methods require the administration of the drug into the
i.v. system at an injection site (Y-site, T-connector,
stopcock, etc.), added to the i.v. solution in a mixing
chamber, or added to an i.v. bag to be administered
via gravity. A syringe pump or another mechanical
device may be used for drug administration.

Manual administration

Manual administration is not as accurate as using a
syringe pump for drug administration. It has been used
for small volumes of medication (<3 ml), a low flow
rate (<20 ml/h), or if the antegrade (forward toward
the patient) injection of a drug bolus is safe.[61] If a
medication is to be administered antegrade, it should
be administered slowly into a microinjection site
toward the patient; microbore tubing should be placed
between the injection site and the patient to reduce the
time to get the drug to the patient. Leff and Roberts[61]

recommended that the volume of the drug to be
injected by the antegrade technique should be a smaller
volume than the tubing fluid volume between the injec-
tion site and the patient. If the medication volume is
too large to be safely given by antegrade administra-
tion, but the i.v. fluid flow rate is low (<20 ml/h), the
drug may be administered by a retrograde technique
(Fig. 3).

Mechanical system for drug administration

If a mechanical system is chosen for drug administra-
tion, the appropriate infusion device must be selected
based on its operating mechanism, flow accuracy, flow
continuity, and ability to detect occlusions. Other
important factors include an alarm system, ease of
operation, ability to be cleaned easily, and safety from
children inadvertently trying to change pump settings.
A syringe pump is best for delivering small dosage
volumes and when intermittent intervals are needed
for medications. It is the mechanical device most often
selected for medication administration because it can
be used for intermittent administration of small and
large doses, or for the continuous infusion of medica-
tions at low rates. A drug can be administered sepa-
rately from the primary i.v. fluid flow rate, with the
drug and the fluid mixing for a short distance therefore
in microbore tubing (Fig. 4) before reaching the
patient. In addition to being able to more accurately
deliver medications than by manual methods, syringe
pump systems have the advantage of being able to
separate the administration of incompatible drugs,
reduce difficulties associated with the administration
of multiple doses, and shorten the time required to
administer medications.

A

B

(Existing i.v. system)

(Existing i.v. system)

Open 4 –way stopcock before
retrograde drug injection

Close 4 –way 
stopcock after
drug injection

or

or

Occlude i.v. line

Low volume tubing
Pump

Release pump tubing to
accommodate retrograde
drug injection

Retrograde drug injection
site (flashball or 4 –way
stopcock)

Retrograde drug injection
site (flashball or 4 –way
stopcock)

Occlude line during
retrograde injection

Low volume tubing

P
u
m
p

Fig. 3 Examples of retrograde system setups. (From Leff,
R.D.; Roberts, R.J. Methods for intravenous drug adminis-
tration in the pediatric patient. J. Pediatr. 1981, 98, 631–635.)
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Additional Comments about IV
Drug Administration

Reed and Gal[6] recommended the following steps to
decrease problems associated with i.v. drug administra-
tion to pediatric patients:

1. Standardize and document total time for drug
administration.

2. Document the volume of any solution used to
flush an i.v. dose.

3. Standardize infusion techniques for drugs
administration, especially for those with a nar-
row therapeutic index.

4. Use the largest gauge cannula that can be used.
5. Standardize dilution and infusion volumes for

drugs given by intermittent i.v. injection, and
avoid attaching lines for drug infusion to a
central hub with solutions infused at widely
disparate rates, and

6. Use low-volume i.v. tubing and use the most
distal sites for drug administration.

In addition, one must remember that for infants the
amount of fluid required for drug administration may
take away from the amount of fluid available for nutri-
tion. Thus, with medication administration, the fluid
volume must be as restrictive as possible so that the
bulk of the daily fluid intake can be saved for nutrition.
Health care providers must closely monitor daily fluid
intake from all sources to prevent fluid overload and
must also watch the osmolality of medications with
diluents.

ADMINISTRATION OF ORAL MEDICATIONS

The oral route is typically the preferred route for medi-
cation administration to pediatric patients. Other
routes may be used, if the patient cannot take a medi-
cation orally because of vomiting, being unable to
swallow, or the medication is unavailable for oral
use. In addition, for specific problems it may be better
to deliver the medication directly to the area being
treated, for example, inhalation, ophthalmic adminis-
tration, or otic administration.

Dosage Forms

Oral liquids

Liquid medications are the most commonly adminis-
tered oral medications to pediatric patients because
of the ease of swallowing by infants and young
children who cannot swallow solid dosage forms.
However, availability of some medications as liquid
formulations may be limited. If not available in liquid
form, a solid dosage form may need to be modified by
the pharmacist, other health care provider, or by
the parent. If a solid dosage form is modified, for
example a suspension is prepared, will the drug be
stable and for how long, and will it be absorbed dif-
ferently than the original dosage form? These are just
a few questions that must be answered about the
extemporaneous preparation of a drug product for a
pediatric patient.

Alcohol-free products should be selected for pedi-
atric patients whenever possible. Furthermore, the
inactive ingredients or excipients contained in an oral
preparation should be identified. this is especially
important if the patient is known to have had an
adverse reaction to a particular excipient or there is
another reason to avoid a particular additive in a medi-
cation. The Committee on Drugs of the American
Academy of Pediatrics recommended that pharmaceu-
tical products contain a qualitative listing of inactive
ingredients in order that products containing these
substance could be avoided in patients who had pro-
blems with specific adjuvants.[55] Kumar, Rawlings,
and Beaman[60] contains lists of inactive ingredients
(sweeteners, flavorings, dyes, and preservatives) found
in many liquid medications such as analgesics, anti-
pyretics, antihistamine decongestants, cough and cold
remedies, antidiarrheal agents, and theophylline pre-
parations. The authors of the previous article and
Golightly et al. have reviewed adverse effects associa-
ted with many inactive ingredients.[44,60]

Liquid medications, taken orally, can cause diarrhea
and other GI symptoms, or they may aggravate GI dis-
tress that a patient is already experiencing. These GI

(Existing i.v. system)

Syringe infusion
Pump

Pump

4 –way
stopcock

Low volume tubing

Fig. 4 Syringe pump setup with drug administered separ-
ately of the primary i.v. fluid flow rate. Mixing of the drug

and i.v. fluid occurs at a stopcock and for a short distance
in microbore tubing. (From Leff, R.D.; Roberts, R.J. Meth-
ods for intravenous drug administration in the pediatric

patient. J. Pediatr. 1981, 98, 631–635.)
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effects can be associated with the high osmolality of
some oral liquids. Osmolalities have been determined
for various oral liquids.[66] For preparations containing
propylene glycol, or various sugars (e.g., sucrose, man-
nitol, glucose), osmolalities were noted to be high
(Table 3). It is important to compare various brands
of liquid medications because they may contain differ-
ent excipients and may have different osmolalities.

Sustained-Release Preparations

Most medications have shorter half-lives in children
than in adults, and therefore children may need sus-
tained-release products to maintain serum concentra-
tions in the therapeutic range. For example, a
sustained-release theophylline product may be needed
for a child with asthma. It may need to be administered
every 8 h to the child as compared to every 12 h for a
healthy, non-smoking adult to maintain therapeutic
serum concentrations. When choosing a sustained-
release theophylline preparation for a child, it must
be remembered that because of differences in release
properties, theophylline sustained-release products
are not interchangeable. A product selected for the
pediatric asthma patient should be reliably absorbed
with a minimal serum concentration variation and
not a preparation that has exhibited a difference in
bioavailability when administered with or without
food.[67–69]

Extemporaneous liquid preparations

Because many medications are not available as liquid
preparations, there are times when powder papers or
suspensions must be prepared. An excellent infor-
mation source about the preparation of liquid dosage
forms for pediatric patients has been published by
Nahata and Hipple (Nahata, M. C., Hipple, T. F. Pedi-
atric Drug Formulations, 4th Ed.; Harvey Whitney
Books: Cincinnati, 2000).

Product selection

Products for oral administration should be in a dosage
form most readily taken by the child. If the child is
old enough to participate in the decision-making pro-
cess, he or she may state a preference for a liquid,
chewable tablet, tablet, or capsule, if the needed drug
is available in a variety of dosage forms and appropri-
ate dosage. If a liquid medication is needed, a product
should be chosen based on texture, taste, and ease of
administration. Other factors that must be considered
are the absence of alcohol and dyes, and an osmolality
that is close to physiologic (280–290 mOsm/kg). Are
there excipients or adjuvants in the product, and if
so, what are they and what is their concentration? Is
there bioavailability information or pharmacokinetic
information for the oral medication in pediatric
patients, and if so, in what age groups? Is there infor-
mation about the extemporaneous product that is to be
prepared?

Rebecca Chater, a North Carolina pharmacist,
recommends that pediatric patients be involved in
medication counseling in order to improve their under-
standing of why a medication is needed. In the counsel-
ing process, the word medication should be used and
not drug because of the connotation associated with
the latter in today’s society.[70,71] Wheeler recommends
that, when possible, a product be selected that requires
the fewest number of doses administered per day, for
example, every 12 h dosing rather than every 8 h, so
the medication does not need to be taken to school
or day care for administration. If a medication must
be given outside of the home, she recommends that
two small labeled bottles be dispensed or one large bot-
tle with a small empty bottle labeled to be used for
medication administration at day care or school.

Health care providers including nurses, pharmacists,
and physicians should demonstrate to parents and
older children how medications should be administered
and offer appropriate dosing devices (oral syringe,
dropper, cylindrical medication spoon, or a small-
volume doser with attachable nipple) to enable parents
to accurately measure liquid products. A household
teaspoon or tablespoon should not be used for medi-
cation administration because they are inaccurate.
Kraus and Stohlmeyer[72] explain the use of a new oral
liquid medication delivery system that can be used for
infants and young children who still use a bottle for
feeding.

Administration techniques

The following information is presented to help health
care providers counsel parents and older children on
how medication should be administered by various
routes.

Table 3 Osmolalities of liquid pharmaceuticals for oral
administrationa

Liquid preparation

Osmolality

(Mean � SEM)

Propylene glycol 8326 � 1467

Saccharin-containing drugs
Albuterol 65
Haloperidol 47

Suspensions 2500 � 246

Sugar-containinga drugs 5574 � 594
aSucrose, mannitol, glucose, and others.

(From Ref.[66].)
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Oral liquids

An oral liquid medication needed for an infant or
young child should be shaken well, if required, accu-
rately using an appropriate device. If a dropper or an
oral syringe is used, the liquid should be administered
toward the inner cheek. Administration in the front of
the mouth may allow the child to spit out the medi-
cation, whereas administration toward the back of
the mouth may result in gagging or choking. The oral
syringe should be of an appropriate size to allow for
administration into the inner cheek.

Oral solid dosage forms

A medication available only as a solid dosage form,
may be prepared as an extemporaneous liquid (e.g.,
suspension) or it may be modified for oral use, for
example, by crushing. As mentioned previously, a sus-
tained-release product should not be crushed or
chewed. For a solid, non-sustained-release medication,
the product can be crushed and mixed with a small
amount of food just prior to administration. Examples
of foods that may be used for mixing include apple-
sauce, yogurt, or instant pudding, but the medication
should not be added to an entire dish of food or to
infant formula, because the infant or child may not
eat/drink the entire portion and thus not receive the
total amount of medication.

OTHER ROUTES

Intramuscular Administration

Absorption of i.m. administered medications depends
on the injection site because perfusion of individual
muscle groups differs. For example, drug absorption
from the deltoid muscle is faster than that from the
vastus lateralis that is more rapid than from the glu-
teus.[16,17] In addition, lower perfusion or hemostatic
decompensation, frequently observed in ill neonates
and young infants, may reduce i.m. absorption. It
may also be decreased in neonates who receive a skel-
etal muscle-paralyzing agent such as pancuronium
because of decreased muscle contraction. In addition,
the smaller muscle mass of neonates and young infants
provides a small absorptive area.

The injection technique and the length of the needle
used may affect drug absorption, and thus serum con-
centrations. For example, using a longer needle (11=2 vs.
11=4 in. or 3.8 vs. 3.1 cm.) for i.m. administration
resulted in higher diazepam serum concentrations in
adults.[18] Therefore, it is important to select the appro-
priate site for drug administration as well as the appro-
priate length and needle bore. Sites that can be used for

i.m. administration include anterior thigh and vastus
lateralis, gluteal area and deltoid.

The midanterior thigh (rectus femoris) and the middle
third of the vastus lateralis are used for i.m. administra-
tion to young infants as well as to older children.[19]

These sites are better developed and larger than other
muscle groups that are used for drug administration to
older children or adults. The technique is shown in
Fig. 5.[19] With the patient lying supine, the ‘‘needle
should be inserted in the upper lateral quadrant of the
thigh, directed inferiorly at an angle of 45� with the long
axis of the leg and posteriorly at a 45� angle’’[19] to the
surface on which the patient is lying. The person admin-
istering the injection should compress the tissues of the
injection site to help stabilize the extremity. A 1-in.
(2.5-cm) needle has been recommended for pediatric
patients by Bergeson, Singer, and Kaplan[19] while
Newton, Newton, and Fudin[18] recommend a 23–26
gauge 11=2 in. (3.8 cm) needle. The volume of drug that
can be administered in this manner is 0.1–1 ml in infants
and 0.1–5 ml in older children and adults.[18]

The gluteal musculature develops as the infant or
child increases his or her mobility; it becomes a more
suitable injection site in children who are walking.[18,19]

Damage to the sciatic nerve is the major problem asso-
ciated with this injection site, and it occurs more com-
monly in infants because of their lack of gluteal muscle
mass.[73] Injury to the gluteal nerve, resulting in muscle
atrophy, has occurred even when the injection technique
was appropriately performed.[19] Other nerves including
the pudendal, posterior femoral cutaneous, and the
inferior cluneal nerves have been damaged because of
poor injection technique.[19] Additional adverse effects
associated with this drug administration route are dis-
cussed by Bergeson, Singer, and Kaplan.[19]

A technique for gluteal administration is shown in
Fig. 6 although other techniques are also used.[19] All
techniques involve the determination of the upper
outer quadrant (see Fig. 6 for anatomical landmarks).
After the location of the upper outer quadrant is
determined, the needle should be inserted at a 90� angle
to the surface on which the patient is lying, not to
the patient’s skin.[19] This site can be used for older
children. A 1 in. (2.5 cm) needle has been recom-
mended.[19] The volume of drug that can be adminis-
tered in this manner is 0.1–5 ml for older children
and adults.[18]

The ventrogluteal (gluteus medius and minimus) site
may be less hazardous for i.m. administration than the
dorsogluteal (gluteus maximus) site.[19] The technique
is shown in Fig. 7.[19] The person administering a drug
i.m. ventrogluteally should first note the anatomical
landmarks (anterior superior iliac spine, tubercle of the
iliac crest, and upper border of the greater trochanter).
The needle is inserted into a triangular area bounded
by these landmarks while the patient is in the supine
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position. The location for this injection can be deter-
mined ‘‘by placing the palm over the greater trochanter,
the index finger over the anterior superior iliac spine,
and spreading the index and middle fingers as far as
possible.’’[19]

The deltoid muscle can be used for i.m. injections in
older children, but it is not an option for young infants
and children because of their limited muscle mass.
Although there are few complications associated with
this administration route, nerve injury can occur.[21]

The technique is shown in Fig. 8.[19] The area for
deltoid administration should be fully visible so that
the anatomical landmarks can be visualized. Then the
needle for deltoid injection should enter the muscle
halfway between the acromium process and the deltoid
tuberosity to avoid hitting the underlying nerves.[19]

The drug volume that can be administered by this
route to older children and adults is 0.1–2 ml.[18] The
recommended needle length for older children is 1 in.
(2.5 cm).

Subcutaneous Administration

The s.c. route is used for drug administration, such as
insulin, that requires slow absorption. It is not

commonly employed for medication administration
for pediatric patients but is used for specific drugs.
Typically a 1/2- or 1 in. (1.25- or 2.5 cm) needle is used
with the volume of drug that can be administered by
this route ranging from 0.1–1 ml (drug volume admi-
nistered depends on patient size).

Percutaneous Administration

The skin should be thoroughly cleaned prior to apply-
ing a topical ointment, cream, etc. A thin layer of oint-
ment or cream should be applied to the prescribed area
to reduce the possibility of a toxic reaction. The area of
the skin where the medication is applied should not be
covered or occluded unless instructed to do so by the
physician because this procedure may increase drug
absorption. Specific information should be given on
how to cover the area.

Rectal Administration

Before the administration of a rectal suppository, the
child’s rectal area should be thoroughly cleaned. The
infant or child should be placed on his or her side or
stomach. The wrapper should be removed from the

Fig. 5 A technique for anterior lateral-thigh intramuscular injection. (From Ref.[19].)
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suppository and its pointed end should be inserted into
the rectum above the anal sphincter. (If only half a
suppository is prescribed, the suppository should be
cut lengthwise before administration.) A finger cot or
finger wrapped in plastic can be used for administering
the suppository.[74] Because an infant or small child
cannot adequately retain a suppository in the rectum,
the buttocks can be held together firmly for a few min-
utes after rectal administration to hold the suppository
in place.[74]

Otic Administration

Otic preparations should be at room temperature prior
to administration. If the otic product is a suspension, it
should be gently shaken for approximately 10 sec.
before administration.[74] The child should be lying
on his or her side, and the earlobe should be gently
pulled down and back to straighten the outer ear canal
(for adults the earlobe is pulled up and back). Then the
prescribed number of drops should be instilled into the
ear without placing the dropper in the ear canal. The
patient should be kept in a position with the ear tilted
for approximately 2 min to help keep the drops in the
ear.[75] This procedure may be repeated for the treat-
ment of the other ear, if needed. The tip of the dropper
should wiped with a clean tissue after use.

Nasal Administration

For adults, the first step in administering nose drops or
a nasal spray is blowing the nose to clear the nasal pas-
sages of mucus and other secretions, but infants and
young children are unable to do this. Therefore, the
nasal passages may need be cleared with a bulb syringe
prior to medication administration. A child should lie
down on his or her back, or a young infant or child
should be placed in a lying position, and the head
should be tilted slightly backwards. An appropriate
amount of medication should then be placed in each
nostril. Thereafter, the infant or child should remain
quiet for a few minutes to allow the medication to be

Posterior Superior
lliac Spine

Gluteus Maximus

Greater Trochanter

Sciatic Nerve

Fig. 6 A technique for gluteal-area intramuscular injection.

(From Ref.[19].)

Greater
Sciatic Notch

Anterior Superior
lliac Spine

Sciatic Nerve

Iliac Crest

Greater Trochanter

Fig. 7 von Hochstetter technique for ventrogluteal intra-
muscular injection. (From Ref.[19].)

Fig. 8 A technique for deltoid intramuscular injection.
(From Ref.[19].)
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absorbed. The dropper should be rinsed with hot water
before it is returned to the medication container.

Ophthalmic Administration

An ophthalmic medication should be at room tempera-
ture prior to administration. If the eye drops are in a
suspension, the container should be gently shaken
before administration. A child old enough to follow
directions should tilt his or her head slightly backward
and to the side so that the eye drops will not drain into
the tear ducts near the nose. The eyelids should be
separated and the patient should be asked to look
up. The appropriate amount of medication is instilled
into the lower eyelid, using the medication dropper,
which should be accomplished without touching the
eyelids. The patient should look downward for a few
seconds after drug administration. The eye(s) should
then be closed for several minutes in order to spread
the medication across the eyeball and be absorbed if
the effect is to be systemic.[76] In addition, it has been
recommended to gently put pressure on the inside
corner of the eye for at least a minute to retard drain-
age of the medication.[74] If a squeeze bottle is used, the
appropriate amount of medication should be gently
squeezed into the eye(s). For each of these methods,
the dropper or the tip of the squeeze bottle should be
kept away from the eye or skin to avoid contamination
of the administration device.[76] The dropper should
not rinsed after use because this could lead to contami-
nation of the dropper and the medication. The package
insert should be reviewed for specific information.

Another method for administering eyedrops to
children recommends that the drops be applied to the
inner canthus of the eye while the patient keeps his/
her eyes closed until told to open them after medi-
cation administration.[77] Approximately 66% of the
medication administered in this fashion was absorbed.
In addition, this method may increase compliance and
make children more cooperative.

For the administration of an ophthalmic ointment
to a child who can cooperate, the child should tilt his
or her head backwards and look up. After the hands
have been washed, the person to administer the medi-
cation should gently pull down the lower eyelid(s) for
drug administration. A thin layer of ointment should
then be placed in the lower eyelid(s). Afterwards, the
eyelid(s) should be closed for 1 to 2 min to allow for
the spreading of the medication and absorption.
During this process, the tip of the ophthalmic applica-
tor should not touch the eye. After administration is
completed, the tip of the applicator tube should be
cleaned with a clean tissue and be tightly capped.[76]

The package insert should also be reviewed for specific
information.

Inhalers

For the use of an inhaled medication (e.g., b2-agonists,
corticosteroids, antivirals, cromolyn, etc.), it is crucial
for the child and parents to understand the mechanism
of the metered dose inhaler (MDI) or nebulizer, if used.
The package insert should also be reviewed for infor-
mation about the specific drug product. A decision
may also need to be made as to whether a spacer
may be needed for use with the medication canister.
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INTRODUCTION

Historically, the term pellet has been used by a number
of industries to describe a variety of agglomerates pro-
duced from diverse raw materials, using different
pieces of manufacturing equipment. These agglomer-
ates include fertilizers, animal feeds, iron ores, and
pharmaceutical dosage units and thus do not only dif-
fer in composition but also encompass different sizes
and shapes. As a result, pellets meant different things
for different industries. In the pharmaceutical industry,
pellets can be defined as small, free-flowing, spherical
particulates manufactured by the agglomeration of
fine powders or granules of drug substances and excip-
ients using appropriate processing equipment. The
term also has been used to describe small rods with
aspect ratios of close to unity. Although pellets have
been used in the pharmaceutical industry for more
than 4 decades, it has only been since the late 1970s,
with the advent of controlled-release technology, that
the advantages of pellets over single-unit dosage forms
have been realized.

Pellets offer a high degree of flexibility in the design
and development of oral dosage forms. They can be
divided into desired dose strengths without formu-
lation or process changes and also can be blended to
deliver incompatible bioactive agents simultaneously
and/or to provide different release profiles at the same
or different sites in the gastrointestinal (GI) tract. In
addition, pellets, taken orally, disperse freely in the
GI tract, maximize drug absorption, minimize local
irritation of the mucosa by certain irritant drugs, and
reduce inter- and intrapatient variability.[1]

Given the enormous advantages of multiparticulate
systems over single-unit oral dosage forms, extensive
research has focused recently on refining and optimiz-
ing existing pelletization techniques as well as on
the development of novel manufacturing approaches
that use innovative formulations and processing equip-
ment. The most commonly used and intensely investi-
gated pelletization processes are powder layering,
solution/suspension layering, and extrusion–spheroni-
zation and are defined first and then addressed in
detail.

Powder layering involves the deposition of success-
ive layers of dry powder of drug or excipients or
both on preformed nuclei or cores with the help of a
binding liquid. Because powder layering involves the
simultaneous application of the binding liquid and
dry powder, it generally requires specialized equip-
ment. The primary equipment-related requirement in
a powder-layering process is that the product container
should have solid walls with no perforations to avoid
powder loss beneath the product chamber before the
powder is picked up by the wet mass of pellets that is
being layered on.

Solution/suspension layering involves the deposition
of successive layers of solutions and/or suspensions of
drug substances and binders on starter seeds, which
may be inert materials or crystals/granules of the same
drug. In principle, the factors that control coating pro-
cesses apply to solution or suspension layering and, as
a result, require basically the same processing equip-
ment. Consequently, conventional coating pans, fluid-
bed centrifugal granulators, and Wurster coaters have
been used successfully to manufacture pellets. The
efficiency of the process and the quality of pellets pro-
duced are in part related to the type of equipment used.

Extrusion–spheronization is a multistep process
involving dry mixing, wet granulation, extrusion,
spheronization, drying, and screening. The first step
is dry mixing of the drug and excipients in suitable
mixers followed by wet granulation, in which the pow-
der is converted into a plastic mass that can be easily
extruded. The extruded strands are transferred into a
spheronizer, where they are instantaneously broken
into short cylindrical rods on contact with the rotating
friction plate and are pushed outward and up the
stationary wall of the processing chamber by centrifu-
gal force. Finally, owing to gravity, the particles fall
back to the friction plate, and the cycle is repeated until
the desired sphericity is achieved.

Other pelletization processes that either have limited
application or are still at the development stage include
spherical agglomeration or balling, spray congealing/
drying, and emerging technologies such as cryopelleti-
zation and melt spheronization. These processes are
addressed briefly.
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POWDER LAYERING

The first equipment used to manufacture pellets on a
commercial scale was the conventional coating pan, a
machine that has been used by pharmaceutical firms,
primarily for sugar coating, for a long time. During
the 1950s, the industry, in an attempt to prolong the
release of drugs from solid oral dosage forms, explored
new processes that allowed the manufacture of multi-
particulate drug-delivery systems. The turning point
came when candy seeds, which had been used for
topping decorations in foodstuffs such as pastries, were
used as starter seeds to develop and manufacture
sustained-release pellets using conventional coating
pans.[2] The process was an extension of a procedure
that was used to manufacture the candy seeds them-
selves and involved the successive layering of powder
and binder solution on sugar crystals.[3] Consequently,
the conventional coating pan became the first pharma-
ceutical equipment used not only to manufacture non-
pareils but also to develop sustained-release products
of a number of prescription drugs using non-pareils
as starter seeds.

Conventional coating pans, however, have had
significant limitations as pelletization equipment. The
degree of mixing is very poor, and the drying process
is not efficient. Mixing is a function of the pan shape,
the tilt angle, the baffle arrangement, and the rota-
tional speed of the pan itself. These parameters must
be optimized to provide uniform drying and sufficient
particle movement to eliminate the potential formation
of dead spots during the operation and to maximize
yield. For instance, during pelletization, elliptical pans
tend to have fewer stagnant spots than do cylindrical
pans and, consequently, are the equipment of choice.[4]

Reducing the tilt angle can also minimize formation of
dead spots. If the rotational speed of the pan is too
slow, segregation may occur owing to percolation
and induce the preferential layering of drug onto larger
particles. In addition, prolonged contact time among
the particles could favor particle agglomeration if the
liquid feed rate leads to surface wetness and stickiness
that induce coalescence.

During powder layering, a binding solution and a
finely milled powder are added simultaneously to a
bed of starter seeds at a controlled rate. In the initial
stages, the drug particles are bound to the starter
seeds and subsequently to the forming pellets with
the help of liquid bridges originated from the sprayed
liquid. These liquid bridges are eventually replaced
by solid bridges derived either from a binder in the
application medium or from any material, including
the drug substance, that is soluble in the liquid.
Successive layering of the drug and binder solution
continues until the desired pellet size is reached.
Throughout the process, it is extremely important to

deliver the powder accurately at a predetermined rate
and in a manner that maintains equilibrium between
the binder liquid application rate and the powder deliv-
ery rate. If the powder delivery rate is not maintained
at predetermined equilibrium levels, overwetting or
dust generation may occur, and neither the quality
nor the yield of the product can be maximized. Toward
the end of the layering process, it is likely that fines
may be generated owing to potential interparticle and
wall-to-particle friction and appear in the final pro-
duct, thereby lowering the yield. The problem can be
overcome if the application medium is sprayed on
the cascading pellets at the end of the layering process
to increase the moisture level at the pellet surface and
facilitate layering of the fines onto the pellets. Caution
must be exercised, however, not to overwet the product
bed because the powder–liquid equilibrium that has
been established will change and will need to be
adjusted accordingly. In an ideal process, no agglomer-
ation occurs, and the particle population at the end of
the process remains the same as that of the starter
seeds or cores, with the only difference being an
increase in the size of the pellets and thus in the total
mass in the pan.

Pieces of equipment that overcame the limitations
of coating pans and revolutionized powder-layering
processing as a pelletization technique are tangential
spray or centrifugal fluid-bed granulators. Although
tangential spray equipment was originally developed
to perform granulation processes, its application was
later expanded to cover other unit operations including
the manufacture and coating of pellets.

Although there are variations in the design of cen-
trifugal or rotary granulators, the basic operational
principle that determines the degree of mixing and thus
the efficiency of the process remains the same and
includes centrifugal force, fluidization air velocity,
and gravitational force (Fig. 1). During a layering
process, these three forces act in concert to generate
a spiral, rope-like motion of the particles in the pro-
duct bed. The rotating disk, which may have fixed or
variable speeds, creates a centrifugal force that pushes
the particles outward to the vertical wall of the product
chamber or stator. The fluidization air, which is direc-
ted toward the slit between the periphery of the disk
and the stator, generates a force that carries the parti-
cles vertically along the wall of the product container
into the expansion chamber. The particles lose their
momentum and cascade down toward the center of
the rotating disk owing to gravitational force. The
cycle repeats itself, bringing about a thorough mixing
unparalleled by any other powder-layering equipment.
The degree of mixing depends on the fluidization air
volume and velocity, the slit width, the bed size, and
the disk speed. These variables, as well as liquid and
powder application rates, atomization air pressure,
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fluidization air temperature, and degree of moisture
saturation determine the yield and quality of pellets.

As mentioned earlier, the key process variable that
determines the success of any pelletization process in
centrifugal fluid-bed granulators is the degree of mix-
ing, which is partly dictated by the radial velocity of
the disk. At low radial velocities, the extent of mixing
becomes inadequate, as indicated by the loss in the
spiral rope-like motion of the particles. Thus, the rate
at which the particles traverse the spray zone is
prolonged and could potentially lead to excessive
agglomeration. Caking is another serious problem
encountered during powder layering at low radial velo-
cities. At high radial velocities, the particle-to-particle
and particle-to-wall frictional forces become intense
with a very rapid pellet turnover. Generally, this con-
dition leads to an uncontrollable, wobbly bed, resulting
in severe particle attrition; that is, the breaking forces
overcome the forces that contribute to particle growth
through layering, and the pelletization process cannot

proceed as intended. In such a situation, not only is a
large amount of fines generated, but some of the
attrited particles may agglomerate to form nuclei that
are subsequently layered upon. Because the drug con-
tent of the pellets that contain inert starter seeds and
those that use the newly formed nuclei are different,
the process may create content uniformity problems.
The optimum radial velocities of the disk are generally
3–8 m/s irrespective of the granulator size.[6] At the
initial stages of the pelletization process, the radial
velocity may be kept low and increased as the mass
of the batch size increases. After the layering process
is completed, the radial disk velocity is usually reduced
to avoid particle attrition during the drying step.

Another parameter that plays a key role during
layering is the disk clearance or slit width. In some
centrifugal granulators, the slit width is fixed, and the
fluidization air velocity can be varied only with a
change in the fluidization air volume. In others, the slit
width is variable and is adjusted to meet the processing
requirements. As the disk clearance is increased, the
air velocity decreases, and pellet turnover is reduced.
Conversely, as disk clearance decreases, the air velocity
increases, resulting in a rapid pellet turnover. There-
fore, for maximum process efficiency, the disk clear-
ance is chosen not only to avoid loss of pellets
through the gap between the disk and the vertical wall
into the plenum and to minimize the loss of powder
into the exhaust system but also to generate an
air velocity that provides the desired degree of pellet
turnover.

Aside from the rotary disk, the other unique feature
of the centrifugal equipment is the spray method.
During layering, the liquid is sprayed tangentially to
and concurrent with particle movement. This feature
is primarily responsible for the high yield that is
typically obtained from a process involving this type
of equipment. The distance the droplets travel before
they impinge on the particles is short, and conse-
quently, the droplets are picked up by the particles
almost completely with little, if any, loss to the
wall of the product chamber or because of spray
drying, assuming that the other process variables are
optimized.

In addition, powder and binder liquid delivery rates
are critical parameters that must be carefully evalu-
ated. Because the surface moisture/solvent determines
the extent of binding between the forming pellets and
the powder being introduced, the powder delivery
and the liquid application rates should be adjusted to
establish an equilibrium conducive to layering. It is
essential that the powder delivery remains well-
controlled during processing, whether airflow is mediated
by suction (negative pressure), as in the Glatt centrifugal
granulators, or by positive air flow, as with the Freund
CF granulators.
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Fig. 1 Schematic representation of centrifugal fluid-bed
equipment and process with a single-walled product cham-
ber. (A) Glatt GPCG and GRG Granulators and (B) Freund

CF-Granulators. (Adapted from Ref.[5].)

Pelletization Techniques 2653



P
artition–P

ellet

With a double-walled centrifugal granulator, the
process is carried out with the inner wall in the open
or closed position (Fig. 2).[7] With powder layering,
the inner wall is closed so that simultaneous appli-
cation of liquid and powder could proceed until the
pellets have reached the desired size. The inner wall
is then raised, and the spheres enter the drying zone.
The pellets are lifted by the fluidization air up and over
the inner wall back into the forming zone. The cycle is
repeated until the desired residual moisture level in the
pellets is achieved.

Scaling up of a layering process from the laboratory
to production equipment is straightforward. As with
all fluid-bed equipment, the most critical parameters
that need to be met, in addition to the spiral rope-like
motion of the particles, are the density of the particles
and the droplet size within the spray zone. Because
more than one spray gun is used in production equip-
ment, it is imperative that the guns are positioned in
such a way that optimum drying of the layered drug
is attained before the pellets entering the next spray
zone. Generally, the rate-limiting step in the process

is saturation of the fluidization air by the application
medium. Sometimes, it is likely that the spiral rope-like
motion of the particles could be lost during scale up,
and baffles must be inserted to enhance particle
motion).[5]

As for formulation components, they also must
meet certain requirements. Binder solutions must have
a high binding capacity. Micronizing or finely milling
the drug before layering improves the efficiency of
the layering process significantly and provides mor-
phologically smooth pellets that are suitable for film
coating. However, in the majority of cases, microniza-
tion tends to impact flow and thus the delivery rate, a
critical process parameter. Therefore, it is likely that
during processing, powders may adhere to the sides
of the hopper or the feed screw and may even form
rat holes within the hopper. To improve the flow
properties of the drug substance, glidants are incorpor-
ated into the powder before processing. Chemically,
glidants could be hydrophobic or hydrophilic and are
chosen based on the type of formulation selected.

Finally, the rheological properties of the binding
liquid, the liquid application rate, and drying air tem-
perature should be optimized to produce the desired
product temperature. In addition, the powder should
be delivered at a rate that maintains a balance between
the surface wetness of the cores and powder adhesion.
If the product bed temperature is high, powder is lost
to the exhaust system. If it is too low, it leads to
agglomeration and/or the formation of new nuclei that
serve as cores for further layering. If that happens, con-
tent uniformity of the product could be severely impac-
ted. Therefore, the product temperature should be
optimized to keep the particle population the same
throughout the layering and subsequent drying steps.

SOLUTION/SUSPENSION LAYERING

The Wurster coating process, which was invented
about 30 years ago, had evolved through elaborate
design modifications and refinement into ideal equip-
ment for the manufacture of pellets by solution/
suspension layering. The high drying efficiency inherent
in fluid-bed equipment, coupled with the innovative
and efficient design features of the Wurster process,
has allowed the machines to hold center stage in phar-
maceutical processing technology. Not only have the
manufacture and coating of pellets become routine and
efficient, but scaling up of the process, which is key to
the viability of any processing technique, has proved
to be predictable and economically feasible.

The primary features that distinguish Wurster
equipment from other fluid-bed equipment are the
cylindrical partition located in the product chamber
and the configuration of the air distributor plate, also
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Fig. 2 Schematic representation of centrifugal fluid-bed
equipment and process with a double-walled product chamber
(Niro-Aeromatic). (A) open position and (B) closed position.
(Adapted from Ref.[5].)
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known as the orifice plate (Figs. 3 and 4). The latter is
configured to allow most of the fluidization or drying
air to pass at high velocity around the nozzle and
through the partition, carrying with it the particles that
are being layered on. Once the particles exit the
partition, they enter the expansion chamber, where
the velocity of the air is reduced below the entrainment
velocity, and the particles fall back to the area sur-
rounding the partition (referred to as the down bed).
The down bed is kept aerated by the small fraction
of air that passes through the small holes on the per-
iphery of the orifice plate. The particles in the down
bed are transported horizontally through the gap
between the air distributor plate and the partition by
suction generated by the high air velocity that prevails
around the nozzle and immediately below the par-
tition. The volume of air that passes through the down
bed outside the partition is just enough to generate
modest particle movement. Because the spray direction
is concurrent with particle movement, and particle
motion is well-organized under optimum conditions,
uniform layering of drug substances is consistently
achieved. Because the partition height, that is, the
gap between the partition and the orifice plate, controls
the rate at which the particles enter the spray zone, it
is an important variable that needs to be optimized
for every batch size. For instance, at a given load
size and fluidization air volume, the partition height
can be reduced or increased to provide either a well-
controlled particle motion that produces the desired
pellet movement or a bubbling down bed that
leads to disorganized particle movement and inefficient
process.

The disadvantage of the Wurster process is the inac-
cessibility of the nozzles. If the nozzles are clogged at
any time during the layering process, the operation

has to be interrupted, and the spray guns must be
removed for cleaning. The problem can be alleviated
by screening the formulation or by using a spray gun
with a bigger nozzle. Another aspect of the process that
is challenging when multiple nozzles are used is the
potential overlap of adjacent spray zones. Although
the position of the nozzle is fixed, the spray zone over-
lap can be minimized using the air cap at the end of the
spray gun.

During scale up, the number of partitions in the
product container is increased with an increase in
batch size; the diameter of the partitions, however, is
kept the same. The intent is to maintain the particle
movement and processing dynamics that were estab-
lished during the development phase when a single
partition was used. The fluidization air volume is
increased to compensate for the increase in the number
of spray zones and consequently to create well-
organized particle movement in all partitions. If the
fluidization air volume is too high, it is likely to pro-
duce a disorganized bed that in turn adversely affects
the layering process. The fluidization air volume is also
critical because it, rather than the size of the batch,
dictates the liquid application rate.

Another piece of equipment that has been used to
manufacture pellets by solution/suspension layering
is the tangential spray or centrifugal granulator. An
important parameter that needs to be established early
in the process is quantity of starter seeds or cores
charged into the machine that should, at the minimum,
cover the nozzles during start-up; otherwise, the
sprayed liquid droplets will either be sprayed onto
the wall of the product container or become entrained
in the fluidization air. The latter could lead to clogging
of the filters, which would then not only increase the
pressure differential across the filters and compromise
the batch but also may complicate equipment cleanup.
In either case, the yield, and probably the quality of the
pellets, will be reduced dramatically. As the size of the

Fig. 4 Air distributer or orifice plate of a Wurster coater.
(From Ref.[5].)
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Fig. 3 Schematic representation of the Wurster product
chamber and process. (A) product chamber, (B) partition,
(C) orifice plate, (D) nozzle, and (E) expansion chamber.
(Adapted from Ref.[6].)
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forming pellets increases, the mass in the bed increases,
and the fluidization air volume is continuously
increased to provide optimum expansion and mixing
of the product bed, as indicated by the spiral rope-like
motion of the bed. If such particle movement is not
achieved, the bed load may be excessive, and the pro-
cess may have to be terminated. During layering, the
product bed expands both vertically and horizontally,
and consequently a several-fold increase in batch
weight can be realized in a single step.

During processing, all the components of the formu-
lation are first dissolved or suspended in an appropri-
ate quantity of application medium to provide a
formulation with the desired viscosity and is then
sprayed onto the product bed. The sprayed droplets
immediately impinge on the starter seeds and spread
evenly on the surface, provided the drying conditions
and fluid dynamics are favorable. This is followed by
a drying phase that renders dissolved materials to
precipitate and form solid bridges that would hold
the formulation components together as successive
layers on the starter seeds. The process continues until
the desired quantity of drug substance and thus the tar-
get potency of the pellets are achieved. The rate of par-
ticle growth is rather slow and is limited by the rate of
solvent removal. Furthermore, the sprayed droplets
must have the necessary rheological properties to
spread evenly over the cores, as with coating processes.
This must be followed immediately by a very rapid
evaporation of the application medium. The evapo-
ration rate should neither impair binder effectiveness
nor lead to overwetting and subsequent agglomeration.
Ideally, no new nuclei are formed, and the particle
population remains the same; however, the sizes of
the pellets increase as a function of time, and as a
result, the total mass of the system also increases.

Although optimization of process variables is criti-
cal for the successful development of a pelletized pro-
duct, pellets can only be manufactured routinely on a
large scale if the formulation is not sensitive to slight
variations in processing parameters. Therefore, it is
imperative that the formulation characteristics are
carefully identified and optimized, both qualitatively
and quantitatively, during the development phase.
These include drug solubility, type and concentration
of binder, and viscosity of the solution/suspension.
The working viscosity range usually determines the
solid content of the formulation that can be sprayed
successfully onto the starter seeds and forming pellets.

Solution/suspension layering is usually used when
the desired drug loading of the pellets is low because
production of high-potency pellets from a low solids
content formulation is not economically feasible. An
important factor that needs to be considered when
suspensions are used as opposed to solutions is the par-
ticle size of the drug. Micronized drug particles tend to

provide pellets that are smooth in appearance, a pro-
perty that is extremely desirable during subsequent film
coating, particularly for controlled-release applica-
tions. If the particle size of the drug in the suspension
is large, the amount of binder required to immobilize
the particles onto the cores will be high, and, conse-
quently, pellets of low potency are produced. The
morphology of the finished pellets also tends to be
rough and may adversely affect the coating process
and the coated product. Moreover, because particles
detach easily from the core they are being layered on
owing to frictional forces, yield is usually low.

Although it is possible to manufacture pellets from
a formulation that does not contain binders, almost
invariably, the layers of drug applied tend to delami-
nate or break off from the cores in the later stages
of the layering process or in the subsequent drying
step. Therefore, binders are consistently used during
solution/suspension layering to impart strength to
the pellets. They are usually low-molecular-weight
polymers that are compatible with the drug substance.
They should not increase the viscosities of the formula-
tions appreciably and should not, unless intended to do
so, modify the release characteristics of the pellets.

EXTRUSION–SPHERONIZATION

Extrusion–spheronization as a pelletization technique
was developed in the early 1960s and since then has
been researched and discussed extensively. Interest in
the technology is still strong, as witnessed by the extent
of coverage of the topic in scientific meetings and sym-
posium proceedings, as well as in the scientific litera-
ture. The technology is unique in that it is not only
suitable for the manufacture of pellets with a high drug
loading but it also can be used to produce extended-
release pellets in certain situations in a single step
and thus can obviate the need for subsequent film
coating.

Extrusion–spheronization is a multistep process
involving a number of unit operations and equipment.
However, the most critical pieces of processing equip-
ment that, in effect, dictate the outcome of the overall
process are the extruders and the spheronizers.[8]

A variety of extruders, which differ in design fea-
tures and operational principles, are currently on the
market and can be classified as screw-fed extruders,
gravity-fed extruders, and ram extruders.

Screw-fed extruders have screws that rotate along
the horizontal axis and hence transport the material
horizontally; they may be axial or radial screw extru-
ders (Fig. 5). Axial extruders, which have a die plate
that is positioned axially, consist of a feeding zone, a
compression zone, and an extrusion zone. The product
temperature is controlled during extrusion by jacketed
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barrels. In radial extruders, the transport zone is short,
and the material is extruded radially through screens
mounted around the horizontal axis of the screws.

Gravity-fed extruders include the rotary cylinder
and rotary gear extruders, which differ primarily in
the design of the two counter-rotating cylinders
(Fig. 6). In the rotary-cylinder extruder, one of the
two counter-rotating cylinders is hollow and perfo-
rated, whereas the other cylinder is solid and acts as
a pressure roller. In the so-called rotary-gear extruder,
there are two hollow counter-rotating gear cylinders
with counterbored holes.

In ram extruders, a piston displaces and forces the
material through a die at the end (Fig. 7). Ram extru-
ders are preferred during formulation development
because they are designed to allow for measurement
of the rheological properties of formulations.[9,10,11]

Because extruders were initially developed to serve
industries other than the pharmaceutical industry,
they were designed without GMP considerations.
Therefore, changes are made to ensure pharmaceutical
regulatory compliance, including qualification require-
ments. At the minimum, all the parts of the extruder
that come in contact with the product must be of
high-quality stainless steel, and the construction must
be such that cleaning requirements are easily met.
Whenever possible, the machine should permit easy
monitoring and documentation of all critical process
parameters such as pressure at the die plate, product
temperature, power consumption or torque of the
drive unit, and rotational speed of the screw. Some of

the GMP requirements surroundings extruders have
been highlighted in an article that described a qualifi-
cation procedure for an extruder that is suitable for
the manufacture of clinical samples.[12]

The extrusion/spheronization process was first
introduced to the pharmaceutical industry in 1964 with
the invention of the marumerizer.[13] Since then, signifi-
cant improvements have been made to the machine,
and currently well-designed marumerizers of different
sizes are commercially available. A marumerizer or
spheronizer consists of a static cylinder or stator and
a rotating friction plate at the base. The stator can
be jacketed for temperature control. The friction plate,
which has a grooved surface, is the most critical part of
the equipment that initiates the spheronization process.
A typical friction plate has a crosshatch pattern, where
the grooves intersect at a 90� angle, as shown in Fig. 8.
The groove width is selected based on the desired pellet
diameter. Usually, groove diameters 1.5–2 times the

Fig. 6 Schematic representation of gravity-fed extruders:

(A) rotary-cylinder extruder and (B) rotary-gear extruder.

Die Plate

Piston Movement

Feed

Fig. 7 Schematic representation of a ram extruder. (From
Ref.[9].)

Fig. 5 Schematic representation of screw-fed extruders: (A)
axial extruder and (B) radial extruder.
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target pellet diameter are used. The diameter of the
friction plate is approximately 20 cm for laboratory-
scale equipment or up to 1.0 m for production-scale
units. The rotational speed of the friction plate is vari-
able and ranges from 100 to 2000 rpm, depending on
the diameter of the unit.

A new variation of spheronizers that was introduced
into the market are the so-called air-assisted spheroni-
zers. Basically, they are similar to the standard sphero-
nizers except that they are designed to permit a
conditioned air stream to pass from beneath the rotat-
ing disk through the gap or slit between the cylindrical
wall and the rotating friction plate into the product
bed. The addition of such a feature presumably
improves pellet turnover and brings about a spiral
rope-like motion that facilitates spheronization.

Axial-type extruders tend to produce extrudates
with slightly higher densities. Twin-screw extruders
have better material transport characteristics and
higher capacity or throughput than do single screw
extruders. Radial-type extruders have higher through-
put but produce less dense extrudates than those
obtained from axial-type extruders. The product tem-
perature in radial extruders increases very little during
the extrusion process, probably because of a shorter
compression zone and shorter die opening depth.
Absence of heat build-up during extrusion leads not only
to well-controlled spheronization process but also allows
for the processing of thermolabile drug substances.

Although the extrusion step is a continuous process
with a very high throughput, the subsequent steps
(spheronization, drying, and sizing) are batch pro-
cesses, and thus are rate limiting. As a result, the over-
all extrusion–spheronization process is a batch rather

than a continuous process. However, a semicontinuous
process can be implemented by having an extruder
feed, alternatively, into two spheronizers. As one of
the spheronizers is spheronizing the extrudates, the
other discharges the formed pellets and is recharged
with fresh extrudates. The process is then repeated as
the roles of the spheronizers are reversed alternately.

In a batch process, a defined quantity of extrudate is
fed into the spheronizer from the top, and the sphero-
nized particles are discharged by centrifugal force via a
discharge chute located at the base of the stator or ver-
tical wall of the cylinder. The extrudates are sphero-
nized by interparticle collisions and particle-to-wall
frictional forces. The various stages of the spheroniza-
tion process are shown in Fig. 9. The spheronizing time
is usually 2–15 min, depending on the formulation
characteristics. Processing time remains constant, pro-
vided the composition of the extrudate, including the

CYLINDRICAL EXTRUDATE

CYLINDRICAL RODS

CYLINDERS WITH
ROUNDED ENDS

DUMBBELLS

ELLIPSOIDS

SPHEROIDS

Fig. 9 Shape transitions during a spheronization process.

Fig. 8 Schematic representation of a spheronizer friction
plate with a cross-hatch pattern.
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water content, is kept constant. Because relatively large
amounts of water or solvent are incorporated into the
formulation, the final pellets contain significant quan-
tities of residual moisture or solvent and are oven-dried
or dried in a fluid-bed dryer before further processing.
A sizing step might be necessary to separate the frac-
tions if the particle size distribution is wider than
intended. In general, the pellets are spherical and have
a narrow particle size distribution. The most critical
process parameters in the spheronization step that
influence the yield and quality are the design of the
grooves and rotational speed of the friction plate and
the residence time in the spheronizer.

In an extrusion–spheronization process, formu-
lation components such as fillers, lubricants, and pH
modifiers play a critical role in producing pellets with
the desired attributes. The granulated mass must be
plastic and sufficiently cohesive and self-lubricating
during extrusion. During the spheronization step, it is
essential that the extrudates break at appropriate
length and have sufficient surface moisture to enhance
formation of uniform spherical pellets.

The degree of liquid saturation of the granulation is
another critical factor that needs to be optimized.
Granulations containing low moisture content may
generate extrudates that produce large quantities of
fines during the spheronization step. If the moisture
level is too high, the extrudates may adhere to each
other and form bundles of strands that cannot be pro-
cessed further. Therefore, the extrudates must have
sufficient mechanical strength to form strands during
the extrusion but must also be easily broken into uni-
form rods during spheronization to provide pellets
with a narrow particle size distribution. Generally,
the liquid content of the wet powder mixture is
approximately 20–30% (w/w). Solvents such as etha-
nol or mixtures of water and ethanol may be used as
granulating liquids when pure water cannot be used
for stability or solubility reasons.

Excipients play a more significant role during
extrusion–spheronization than during with any other
pelletization process.[14] They facilitate extrusion and
determine the sphericity of the wet pellets; they also
impart strength and integrity to the pellets. Microcrys-
talline cellulose is one of the most widely investigated
excipients. It is used as filler and a spheronization
aid, regulating the water content and distribution in
the granulation. In effect, it modifies the rheological
properties of the formulation and imparts plasticity
to the pellets. Lactose is another excipient that has
been studied extensively and used to evaluate the fac-
tors that govern the mechanism of pellet formation
by extrusion–spheronization.

In contrast to layering processes, extrusion–
spheronization can be used to manufacture pellets with
sustained-release characteristics without the application

of functional membranes to control release. For
instance, matrix-type pellets can be produced with the
help of mixture of microcrystalline cellulose and sodium
carboxymethylcellulose.[15,16] Organic acids can be
incorporated into the pellet matrix to stabilize sensitive
drug substances or modify the release characteristics,
especially if the solubility of the drug substance being
formulated is pH-dependent.[17] Although water or other
granulation media act as lubricating agents during
extrusion, lubricants are sometimes incorporated to
improve processing.

Finally, it is not surprising that the drug substance
itself plays an important role in the pelletization
process, particularly at high drug loading. Physico-
chemical properties such as particle size, polymor-
phism, wettability, and solubility determine not only
the amount of active ingredient that can be incorpor-
ated in the formulation but also the quality and thus
the shape and surface smoothness of the final pellets.

Because extrusion–spheronization is a very complex
manufacturing process that depends on a number of
formulation and processing factors (Table 1), it has
been studied extensively. Some of these studies used
multifactorial statistical designs to determine the sig-
nificance of the various factors identified above.[12,18,19,20]

Despite the extensive work that had been done,
additional research is still ongoing as demonstrated
by the number of publications in various scientific
journals.[21–28]

SPHERICAL AGGLOMERATION

Spherical agglomeration, or balling, is a pelletization
process in which powders, on addition of an appropri-
ate quantity of liquid or when subjected to high tem-
peratures, are converted to spherical particles by a
continuous rolling or tumbling action. Spherical
agglomeration can be divided into two categories—
liquid-induced and melt-induced agglomerations. Over
the years, spherical agglomeration has been carried out
in horizontal drum pelletizers, inclined dish pelletizers,
and tumbling blenders; more recent technologies use
rotary fluid-bed granulators and high-shear mixers.
Although spherical agglomeration has been practiced
routinely in the iron ore and fertilizer industries, its
application in the pharmaceutical industry is marginal
at best. Nevertheless, the process is one of the most
thoroughly investigated pelletization processes, and
as a result, a number of mechanisms describing the
various phases of pellet formation and growth during
spherical agglomeration have been proposed.[29]

During liquid-induced agglomeration, liquid is
added to the powder before or during the agitation
step. As powders come in contact with a liquid phase,
they form agglomerates or nuclei, which initially are
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bound together by liquid bridges. These are subse-
quently replaced by solid bridges, which are derived
from the hardening binder or any other dissolved
material within the liquid phase. The nuclei formed
collide with other adjacent nuclei and coalesce to form
larger nuclei or pellets. The coalescence process con-
tinues until a condition arises in which bonding forces
are overcome by breaking forces. At this point,
coalescence is replaced by layering, whereby small par-
ticles adhere on much larger particles and increase the
size of the latter until pelletization is completed.[30,31] If
the surface moisture is not optimum, some particles
may undergo nucleation and coalescence at different
rates and form different sizes of nuclei admixed with
the larger pellets. As a result, spherical agglomeration
tends to produce pellets with a wide particle size
distribution.

The rate and extent of agglomerate formation
depend, in part, on formulation variables such as par-
ticle size and solubility of the powder, the degree of
liquid saturation, and the viscosity of the liquid phase.
The moisture content is particularly critical because it
determines whether nucleation occurs to initiate
pelletization or whether the nuclei formed have the
necessary plasticity to bring about coalescence after
collisions between two nuclei. Furthermore, layering
of fine particles on the larger nuclei or pellets occurs
only if the surface moisture is above the critical
level. The rate and extent of agglomerate formation
also depend on processing variables, which are specific
to a given piece of equipment. In the case of drum
pelletizers, drum speed, residence time, load size, and
angle of inclination, relative to the horizontal, are
critical process variables that need to be optimized.

Variables critical to a spherical agglomeration process
using centrifugal fluid-bed granulators are disk speed,
load size, residence time, fluidization air volume and
temperature, and disk clearance.[32–43]

Melt-induced agglomeration processes are similar to
liquid-induced processes except that the binding
material is a melt. Therefore, the pellets are formed
with the help of congealed material without having
to go through the formation of solvent-based liquid
bridges.[44–55]

SPRAY DRYING AND SPRAY CONGEALING

Spray drying and spray congealing, known as globula-
tion processes, involve atomization of hot melts, solu-
tions, or suspensions to generate spherical particles or
pellets. The droplet size in both processes is kept small
to maximize the rate of evaporation or congealing, and
consequently the particle size of the pellets produced is
usually very small. During spray drying, drug entities
in solution or suspension are sprayed, with or without
excipients, into a hot air stream to generate dry and
highly spherical particles. As the atomized droplets
come in contact with hot air, evaporation of the
application medium is initiated. This drying process
continues through a series of stages whereby the vis-
cosity of the droplets constantly increases until finally
almost the entire application medium is driven off
and solid particles are formed. Generally, spray-dried
pellets tend to be porous. For a thorough discussion
on spray drying technology, see Masters.[56]

During spray congealing, a drug substance is
allowed to melt, disperse, or dissolve in hot melts of

Table 1 Critical factors in extrusion–spheronization

Characteristic Significancea References

Drug substance Particle size þþþ
Particle size distribution þþ
Particle shape þþþ
Solubility þþ [26]

Formulation Water content þþþ [23–25,27,28]

Water temperature þ [25]
Excipients type þþþ [13,18,19,24,26]
Excipients concentration þþ [24,26]

Excipients particle size þþ [12,13,28]

Extrusion Extruder type þþ [13]
Extruder speed þþ [14,15,22,23,25]
Extrusion screen size þþþ [22,24]

Thickness of the die plate þ [14,15,30]

Spheronization Spheronizer speed (rpm) þþþ [23–25,27,29]
Spheronizer load þ [23,24]
Spheronization time þþþ [23–25]

Friction plate design þ
aRelative significance: þ, low; þþ, medium; þþþ, high.
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waxes, fatty acids, etc., and sprayed into an air cham-
ber, where the temperature is below the melting tem-
peratures of the formulation components, to provide
spherical congealed pellets under appropriate proces-
sing conditions. A critical requirement in a spray-
congealing process is that the formulation components
have well-defined, sharp melting points or narrow
melting zones. Because the process does not involve
evaporation of solvents, the pellets produced are dense
and non-porous. See Atilla and Suheyla[57] for a
detailed description of the formulation and processing
requirements of spray congealing as a pelletization
technique.

CRYOPELLETIZATION

Cryopelletization is a process whereby droplets of a
liquid formulation are converted into solid spherical
particles or pellets by using liquid nitrogen as the fixing
medium. The technology, which was initially
developed for lyophilization of viscous bacterial sus-
pensions, can be used to produce drug-loaded pellets
in liquid nitrogen at �160�C. The procedure permits
instantaneous and uniform freezing of the processed
material owing to the rapid heat transfer that occurs
between the droplets and liquid nitrogen. The pellets
are dried in conventional freeze dryers. The small size
of the droplets and thus the large surface area facilitate
the drying process. The amount of liquid nitrogen
required for manufacturing a given quantity depends
on the solids content and temperature of the solution
or suspension being processed. It is usually between 3
and 5 kg per kilogram of finished pellets.

The equipment consists of a container equipped
with perforated plates at the bottom. Immediately
below the plates at a predetermined distance is a reser-
voir of liquid nitrogen. in which a conveyor belt with
transport baffles is immersed. The conveyor belt has
a variable speed and can be adjusted to provide the
residence time required for freezing the pellets. The
perforated plates generate droplets that fall and freeze
instantaneously as they come in contact with the liquid
nitrogen below. The frozen pellets are transported out
of the nitrogen bath into a storage container at �60�C
before drying. Equipment of different size, ranging from
laboratory scale to production size, is available commer-
cially. (See Refs.[58,59] for a detailed description.)

The most critical step in cryopelletization is
droplet formation, which is influenced not only by
formulations-related variables such as viscosity, sur-
face tension, and solids content but also by equipment
design and the corresponding processing variables. The
diameter and design of the shearing edge of the holes
on the container plates are critical. For instance, the
diameter of the holes determines the flow rate, which,

in turn, is governed by the viscosity of the formulation.
The diameter of the holes also influences the size and
shape of the pellets. The smaller the holes, the smaller
the pellets produced.

The shape of the droplets depends in part on the
distance the droplets travel before contacting the liquid
nitrogen. The distance has to allow sufficient time for
the formulation of spherical droplets as they contact
the liquid nitrogen. When all processing parameters
are carefully characterized and optimized, smooth,
spherical pellets can be routinely manufactured. In
cases, in which the desired pellet diameter is less
than 2 mm, the liquid nitrogen is stirred to prevent
agglomeration.

Solutions or suspensions suitable for cryopelletiza-
tion have high solids content and low viscosities.
Another important property is the surface tension of
the liquid formulation, which partly determines the
pellet size. The addition of a surfactant to the formu-
lation reduces the surface tension and results in smaller
particle size. Pellet size also depends on the properties
of the drug substance.

Immediate-release formulations typically consist of
the drug substance, fillers such as mannitol and lactose
and binders such as gelatin, gelatin hydrolysates, and
polyvinylpyrolidone. Cross-linked biopolymers based
on collagen derivatives are used for sustained-release
pellets. See Refs.[59,60] for a detailed discussion on the
formulation and processing variables.

MELT SPHERONIZATION

Melt spheronization is a process whereby a drug
substance and excipients are converted into a molten or
semimolten state and subsequently shaped using appro-
priate equipment to provide solid spheres or pellets.
The process requires several pieces of equipment such
as blenders, extruders, cutters (known as pelletizers in
the plastics industry), and spheronizers. The drug sub-
stance is first blended with the appropriate pharmaceuti-
cal excipients, such as polymers and waxes, and extruded
at a predetermined temperature. The extrusion tempera-
ture must be high enough to melt at least one or more of
the formulation components. The extrudate is cut into
uniform cylindrical segments with a cutter. The segments
are spheronized in a jacketed spheronizer to generate
uniformly sized pellets. The spheronization temperature
needs to be high to partially soften the extrudate and
facilitate deformation and eventual spheronization.[61]

Depending on the characteristics of the formulation
ingredients, pellets that exhibit immediate- or sustained-
release characteristics can be manufactured in a single
step. The pellets produced are unique in that they are
monosize, a property unmatched by any other pelletiza-
tion technique. However, the process is still in the
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development stage, and additional work is needed before
the process becomes a viable pelletization technique.
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INTRODUCTION

Background and Rationale

In recent years, proteins and peptides are emerging as
a major class of therapeutic agents. Pharmaceutical
scientists are faced with the challenges of a) selection
of a suitable route of drug delivery and b) formulation
of these bioengineered drugs. The most common
route of protein and peptide drug delivery has been
parenteral. However, this route is associated with pain
on administration, resulting in poor patient com-
pliance, and the formulation needs to be sterile. Drugs
administered by the gastrointestinal route are sub-
jected to acid hydrolysis and extensive gut and/or
hepatic first-pass metabolism. Thus, these protein drugs
may exhibit poor oral bioavailability. Non-invasive
mucosal and transdermal routes offer effective alterna-
tive routes for systemic drug delivery. The transdermal
delivery route is limited to potent, lipophilic com-
pounds, does not provide rapid blood levels, and is less
permeable than oral mucosa.[1] Various absorptive
mucosae have been identified and investigated for
systemic drug delivery. These include nasal, ocular,
pulmonary, rectal, vaginal, buccal, and sublingual.
Certain associated drawbacks limit extensive use of
the nasal, ocular, pulmonary, rectal, and vaginal muco-
sae. The buccal and sublingual routes do not have
many of these limitations; hence, both routes seem
attractive alternative routes for systemic drug delivery.
In this article, only buccal drug delivery is addressed.

Advantages

Because of rich buccal vascularity, drugs delivered by
the buccal route gain direct access to the systemic cir-
culation and are not subject to first-pass metabolism.
Also, therapeutic agents do not come in contact with
the acidic digestive fluids secreted by the gastrointes-
tinal tract.

Relative to the nasal and rectal routes, the buccal
mucosa has low enzymatic activity, and drug inactivation

owing biochemical degradation is not as rapid and
extensive.[2]

Excellent accessibility to the buccal mucosa makes
application of the dosage form painless, precisely
located, and easily removable without discomfort at
the end of the application period. The oral cavity con-
sists of a pair of buccal mucosae. Thus, a drug-delivery
system can be applied at various sites either on the
same mucosa or, alternatively, on the left or right buc-
cal mucosa on different applications. This is parti-
cularly advantageous if the delivery system contains a
drug or excipient that mildly and reversibly damages
or irritates the mucosa.

A buccal drug-delivery system is applied to a spe-
cific area on the buccal membrane. Moreover, the
delivery system can be designed to be unidirectional
in drug release so that it can be protected from the
local environment of the oral cavity. It also permits
the inclusion of a permeation enhancer/protease
inhibitor or pH modifier in the formulation to modu-
late the membrane or the tablet–mucosal environment
at or near that particular application site. Although the
irritation is limited to a well-defined area, the systemic
toxicity of these enhancers/inhibitors and modifiers
can be reduced. The buccal mucosa is well-suited for
this type of modification because it is less prone to irre-
versible damage.[3] In the event of drug toxicity, the
delivery of drugs can be terminated promptly by
removal of the dosage form.

In addition, the buccal route may be useful for uncon-
scious patients and in patients who have recently under-
gone surgery or have experienced upper gastrointestinal
tract disease that would affect oral drug absorption.

Disadvantages

The surface area available for absorption in the buccal
mucosa is much smaller than the gastrointestinal,
nasal, rectal, and vaginal mucosae. The buccal mucosa
is continuously bathed by saliva, and the secreted saliva
lowers the drug concentration at the absorbing mem-
brane. These two factors, along with the permeability
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coefficient of the drug, affect the overall absorption rate
by this route. In addition, the buccal mucosa is less
permeable than any of the mucosae noted above.

Involuntary swallowing of saliva containing dis-
solved drug or swallowing the delivery system itself
would lead to a major loss of drug from the site of
absorption. Talking, eating, and drinking affect the
retention of the delivery system and therefore may con-
stitute limitations associated with this route of drug
administration.[1] In addition, there is a risk of choking
on the dislodged drug-delivery device.

Taste, irritancy, and allergenicity also may limit the
number of drugs that can be delivered by the buccal
route.

ANATOMY AND PHYSIOLOGY
OF THE ORAL MUCOSA

Structure

The oral mucosa is anatomically divided into three tissue
layers (Fig. 1).[4] These three layers are the 1) epithelium;
2) basement membrane; and 3) connective tissues.

Epithelium

The epithelium consists of approximately 40–50 layers
of stratified squamous epithelial cells. The epithelial
cells originate from a layer of basal cells, which are
cuboidal inshape, undergo continuous mitosis, and
move to the surface. As the cells migrate to the surface
through the intermediate layers, they differentiate and
become larger, flattened, and surrounded by an exter-
nal lipid matrix (membrane-coating granules). This

external lipid matrix determines the drug permeability
of the tissue. Although gingiva (gum) and the hard
palate are keratinized, areas such as buccal, sublingual,
and the soft palate are non-keratinized. The thickness
of buccal epithelium varies with location and typically
ranges from 500 to 800 mm in humans, dogs, and rab-
bits. The estimated cell turnover time is 5–6 days.[5]

In addition, the buccal epithelium is also characterized
by the presence of intercellular gap junctions.

Basement membrane

The basement membrane (BM) is a continuous layer of
extracellular materials and forms a boundary between
the basal layer of epithelium and the connective tissues
of the lamina propria and the submucosa. The BM can
be subdivided into the a) lamina lucida, b) lamina
densa, and c) a sublayer of fibrous material. The func-
tions of the BM include providing 1) adherence
between epithelium and underlying connective tissues;
2) mechanical support for epithelium; and 3) a barrier
to the passage of cells and some large molecules.

Connective tissues

Connective tissues consist of lamina propria and sub-
mucosa, if present. The lamina propria is a continuous
sheet of connective tissue composed of blood capil-
laries and nerve fibers serving the oral mucosa.

Vascular drainage from the oral mucosa is princi-
pally by way of the lingual, facial, and retromandibular
veins. These veins open into the internal jugular vein
and thus avoid first-pass metabolism.

The buccal mucosae from monkeys, apes, dogs,
pigs, and rabbits possess physiology very similar to
that of human buccal mucosa.[5]

Permeability

Permeability barriers

The permeability of buccal mucosa lies somewhat
between the skin epidermis and intestinal mucosa.

Epithelium. The predominant barrier to drug diffusion
resides approximately within the outermost one-third of
the epithelium. This is true of both keratinized and non-
keratinized epithelia. Therefore, keratinization is
unlikely to offer major resistance to buccal permeation.

Membrane Coating Granules (MCG). MCGs are
spherical or oval organelles (100–300 nm in diameter)
found both in keratinized as well as in non-keratinized
epithelia but are different with regard to composition
in both epithelia. MCGs discharge their contents into

Epithelium

Basal lamina

Lamina propria

Submucosa

Str. basale

Str. suprabasale

Str. filamentosum

Stratum distendum

Mucus

Connective
tissue

Fig. 1 Schematic diagram showing the principal compo-
nents of oral mucosa. (From Ref.[4].)
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the intercellular space and thus form the permeability
barrier.

Permeant Factors. The permeation of a drug molecule
across the buccal mucosa is dependent on the following.

1. Molecular size—for hydrophilic substances, as
molecular weight and molecular size/radius
ascends, permeability typically diminishes. Small
molecular weight permeants (MW < 100 Da)
are rapidly transported through buccal mucosa.

2. Lipid solubility—for non-ionizable compounds,
as the lipophilicity rises, the drug permeability
typically increases. To maximize the absorption
rate, a drug should be available in the salivary
film at its solubility limit.

3. Ionization—for ionizable drugs, maximal per-
meation occurs at the pH at which ionization
is least, i.e., where the drug is predominantly
in the unionized form.[6,7]

The rate of drug absorption for the transcellular
route is pH-dependent. Such dependency results from
the fact that the membrane/aqueous partition coef-
ficient for an ionizable drug is pH-dependent.

Basement Membrane (BM). The BM has an enor-
mous surface area compared with the epithelium owing
to connective tissue papillae, which may affect the
effective diffusional pathlength.

Mechanism of Drug Transport

The major pathway of drug transport across buccal
mucosa seems to follow simple Fickian diffusion.[8,9]

Passive diffusion occurs in accordance with the pH-
partition theory. Considerable evidence also exists in
the literature regarding the presence of carrier-
mediated transport in the buccal mucosa.[10,11] Exami-
nation of the equation for drug flux is shown by [Eq. (1)]:

J ¼ DKP

h
DCe ð1Þ

where J ¼ drug flux, D ¼ diffusivity, Kp ¼ partition
coefficient, DCe ¼ concentration gradient, and h ¼
diffusional pathlength shows that the flux may be
increased by decreasing the diffusional resistance of
the membrane by making it more fluid, increasing the
solubility of the drug in the saliva immediately adjacent
to the epithelium, or enhancing lipophilicity through
prodrug modification. Because of the barrier properties
of the tight buccal mucosa, the rate-limiting step is the
movement of drug molecules across the epithelium.

Two pathways of permeation across buccal mucosa
are transcellular, in which the passage of drug occurs
through the individual cells of the mucosa, and

paracellular, in which the passage of drug occurs
through intercellular junctions of the mucosa. Per-
meability coefficients typically range from 1 � 10�5

to 2 � 10�9 cm/s for oral mucosa.[12] The pathway
of drug transport across oral mucosa may be studied
using: 1) microscopic techniques using fluorescent
dyes;[12] 2) autoradiography;[5] and 3) confocal laser
scanning microscopic procedures.[13]

FACTORS AFFECTING SYSTEMIC ORAL
MUCOSAL DELIVERY

Membrane Factors

Regional differences in both permeability and thick-
ness affect both the rate and extent of drug reaching
the systemic circulation.[14] Keratinization and compo-
sition, although not major factors, of the various oral
mucosae affect systemic mucosal drug delivery.
Additional factors such as absorptive membrane thick-
ness, blood supply, blood/lymph drainage, cell renewal
rate, and enzyme content will also govern the rate and
extent of drug absorption into the systemic circulation.

Environmental Factors

Saliva

A major portion of saliva is composed of water (99%)
and has a pH of 6.5–7.5 depending on the flow rate and
location.[15] An increase in the salivary flow rate leads
to the secretion of watery saliva. Stimulated salivary
secretion affects the film thickness and aids in easy
migration of test compounds from one region of the
mouth to another. Salivary pH is also important
because passive diffusion of unionized drug is the
major mechanism of oral absorption.[16,17]

Salivary glands

Drug-delivery systems, therefore, should not be placed
either over a duct or adjacent to a salivary duct
because this may dislodge the retentive system or
may result inexcessive washout of the drug or rapid
dissolution/erosion of the delivery system, making it
difficult to achieve high local drug concentrations.
Also, if a retentive system is placed over salivary ducts,
the reduced salivary flow rate may produce less/no
mucus that is required for proper attachment of a
mucoadhesive delivery device.

Movement of the oral tissues

Talking, eating, and swallowing may cause some mouth
movement leading to dislodgment of the delivery
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device.[1] The movement of the tongue may also
influence the delivery of drugs from a mucoadhesive,
retentive system owing to the tongue swiping across
the dosage form and adjacent tissues as well as to induc-
tion of suction pressures from the tongue compressing
against the hard palate.

Dosage Form Design Considerations

Overview

A mucoadhesive buccal drug delivery system should

1. be convenient to apply and unobtrusive when in
place;

2. not incorporate a bitter-tasting drug,
3. have a smooth surface rather than a textured

surface;
4. preferably achieve unidirectional release of the

drug; and
5. use excipients (both diluents and the mucoadhe-

sive polymers) that do not irritate or damage the
mucosa, that are non-toxic, and that do not
stimulate salivary secretion.

The size of the delivery system varies with the type of
formulation, i.e., a buccal tablet may be approximately
5–8 mm in diameter, whereas a flexible buccal patch
may be as large as 10–15 cm2 in area. Mucoadhesive
buccal patches with a surface area of 1–3 cm2 are most
acceptable.[18] It has been estimated that the total
amount of drug that can be delivered across the buccal
mucosa from a 2-cm2 system in 1 day is approximately
10–20 mg.[12] The shape of the delivery system may also
vary, although for buccal drug administration, an ellip-
soid shape appears to be most acceptable.[18] The thick-
ness of the delivery device is usually restricted to only a
few millimeters. The location of the delivery device also
needs to be considered. A mucoadhesive retentive system
is preferred over a conventional dosage form. A bioadhe-
sive buccal patch would appear to be the most appropri-
ate delivery system because of its flexibility and the area
of the buccal mucosa available for its application. The
maximal duration of buccal drug retention and absorp-
tion is approximately 4–6 h because food and/or liquid
intake may require removal of the delivery device.

BIOADHESION

The word bioadhesion can be defined as the ability of a
material (synthetic or natural) to ‘‘stick’’ (adhere) to a
biological tissue for extended periods.[18] The phenom-
enon of bioadhesion can be visualized as a two-step
process. The first step involves the initial contact
between polymer and the biological tissue. The second

step is the formation of secondary bonds owing to non-
covalent interactions.

Biomembrane Characteristics

Oral mucosae are covered with mucus that serves as a
link between the adhesive and the membrane. Mucin is
a polyelectrolyte under neutral or slightly acidic con-
ditions because of the terminal sialic acid residues hav-
ing a pKa value of 2.6.[19] At physiological pH (7.4), the
mucin molecule is polyanionic, which contributes to
bioadhesion.

Adhesive Characteristics

A variety of polymers including water-soluble and
water-insoluble and ionic and non-ionic hydrocolloids
and water-insoluble hydrogels can be used in bioadhe-
sive systems.[20] Factors affecting the bioadhesive
properties of the polymer include the following.

Molecular weight and polymer conformation

In general, the adhesive strength of a polymer increases
with molecular weights greater than 100,000.[21] The
molecule must have adequate length to allow chain
interpenetration into the mucus layer. However, the
size and conformation of the polymer molecule play
an important role as well.[22]

Cross-linking density of the polymer

The strength of mucoadhesion decreases with an
increase in cross-linking as this leads to a decrease in
the polymer’s diffusion coefficient[23] and chain seg-
ment flexibility and mobility (which in turn reduces
interpenetration).

Charge and ionization of the polymer

Anionic polymers provide better efficiency than do
cationic or uncharged polymers with respect to both
adhesiveness and toxicity.[24] Also, polymeric adhesives
with carboxyl groups are preferred over those with sul-
fate groups.[25]

Concentration of the polymeric adhesive

In general, the more concentrated the polymeric adhesive
becomes, the more the bioadhesive strength diminishes.
The coiled molecules become solvent-poor in a concen-
trated solution, which, in turn, decreases the available
chain length for interpenetration into the mucus layer.
Therefore, a critical concentration of the polymeric
adhesive is required for optimum bioadhesion.[26]
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pH of the medium

pH influences the charge on the surface of the mucus
and the polymer.[27] Charge density on the surface of
mucus will vary with pH owing to the differences in
dissociation of the functional groups on the carbo-
hydrate and amino acid moieties.

Hydration of the polymer

Swelling affects bioadhesion,[28] although an increase
in the degree of swelling does not always result in an
increase in the bioadhesive strength. However, a high
water activity is required to hydrate the mucoadhesive
component to expose the bioadhesive site(s) for sec-
ondary bond formation, to expand the gel to create
pores of sufficient size, and to mobilize all flexible
polymer chains for interpenetration. A critical degree
of hydration of the mucoadhesive polymer is need
ed for optimum bioadhesion.[20] A greater degree of
hydration lowers the adhesive strength owing to
the formation of a slippery mucilage.

Theories of Bioadhesion

In general, both physical and weak chemical bonds are
responsible for mucoadhesion. Physical/mechanical
bond formation can be explained as the entanglement
of the adhesive polymer and the extended mucin
chains. When this diffusion is mutual, it leads to
maximum bioadhesive strength.

Attaching bonds may be either primary owing to
covalent bonding or secondary owing to electrostatic,
hydrogen, or hydrophobic bonding. Electrostatic or
hydrogen bonding results primarily because of hydroxyl
(—OH), carboxyl (—COOH), sulfonate (—SO3H), and
amino (—NH2) groups. Several theories of bioadhesion
have been proposed, i.e., wetting, diffusion, electronic,
fracture, and adsorption. The mechanism of bioadhesion
appears to be best explained by a combination of the
wetting, diffusion, and electronic theories.

Measurement of Bioadhesion

Measurement of bioadhesion not only helps in screen-
ing the candidate polymer but also assists in studying
the mechanism of bioadhesion. However, performance
of the final dosage form containing the polymer and
the drug is the best test for bioadhesion.

In vitro measurements

Measurement of either tensile or shear stress is the
most commonly used in vitro method to measure
bioadhesion. All in vitro measurements provide a rank

order of bioadhesive strength for a series of candidate
polymers. Measurement of tensile strength involves
quantitating the force required to break the adhesive
bond between the test polymer and a model mem-
brane. This method typically uses a modified balance
or tensile tester. A section of freshly excised rabbit sto-
mach tissue with the mucosal side exposed is secured
on a weighed glass vial and placed in a beaker contain-
ing USP-simulated gastric fluid. Another section of the
same tissue is secured onto a rubber stopper with a vial
cap with the mucus side exposed (Fig. 2). A small
quantity of the test polymer is placed between the two
mucosal tissues. The force required to detach the poly-
mer from the tissue is then recorded.[29] Measurement
of shear strength involves quantitating the force that
causes the polymer to slide in a direction parallel to
the plane of contact between the polymer and the
mucus. This method uses a glass plate suspended from
a microbalance on which the test polymer is coated
(Fig. 3). This plate is then dipped in a temperature-
controlled mucus sample. The force required to pull
the plate out of the mucus sample is determined under
constant experimental conditions.[22]

Additional in vitro methods include adhesion
weight,[30] fluorescent probe,[24] flow channel,[31] mech-
anical spectroscopic,[32] falling film,[33] colloidal gold
staining,[34] viscometric method,[35] thumb test,[36]

adhesion number,[36] and electrical conductance.[36]

In vivo measurements

In vivo methods are relatively few and measure the resi-
dence time of bioadhesives at the application site.[36]

Techniques such as g-scintigraphy, perfused intestinal
loop and radiolabeled transit studies using 55Cr-labeled
bioadhesive polymer,[37] and 99mTc-labeled poly-
carbophil[38] have been used for this purpose.

Balance

Platform

Chart recorder

Test disc

Buffer pH 6.8

1.5 g weight

Cap to secure tissue

Jacketed water bath

Section of
intestine

Fig. 2 Schematic diagram showing the apparatus and the
setup for assessing the tensile strength. (From Ref.[93].)
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Bioadhesive Polymers in Buccal Drug Delivery

A variety of water-soluble and water-insoluble poly-
mers of both synthetic and natural origin[20] have been
studied as bioadhesives.

Overview

Bioadhesive polymers are used mainly to overcome the
short residence time of drug and the dosage form to
improve localization of the drug and to achieve con-
trolled or sustained release of the drug. Bioadhesive
polymers can be divided into three broad categories:
1) ‘‘wet’’ adhesives, i.e., polymers that become sticky
on hydration; 2) polymers that are electrostatic in nat-
ure and adhere primarily owing to non-specific and
non-covalent interactions; and 3) polymers that can
bind to a specific site on the cell surface.[39]

An ideal bioadhesive should

i. be non-toxic, non-absorbable, and non-irritating
to the mucus membrane;

ii. form a strong non-covalent bond with the
mucin-epithelial cell surfaces;

iii. allow easy incorporation of drug and should not
offer hindrance to drug release; and

iv. not decompose on storage or during the shelf
life of the dosage form.

Some of the other desirable characteristics of the
polymer have been presented previously in Bioadhesion.

Drug release from soluble polymers is accompanied
by the gradual erosion-type dissolution of the polymer.
Therefore, polymer dissolution/drug diffusion may be
the overall hybrid mechanism of release. Drug release
from non-soluble hydrogels generally follows Fickian
or non-Fickian diffusion kinetics.[40] The mechanism
of release may be determined by modeling the drug
release (first 60%) to the empirical equation Eq. (2),

Mt

M1
¼ ktn ð2Þ

where Mt/M1 ¼ fraction of drug released,
k ¼ kinetic constant, t ¼ time, and n ¼ diffusional
exponent. The mechanism of drug release may be
Fickian diffusion when the value of n ¼ 0.5; anomalous
(non-Fickian) transport when n ¼ 0.5 < n < 1.0, and
case-II transport when n ¼ 1.0. A value of n greater
than 1 signifies super case-II transport as the mechanism
of drug release.[41]

DOSAGE FORMS

Several bio/mucoadhesive dosage forms have been
developed, and mechanism(s) of bioadhesion have
been delineated.

Buccal Dosage Forms

Buccal mucosa presents a relatively smooth and immo-
bile surface for the placement of a bioadhesive dosage
form. The amount of drug that can be incorporated is
limited because of the size limitation of the buccal dos-
age form. In general, a drug with a daily requirement
of 25 mg or less is suitable for buccal delivery. Drugs
with a short half-life, requiring sustained/controlled
delivery, or exhibiting poor aqueous solubility and
drugs that are sensitive to enzymatic degradation
may be delivered successfully across the buccal
mucosa. The dosage forms developed for this purpose
include tablets, adhesive patches, adhesive gels, and
adhesive ointment. Adhesive tablets and patches can
be formulated to release the drug either unidirection-
ally or multidirectionally by varying the extent and
permeability of the backing (Fig. 4).

Formulation Development of Buccal
Dosage Forms

Novel dosage forms such as adhesive tablets, patches,
gels, and ointments have been developed primarily

A B

C

D

E

F

G

H

Fig. 3 Schematic diagram showing the apparatus and the set
up for assessing the shear strength. Key: (A) Microforce bal-

ance; (B) Chart recorder; (C) Glass plate (side on); (D) 1 ml
Homogenized mucus; (E) Glass vial; (F) Water; (G) Water
jacket at 20�C; (H) Platform moving in vertical direction.

(From Ref.[22].)
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for systemic delivery of therapeutic agents. These
dosage forms are also capable of providing sustained
drug delivery.

Buccal dosage forms can be of 1) reservoir type
and 2) matrix type.

Reservoir type

Drug formulations of the reservoir type are sur-
rounded by a polymeric membrane, which controls
the release rate. Reservoir systems present a constant
release profile, provided 1) the polymeric membrane
is rate limiting and 2) an excess amount of drug is
present in the reservoir.

Matrix type

Drug is uniformly dispersed in the polymer in matrix-
type systems, and drug release is controlled by the
matrix. Drug molecules dispersed in the polymer have
to dissolve in the medium and then diffuse through
the polymer network. Therefore, a drug dispersion
and drug-depletion zone always exists in the matrix.
A thin hydrodynamic diffusion layer also exists at
the interface of the drug and the matrix. A matrix sys-
tem may result in a constant release profile only at
early times when the drug-depletion zone is rather
insignificant.

The parameters that determine the release rate of a
drug from a delivery device include polymer solubility,
polymer diffusivity, and thickness of the polymer
diffusional path, and the drug’s aqueous solubility,
partition coefficient, and aqueous diffusivity. Finally,
the thickness of the hydrodynamic diffusion layer,

the amount of drug loaded into the matrix, and the sur-
face area of the device all affect the drug’s release rate.

Buccal adhesive tablets

Adhesive tablets may be either monolithic or multi-
layered devices. Monolithic tablets can be prepared
by conventional techniques of either direct com-
pression or wet granulation. These tablets provide
the possibility of holding large amounts of drug. Using
either compression or spray coating, a partial coating
of every face except one that is in contact with the
mucosa with a water-impermeable material such as
cellophane, hydrogenated castor oil, Teflon, ethyl
cellulose, etc., may cause unidirectional drug release.
Multilayered tablets may be prepared by adding each
formulation ingredient layer by layer into a die and
by compressing it on a tablet press (Fig. 4). These
tablets can be designed to deliver drugs either systemi-
cally or locally. For multilayered tablets, incorporation
of the drug into the adhesive layer, which is immedi-
ately adjacent to the mucosal surface, may aid in opti-
mizing bioadhesion.

Buccal adhesive patches

Adhesive patches may also be monolithic or multi-
layered devices of the reservoir or matrix type for
either systemic or local drug delivery. Two primary
types of manufacturing processes are usually used to
prepare adhesive patches. These include solvent casting
and direct milling (with or without a solvent). The
intermediate product is a sheet from which patches
are punched. A backing is then applied to control the
direction of drug release and to minimize deformation
and disintegration of the device during residence in the
mouth. Preparation of adhesive patches by the solvent–
casting method involves casting of appropriately
prepared aqueous solutions of either polymer (for
drug-free patches) or a drug/polymer mixture onto a
backing layer sheet mounted on a stainless steel plate
by means of a frame. Drying may then be performed
by perfusing with a thermostated stream of water
or by air drying. The temperature is typically selected
based on the exicipients used in the formulation. On
complete drying, the laminate may be cut into the
desired shape and size using a suitable punch and a
die set. Preparation of adhesive patches by direct
milling is done by homogeneously mixing the drug
and the bioadhesive, with or without the aid of a
solvent, using a two-roll mill. The polymer/drug mix-
ture may then be compressed to its desired thickness,
and patches of appropriate size may be cut or punched
out. The polymer/drug mixture prepared with a
solvent may require an additional drying step afforded
by air or oven drying (Fig. 5).

Drug layer with mucoadhesive

Drug layer without mucoadhesive

Mucoadhesive layer without drug

Water-impermeable backing layer

Fig. 4 Schematic diagram showing the geometric designs of
buccal delivery devices. (From Ref.[91].)
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Design of Experiments

A formulation may be evaluated for both in vitro and
invivo release and mucosal permeation by designing
appropriate experiments.

In vitro release/permeation studies

In vitro release studies may be designed depending on
the shape and application of the dosage form because
no standard method is available. A survey of the litera-
ture indicates that the apparatus used for the release
study varied from a typical USP type I/II apparatus
to a rotating basket immersed in a beaker with agi-
tation conditions being rotational (50–250 rpm) to
magnetic stirring or mechanical shaking.[39] A variety
of testing media have been used such as distilled water,
chloroform, phosphate buffer, saline, a mixture of
methanol, and water, etc.[39]. In vitro release studies
provide valuable information regarding the behavior
of the delivery device and the mechanism of drug
release from the delivery device.

In vitro permeation studies can be conducted using
a glass diffusion cell with the buccal tissue mounted
between the two halves of the cell, which may be filled
with constantly stirred buffer solutions. Buccal mucosa
may then be excised from the canine or porcine or rab-
bit cheek immediately after sacrifice. Such permeation
studies may provide meaningful results on the simul-
taneous processes of drug transport and metabolism
in the tissue. Attention must be given to the viability
of the excised tissue under in vitro conditions. Electro-
physiologic characterization appears to be a valuable
tool to indicate the viability of the tissue after excision.
To retain tissue viability, continuous bubbling with
O2/CO2 mixtures and the addition of glucose to the
buffer media may be useful. Viability can be deter-
mined using MTT assay and confocal imaging of vital
staining.[42] Alternatively, cell culture technique can be
used, where by several parameters can be varied to
arrive at an optimum delivery device. This technique
also helps in understanding the possible mechanism
of drug transport and therefore may provide strategies
for modification of either the drug molecule or the
drug-delivery device.[43]

In vivo absorption studies

Animal Studies. Only a small number of absorption
studies have been conducted in animals. This may be
because buccal administration of drugs to animals is
difficult and often produces artifactual results.[44] Ani-
mals selected as models should be representative of
human absorption, tissue, enzymes, degree of keratini-
zation, etc. Conscious or anesthetized animals may be
used for absorption studies. Conscious animals should
be preconditioned by administering placebos for
several consecutive days. The experimental dosage
form may then be administered/applied to the buccal
mucosa. Absorption may be followed by monitoring
plasma and/or urinary drug concentrations as well
as the amount of drug remaining in the dosage form
after the experiment.

Human Studies. Human studies are conducted after
the dosage form has been optimized with respect to
release of the drug, shape of the dosage form, amount
of the drug to be incorporated, and completion of pre-
clinical toxicity studies in animals. Human volunteers
may be asked to place the dosage form on the buccal
mucosa, and the absorption process may be followed
by monitoring the amount of drug remaining in the
dosage form after certain time intervals and/or by
sampling biological matrices (blood, urine, etc.) with
appropriate pharmacokinetic/pharmacodynamic ana-
lyses. The amount of drug remaining in the dosage
form may reflect absorption only if the absorption step
is not rate limiting, and an attempt to prevent swallow-
ing a drug/saliva solution has been made.[45]

Evaluation of toxicity and irritation

Irritation is very subjective and may differ widely from
treatment to control subjects. Most irritation occurs as
a result of penetration enhancers. Evaluation of tox-
icity and irritation should be concerned with: 1) muco-
sal tissue irritation; 2) extent of damage to the mucosal
cells; and 3) rate of recovery.

Mucosal Tissue Irritation. Irritation is a complex
phenomenon involving interaction among the solution
properties of the vehicle, mucosal transport, biological
transport, and local drug disposition. To date, no defi-
nite relationship has been established between the
structure of a penetration enhancer, for example, and
the degree of irritation it may cause following buccal
application. However, a relationship between the pKa

value of an ionizable compound (benzoic acid deriva-
tives) and irritation as measured by the degree of ery-
thema has been reported.[46,47] Azacycloalkanone
enhancers demonstrated more irritancy with alkyl than
those with alkenyl chains.[48] In general, it would

Release liner

Drug/Polymer matrix

Adhesive layer

Backing membrane

Fig. 5 Schematic diagram showing the design of mucoadhe-
sive buccal patch. (From Ref.[81].)
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appear that the most effective penetration enhancers
induce the greatest degree of irritation to mucosal
tissues.

Extent of Damage to Mucosal Cells. Permeation
enhancement implies possible alteration of the protec-
tive permeability barrier either by: 1) an increase in the
fludity of intercellular lipids (relatively non-toxic) and/
or 2) extraction of intercellular lipids or denaturation
of cellular proteins (much more damaging/toxic).
Therefore, it is imperative that the permeation enhan-
cer: 1) exert a reversible effect; 2) not be systemically
absorbed; and 3) not cause cumulative toxicity or per-
manent changes in the barrier properties. Application
of up to 1% sodium lauryl sulfate or cetylpyridinium
chloride to the ventral surface of the tongue of dogs
resulted in desquamation, widening and separation of
keratin.[49] The buccal mucosa of rabbits treated with
0.5% sodium deoxycholate or 0.1% sodium lauryl sul-
fate demonstrated loss of surface epithelial cells.[50]

Sodium taurocholate and lysophosphatidyl chloride
increased buccal insulin absorption in dogs with no
mucosal irritation.[51]

Methods Used to Assess Membrane Damage. Several
methods are commonly used to estimate the degree
of damage to biological membranes induced by various
permeation enhancers. The following methods are a
partial listing:

1. morphological examination by scanning or
transmission electron microscopy,[52]

2. morphological examination using light
microscopy and appropriate staining, e.g.,
hematoxylin and eosin (H&E),[53]

3. determination of the extent of hemolysis caused
by a permeation enhancer,[54]

4. determination of the release of cellular constitu-
ents, e.g., lactate dehydrogenase (LDH),[55]

5. measurements of the changes in the electrical
resistance of the membrane,

6. measurements of the changes in the per-
meability tovarious markers, e.g., insulin, man-
nitol, and FITC–dextran, and

7. measurements of changes in cilia movement,
e.g., with nasal mucosa.

Rate of Recovery of Mucosal Membranes. The rate of
recovery is generally inversely related to the extent of
membrane damage, i.e., a greater and more rapid recov-
ery from permeation enhancers that induce minimal
damage such as acylcarnitines[56] and sodium glycocho-
late compared with enhancers such as sodium deoxy-
cholate[57] and polyoxyethylene-9-lauryl ether. The
permeability of the tight junction is sensitive to the
extracellular calcium concentration. Resealing of tight

junctions has been shown to be accelerated if there is
a high extracellular calcium concentration rather than
an elevated cytoplasmic calcium concentration.[58]

Miscellaneous Toxicity Concerns. Additional toxicity
concerns include interference with normal metabolism
and function of mucosal cells, e.g., water absorption by
these cells.[59] The unconjugated bile acids are known
to block amino acid metabolism and glucose trans-
port.[60] There is a possibility of biotransformation of
these enhancers to toxic or carcinogenic substances
by hepatic monooxygenases. Absorption of per-
meation enhancers into the systemic circulation can
also cause toxicity, e.g., azone and hexamethylene laur-
amide,[61] which are absorbed across skin. Moreover,
changes in membrane fluidity may alter the activity
of membrane-bound transport proteins and enzymes.

BUCCAL DRUG DELIVERY OF PEPTIDES
AND PROTEINS

Buccal drug delivery avoids acid- and enzyme-
mediated degradation and hepatic first-pass metab-
olism. However, the bioavailability of therapeutic
polypeptides and proteins is generally very low
(<5%) owing to low lipid solubility and their inherent
larger molecular weight compared with conventional
small molecules. Degradation of proteins and peptides
by enzymes such as aminopeptidases, carboxypepti-
dases, several endopeptidases, and esterases is also a
reason for their low bioavailability. The premise of
passive transport as the mechanism of peptide and pro-
tein absorption across the buccal mucosa is widely
accepted. Endocytotic processes are not apparent in
buccal epithelium. No active or carrier-mediated pep-
tide transport systems are present in the buccal epi-
thelium except those responsible for the absorption
of a few amino acids such as glutamic acid (anionic)
and lysine (cationic).[62] In general, the various aspects
addressed thus far can be applied for buccal drug deliv-
ery of peptides and proteins (Table 1). It can be noted
from the data presented in Table 2 that in general as
the molecular weight of the peptide increases, the bio-
availability decreases. This suggests that the peptides
and proteins, being hydrophilic and globular in nature,
are transported by paracellular route.

Biological Activity

Biological activity is the most important concern with
the delivery of therapeutic peptides and proteins. Sus-
ceptibility of these molecules to denaturation by vari-
ous manufacturing processes may seriously limit the
number of methods that can be used in the fabrication
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Table 1 Chronological survey of in vivo experiments on buccal delivery of peptides and proteins

Author(s) Year (REF) Peptide (in vivo model)

Dillon et al. 1960[63] Pitocin (human)

Miller 1973[64] Oxytocin (human)

Dawood, Ylikorkala, and Fuchs 1980[65] Oxytocin (human)

Ishida et al. 1981[66] Insulin (dog)

Anders et al. 1983[67] Protirelin (human)

Schurr et al. 1985[68] Protirelin (human)

Aungst and Rogers 1988[69] Insulin (rat)

Aungst, Rogers, and Shefter 1988[70] Insulin (rat)

Nakada et al. 1988[71] Calcitonin (rat)

Oh and Ritschel 1988[51] Insulin (rabbit)

Ritschel et al. 1988[72] Insulin (dog)

Ho and Barsuhn 1989[73] Protirelin, oxytocin (dog)

Wolany et al. 1990[74] Octreotide (dog)

al-Achi and Greenwood 1993[75] Insulin (rat)

Heiber et al. 1994[76] Calcitonin (dog)

Bayley et al. 1995[77] Recombinant human interferon-a B/D hybrid (rat, rabbit)

Gutnaik et al. 1996[78] Glucagon-like peptide I (human)

Nakane et al. 1996[79] Leuteinizing hormone-releasing hormone (dog)

Hoogstraate et al. 1996[80] Buserelin (pig)

Li et al. 1997[81] Thyrotropin-releasing hormone (rat)

Li et al. 1997[54] Oxytocin (rabbit)

Alur et al. 1999[82] Calcitonin (rabbit)

Table 2 Data from in vivo experiments on buccal delivery of peptides and proteins

MW
Species

Peptide/protein (Da) Rat Rabbit Dog Pig Human

TRH 362 — — — — 4%

Oxytocin 1007 — 0.1% — — <10%

LHRH 1182 — — 0.41% (alone)

0.34–1.62%
(with enhancers)

Buserelin (analog
of LHRH)

�1182 — — — 1% (alone)
5% (with

enhancers)

—

Calcitonin 3432 — 16 and 37% 550 IU over 6 h — —

GLP-I 4169 — — — — 7% (7–36
amide

fragment)

Insulin 5808 0% (alone)

25% (with enhancers)

0% (alone)

5% (with
enhancers)

0% (alone)

0.5% (with
enhancers)

— 0–4%

IFN a-B/D
hybrid

19,000 <1% <1% — — —
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of delivery systems. Important process variables such
as temperature, pressure, and exposure to organic sol-
vents, etc., during manufacturing need to be con-
sidered. The formulation strategies presented above
can be applied to the development of peptide and pro-
tein formulation in general, or they can be modified
according to special needs.

Temperature

High temperatures can break native S—S bonds and
form new S—S bonds that can ‘‘lock’’ the protein into
a denatured configuration. Low pH, sodium dodecyl
sulfate, Tween 80�, chaotropic salts, and exogenous
proteins have been used to protect proteins from ther-
mal inactivation.[83] Ethylene glycol at 30–50% was
used as a protectant of antiviral activity of b-interferon
preparations.[84] Human serum albumin was used inre-
combinant human interferon-bser-17, which resulted in
increased thermal stability.[47] Water-soluble polysac-
charides such as dextrans and amylose and point-
specific (site-directed) mutagenesis[85] have also been
used to increase thermal stability of therapeutic pro-
teins and peptides.

Pressure

Proteins are not very sensitive to pressure changes, and
only at large values of pressure do they exhibit confor-
mational changes observed when denatured by heat or
changes in solution pH.[86] A model enzyme (protein),
namely, urease, did not lose much of its activity until
the compaction pressure exceeded 474 mPa, above
which 50% of the relative activity was lost.[87]

Pharmacokinetics and Pharmacodynamic
Responses

Pharmacokinetics and pharmacodynamic responses
have to be evaluated separately. Initial consideration
of a drug candidate for buccal delivery may be its
low biological half-life (t1/2) possibly owing to high
first-pass metabolism and gastrointestinal degradation.
It should be noted that both the tmax and Cmax

increase[88] with an increase in t1/2. The fraction of
the therapeutic peptide absorbed via the oral mucosa
should not be calculated from pharmacodynamic
response data alone because the efficiency of peptide
absorption with respect to its pharmacodynamic
response depends not only on the total dose absorbed
but also on the rate at which the peptide is taken up by
the target organ. Pharmacokinetics after buccal dosing
can also be performed using moment analysis.[89]

Enzymatic Degradation

The proteolytic activity of the buccal mucosa presents
a significant barrier to the delivery of proteins and pep-
tides. Buccal homogenate studies may provide initial
data concerning the rate and extent of biochemical
degradation of peptides when delivered by the buccal
route.[90] The disadvantage of homogenate studies
includes the inability to distinguish among cytosolic,
membrane-bound, and intercellular proteolytic activity.
Because protein and peptide transport can be either
trans- or paracellular in nature, the exact location of
these proteolytic enzymes is important.

A novel concept of using bioadhesive polymers such
as derivatives of poly(acrylic acid), polycarbophil, and
carbomer to protect therapeutically important proteins
and peptides from proteolytic activity of enzymes,
endopeptidases (trypsin and a-chymotrypsin), exopep-
tidases (carboxypeptidases A and B), and microsomal
and cytosolic leucine aminopeptidase[91] has been
developed. However, cysteine protease (pyroglutamyl
aminopeptidase) may not be inhibited by polycarbo-
phil and carbomer.[91]

Enzyme Inhibitors

Protease inhibitors are generally used as enzyme inhi-
bitors. These include aprotinin,[79] bestatin,[92] chon-
droitinase, and hyaluronidase. According to several
published reports, these inhibitors appear to lack
adequate effectiveness when administered simul-
taneously with various peptides in vivo.[79]

Permeation Enhancers

Generally, these enhancers fall into six categories: 1)
chelators (e.g., EDTA, EGTA); 2) surfactants, which
are subdivided into non-ionic, e.g., laureth-9, polysor-
bate 80, sucrose esters and dodecylmaltoside, cationic;
(e.g., cetylmethylammonium bromide), and anionic
(e.g., sodium dodecyl glycocholate, sodium lauryl sul-
fate); 3) Bile salts and other steroidal detergents (e.g.,
sodium glycocholate, sodium taurocholate, saponins,
sodium taurodihydrofusidate, and sodium glycodihy-
drofusidate); 4) fatty acids (e.g., caprylic acid); 5)
non-surfactants (e.g., 1-dodecylazacycloheptane-2-one
(Azone), salicylates, and sulfoxides); and 6) enzymes
(e.g., phopholipases, hyaluronidases, neuraminidase,
and chondroitinase ABC).

Different mechanisms of absorption enhancement
for these permeation enhancers have been proposed.
Most permeation enhancers are thought to disrupt
the lipid bilayer, which increases membrane fluidity.
Some enhancers (non-ionic and presumably ionic
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surfactants) may solubilize and extract lipids.[92] Bile
salts enhance absorption, stabilize enzyme-labile drugs,
and potentially inhibit proteolytic degradation and
aggregation of therapeutic proteins by formation of
micelles.[92] Permeation enhancers, which open tight
junctions, are of little benefit in oral mucosal drug
delivery because tight junctions are uncommon in these
tissues. Structure/absorption enhancement activity
relationships have not been completely characterized
for permeation enhancers (Table 3). However, for
surfactants, the structure of the polar head groups
strongly influences the permeability. For example, it
has been reported that for surfactants, absorption
enhancement was greatest for ether-based surfactants
rather than for esters with similar structure.[92]

CONCLUSIONS

In recent years, there has been explosive growth in our
understanding of the mechanisms associated with the
absorption of drugs, especially of therapeutic peptides
and proteins. Scientists from a variety of disciplines
continue to elucidate the variables associated with
the optimal formulation and delivery of drugs via the
oral mucosa. A greater understanding of the para-
and transcellular route of drug absorption, proteolytic
enzyme activity that may potentially degrade thera-
peutic peptides, and simultaneous degradation of com-
pounds during the mucosal transport process is
essential to the development of buccal delivery systems.
Moreover, methods to increase drug flux (e.g.,use of
permeation enhancers) without associated toxicity,
strategies to inactivate proteolytic enzymes, and inno-
vative approaches with regard to controlled drug-delivery
and mucoadhesive dosage forms will all improve the
delivery of drug substances via the oral cavity.
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INTRODUCTION

With the recent remarkable progress in biotechnology,
a class of clinically available peptide and protein drugs
has been expanding more than ever. Generally, drugs
can be administered via various parenteral or non-
parenteral routes, and the choice of the route normally
depends on several key factors such as clinical advan-
tages, convenience of administration, properties of
the drugs, the pharmacokinetic profile needed for ther-
apy, and cost of development. Over the past decades,
the nasal route has been gaining much attention as
a non-invasive alternative for systemic delivery of
various classes of drugs with poor oral bioavailability,
including peptide and protein drugs.[1–4] That is
because the nasal route has one of the most permeable
and highly vascularized mucosa, which would poten-
tiate rapid absorption of drugs and quick onset of
its therapeutic effect. Furthermore, the nasal route
circumvents the hepatic first-pass effect associated with
oral delivery.

A large number of papers on nasal peptide and
protein delivery have been cited so far. Most of the
investigations deal with animal studies, but an increas-
ing number of reports involving human studies have
appeared recently.[5–9]

This chapter presents general information on the
nasal delivery of peptide and protein drugs, including
physiological aspects of the nasal tissue, key factors
influencing nasal drug absorption, an overview of
experimental systems for nasal drug absorption, and
major strategies for improving the nasal delivery of
peptide and protein drugs.

MARKETED PRODUCTS OF NASAL PEPTIDE
AND PROTEIN FORMULATION

Several products for the systemic delivery of peptide and
protein drugs via the nasal route are currently available
in the marketplace, as shown in Table 1. Most of these
peptides, with molecular weights ranging from 1000 to
3400, have been conventionally used as injection forms,

and are showing, at most, 10% bioavailability by nasal
administration. However, these products may satisfy
the above mentioned key factors. The non-invasive,
convenient administration is especially highly acceptable
for patients, which is most important from the view
point of ‘‘quality of life.’’

The table also shows nasal formulations for peptide
and protein drugs at the developmental stages. Some
proteins with high molecular weights, such as growth
hormone and interferon, are included in the pipeline.
This is related to the background of the significant
progress in biotechnology that has enabled mass pro-
duction of those formerly expensive bioactive proteins.

Formulations for the purpose of administering
vaccines to the nasal mucosa have also been extensively
investigated.[10–12] To date, only one product of nasal
spray for protection against influenza is marketed, and
several other vaccines, such as tetanus, shigella, and
meningococcus, are under clinical stages.

PHYSIOLOGICAL ASPECTS OF THE NOSE

When discussing the nasal absorption of drugs, it is
essential to understand the anatomical, physiological,
and functional features of the nasal cavity. As many
sources are available for such basic information,[13–20]

this section will give an outline.

Structural Overview

The human nasal cavity, bearing a total surface area of
about 150 cm2 and a total volume of about 15 mL, is
divided by a midline septum into two non-connected
parts. As a cross-sectional view is schematically shown
in Fig. 1A, the nasal cavity consists of several major
differentiated regions.[13,14] The nasal vestibule is situ-
ated just inside of the nostrils, with an area of about
0.6 cm2. The epithelial cells in this region are stratified,
squamous, and keratinized. The atrium located at the
back of the vestibule is the narrowest region, and has
stratified squamous cells anteriorly and pseudostrati-
fied cells with microvilli posteriorly. The olfactory
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region lies in the roof of the nasal cavity, and covers
about 10% of the total surface area. The nasopharynx
is a passage to the esophagus, and receives nasal cavity
drainage. Finally, the respiratory region constitutes
the remaining large percentage of the nasal cavity.
The respiratory region is dominated by three nasal
turbinates: the superior, middle, and inferior turbi-
nates, which project from the lateral walls of each
half of the nasal cavity. This anatomical structure is
important for creating a turbulent flow through the
nasal passage, which ensures better contact between

the inhaled air and the mucosal surface, and facilitates
humidification and temperature regulation of the
inhaled air. Similar complicated turbinate structures,
more or less, are seen in all animal models normally
used for nasal delivery studies.

Respiratory Epithelium

The respiratory region is richly supplied with blood
and possesses a large surface area, which suggests

Table 1 Marketed products and pipeline of nasal peptide/protein formulation

Peptide/protein Mw

Bioavailability in

humans (%) Formulation Company/stage

Marketed products

Desmopressin 1,183 10% Solution Aventis, Ferring
Salmon calcitonin 3,432 3% Solution Novartis, Aventis, and so on

Nafarelin 1,322 2.8% Solution Pfizer
Oxytocin 1,007 Unknown Solution Novartis
Buserelin 1,300 3% Solution Aventis

Under development
Human growth hormone 22,125 70–90% vs. SC Solution Nastech/phase 1

Interferon alpha-2b 19,271 Unknown Solution Nastech/phase 1
Interferon beta �19,000 Unknown Solution Nastech/phase 1
Insulin 5,800 55–77% vs. SC Solution West/phase 1 done
Leuprolide 1,269 94% vs. SC Microspheres West/phase 2

PTH/teriparatide 4,118 95% vs. SC Microspheres West/phase 1
GLP-17–36 Unknown Unknown Spray Daiichi/phase 1
a-MSH analog Unknown Unknown Solution Palatin/phase 2b

Fig. 1 (A) Cross-sectional structure of the human nose. NV ¼ nasal vestibule; AT ¼ atrium; NP ¼ nasopharynx;
IT ¼ interior turbinate and orifice of the nasolacrimal duct; MT ¼ middle turbinate and orifices of frontal sinus, anterior eth-

moidal sinuses, and maxillary sinus; ST ¼ superior turbinate and orifices of posterior ethmoidal sinuses; hatched area, olfactory
region. (B) Four major cell types in the nasal epithelium: (a) non-ciliated columnar cell with microvilli; (b) goblet cell with
mucous granules and Golgi apparatus; (c) basal cell; and (d) ciliated columnar cell with many mitochondria in the apical part.
(Reprinted from Ref.[13] with permission from Elsevier.)
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suitability as an absorption site for drugs. Four
different types of cells constitute the nasal epithelium,
with a thickness of about 100 mm, as shown in
Fig. 1B.[13]

First, basal cells, which are precursor cells of the
other cell types, lie on the basement membrane and
do not front the nasal cavity. These cells have desmo-
somes and hemidesmosomes, which seem to mediate
adhesion between adjacent cells and the basement
membrane, respectively.

Two different types of columnar cells, ciliated and
non-ciliated cells, are predominating cells on the nasal
permeability by forming apical tight junctions between
neighboring cells and interdigitations of the cell
membrane in the uppermost part. These cells have an
abundance of mitochondria in the apical part, showing
an active metabolism. The entire apical surface of
all columnar cells is covered with approximately
400 microvilli, which increase the surface area of the
nasal mucosa for effective exchange through the
epithelium. The microvilli also play an important role
in maintaining a wet environment by retaining mucus
layers, which will be explained later. Ciliated and
non-ciliated cells have non-uniformity in their distri-
bution in the nasal cavity, corresponding well with
the nasal airflow (i.e., the percentage of ciliated cells
is inversely proportional to the inspiratory air flow
rate). Specifically, there are more ciliated cells in the
lower surface of the nasal cavity than in the upper sur-
face, and there are fewer ciliated cells in the anterior
part, with low temperature and humidity, than in the
deeper part of the cavity, with high temperature and
humidity. Each ciliated cell has approximately 100
cilia, 0.3 mm in width and 4–6 mm in length, which are
beating about 1000 times per minute.

The fourth typical cell type of the epithelium in the
respiratory region is the goblet cell, having many
secretory vesicles in the cytoplasm, which is related to
production of the mucus layer on the surface. Although
little is known about the mechanisms of nasal secretion
from the goblet cells, they may play a role in response
to physical and chemical irritants in microenvi-
ronments. The goblet cells exist in a larger number in
the posterior region than in the anterior region of
the nasal cavity, and the average concentration is
4000–7000 cells/mm2, which is similar to their distri-
bution in the trachea and main bronchi.

The highly vascularized basement of the epithelium
receives an arterial blood flow of about 40 mL/min/
100 g. Differing from the gastrointestinal (GI) tract,
the venous blood deriving from the nose flows directly
into the systemic circulation, indicating that the hep-
atic first-pass effect is circumvented, allowing a high
bioavailability of administered drugs. Furthermore,
the apical surface of the epithelium is covered with
sol-state and gel-state mucus layers.[14]

Mucus Layer

Anterior serous and seromucus glands, and the goblet
cells to a lesser degree, are responsible for the pro-
duction of nasal secretions. Approximately 1.5–2 mL
of mucus is secreted daily. The mucus layer is reported
to exist as a double layer of 5 mm in thickness, consist-
ing of a periciliary sol layer and a gel layer covering
the sol layer. The constituents of the nasal mucus are
water (�90%), mucus glycoprotein (mucin) (2%), other
proteins (1%; mainly albumin, immunoglobulins, lyso-
zyme, lactoferrin, and so on), inorganic salts (1%), and
lipids (1%). The mucus glycoprotein, consisting of a
protein core (20%) and oligosaccharide side chains
(80%), is cross-linked by a disulfide and hydrogen
bond, providing appropriate viscosity and elasticity
with the mucus gel layer. The mucus is continuously
moved forward by the forefront of the cilia in the order
of 5 mm/min, which is a mucociliary clearance for
refreshing mucus as well as for removing substances
adhering to the nasal mucosa.[18–20] In the normal
state, a substance administered nasally will be cleared
by this system in 15–20 min. In pathological conditions
such as common colds, rhinitis, and nasal polyposis,
the nasal function may be modified as exemplified
with mucociliary dysfunctioning, hyposecretions or
hypersecretions, and irritation of the nasal mucosa.
When considering nasal drug delivery, this defensive
function of the nose must be taken into account.

KINETICS OF NASAL ADMINISTRATION

In Fig. 2, possible routes and fates, which nasally admi-
nistered drugs can pass and encounter, are depicted.[21]

When aiming for systemic effects by the nasal adminis-
tration of peptide and protein drugs, the route from the
nasal cavity to the circulating blood will be the most
important. The first barriers which nasally adminis-
tered formulations must confront are the aforemen-
tioned mucociliary clearance and an enzymatic barrier
at the mucus layer. The drug passing through these
barriers will be absorbed across the nasal epithelium
and reach the systemic circulation. Then it will be elimi-
nated via normal clearance mechanisms, while showing
its pharmacological effect at the target tissue.

The mucociliary clearance will transport a drug, or
formulation, toward the GI tract via the nasopharynx,
and may give the possibility that the drug will be
absorbed from the GI tract.[20,22] However, its contri-
bution to systemic bioavailability will be extremely
small in the case of labile peptide and protein drugs
because of further exposure to the severe environment
with rich digestive enzymes, the low permeability of the
GI mucosa, and the possible first-pass effect.
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Nasally administered drugs also can be directly
absorbed into the cerebrospinal fluid (CSF) via the
olfactory bulb. It is well-known that there is such a
transportation route from the nasal cavity to the brain
tissue, as many researchers have been focusing atten-
tion on the brain delivery of drugs via the nasal
route.[23–25] The olfactory region located at the top
of the nasal cavity has a typical epithelium (i.e., a
modified form of respiratory epithelium in that it is a
pseudostratified epithelium), apart from the supporting
epithelial cells with villi and basal cells, and it also con-
tains olfactory receptor cells. The olfactory receptor
cells are bipolar neurons presenting a dendritic process
to the apical surface, and extending, at the basal end, a
non-myelinated axon into a bundle surrounded by glial
cells. Thus the receptor cells are perforated from
the nasal cavity into the cranial cavity through the
cribriform plate.

As to the brain delivery of drugs, another strategy,
via the so-called blood–brain barrier, by the systemic
administration is highlighted, as reviewed elsewhere.[26]

EXPERIMENTAL MODELS

Since the 1980s, an in situ perfusion model or an
in vivo administration technique in rats has been con-
ventionally used for evaluating the nature of nasal
absorption of various kinds of drugs.[1] As strategies
for developing nasal formulations have been recently
diversified, and as the idea of animal scale-up has
been gaining recognition, the kinds of experimental
animals have increased and methodologies have also
been modified. This section introduces frequently used
experimental systems for evaluating the permeability
of drugs through the nasal mucosa, including in vivo

studies using different animal species and in vitro
systems.

In Vivo Animal Models

Several animal models have been described for studying
drug absorption through the nasal mucosa. The most
convenient model is the anesthesized rat model developed
by Hirai et al.[27] For most non-peptide drugs, the results
obtained in rats can accurately reflect the absorption
profiles in humans. Some experimental modifications
are possible, with a similar surgical operation, and can
be chosen for special purposes.[1]

In situ perfusion model

In Fig. 3, a standard experimental system in rats is
shown. Drug solutions of 3–20 mL are continuously
circulated through the nasal cavity of anesthesized rats,
whereas the drug concentration in the solution is
periodically determined by standard analytical proce-
dures. The obtained disappearance kinetics can be used
for predicting the in vivo rate of drug absorption. The
method is also applicable to the assessment of the
damaging effects of absorption enhancers on the nasal
mucosa.

In vivo model

In this method, the formulation is directly administered
into the nasal cavity, and blood samples are period-
ically withdrawn and analyzed. This method also
utilizes a closed and confined space of the nose, which
will provide very reproducible and reliable data.
Although limitations due to the small volume of the

a
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f

Fig. 2 Possible transportation routes of
drugs after nasal administration. MCC ¼
mucociliary clearance; BBB ¼ blood–brain
barrier; BCSFB ¼ blood–CSF barrier.
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rat nasal space may exist, it is still useful for the initial
screening purpose.

In vivo–in situ model

Following the same surgical operation as in the in vivo
model, the drug remaining in the nasal cavity can be
recovered at a predetermined time and analyzed in this
simple model. This method is useful for evaluating
both the absorption and the degradation of peptides.

Other than the rat model, rabbits, dogs, monkeys,
and sheep are also used for in vivo studies. In such large
animals, the formulation can be administered while the
animal is under anesthesia—or, in some cases, under
conscious conditions—and care should be taken for
physical loss of the formulation because of drainage.

Interspecies differences in nasal drug absorption

It is desirable that absorption property in humans
should be predicted by extrapolating results from
several animal species. However, it is substantially dif-
ficult to compare results from different animal models
and to extrapolate those to humans. That is because
there are variations in experimental conditions and
dosage forms as well as differences in anatomical and
biological features of the noses among animal species.
In fact, there are few papers that discuss an animal
scale-up theory in the field of the nasal delivery of
peptide and protein drugs.[28] Therefore it would be
desirable to implement human studies at an early stage
in the development of nasal drug formulation. Having
said that, animal studies are still useful for an initial
screening or ‘‘proof of concept’’ of some new strate-
gies, and are necessary for the subsequent optimization
of the formulation once the efficacy in humans has
been proven.

In Vitro Cell Culture Models

Although in vivo studies are the most important
and comprehensive for any nasal drug application,
in vitro studies can provide discrete information on
permeation mechanism, metabolism in the epithelium,
and so on. It goes without saying that data obtained
by well-defined and controlled in vitro studies can
be often useful for discussing and supporting in vivo
data.

Various in vitro systems are currently available,
which include the excised nasal epithelium from differ-
ent animal species, primary cell cultures, and cell lines,
of the human nasal epithelium. The technical details
are given in the recent distinguished review.[29,30]

Excised nasal epithelium

Excised nasal mucosae from different animal species
(rabbits, dogs, sheep, pigs, cattle, and humans) are used
for studying nasal transport and metabolism. An
experimental set-up using an Ussing chamber is fre-
quently used for evaluating the permeability of a drug
through the excised mucosa.[31] Because human nasal
tissue samples by biopsies can be hard to obtain, most
studies utilize epithelium from animals; especially rab-
bit tissue has been most frequently used. When using
nasal tissue from animal origin, species difference in
the rigidity of the membrane and enzymatic activities
must be taken into consideration.[30,32]

Primary culture of human nasal epithelial cells

The primary culture of cells from differentiated human
nasal epithelia was initially established for studying
cellular functions, such as ionic transport, ciliary move-
ment, and various molecular mechanisms. Recently, the
primary cell culture system has been used for studying
the transport and metabolism of drugs.[30,33,34] There
are currently three technically different ways to excise
mucosal tissue from the human nose: atraumatic
(scrapping and brushing), traumatic (turbinectomy,
polypectomy, and surgery), or postmortem biopsy.
Whichever technique is used, of special importance is
the location from which nasal cells or tissues are
sampled. As previously explained, there exist hetero-
geneously several different types of cells in the nasal
cavity, and such local variations in cell types are
reflected in membrane tightness and enzymatic activi-
ties. Accordingly, the area selected for excision to
initiate primary cell cultures becomes a critical issue.
For the purpose of using nasal tissues for transport
and metabolic study, the respiratory region having an
abundance of pseudostratified ciliated columnar cells
seems to be the most relevant. As another requirement,
healthy materials should be sampled.

Fig. 3 Diagram of the surgical procedure and apparatus for
an in situ nasal recirculation study in rats. After an incision is
made in the neck of the rats, the trachea is cannulated with a

polyethylene tube to allow spontaneous breathing. Another
tube, through which the drug solution is circulated, is inserted
through the esophagus to the posterior part of the nasal cavity.

The nasopalatine is closed with an adhesive cement to prevent
drainage of the drug solution into the mouth. (Reprinted from
Ref.[27] with permission from Elsevier.)
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Usually, the passaging of primary cell culture is lim-
ited to, at most, three subsequent passages. Therefore
repeated samplings of tissues are required in the same
respiratory region in the same patient so as to supply
reproducible experimental conditions. In addition, the
fact that the primary cell culture system is time-
consuming, usually taking 3 weeks to reach a confluent
condition, is another disadvantage.

Human nasal cell lines

To overcome the serious issue of the short supply and
lack of reproducibility of human nasal tissues, enthusi-
astic studies have been performed to establish cell lines
with extended in vitro lifespans. Currently, no human
nasal cell lines have yet been established for overall
biopharmaceutical purposes (i.e., both permeation
study and metabolic study). Only a human nasal cell
line RPMI 2650, originating from an anaplastic nasal
septum, has been gaining attention for use in metabolic
studies as a significant enzymatic barrier, similar to the
excised human nasal tissue.[30,35]

For reference, in Table 2, the comparison data are
quoted on the transepithelial electrical resistances
(TERs) of various in vitro membrane models, which
can be used as an index of membrane rigidity.[29–31]

FACTORS INFLUENCING NASAL
DRUG ABSORPTION

There are two major barriers in the mucosal absorption
of peptide and protein—a penetration barrier and an
enzymatic barrier (as supported by Lee[36]), which are rel-
evant to nasal delivery. Taking those into consideration,
basic factors influencing the nasal absorption of peptide
and protein drugs will be discussed in this section.

Fig. 4 summarizes various factors that should be
taken into account when studying and developing nasal

delivery systems of general drug compounds.[14,37,38]

Although conveniently classified into three categories,
these are intimately related. For example, physico-
chemical properties of compounds are the most basic
information for pharmaceutical technology, and are
often discussed through biopharmaceutical experiments,
particularly in vitro cell permeability studies. In addi-
tion, physicochemical factors of the formulation are
highly related to dosing and deposition characteristics
through device technology and, at the same time, are
highly associated with their irritancy to the nasal
mucosa. In this manner, it is desirable that almost all
factors be considered together when designing a new
nasal formulation, whereas problems originating in the
said barriers must be overcome for attaining practical
application. The essential point is that the final product
must come with ‘‘efficacy’’ enough for the therapeutic
purpose and ‘‘safety’’ enough for the human use, besides
‘‘quality’’ as a pharmaceutical product.

Molecular Weight

The molecular weight of a drug, in particular peptide
and protein drugs, is one of the most predominating
factors to any kind of mucosal penetration barrier.[39]

Some articles provide basic information on the
relationship between the molecular weight of model
compounds and their permeability through the nasal
mucosa. A typical datum, using radiolabeled dextrans
in rats, is shown in Fig. 5. This shows clearly the
inverse correlation between molecular weight and
percentage absorbed of the nasal dose for a series of
non-degradable dextran derivatives with molecular
masses of 1260–45,500 Da.[40] These studies suggest
that even water-soluble and high-molecular weight
compounds can penetrate the nasal mucosa mainly
by passive diffusion (i.e., through the transcellular
route such as aqueous pores and tight junctions).
Moreover, the bioavailability of a compound can be
estimated from its molecular weight only if the issue
of enzymatic degradation can be ignored.

Enzymatic Degradation

The nasal epithelium also acts as an enzymatic barrier
to nasally administered peptide and protein drugs.[36,41]

The xenometabolic activity in the nasal mucosa has
been reported in some species, including humans. Most
enzymes present in the nasal cavity are common, with
the kinds seen in the GI tract or liver, including oxida-
tive enzymes (e.g., cytochrome P450, carboxy esterase,
aldehyde dehydrogenase, and carbonic anhydrase),
conjugative enzymes (e.g., glucuronyl transferase and
glutathione transferase), and exopeptidases and endo-
peptidases (e.g., aminopeptidase, carboxypeptidase,

Table 2 Comparison of TERs of various in vitro nasal
membrane models

Model TEM (X cm2)

Excised tissue

Sheep 100–120
Rabbit 40–70
Cattle 42
Pig 75

Human 88

Cell line

RPMI 2650 114
Human nasal primary cell cultures 360–640

(Reprinted from Ref.[30] with permission from Elsevier.)
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trypsinlike activities, and cathepsins).[41] This wide var-
iety of enzymes is creating a ‘‘pseudo-first-pass effect,’’
hampering the absorption of peptide and protein
drugs. The degradation mechanisms of some small
peptides such as vasopressin, calcitonin, and LHRH
analogues in the nasal cavity are elucidated by experi-
ments using specific enzyme inhibitors.[42–45]

Environmental pH

The pH of the nasal formulation may influence absorp-
tion efficiency. In the case of small water-soluble
compounds having dissociable functional groups, their
absorption depends on environmental pH (i.e., a great-
er drug permeation is usually expected at a pH that is
lower than the drug’s intrinsic pKa because under
such conditions, the molecules exist as an unionized,

hydrophobic form). The pH of the nasal mucus layer,
which comprises an ‘‘unstirred water layer,’’ varies
between 5.5 and 6.5 in adults and between 5.0 and
7.0 in infants. This physiological pH of the nasal cavity
may neutralize the pH of the formulation by its buffer-
ing capacity, and can affect microenvironmental pH
surrounding drug molecules during the absorption
process. In addition, the environmental pH may be
an important key factor when facing the enzymatic
barrier because some endogenous enzymes have spe-
cific optimal pH for exerting their activities. Therefore
the pH in the formulation tested must be considered
when interpreting the experimental results.

Some well-organized reviews are available for details
on these topics,[36] although some formulation-related
factors will be referred to in ‘‘Strategies to Improve
Nasal Absorption.’’

STRATEGIES TO IMPROVE
NASAL ABSORPTION

Numerous papers have reported on the possible utility
of nasal administration of a variety of compounds,
including peptide and protein drugs. However, only a
small number of products are of clinical use for intra-
nasal systemic delivery, as mentioned earlier. Especially,
most peptide and protein drugs show insufficient nasal
bioavailability, which may be one of the reasons for dif-
ficulties in development. To improve the nasal absorp-
tion of peptide and protein drugs, several strategies
classified as follows have been intensively investigated
and discussed during the last two decades:

Use of absorption enhancers.
Use of enzyme inhibitors.

Fig. 4 Variable factors influencing nasal

drug absorption, and related key points
for practical application.

w

Fig. 5 Nasal absorption of a series of diiodo-L-tyrosine-
labeled dextrans with molecular masses of 1260–45,500 Da
in rats. (Reprinted from Ref.[40] with permission from Elsevier.)
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Synthesis of more stable or more lipophilic analo-
gues.

Formulation approach, including device-related
approach.

In this section, classical and recent trends will be dis-
cussed on each strategy, and also perspectives in the
research field.

Absorption Enhancers

The most frequently used approach to improve the
bioavailability of nasally administered peptide and
protein drugs is the use of absorption enhancers.[46,47]

The functions of absorption enhancers are elucidated
and demonstrated in several ways [e.g., increasing
membrane fluidity (either by causing disorders in the
phospholipid domain or by facilitating the leaching
of membrane proteins), opening tight junctions, or
inhibiting enzymatic activities in the nasal tissue].

A recent article by Davis and Illum[48] summarizes
absorption enhancers based on their chemical classi-
fication, which is better suited than those based on
the mechanism of their action. At present, there are 9
or 10 major types of nasal absorption-enhancing
agents, as shown in Table 3.

Despite the fact that many such absorption-enhancing
agents have been tried in mucosal delivery as well as
in nasal delivery,[48–52] only sodium caprate used in
rectal suppositories of antibiotics has gained regulatory
approval as an additive with absorption-enhancement
activity.[53] Because most other compounds are not
approved for mucosal application in the Pharmaco-
peiae in many countries, specialized attention must be
paid to putting these additives into practical use. For
example, bile salts have been recognized as safe and

effective enhancers, and have been used for nasal deliv-
ery studies for many years; even today, some products
containing bile salts derivatives are under clinical study.
To overcome regulatory hurdles, safety must be proven
by some reasonable experiments.

The requirements for an ideal absorption enhancer
to gain regulatory approval are well summarized by
Davis and Illum[48] as follows:

It should carry drug molecules across the nasal
mucosa from the apical surface to the basolat-
eral surface.

It should remain in contact with the mucosa long
enough to provide its maximal effect.

It should be potent and pharmacologically inactive
at the concentration used.

It should be non-toxic and non-allergenic.
It should be compatible with and physically—

rather than covalently—associated with drug
molecules.

Its mode of action should be well described, prefer-
ring a natural process over an artificial process.

Its effect against the nasal mucosa should be tran-
sient and reversible.

It should have no irritant or disruptive effect on
the cell membrane.

It should have no taste and no offensive odor.
It should be metabolized to be acceptable to meta-

bolites, even if absorbed into the systemic circu-
lation.

In addition, it should be readily available and inex-
pensive from the industrial aspect.

Although there are currently few absorption enhan-
cers satisfying all of these requirements, this listing can
be a useful guideline for the application of new enhan-
cers to the regulatory authority.

Table 3 Classification of materials for enhancing nasal absorption of peptide/protein drugs

Class Enhancer (examples)

Surfactants Polyoxyethylene-9-lauryl ether (laureth-9), Brij 35, Brij 96,

polysorbate 80, quillaja saponin, dodecylmaltoside

Bile salts and their derivatives Na glycocholate, Na taurocholate, Na deoxycholate,

Na tauro-24,25-dihydrofusidate (STDHF)

Chelators Salicylates, ethylenediamine tetraacetic acid (EDTA)

Fatty acid salts Na caprate (C10), Na laurate (C12), oleic acid

Phospholipids Didecanoyl-L-a-phosphatidylcholine (DPPC), lyso PC

Glycyrrhetinic acid derivatives Carbenoxolone, glycyrrhizinate

Cyclodextrins a-Cyclodextrin, b-cyclodextrin, g-cyclodextrin, dimethyl-b-cyclodextrin

Glycols n-Glycofurols, n-ethylene glycols

Cationic polymers Chitosan, poly-L-arginine chitosan, aminated gelatin

Others Nitric oxide donor, Na hyaluronate, polyacrylic acid
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From recent topics in pioneering new absorption
enhancers with desirable characteristics, chitosan is
explained as an example.

Chitosan

Chitosan, derived from crustacean chitin by a partial
deacetylation process, is a type of polysaccharide
consisting of glucosamine and N-acetyl-glucosamine,
and has been widely investigated in the pharmaceutical
field. Chitosan is a positively charged polymer, and can
form salts with inorganic and organic acids. Although
the chitosan of a pharmaceutical (good manufacturing
practices, or GMP) grade is a glutamate salt with an
average molecular mass of approximately 250 kDa, a
broad range of molecular weights and salt forms is
currently available.

Davis and Illum,[48] Dyer et al.,[54] and Aspden
et al.[55] have been energetically studying the appli-
cation of chitosan to improve the nasal absorption of
various peptide and protein drugs, such as leuprolide
(1300 Da), salmon calcitonin (3500 Da), and para-
thyroid hormone (PTH) (4000 Da). The nasal bioavail-
abilities of around 20% or more have been obtained
in clinical trials for these relatively small peptides.
Furthermore, as shown in Fig. 6, large peptides such
as insulin (5800 Da) and growth hormone (22,125 Da)
can be absorbed well by chitosan solution.[48] Interest-
ingly, it has been shown that chitosan powder formula-
tions, whether in the form of microspheres or powders,
can, in many cases, provide a better absorption-
enhancing effect than chitosan solutions. One of the
important features of chitosan for nasal application
is its bioadhesiveness. Because of the positive charge,
it can interact with the negatively charged sialic acid

residues in the mucus layer, which can modify the
mucociliary transport system. Another mechanism of
action elucidated is a transient opening of the tight
junctions in the cell membrane to allow polar drugs
to pass through. Furthermore, chitosan itself is not
absorbed across the mucosa because of its high mol-
ecular weight, and its toxicity by the nasal administra-
tion has been well studied, being non-toxic and well
accepted by patients.

Other cationic polymers, such as poly-L-arginine[56,57]

and aminated gelatin,[58] were found to have promising
enhancing effects on nasal peptide absorption.

Enzyme Inhibitors

Another strategy is the protection of peptide and protein
drugs from enzymatic degradation by coadministering
peptidase/protease inhibitors.[36] The nasal tissue has
various enzymes, as mentioned above, including pepti-
dases and proteases, in the mucus, on the membrane
surface, and in the intercellular space.[41] Among several
known species of proteolytic enzymes, the predominant
enzyme appears to be aminopeptidase.

Classical enzyme inhibitors such as bacitracin, bes-
tatin, and amastatin have been found to be effective
for improving the nasal absorption of various peptide
drugs such as LHRH and calcitonin. These inhibitors
having peptide like structures appear to exert their
inhibitory effects by a competitive mechanism.[43–45] In
addition, camostat mesilate and nafamostat mesilate,
which are clinically used as primary ingredients for pan-
creatic diseases, have been found to improve the nasal
absorption of vasopressin, desmopressin, and calcitonin
by inhibiting aminopeptidase and trypsin activity.

However, additives in this category have the same
critical issue as absorption enhancers in that the safety
of the additive itself must be certified before being put
to practical use.

The control of the pH of the formulation can be a
factor for reducing enzyme activity at the absorption
site, as noted in ‘‘Environmental pH.’’

Synthesis of Peptide Analogues

The synthesis of potent peptide analogues is also
a commonly used strategy for mucosal delivery,
with aims of increased stability of enzymatic degradati-
on and increased lipophilicity.[59] Several standard
approaches include replacing typical amino acids with
their corresponding D-amino acids, derivatizing the
N-terminus or C-terminus, and cyclization. Several
successful examples are metkephamid, desmopressin,
and a few LHRH agonists.[3]

When synthesizing such peptide analogues, the
affinity of analogues to the targeted receptor must be

.

Fig. 6 Concentration–time profile after nasal administration

of 50 IU of insulin in a chitosan solution formulation to human
volunteers (n ¼ 8). Open square, nasal chitosan solution;
closed circle, subcutaneous. (Reprinted from Ref.[48] with per-
mission from Wolters Kluwer Health, Adis International.)
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well considered. Usually, the displacement of peptide
arrangements, even amino acid residues, can dramatically
change—and most often decrease—receptor-binding
activity. However, successful examples are found in
LHRH analogues such as buserelin, leuprolide, and
nafarelin. Despite the fact that their nasal bioavailability
still showed 2–3%, those appeared to be about 50–200
times more potent than the parent peptide LHRH, which
seems to result from a remarkably elevated affinity to the
target receptors.[3]

Formulation Approach

The most upfront strategy for an improved nasal deliv-
ery of peptide and protein drugs is the formulation
approach. Normally, the nasal residence time is rather
short because of mucociliary clearance. Although the
nasal route of administration provides fast absorption
of drugs into the circulation and quick onset of thera-
peutic efficacies, the rapid clearance of the dosage
form may be a disadvantage to obtaining reproducible
absorption kinetics. For the purpose of improving
absorption efficiency by prolonging nasal retention,
recent progress based on the formulation approach
should be noted.

Sprays vs. drops

The site of drug deposition in the nasal cavity highly
depends on the method of administration. When
administering solution formulation, it is important to
consider the particle/droplet size. In addition, the limi-
tation is that the entire dose must be given in a volume
of 25–200mL, depending on the formulation. Nasal
drops are the simplest and most convenient form. How-
ever, the exact volume of dosing is difficult to determine,
which may be a device-related matter, and rapid
drainage from the nose is another problem with drops.

Usually, droplets administered by sprays reach a
more posterior region of the nose than do drops. As
explained in ‘‘Physiological Aspects of the Nose,’’ the
posterior region is rich in ciliated cells, indicating a larger
surface area contributing to the absorption of drugs.
For example, the bioavailability of nasally administered
desmopressin has been significantly increased by sprays,
compared with drops.[60]

The size of the sprayed droplet is fairly affected by
the performance of administration devices. Generally,
droplets less than 10 mm in diameter will reach the
upper respiratory tract.

As various types of devices for nasal administration,
such as unit dose containers, metered dose sprays,
compressed air nebulizers, and so on, are becoming
available,[61] formulation research should be conducted
while considering a dosing device.

The viscosity of the formulation can also influence the
clearance of a drug. As reported in some papers, nasal
sprays containing a viscous polymer such as methylcellu-
lose or hydroxycellulose showed decreased clearance of
the formulation from the nasal cavity, resulting in the
delayed absorption of peptide drugs.[60,62,63]

Solutions vs. powders

Recent studies show that powder dosage forms of pep-
tide and protein drugs, based on materials such as
microcrystalline cellulose, starch, and hyaluronic acid,
can offer advantages over solution formulations.[6,7,64]

One of the advantages of the powder formulation is
a higher chemical stability than the solution, which
leads to the possible administration of large amounts
of the drug and excipients. When designing powder
formulation for nasal peptide delivery, substantial care
must be taken when controlling the particle size.
Related topics are recent progress in device technolo-
gies, and, currently, several types of inhalers for nasal
powder administration, such as monodose inhaler,
multidose dry powder system, pressurized metered
dose inhaler, and so on, are available.[61]

Ishikawa et al.[65] report on the utility of water-
insoluble calcium carbonate (CaCO3) to formulate a
powder formulation of (Asu1,7)-eel calcitonin (ECT).
The insoluble powder formulation was prepared
simply by adding ECT solution to the CaCO3 powder,
followed by drying and milling. The bioavailability of
ECT administered by the powder form was 38% in
rats, which was about two times higher than that by
the liquid formulation, as shown in Fig. 7. Interest-
ingly, absorption occurred more quickly with the

Fig. 7 Mean plasma concentration–time curves of intact
[3H]-(Asu1,7)-eel calcitonin after intravenous (0.68 mg; open

triangle), intranasal liquid (1.68 mg; open circle), and intra-
nasal powder (1.54 mg; closed circle) administration in rats.
The mean � SEM (n ¼ 3). (Reprinted from Ref.[65] with
permission from Elsevier.)
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powder form than with the liquid form, but CaCO3

itself was found to have no effect on the permeability
of ECT. They conclude that an insoluble powder form
may improve the overall nasal absorption of ECT,
mainly by prolonging the residence of the drug at the
mucosal surface. Furthermore, a recent study shows
that porous spherical CaCO3 is more effective for the
powder formulation of insulin than conventional
CaCO3 powder.[9]

The powder systems have been suggested to slow
down the mucociliary clearance and, in some cases,
to affect the paracellular pathway by removal of water
from the cell membrane. Another possibility noted is
that powder formulation can reduce the dilution of
drugs by nasal endogenous secretion, which leads to
an important strategy of keeping a high drug concen-
tration at the absorption site.

Bioadhesives

To increase the residence time in the nasal mucosa, a
bioadhesive formulation may be one of the most
reasonable approaches.[66–71] In fact, microspheres
containing bioadhesive polymers such as starch, albu-
min, and Sephadex with a particle size of 40–60 mm
have been found to be cleared from the nasal cavity
much more slowly than solutions. Starch microspheres
improved the nasal absorption of insulin, with syner-
gistic effects of some absorption enhancers in sheep.[68]

In another paper, dry powder containing starch and
Carbopol 974P showed significantly higher bioavail-
ability after nasal administration than the formulation
without Carbopol.[70] Chitosan, already mentioned
above, also has a bioadhesive property and is found to
be useful as a potent absorption enhancer for nasal
peptide delivery. Other bioadhesive polymer systems,

such as polyacrylic acid, cellulose derivatives, and hyalur-
onate, have also been used in nasal peptide delivery.[71]

Other specialized systems including liposomes,[72]

lipid emulsion,[73] microspheres,[74] nanoparticles,[75]

niosomes,[76] ointment,[77] and so on, have also been
tried in recent decades, although they are not confined
to nasal peptide and protein delivery. Some of these
offer a better chance of permeation for drugs as they
can provide an intimate and prolonged contact with
the nasal membrane.

Assessment of Toxicity
of Nasal Formulations

Before receiving regulatory approval, it must be absol-
utely proven that additives included in the formulation
do not have any potentially undesirable side effects.
Definite guidelines on the assessment for toxicity or
irritancy of pharmaceutical additives in nasal formu-
lation have not been established, but some reviews
are proposing strategies for identifying toxic potentials
of intranasal formulation.[78] The issues can be divided
into three categories: influences on the morphology
and function of the nasal tissue, irritancy/tolerability,
and systemic toxicities. With respect to the first cate-
gory, many attempts, such as histological observation
of the nasal membrane, protein leakage study, mea-
surement of mucociliary transport rate, and ciliary beat
frequency, have been made.[48] Absorption enhancers
may, more or less, give some damage to the nasal
mucosa, by which drug absorption can be enhanced.
Thus the transient and reversible nature of the mem-
brane-damaging effect should be demonstrated. As to
the irritancy/tolerability issues, clinical studies in
human volunteers would be the most direct approach.
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Fig. 8 Basic concepts for achiev-
ing improved nasal peptide and

protein delivery.
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However, demands for non-human tests are still there,
and several challenges have been tried, based on cell
culture models or animal models, for measuring protein
release as an indicator of irritancy.[79,80] Finally, the sys-
temic toxicity of additives is a common concern with
any route of administration. The nasal absorption of
the additives, as well as of the primary ingredients,
should be carefully assessed.

Summary and Perspectives

In summary, the common concepts, extracted from the
described major strategies, for achieving improved
nasal peptide and protein delivery are illustrated in
Fig. 8. Ultimately, three major barriers (i.e., mucus,
enzymatic, and penetration barriers) must be overcome
to realize sufficient nasal bioavailability. To that end,
additive or synergistic effects, by combining all
concepts shown in the figure, may be necessary, which
will depend on the ideas, skills, and enthusiastic efforts
of formulation scientists.

CONCLUSIONS

There is no doubt that the nasal route of administra-
tion of peptide and protein drugs is one of the most
attractive alternatives to injections because of its
convenience, which should assure good compliance
by patients. The pharmacokinetic profile of peptide
and protein drugs after nasal administration shows
the occurrence of quick absorption and can be tailored,
in some cases, by formulation approaches. This also
may have therapeutic advantages.

A challenging issue in nasal delivery is related to
the safety aspects of excipients, especially absorption
enhancers, in the formulation. For most kinds of enhanc-
ers, a direct relationship exists between absorption-
enhancing ability and local toxic effect. However, the
efficacy of some kinds of absorption enhancers may not
be necessarily related to their damaging effects on the
nasal epithelium. Thus the establishment of a benefit-
to-risk ratio for nasal absorption enhancers is of major
importance.

In conclusion, a better understanding of absorption
mechanisms and further efforts to assure the efficacy
and safety of the formulation will be needed.
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INTRODUCTION

Advances in biotechnology over the past 25 years have
produced a number of protein- and peptide-based
pharmaceutical products approved for the treatment
of a broad spectrum of diseases. As the disciplines of
genomics and, more recently, proteomics continue to
mature, it is likely that additional macromolecules
with potential therapeutic value will be discovered.[1]

Indeed, industry trends of compounds currently under
development reflect the growing importance of
biotechnology-derived molecules as therapeutic candi-
dates.[2] Further aiding the commercial potential of
these exploratory entities is the progress being made
in molecular biology and synthetic chemistry technolo-
gies. Modern biosynthetic approaches are enabling the
availability of increasingly complex proteins including
those with multiple specific carbohydrate moieties.[3–6]

Likewise, solid-phase synthesis is now capable of pro-
ducing high-purity peptides up to about 40 amino acids
at a scale sufficient to meet commercial demands.[7]

The ability to engineer specific functional properties
such as higher potency further increases the likelihood
of commercial success by reducing both the dosage
requirements and the quantity of active pharmaceuti-
cal ingredient that must be manufactured annually to
meet market needs.

Despite technological advances leading to the dis-
covery of growing numbers of new protein and peptide
therapeutic candidates and the ability to produce suf-
ficient quantities to supply the commercial market-
place, the challenges associated with formulating and
administering these types of molecules still remain
significant.[8–10] An assessment of the commercially
available protein and peptide biopharmaceuticals
reveals that the predominant formulation strategy
involves lyophilization with delivery by subcutaneous,
intramuscular, or intravenous injection.[11] While the
need to reconstitute a lyophilized product prior to
administration is essentially a convenience issue, the
mode of delivery limits product potential in the market
place because patients do not readily accept injections
especially in chronic treatment situations. In rare cases,
ready-to-use solution formulations of proteins and

peptides are available and minimize the inconvenience
of dose preparation to some extent, but do not address
the invasive nature of administration.

Because it is generally recognized that injection-
based delivery is a major impediment to the commer-
cial success of therapeutic proteins and peptides,
research in both academia and industry continues to
focus on ways to overcome this problem. A survey of
the scientific and patent literature reveals a substantial
number of interesting research reports and ideas relat-
ing to systemic delivery of protein and peptide pharma-
ceuticals by non-invasive routes. In fact, all possible
routes of administration have been considered includ-
ing nasal, buccal/sublingual, oral, transdermal, pul-
monary, ocular, vaginal, and rectal. The large surface
area associated with most of these routes makes them
attractive targets for drug delivery (Table 1). While
non-invasive administration by these routes is con-
sidered a more logical and achievable option for local
treatment regimens, systemic delivery of proteins and
peptides is significantly more challenging. Unfortu-
nately, studies designed to demonstrate feasibility of
systemic delivery are often conducted in animal models
leaving the translation of the findings to humans
uncertain. Some of the work has progressed to evalua-
tions in humans, but many of the reported successes
fail to address how the technology will be transformed
to a commercial product. The only notable excep-
tions have been the successful commercialization of
nasal formulations for systemic delivery of a limited
number of therapeutic peptides, and recent regulatory
approvals of both pulmonary and buccal delivery sys-
tems for systemic delivery of insulin. Additionally, an
oral formulation of a small peptide analog, cyclos-
porin, has been commercialized, but this molecule is
not entirely representative of typical proteins and pep-
tides as it contains unnatural amino acids. This chapter
examines the current status of non-invasive adminis-
tration of protein and peptide pharmaceuticals, with
particular emphasis on technologies that have been
evaluated in human studies and/or appear to offer a
viable solution to overcoming the challenges associated
with delivering this class of molecules. Factors perti-
nent to development and the issues influencing the
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potential realization of commercial products based on
a given technology are also considered.

GENERAL BARRIERS TO NON-INVASIVE
DELIVERY

While each potential site for non-invasive adminis-
tration has its own unique features associated with
it, some general barriers to delivery do exist. These
barriers can be broadly categorized as physico-
chemical (structural), enzymatic, and cellular (physi-
cal). The physicochemical barrier relates specifically
to the complex structural properties specific to pro-
teins and peptides. The enzymatic barrier deals with
the susceptibility to degrading enzymes associated
with a given route of delivery, and the cellular bar-
rier refers to the epithelial membrane that must be
crossed for absorption into systemic circulation
and includes the related anatomical, histological,
and physiological characteristics connected with the
site of absorption.

Physicochemical Barrier

The unique physicochemical properties of proteins and
peptides impart a level of structural complexity not
usually encountered with traditional, low-molecular
weight pharmaceuticals. In order to retain the thera-
peutic effect, the integrity of the primary (sequence),

secondary (local folding), tertiary (global folding)
and quarternary (assembly) structural elements specific
to a given protein or peptide must be properly
maintained. Any disruption of these properties can
lead to diminished activity or have serious toxicological,
immunological, or pharmacological consequences.[9,10,15]

Therefore, much of the time and effort invested in
developing protein and peptide pharmaceuticals
relates to understanding what factors impact native
structure and devising means to control or eliminate
potentially deleterious effects.

Proteins and peptides can be chemically or physi-
cally denatured by a variety of mechanisms.[16] Specific
amino acids or sequences are subject to chemical trans-
formations such as deamidation, oxidation, covalent
cross-linking, disulfide scrambling, and fragmentation
with reactivity resulting from exposure to extremes of
pH and temperature, air, metal ions, or chemical
agents. Physical denaturation pathways involve disrup-
tion of higher-order structural elements (e.g., folding
and assembly) induced by mechanical stress (agitation
or shear), air-liquid interfaces, solvents, high concen-
tration, pH, or temperature extremes. Aggregation,
precipitation, fibrillation, and surface adsorption are
undesirable consequences of physical denaturation.
The factors involved in manufacturing operations,
distribution, storage, and handling of injection-based
protein and peptide therapeutics, in general, can all
potentially expose them to conditions that may result
in perturbations to native structure. Each of these
aspects must be carefully examined during product

Table 1 Options for non-invasive protein and peptide delivery

Route Estimated surface areaa Enzymatic activity levelb

Transdermal 1–2 m2 þ
Pulmonary 100 m2 þ
Buccal 100 cm2 þþ
Nasal 150 cm2 þþ
Vaginal — þþ
Ocularc 18 cm2

Rectal 200–400 m2 þþþ
Orald þþþþþþþ

Gastrointestinal tract 200 m2

Stomach 0.1–0.2 m2

Small Intestine 100 m2

Taking intestinal microvilli
into account

4500 m2

Large intestine 0.5–1.0 m2

aFor source details, see references cited in text.
b(From Ref.[12].)
cArea corresponds to human conjunctiva. Drugs delivered by this route are also absorbed through inferior nasal and gastrointestinal mucosa.[13]

d(From Ref.[14].)
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development to ensure that the structural integrity of the
molecule is maintained throughout. Extensive studies are
also conducted to demonstrate that final products have
sufficient stability over their shelf-life (typically 1.5–2
years for commercial products) because time-dependent
degradation of the protein or peptide can negatively
influence potency, pharmacology, immunogenicity, or
toxicology profiles.[9,10,15]

The general requirements related to maintenance of
structural integrity and stability will apply to non-
invasive delivery systems for proteins and peptides;
moreover, the approaches inherent to these technologies
may further increase the likelihood for problems to
occur. For example, the formulation strategies, manu-
facturing processes, and delivery mechanisms associa-
ted with non-invasive systems can include exposure to
pH extremes, organic solvents, elevated temperature,
high shear, severe agitation, air-liquid interfaces, for-
mulation additives (e.g., permeation enhancers) or
other unfavorable conditions, all capable of causing
chemical or physical denaturation. Many of these situa-
tions are not typically encountered or are completely
avoided with injection-based systems for proteins
and peptides. Since structural complexity and inherent
fragility are common traits of proteins and peptides,
there is no simple way to overcome the physicochemical
barrier to non-invasive delivery. Devising appropriate
formulation and processing strategies that minimize
or eliminate any impact to structural properties is the
only way to manage this problem. If a device is required
to administer a formulation, then additional testing and
controls are required to ensure integrity of the active
protein or peptide in the combined delivery system
under the intended use conditions. Unfortunately,
many of the approaches being considered for non-
invasive delivery of proteins and peptides, including
some demonstrated in human proof-of-concept studies,
fail to adequately consider issues of structural integrity
or stability and their important relationship to success-
ful product commercialization.

Enzymatic Barrier

Proteins and peptides are accessible to enzymatic
action due to the susceptibility of specific amino acid
sequences, and such proteolysis is a naturally occurring
metabolic process in vivo. Degradation pathways gen-
erally involve hydrolysis of peptide bonds by a variety
of exopeptidases and endopeptidases, and the specific
proteolytic enzymes associated with non-invasive
routes of administration have been identified in some
detail.[12,17] Enzymatic activity varies depending on
the delivery route and a qualitative rank ordering is
shown in Table 1. Since a significant portion of dietary
protein consumed by humans is assimilated by means

of a highly evolved and effective digestive system, it
is not surprising that the highest enzyme levels are
associated with the oral route. The pulmonary and
transdermal routes are considered relatively low in
enzymatic activity, while the levels in all the other sites
are intermediate. It is important to note that proteo-
lytic enzymes are ubiquitous and are present, for
example, in the blood, liver, kidney, and vascular
endothelia. Thus, in addition to the site of absorption,
proteins and peptides may experience the enzymatic
barrier en-route to (e.g., liver first pass metabolism
following oral absorption) and in systemic circulation.

An obvious strategy to overcome the enzymatic
barrier involves the coadministration of inhibitors in
formulations for non-invasive delivery systems. Some
examples described in the literature include: aprotonin,
boroleucine, puromycin, trypsin inhibitor, chymotryp-
sin inhibitor, ethylenediaminetetraaceticacid (EDTA),
phosphinic acid analog, and bestatin[12,18] (and refer-
ences therein). Because multiple enzymes are implicated
in degradation pathways, combinations of inhibitors
are typically required. Furthermore, use of these agents
alone will not overcome the cellular barrier. The
potential physiological and toxicological consequences
associated with use of these agents must be considered
when employing this strategy for non-invasive
delivery systems.

Structural modifications and formulation are two
additional approaches proposed for overcoming the
enzymatic barrier[17] (and references therein). Using
recombinant or synthetic techniques, selective modifi-
cations to the protein or peptide sequence can be intro-
duced effectively reducing proteolytic susceptibility,
but these changes must not have significant impact
on the pharmacological properties of the molecule
(e.g., reduced potency or altered selectivity). Moreover,
modifications to address a specific enzymatic action
will not eliminate vulnerability to others. The formu-
lation approach essentially involves encapsulation sys-
tems to protect the protein or peptide from reactions
with enzymes, and selected examples include emul-
sions, liposomes, or enteric-coated capsules[17] (and
references therein).

Cellular Barrier

The cellular architecture associated with each non-
invasive route of administration represents a for-
midable physical barrier to effective absorption into
systemic circulation, and the large molecular weights
and relatively hydrophilic nature of proteins and peptides
does not favor effective permeation. The mechanism of
protein and peptide absorption has been extensively
studied; however, exact details about the process
remain poorly understood. A general but somewhat
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simplistic representation of the cellular barrier as
shown in Fig. 1 is often used to describe pathways for
absorption. Potential mechanisms of transport across
cells include: passive paracellular, passive transcellular,
facilitated transcellular, active carrier-mediated, and
transcytosis. While the cellular barrier for each non-
invasive delivery route is more complex than what is
depicted in Fig. 1, paracellular and transcellular trans-
port are typically proposed as likely mechanisms for
absorption of proteins and peptides. Much is known
about the specific anatomical, histological, and physio-
logical features of each site, and the design of effective
delivery systems must take these aspects into consider-
ation so that maximal absorptive potential can be rea-
lized. In most cases, the epithelium is composed of
multiple layers of cells each having specific structural
properties (e.g., dimensional characteristics, kerati-
nized, or ciliated). Adding to the complexity is the local
physiology connected with the target route. Cellular
secretions such as mucus, saliva, or other fluids lining
epithelial surfaces, and the mechanical effects resulting
from ciliary action, liquid or gas flow can conspire to
minimize residence times of protein and peptide thera-
peutics at the site of absorption. Other clearance
mechanisms may be present (e.g., macrophages in the
lung) that can effectively eliminate proteins or peptides
prior to being absorbed. Finally, each potential delivery
route is part of a dynamic system subject to changes in
cellular and molecular organization brought about by
normal processes (e.g., menstrual cycle or aging), or
resulting from other factors such as allergies, infections,
illness, disease, disorders, and other lifestyle habits
(e.g., smoking).

A general strategy for overcoming the cellular bar-
rier is to incorporate permeation enhancers into

formulations intended for non-invasive routes of
administration.[17,18] Table 2 lists some representative
permeation enhancers examined for potential use in
non-invasive delivery systems. Commonly accepted
mechanisms of action are also included in Table 2
and typically involve disruption of cellular architecture
and/or molecular interaction with the protein and
peptide to facilitate transport. Cell damage and non-
specific absorption are key concerns associated with
the use of permeation enhancers. Moreover, the impact
of these agents on the structural properties of protein
and peptide pharmaceuticals must also be taken into
consideration.[19]

PHARMACOLOGICAL CONSIDERATIONS

A threshold level of systemic drug concentration and
an optimal duration of exposure [pharmacokinetics
(PK)] following administration of a protein or peptide
pharmaceutical are necessary to produce the desired
therapeutic effect [pharmacodynamics (PD)]. PK and
PD parameters must be thoroughly understood in both
animal models and human subjects to demonstrate the
therapeutic utility of the molecule and enable selection
of dose levels and suitable dosing regimens. In
addition, the required exposure must be appropriately
balanced against toxicological safety margins and
control of any unwanted side effects. Thus, the phar-
macology and toxicology of a molecule together deter-
mine the therapeutic window, which is the ratio
between maximally tolerated dose and minimally
efficacious dose, that in turn dictates the degree of PK
control that needs to be achieved. Depending on the

Fig. 1 A schematic illustration of potential mechanisms of transport across the cellular barrier. (A) Passive transcellular; (B)

passive paracellular; (C) facilitated transcellular or active carrier-mediated; and (D) transcytosis.
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medical condition, a bolus (rapid onset and elimination),
basal (sustained level), or pulsatile exposure profile of
the pharmaceutical agent in systemic circulation may
be required. However, achieving a specific profile is
often difficult because many factors can influence the
PK profile following administration of a protein or
peptide pharmaceutical including: properties of the
molecule, formulation conditions, the route and/or
site of administration, and natural clearance mechan-
isms. Evidence also indicates that gender and race
differences can further influence the pharmacological
response of therapeutic agents.[20] One additional
complicating factor associated with non-invasive
delivery is the limited availability of validated in vitro
and animal models that allow accurate prediction of
PK/PD responses in humans.

The complexities associated with achieving an opti-
mal pharmacological response are best illustrated with
insulin, a therapeutic often selected to test the feasi-
bility of non-invasive delivery approaches. Physiologi-
cal secretion of insulin in non-diabetic subjects displays
both bolus (meal-stimulated, elevated concentration
with rapid clearance) and basal (constant, low concen-
tration) components. Adequate reproduction of the
endogenous profile requires multiple subcutaneous
injections of short-acting and long-acting insulin
preparations, or formulations of rapid-acting and
protracted-acting insulin analogs.[21] In general, the

strategies devised to modulate the PK profile achieved
with injection-based therapy of insulin may not pro-
duce the same pharmacological outcome in a non-
invasive delivery system. A formulation approach
may not be directly transferable to a non-invasive
delivery system because additives needed to effect
absorption may be incompatible with an existing com-
position, or the specific requirements to reach the site
may necessitate a totally different design. Moreover,
the use of an absorption enhancer to overcome the
cellular barrier could also facilitate very rapid trans-
port of the active agent into systemic circulation result-
ing in an undesirable burst effect. In the case of insulin
analogs, the designed molecular properties may not
produce the same PK profile when administered by a
non-invasive route due to environmental differences
at the site and characteristics associated with absorp-
tion. Finally, it is important to realize that protein
and peptide pharmaceuticals do not exclusively serve
as exogenous replacements for naturally produced
endogenous molecules, as these therapeutic agents
can be additionally developed for prophylactic pur-
poses or to target a specific biochemical pathway
involved in disease. In each case, a specific PK profile
would be necessary to achieve an optimal therapeutic
effect. Nevertheless, the pharmacological considera-
tions described here are applicable to all protein and
peptide pharmaceuticals and must be carefully evaluated

Table 2 Types of permeation enhancers used in non-invasive delivery systems for proteins and peptides

Class Examples Mechanism of Action

Bile salts Sodium deoxycholate Formation of reverse micelles, solubilization
of proteins/peptidesSodium glycocholate

Sodium taurocholate Removal of epithelial cells and formation
of transient pores

Inhibition of proteolytic activity
Reduction of mucus viscosity

Dihydrofusidates (DHF) Sodium tauro-DHF Formation of micelles
Sodium glyco-DHF Inhibition of proteolytic activity

Sodium phosphato-DHF Perturbation of membrane layers

Complexing and chelating agents Cyclodextrins Formation of inclusion complexes
EDTA Increase of stability
Salicylates Increase paracellular transport by:

Citric acid Removing calcium ions
Widening of tight junctions

Surfactants Sodium lauryl sulfate Solubilization of proteins/peptides
Polyoxyethylene oxide-9 ethers Perturbation of membrane layers

Extraction of membrane proteins and lipids

Fatty acids and derivatives Sodium caprylate Increase membrane fluidity by:
Sodium caprate Creating disorder in phospholipid domain

of the membraneSodium laurate

Oleic acid Facilitating the leaching of proteins
from the membraneMonoolein

(From Refs.[17,18].)
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to determine the suitability of a given non-invasive route
of administration.

FACTORS INFLUENCING COMMERCIAL
VIABILITY

The availability of technologies that overcome the
general barriers to non-invasive protein and peptide
delivery and address the pharmacological needs asso-
ciated with a particular therapy will not necessarily
guarantee commercial viability. There are additional
economic, regulatory, and patient-specific factors that
can all influence the practicality of further developing
an experimental non-invasive delivery system into a
marketed pharmaceutical product.

While advances in biotechnology have enabled pro-
duction of large quantities of highly purified proteins or
peptides for use as pharmaceutical entities, there are
additional constraints when considering non-invasive
delivery systems. Typical values reported for bioavail-
abilities in most human proof-of-concept studies
evaluating non-invasive protein or peptide delivery
technologies range from 1% to 10%, suggesting that
orders of magnitude increases in annual production
quantities may be required to supply a commercial
market compared to treatment using a conventional
injection-based approach. The absolute quantities will
further depend on the target disease, size of the patient
population, and whether treatment is chronic vs. acute.
Thus, in addition to cost of manufacturing, the mere
feasibility of producing such large-scale quantities must
be evaluated. Higher potency molecules can reduce
required quantities for the active agent, but these are
not always available and it may be difficult or impossible
to improve potency without compromising other func-
tional attributes. If the technology requires the use of
delivery agents, enzyme inhibitors and/or absorption
enhancers as part of the formulation, the cost of pro-
duction associated with these molecular entities must
also be considered.
Likewise, a technology requiring a specific device to
administer a formulation will result in additional manu-
facturing expenses. These economic realities and their
influence on final delivery system price must be carefully
weighed against what insurance payers and consumers
would be willing to accept in terms of overall treatment
costs.

With the exception of a few approved products for
nasal administration of peptides and the very recent
regulatory approvals of delivery systems for both
pulmonary and buccal delivery of insulin, there is
relatively little precedence with the worldwide regulat-
ory approval process for non-invasive delivery systems
incorporating protein or peptide pharmaceuticals.
Consequently, there is limited specific information

available to delineate the types of data that will be
necessary to achieve regulatory approval. However, it
is reasonable to expect that delivery systems utilizing
chemical agents to effect absorption will require rather
comprehensive and lengthy toxicological studies in
order to demonstrate acceptable safety profiles in
humans, particularly in chronic use situations. Depend-
ing on the route of administration and any unique
circumstances that might ultimately impact dose, deliv-
ery, and/or pharmacology, clinical trials involving spe-
cial patient populations may be required in addition
to the typically conducted studies. Specific details con-
cerning requirements for chemistry, manufacturing,
and control data are also lacking at the present time.
However, it can be anticipated that data covering a
broad range of experimental factors, including infor-
mation acquired under extreme stress (e.g., temperature,
humidity, and/or mechanical agitation) conditions, will
be necessary to demonstrate the overall performance
and reliability of the delivery system, especially if a
device is involved. Data demonstrating structural integ-
rity of the protein or peptide in the formulation,
throughout shelf-life and during the in-use period will
likewise be required. Collection of all the necessary data
to support a regulatory submission involving a non-
invasive delivery system will ultimately add time and
expense to the overall development process.

Assuming that a particular non-invasive protein or
peptide delivery system can be developed and can ulti-
mately gain regulatory approval, there are additional
factors related to the patient and/or health care pro-
fessional that could ultimately influence whether the
technology is successful in the commercial market.
Simplicity of design is a key attribute as physicians
or patients will not readily accept overly complex deliv-
ery systems that are cumbersome and difficult to use
particularly when self-administration is involved in
the treatment regimen. Even an outstanding system
design could be problematic if there are any special
requirements prior to or while administering a dose
that could be considered an inconvenience. There
are also inherent disadvantages associated with some
of the routes available for non-invasive delivery.
For example, patient acceptance of ocular, rectal, or
vaginal administration is not anticipated to be very
high. While exploratory studies evaluating the feasi-
bility of ocular, rectal, and vaginal delivery have been
reported,[13,22,23] numerous complicating factors cast
doubt on the commercial viability of systems intended
for administration by these routes, except perhaps for
local treatment. There are obvious concerns over
the potential impact on vision resulting from ocular
delivery, particularly in chronic treatment situations.
Rectal administration faces significant psychological
barriers hampering patient acceptance, and interruptions
resulting from defecation can diminish effective dose
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absorption. The vaginal route is gender-specific and
sexual activity, menstruation, or pregnancy can further
complicate administration and impact absorption of
the dose.

Considerations of commercial viability have likely
influenced the extent of exploratory research activity
on the various non-invasive delivery options available
for protein and peptide delivery. Currently, the buccal/
sublingual, nasal, transdermal, pulmonary, and oral
routes of administration are receiving the most atten-
tion in the scientific and patent literature with some
technologies showing promise as potentially feasible
commercial products. The following sections examine
each of these non-invasive delivery routes in greater
detail.

Buccal/Sublingual Delivery

The oral cavity is a readily accessible site for potential
non-invasive delivery of protein and peptide pharma-
ceuticals providing a total surface area in humans
covering 100 cm2, a highly vascularized mucosa, and
relatively low enzymatic activity.[24–27] Administration
to this region also avoids hepatic first-pass metabolism.
Despite these advantages, a multi-layered epithelium
that is coated with mucus and a constant flow of saliva
are major impediments to effective absorption. Per-
meability of the mucosa in the oral cavity varies, with
the non-keratinized buccal (cheeks) and sublingual
(floor of the mouth) regions being most permeable
and serving as the primary targets for non-invasive
delivery systems.

Typical delivery systems evaluated for buccal/
sublingual administration of proteins and peptides
involve conventional solutions or tablets. Strategies
to improve absorption include the use of permeation
enhancers and enzyme inhibitors in the formulations,
or specific chemical modifications of the molecule to
increase lipophilicity.[25] A common problem with
conventional solution or tablet dosage forms is the lack
of retention at the absorption site due to continuous
dilution by salivary flow. Therefore, immobilized
bioadhesive delivery systems (tablets or patches) have
been developed to extend the residence time at the site
of absorption and allow therapeutic drug levels to be
achieved. Bioadhesion is defined as the attachment of
natural or synthetic biocompatible polymers to a
biological substrate, and examples of biadhesive agents
include: hyaluronic acid, chitosan, cellulose deriva-
tives, polyacrylates, gelatin, and agarose.[25,26]

A variety of protein and peptide pharmaceuticals
has been evaluated for buccal/sublingual administration
using animal models or human subjects, and the
published reports comprehensively reviewed.[25,26]

Conventional solution or tablet delivery systems
rarely result in measurable absorption and the bio-
availabilities are typically much less than approxi-
mately 10%. In general, bioadhesive systems tend to
yield higher bioavailability. Gutniak et al.[28] evalu-
ated a bioadhesive, biodegradable buccal tablet for-
mulation of glucagon-like peptide amide in subjects
with Type-II diabetes. Fig. 2 shows the pharmacoki-
netic profile obtained with this delivery system. While
potentially therapeutic levels were demonstrated, the
authors concluded that further development was
required since a longer duration pharmacokinetic
profile would be necessary for optimal therapy with
this peptide pharmaceutical. This work demonstrates
that simply achieving effective absorption of a thera-
peutic agent may not be sufficient to ensure commer-
cial viability of a non-invasive delivery system if
specific pharmacological requirements cannot be
simultaneously met.

In a departure from typical buccal/sublingual deliv-
ery system design strategies, Modi, Mihic, and
Lewin[29] describe a solution formulation containing
insulin and absorption enhancers, referred to as
OralinTM, which is administered as a fine mist into
the oral cavity using a metered dose inhaler. The
results of clinical studies evaluating this buccal delivery
system in healthy subjects as well as patients with
Type-I or Type-II diabetes have been reported.[29,30]

In healthy subjects and Type-I patients, the phar-
macokinetic profile obtained with OralinTM is similar
to that observed for subcutaneously administered
rapid-acting insulin analogs. Late-stage clinical testing
of this delivery system still appears to be in progress,
and a regulatory approval has been recently obtained
in Ecuador.

While some interesting results from human clinical
studies are being reported in the scientific literature
and some limited commercial success achieved, a
number of questions still remain about the safety and
commercial viability of buccal/sublingual delivery
systems for protein and peptide pharmaceuticals.
Low bioavailability will be a major obstacle to com-
mercialization. The use of permeation enhancers and
enzyme inhibitors to address this issue raises concerns
about the effects on the oral mucosa, particularly when
used in combination with bioadhesive systems, and
long-term toxicology data are currently lacking.[31]

Data regarding structural integrity of the protein or
peptide and formulation stability in proposed buccal/
sublingual delivery systems, likewise, have not been
reported. The alternative strategy involving chemical
modifications to improve lipophilicity is not generally
applicable to all peptides and proteins and remains lar-
gely unproven. Finally, the limited pharmacokinetic
data obtained in human studies suggest that buccal/
sublingual delivery systems produce a bolus effect
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that may not be an appropriate pharmacological
response for all protein and peptide pharmaceuticals.

Nasal Delivery

Among the various non-invasive options for systemic
delivery of proteins and peptides, the nasal route
has been demonstrated to be a commercially viable

alternative to injection administration as evidenced
by the number of products currently on the market
including: calcitonin (3400 Da), nafarelin (1300 Da),
desmopressin (1180 Da), oxytocin (1000 Da) and
buserelin (1300 Da). The nasal route has traditionally
received considerable attention for delivery of both
low molecular weight compounds and macromolecules
due to rapid drug absorption, ease of administration,
and patient acceptance. Recent advances in device

Fig. 2 Plasma levels (means � SE) of GLP-1 administered as a buccal tablet. Total immunoreactivity [COOH-terminal RIA]
(solid line); active peptide [NH2-terminal RIA] (broken line); placebo [COOH-terminal RIA] (dotted line). (From Ref.[28], with
permission from the copyright holder.)
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technologies and a greater understanding of formu-
lation and dosage form aspects that enable enhanced
systemic absorption have provided further impetus
for considering the nasal route to deliver biopharma-
ceuticals, and a number of excellent reviews on this
subject are available in the literature.[32,33]

The nasal cavity has a rather porous endothelium
and a richly vascularized mucosal membrane that pro-
vides a large surface area of approximately 150 cm2 for
absorption. Nasal administration has the added advan-
tage of avoiding hepatic first-pass metabolism. Despite
these advantages, a number of barriers need to be
successfully overcome to achieve sufficient bioavail-
ability for protein and peptide therapeutics. These
barriers include: (i) low membrane permeability of
the nasal epithelium that has been shown to exclude
many pharmaceuticals with molecular size >1 kDa;[34]

(ii) mucociliary clearance mechanism that effectively
renews the mucus layer on a 15–30 minute cycle,
impacting the contact time between the formulation
and nasal epithelium; and (iii) presence of various pep-
tidases causing proteolytic degradation. Consequently,
bioavailabilities for nasally administered protein or
peptide pharmaceuticals in humans are typically low, for
example, in the range of 1–3% for calcitonin and insulin.[35]

The primary strategies to improve the systemic
uptake of protein and peptide pharmaceuticals include:
the use of permeation enhancers[35,36] to change the
absorptive membrane to increase permeability, use of
excipients/additives to increase retention time of the
formulation in the nasal cavity and/or protect the
active agent against enzymatic degradation, and modi-
fication of protein or peptide chemical structure to
increase resistance to enzymatic degradation or
improve absorption. Typical classes of permeation
enhancers evaluated include surface-active agents such
as bile salts, fusidic acid, fatty acids, and bile salt-fatty
acid mixed micelles that are believed to work by
the mechanisms described in Table 2. In the case of
insulin, the incorporation of permeation enhancers
was observed to increase the bioavailability by
8–15%.[37,38] However, potential barriers for clinical
use of enhancers include toxicity concerns such as
nasal irritation and membrane damaging effects.[39]

Classical enzyme inhibitors such as bacitracin and bes-
tatin have been evaluated as a means of improving
nasal absorption of peptides, but these agents have
the same issue as permeation enhancers in terms of
their safety for clinical use.

In order to address the rapid removal of pharma-
ceuticals due to the mucociliary clearance mechanism,
mucoadhesive systems that promote bioadhesive inter-
actions with a mucous membrane and increase reten-
tion time by prolonging the contact between the
formulation and absorption site have been evaluated
as a strategy to enhance systemic absorption following

nasal administration.[40] Chitosan, which is a cationic
polysaccharide, has been extensively evaluated as a
bioadhesive agent to improve nasal absorption of pep-
tides and proteins including calcitonin, insulin, and
human growth hormone. For example, in a study con-
ducted using normal subjects (Fig. 3), a bioavailability
of 9–15% was reported when insulin was administered
in a chitosan solution.[35] In the case of peptides such as
leuprolide and salmon calcitonin, nasal bioavailabil-
ities of approximately 20% have been reported in clini-
cal trials.[41] The absorption enhancing mechanism of
chitosan is believed to be due to a combination of
mucoadhesive properties and opening of the tight junc-
tions. Chitosan is biocompatible, an attribute it shares
with agents such as cyclodextrins and phospholipids,
and from a practical perspective, is likely to be safer
for human use compared to other permeation enhancers.

Formulation and dosage form aspects that can
impact the site of deposition within the nasal cavity
are a key consideration for nasal delivery. The site of
deposition can impact absorption due to the differ-
ences in the permeability and residence time of the
anterior and posterior portions of the nose. A variety
of dosage forms such as nasal drops, sprays, gels, pow-
ders, or microspheres are available for administering
pharmaceuticals by the nasal route, and these options
need to be carefully evaluated because the type of dos-
age form can impact where the formulation is
deposited in the nasal cavity and, in turn, the systemic
absorption. For example, the bioavailability of nasally
administered desmopressin was significantly increased
in a spray formulation compared with drops,[42] likely

Fig. 3 Concentration-time profile after nasal administration
of 50 IU of insulin in a chitosan solution formulation to
human volunteers (n ¼ 8). (From Ref.[35], with permission
from the copyright holder.)
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due to the spray formulation delivering the peptide to
the posterior region of the nose (as compared to the
drops), which is rich in ciliated cells and has a larger
surface contributing to increased absorption. Modu-
lation of viscosity by addition of viscosity enhancing
agents and tonicity has also been shown to increase
systemic absorption.[43] Powder dosage forms can offer
advantages over solutions for protein and peptide
nasal delivery. For example, a bioavailability of about
10% was observed in humans for calcitonin adminis-
tered as a nasal powder containing the cellulosic poly-
mer microcrystalline cellulose (Fig. 4).[44] The use of
cyclodextrins has also been investigated in clinical stu-
dies for nasal delivery of various peptides and proteins
such as calcitonin, glucagon, recombinant human-
granulocyte colony stimulating factor (rh-GCSF) and
insulin. With an intranasal insulin/dimethyl-b-
cyclodextrin powder formulation, mean absolute bio-
availabilities of 3.4% and 5.1% were obtained in healthy
volunteers and patients with diabetes, respectively.[45]

The selection of a delivery system will ultimately
depend on many factors including: molecule type,
desired site of absorption, patient population, and
marketing preferences.

The nasal route can be a viable option for non-
invasive delivery of proteins and peptides. However,
the collective knowledge gained indicates that although
it may be feasible to deliver smaller peptides
with acceptable bioavailability, for larger peptides

(i.e., >20 amino acids), acceptable systemic absorption
typically can only be achieved with the use of per-
meation enhancers.[46] Although some of the relatively
biocompatible enhancers evaluated in preclinical
and limited clinical trials may facilitate acceptable
bioavailability, the longer-term safety of these agents,
especially for proteins and peptides requiring chronic
administration, remains to be established. Based on
information appearing primarily in the public domain,
it appears that a number of protein and peptide mole-
cules such as insulin, human growth hormone, and
interferon beta are in early clinical development for
delivery by the nasal route. The experience gained from
these studies and other ongoing work in the field
should help establish in the coming years whether the
nasal route can be successfully used to deliver a broad
range of proteins and peptides with acceptable safety
and efficacy.

Transdermal Delivery

Transdermal delivery has the advantages that skin has
a large and accessible surface area (1–2 m2) with rela-
tively low enzyme activity; it avoids first pass metab-
olism and has the potential to provide sustained
delivery of pharmaceuticals.[47] However, skin also
serves as an extremely effective permeability barrier,
a property conferred by the thin (15 mm) outermost
layer of epidermis known as the stratum corneum. As
a result, transdermal transport by passive diffusion is
limited to low molecular weight (<500 Da) and highly
lipophilic pharmaceuticals, and indeed, all the
marketed transdermal products to date fall into this
category.[48] The transdermal route for systemic deliv-
ery of proteins and peptides has been hindered by the
extremely low permeability of skin to these high mol-
ecular weight and typically hydrophilic molecules,
and to achieve therapeutically useful systemic drug
levels, permeation needs to be enhanced. Several
approaches have been explored that provide additional
driving force in the form of electrical (iontophoresis)[49,50]

or ultrasound (sonophoresis)[51] energies, structural per-
turbation of stratum corneum (e.g., electroporation,
thermal microporation, microneedles),[52,53] penetration
enhancers,[54,55] or a combination of these strategies.

A variety of chemical penetration enhancers with or
without protease inhibitors or colloidal vehicles (lipo-
somes) have been investigated for their potential to
enhance the skin permeability of peptides and pro-
teins,[54,55] but these approaches have only been limited
to animal models or in vitro or in vivo models of
human skin and have not progressed to human clinical
studies. A notable exception is the use of so-called
Transferosomes�, ultraflexible liposomes, containing
a mixture of soybean phosphatidylcholine and sodium
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Fig. 4 Plasma concentration of salmon calcitonin (sCT) fol-
lowing nasal administration of a microcrystalline cellulose
powder preparation or a spray formulation to humans.
(From Ref.[44], with permission from the copyright holder.)
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cholate, which are thought to reversibly create inter-
cellular hydrophilic pathways through the skin to
facilitate transport.[56,57] Insulin-loaded Transfero-
somes applied epicutaneously to human volunteers
have been shown to result in a glucodynamic response
comparable to subcutaneously administered Ultralente
preparation Ultratard� (Fig. 5), albeit at approxi-
mately twice the insulin dose. With a single application
of Transferosomes to patients with Type-I diabetes,
normoglycemia has been maintained for 16 hours.[58]

This approach has also been successfully demonstrated
with other polypeptides such as interferons a, b, and g,
calcitonin and superoxide dismutase in preclinical
experiments.[58]

Safe and effective delivery of peptides has also been
successfully demonstrated in human studies using ion-
tophoresis, a technique that uses mild electric current
to facilitate transport of molecules across the skin.[50]

Iontophoresis works primarily by a combination of
two forces, electro-repulsion of charged drug molecule
away from the electrode and into the skin, and electro-
osmosis, a convective solvent flow in the direction of
the counter-ion transport. In general, cationic proteins
and peptides are delivered more efficiently than anionic
molecules because electro-osmosis works in the same
direction as electro-migration for cationic species,

while it works against it for anionic species. Studies
exploring the iontophoretic delivery of insulin have
been reviewed,[59] with work on monomeric insulin
analogs yielding some interesting results in animal
models;[60] however, these observations have not been
repeated in humans. The delivery achieved in animal
models appears to be far below the daily basal insulin
needs for humans to be practical, and commercial
viability remains questionable.[61,62] Iontophoretic
delivery of the luteinizing hormone-releasing hormone
(LHRH) analog leuprolide has been demonstrated in
clinical studies in human subjects (Fig. 6)[50,63,64] and
showed an increase in luteinizing hormone levels
comparable to those following a subcutaneous injec-
tion. Although this proof-of-concept demonstration
occurred more than a decade ago, it is not evident if
this approach is anywhere close to commercialization
for peptide drugs.

Low-frequency ultrasound has also been used to
transport insulin, interferon g, and erythropoeitin in
in vitro studies,[65] although validation of this
approach in humans has not occurred. Other transder-
mal approaches that have been explored are the
so-called minimally invasive technologies that physically
circumvent the stratum corneum either by creating
micropores by heat (thermal microporation) or the

Fig. 5 Blood glucose concentrations following the administration of insulin to human volunteers, applied on the skin as
Transferosomes (closed symbols) or injected subcutaneously as ultralente insulin ultratard (open symbols). (From Ref.[58], with
permission from the copyright holder.)
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use of microneedles[53] or ablation of stratum corneum
with a laser.[66,67] With the exception of thermal
microporation, these approaches have only been
demonstrated in animal or in vitro models. Eppstein
et al.[68] recently reported using a thermal micropora-
tion process to deliver insulin lispro to human test sub-
jects. The MicroPors� technology employed in this
work utilizes electrical current to heat an array of small
diameter wires pressed against the skin resulting in the
creation of pores in the stratum corneum. Basal serum
levels of insulin lispro were reached with this delivery
system, but the sampling period only covered three
hours. Analogous to the minimally invasive approaches
is electroporation that involves application of high-
voltage electrical pulses to create new low-resistance
pathways through the stratum corneum.[52] Interesting
studies that demonstrate a synergistic effect of electro-
poration and iontophoresis have been reported for
LHRH[69] and salmon calcitonin[70] using in vitro human
skin models.

Despite all the efforts in this area, there are cur-
rently no commercially available transdermal delivery
systems for protein or peptide pharmaceuticals.
Among active transdermal technologies, iontophoretic
delivery devices are in late-stage clinical trials with
small non-peptide therapeutics.[50] Although much
effort has been spent on insulin, in general small and
potent peptides are the best candidates for exploring
the iontophoretic delivery option. Iontophoretic deliv-
ery, in principle, has the advantage of achieving sus-
tained and controllable delivery of peptides that
makes it particularly attractive for molecules with a
narrow therapeutic index, but in practice overcoming
low bioavailability using a device at a reasonable cost
is a key challenge. While some of the minimally invas-
ive technologies appear to be promising, the safety of
these approaches, especially under chronic use con-
ditions, remains largely unknown. Skin irritation is a

concern even for passive transdermal patches[71] and
permeation enhancers further increase the risk of skin
toxicity.[55] The potential effect of common permeation
enhancers such as alcohols and surfactants on the higher
order structure and physical stability is an additional
challenge for protein and peptide therapeutics.

Pulmonary Delivery

The specific anatomical, histological, and physiological
features associated with the human respiratory tract
and the suitability of the lung as an organ for systemic
delivery of pharmaceuticals has been reviewed in
detail.[72] In particular, the lung is an attractive target
for systemic non-invasive protein and peptide delivery
due to avoidance of hepatic first pass metabolism, the
large absorptive surface area of the alveolar region
(�100 m2), relatively low enzymatic activity, highly vas-
cularized mucosa and a thin epithelial (0.1–0.2 mm)
barrier that is not ciliated and is free of mucus. Despite
these advantages, a significant impediment to pulmon-
ary administration is physical delivery of the active
agent to the site of absorption (deep lung, alveolar
region) that involves passing through the many bifur-
cations of the lung airways. Simply achieving the
required deposition will not guarantee effective absorp-
tion since the transport process to systemic circulation
involves passage through a series of additional barriers
including: surfactant layer, epithelial surface lining
fluid, epithelial monolayer, interstitium and basement
membrane, and capillary endothelium. Absorption
efficiency can also be significantly reduced by natural
phagocytotic (e.g., macrophage) clearance mechanisms
designed to rid the lung of inhaled foreign particles.
The exact mechanism of absorption is not clearly
understood, although paracellular and transcellular
mechanisms have been postulated depending upon
molecular weight of the protein or peptide.[72]

Fig. 6 Plasma levels of leuprolide and lutei-

nizing hormone following iontophoteric
administration of leuprolide to healthy male
volunteers, as a function of leuprolide con-

centration and ionic strength. Ionic strength
(M acetate buffer) is shown in parentheses
next to leuprolide concentration. (From

Ref.[50], with permission from the copyright
holder.)
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A pulmonary delivery system for local administra-
tion of the enzyme rhDNase used in the treatment of
cystic fibrosis[73] is commercially available. However,
until very recently, no products for systemic delivery
of protein or peptide pharmaceuticals via the pulmon-
ary route had received regulatory approval. This situ-
ation is partly the result of limitations in currently
available nebulizer, pressurized metered-dose and dry
powder inhaler systems[74] that are either not suitable
due to poor formulation stability, inefficient and/or
cannot reproducibly deliver these molecules to the site
of absorption to achieve sufficient drug levels in sys-
temic circulation. Nevertheless, intense research efforts
in the area of inhalation administration have produced
a greater understanding of the aerodynamic properties
of particles that are important for their deep lung
deposition[75] resulting in significant recent develop-
ments in protein and peptide pulmonary delivery
systems that appear to have overcome some of the
deficiencies in current inhaler designs. For effective
deposition to the alveolar region, particles containing
protein or peptide must possess an appropriate
aerodynamic diameter in the range of 1–3 mm.[76,77]

Aerodynamic diameter can be expressed in simple
mathematical terms as the product of a particle’s
geometric diameter multiplied by the square root of
its density. Particles with aerodynamic diameters that
are too large will become lodged in the nasopharynx
region, while those that are too small are exhaled.
Most recent developments in inhalation technology
are based on optimized formulation and device combi-
nations that are capable of efficiently and reproducibly
delivering particles with the correct size range to the
deep lung region.

Enabling technologies currently under development
for delivering protein and peptide pharmaceuticals
involve either liquid formulation or dry powder
inhaler systems, and this subject has been recently
reviewed.[78,79] Liquid-based systems atomize solution
formulations into fine inhalable droplets by mechan-
ical means through a jet, ultrasonic atomization, or
electrospray.[80,81] Dry powder inhaler-based technolo-
gies can be separated into two main categories
distinguished primarily by particle properties of the
formulation and the types of device required for dis-
persion. In one case, formulations consisting of small
geometric diameter particles (<5 mm) are produced
using spray drying.[82] The powder is packaged into
individual blisters and combined with an active device
that incorporates a mechanical energy source to
achieve dispersion. In the other approach, spray drying
is also used to produce formulations comprising large
geometric diameter (>5 mm), low-density (<0.4 g/cc)
particles.[83–86] Even though the geometric diameter
of these particles is large, an aerodynamic diameter
range of 1–5 mm is still maintained by virtue of their

exceptionally low density. Resulting dry powders are
filled into capsules and combined with a passive device
that simply relies on inhalation airflow to aerosolize
the powder. Based on descriptions appearing in the
patent literature pertaining to these technologies[78]

and the few published reports cited here, each delivery
system employs particle engineering approaches using
various excipients (e.g., amino acids, carbohydrates,
and/or phospholipids) included in the formulation
and specific spray drying process conditions to achieve
the desired properties of the finished powder.[87]

Processing conditions are also controlled to produce
particles having shape and surface morphologies that
minimize cohesive and adhesive forces enabling
efficient dispersion. The ability to escape clearance by
alveolar macrophages is an additional claimed advan-
tage of the large particle design strategy.[83,84,87]

Alternative design strategies for protein and peptide
pulmonary delivery systems have been described in the
literature. Studies have been reported evaluating the
inclusion of permeation enhancers and enzyme inhibi-
tors in formulations as a means to improve absorptive
potential.[19,88] However, the safety implications with
any chemical agent that potentially modifies normal
lung physiology must be considered especially for
chronic treatment situations. A strategy involving a
carrier-based formulation utilizing self-assembling
diketopiperazine derivatives that can encapsulate pro-
teins or peptides into microspheres (TechnosphereTM)
has also been proposed.[89,90] The resulting particles
are harvested and dried to produce a powder that
can be administered with a passive inhaler device. A
delivery system for insulin based on this design has been
evaluated in human proof-of-concept studies.[89,90] Some
concerns with this methodology include the long-term
safety of the diketopiperazine derivatives that appear
to act as an absorption enhancer and the additional
costs associated with including such agents in the for-
mulation. Another approach involves a formulation
containing micronized crystalline insulin produced by
jet milling to achieve the appropriate geometric size
range for inhalation blended with a lactose mono-
hydrate carrier. Dispersion of the dry powder is achieved
with an electromechanical, breath-actuated device. This
insulin delivery system, referred to as Spiros�, has also
been evaluated in human clinical trials.[91]

The feasibility of pulmonary administration for a
wide variety of proteins and peptides has been evalu-
ated in animal models and some human proof-of-
concept studies, and the results of this work have been
reviewed.[74,92,93] A wide range of bioavailabilities
(<1–95%) has been reported. With the exception of
insulin, it is difficult to ascertain whether commercial
development is progressing in earnest for most of
the molecules examined due to a lack of published
information appearing in the peer-reviewed scientific
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literature. Following the initial proof-of-concept stud-
ies on pulmonary administration of insulin, Heinemann,
Traut, and Heise[94] published the PK profile for
inhaled insulin obtained under properly controlled
conditions (euglycemic glucose clamp technique) shown
in Fig. 7. This study was conducted in human subjects
without diabetes who inhaled a microcrystalline insulin
powder using a commercially available dry powder
inhaler. The onset of action for inhaled insulin was more
rapid and serum levels decreased faster compared to a
solution formulation of insulin administered subcuta-
neously. Since this study, several pulmonary delivery
systems specifically aimed at insulin administration have
advanced sufficiently through development to enable
more extensive studies in human clinical trials. Several
recent comprehensive reviews examine this work in
detail;[95–97] therefore, the information will be only
briefly summarized here.

An insulin pulmonary delivery system, referred to as
Exubera�, consisting of a dry powder formulation
composed of small geometric diameter particles pro-
duced by spray drying and utilizing a mechanical
device for dispersion has recently won regulatory
approval in both the U.S.A and Europe. Data evaluat-
ing this system in numerous clinical trials, including
large-scale studies involving both patients with Type-
I or Type-II diabetes over extended periods of use,
have been published.[98–102] Fig. 8 shows an example
of the PK and PD profiles obtained with this system
following insulin administration to healthy subjects.
The similarity of the PK profile to the earlier one
reported by Heinemann, Traut, and Heise[94] is note-
worthy. The other dry powder technology utilizing
formulations composed of geometrically large but
low-density particles that are dispersed with a passive
device is being developed for pulmonary administra-
tion of insulin.[79] Safety and efficacy results evaluating
this delivery system in patients with Type-I diabetes

have recently been reported.[103] A liquid-based, micro-
processor-controlled insulin delivery system identified
as AERx� is advancing in clinical trials involving both
patients with Type-I or Type-II diabetes, and the
results of these studies have been published.[104–107]

Based on the nature of the information being reported,
this delivery system appears to be in late-stage develop-
ment. Another liquid-based, breath-actuated insulin
delivery system, referred to as Aerodose�, is also pro-
gressing in development, and evaluations conducted
in patients with Type-II diabetes have been
reported.[81,108] The status of the development pro-
grams for the Technosphere and Spiros insulin delivery
systems is presently uncertain.

Based on all the published clinical trial information,
some generalizations about pulmonary insulin admin-
istration can be made.[61,96] The PK profile of inhaled
insulin is characterized by a faster onset compared to
subcutaneous administration of solution insulin for-
mulations and at least as fast as rapid-acting insulin
analogs. The duration of action is intermediate
between that of subcutaneously administered rapid-
acting insulin analogs and regular insulin. Estimated
bioavailabilities are typically in the range of approxi-
mately 10–20% relative to insulin administered by sub-
cutaneous injection, although higher values have been
reported in studies involving the Technosphere tech-
nology. Note that the overall bioavailability of a deliv-
ery system is influenced by various potential losses of
the formulation in, for example, the device, packaging,
mouth, oropharynx or by exhalation. Intrapatient
variability in PK and PD responses is low and similar
to subcutaneously administered insulin. In special patient
populations such as smokers, absorption of insulin is
significantly greater and different smoking patterns can
theoretically influence dose requirements of inhaled insu-
lin.[106] This phenomenon, likely the result of cellular
and/or physiological alterations to the lung, could have

Fig. 7 Serum insulin concentrations after
inhalation of 99 U pure microcrystalline insu-

lin, subcutaneous injection of 10 U regular
insulin, or intravenous application of 5 U reg-
ular insulin at t ¼ 0 min (arrow); mean � 1
SE. (From Ref.[94], with permission from the

copyright holder.)
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important pharmacological implications for delivery of
proteins and peptides in general because treatment
regimens might be difficult to optimize in certain cases.
Other studies conducted in elderly subjects, asthmatics,
or individuals with acute respiratory tract infections also
showed alterations in PK/PD responses.[96] The recent
successful regulatory approval for pulmonary adminis-
tration of insulin will likely open the door for other
biomolecules to be considered for delivery by this route
making these pharmacological differences all the more
important to understand.

While the PK profile reported for inhaled insulin
seems appropriate to meet prandial insulin require-
ments, it will not address basal insulin needs. In certain
treatment regimes, an injection of a long-acting (basal)
insulin preparation will be required unless a pulmon-
ary delivery system capable of producing a sustained
release profile is developed. Moreover, if the pharma-
cological characteristics of inhaled insulin prove

representative of responses likely to be obtained fol-
lowing pulmonary administration of other proteins
or peptides, this route of delivery may not be generally
applicable to all molecules as such a profile may be
inappropriate for a given therapy. One report describes
the preparation of large porous particles containing
insulin and protamine as a potential sustained release
pulmonary formulation.[109] Pulmonary administration
of this formulation to rats produced sustained plasma
insulin levels similar to those obtained for subcuta-
neous injection. Other exploratory research in the area
of sustained release pulmonary delivery has been
reviewed;[110,111] however, it appears that much more
work is required to prove the commercial viability of
any of these approaches.

Oral Delivery

Oral delivery is undoubtedly the most desired route of
administration for any pharmaceutical, but developing
commercially viable systems for proteins and peptides
is a particularly formidable challenge, primarily
because the gastrointestinal tract has evolved to
efficiently degrade and assimilate nearly all dietary
protein. Hence, in addition to the challenge of intrinsi-
cally low permeability of proteins and peptides, the
fundamental problem is one of delivering the intact,
active molecule to the site of absorption and protecting
it from the onslaught of enzymatic degradation. An
ingested protein or peptide has to survive not only
the acidic pH environment and proteolytic enzymes
of the stomach, but as gastric emptying occurs, also
the pancreatic enzymes of the small intestine that con-
tinue the break down. In addition to being a significant
permeability barrier, the enterocytes of the small intes-
tine also present another enzymatic barrier in the form
of various enzymes associated with the brush border
membrane as well as those contained in mucus and
the cytoplasm.[112] Absorbed proteins or peptides are
subject to further degradation by hepatic metabolism.

In spite of these formidable challenges, the attrac-
tiveness of oral route has fueled the exploration of an
incredibly diverse set of strategies to deliver proteins
and peptides and the subject has been exhaustively
reviewed.[113–121] The various approaches include: per-
meation enhancers, enzyme inhibitors, mucoadhesives,
multifunctional matrices that simultaneously incorpor-
ate the above strategies, enteric coatings that offer pro-
tection from the acidic environment of the stomach,
encapsulation (liposomes, microspheres, and nano-
particles), pH-sensitive polymers, microemulsions, car-
riers (delivery agents), and protein modification either
to simply enhance permeability or to exploit specific
transporters. While proof-of-concept has been demon-
strated with most of these delivery systems in animal

Fig. 8 Three-way crossover trial in 16 healthy volunteers
comparing one inhalation of a 3 mg blister of insulin (&);

three inhalations of a 1 mg blister of insulin (G); and an
injection of subcutaneous insulin, 0.15 U/kg of body weight
(approximately 10 units, �). Plasma insulin response (A)
and plasma glucose response (B). (From Ref.[99], with per-

mission from the copyright holder.)
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models, only a few have progressed to human clinical
trials, and considerations of commercial viability such
as manufacturing costs, formulation complexity, and
long-term toxicity have often been overlooked.

Two delivery systems, one that uses a ‘‘carrier’’ or
‘‘delivery agent’’ to facilitate macromolecular absorp-
tion, and the other that utilizes covalent modification
of the protein therapeutic, appear most promising
and are currently receiving the most attention from
the pharmaceutical industry. In the first approach, a
delivery agent, which is an amino-acid derivative or a
small peptide-like compound, is selected from a library
of molecules and used in combination with the thera-
peutic protein or peptide.[122] While the exact
mechanism by which delivery agents facilitate macro-
molecular transport remains unknown, it has been
proposed that these hydrophobic agents non-covalently
and reversibly bind to proteins and peptides to increase
their lipophilicity.[117] Furthermore, it has been pro-
posed that this interaction results in a more transport-
competent state, by causing subtle perturbations to
the higher order structure of a protein, thus increasing
flexibility and lipophilicity by exposing buried hydro-
phobic residues.[117,123,124] In vitro studies using
intestinal tissue have demonstrated that these agents
facilitate drug absorption by transcellular diffusion
without compromising the integrity of the cell mem-
brane or tight junctions.[117] The safety of these agents
in animals and humans has been established, at least
in acute dosing situations.[117]

The delivery agent technology has been evaluated in
humans for salmon calcitonin,[125] insulin[117,126] and
the non-peptide macromolecule drug heparin.[127,128]

In a recent Phase 1 study, oral absorption of salmon
calcitonin was demonstrated in healthy male volun-
teers (Fig. 9), using a tablet formulation containing
an unidentified caprylic acid derivative as the delivery
agent,[125] but the bioavailability was only about 1%.
The formulation was well tolerated and produced all
biological effects of calcitonin. Absorption of orally
administered insulin was demonstrated in another
Phase 1 study by a reduction in fasting plasma glucose
levels.[117] Although the details concerning bioavail-
ability were not reported, based on pharmacodynamic
response, the bioavailability relative to subcutaneous
injection is likely to be approximately 10%. The poten-
tial of this technology to deliver parathyroid hormone
has also been reported[129] in a primate study, resulting
in a bioavailability of about 2% relative to subcuta-
neous injection.

The second approach involves chemical modifi-
cation of the protein or peptide by attaching amphiphi-
lic moieties composed of lipophilic alkyl groups and
hydrophilic polyethylene glycol units to specific sites
on the molecule.[130] In addition to improving stability
against enzymatic degradation, this modification is

designed to improve drug solubility in formulations
that enhance intestinal mucosal absorption. An added
advantage of this technology is the potential to
increase circulation half-life by designing the covalent
modification such that specific hydrolysis in vivo
results in a pegylated therapeutic. An insulin deriva-
tive, hexyl-insulin monoconjugate 2 (HIM2), based
on this technology has been evaluated in clinical stu-
dies in patients with Type-I diabetes (Fig. 10)[130,131]

and a dose-dependent decrease in blood glucose has
been demonstrated. While no bioavailability studies
have been conducted, given the limited relevance of
traditional PK studies due to hepatic uptake of orally
administered insulin and the resulting effects on glu-
cose homeostasis, an ‘‘apparent’’ bioavailability of
approximately 5% has been suggested.[130] The results
obtained with this delivery system are apparently
encouraging enough to warrant further development
and clinical investigations in Type-II diabetic
patients.[132] The utility of this technology to orally
deliver a modified form of calcitonin, CT-025, has also
been recently demonstrated in healthy volunteers.[133]

While these emerging technologies for oral delivery
of peptides and proteins appear promising and the
interest of major pharmaceutical companies bodes well
for their continued clinical evaluation, the ultimate
commercial success will depend on multiple factors
including cost, formulation complexity, long-term
safety and intra- and inter-subject variability. Covalent
modification of a therapeutic will be considered a new
chemical entity increasing the data requirements for

Fig. 9 Plasma salmon calcitonin concentrations after three

oral doses of (400 mg, G; 800 mg, ;; 1200 mg, �) and after
a one-hour intravenous salmon calcitonin infusion (10 mg,
&). Means � SDs of log-transformed measurements in

eight volunteers. The dotted lines indicate the average slope
used to extrapolate area under the curve values to infinity
at the lower doses. (From Ref.[125], with permission from

the copyright holder.)
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registration. The ability of oral delivery technologies
to control and extend the duration of action remains
largely undemonstrated.

CONCLUSIONS

The desire to overcome the necessity for injection-
based delivery of protein and peptide pharmaceuticals
has fueled intense research efforts exploring the feasi-
bility of non-invasive administration. Armed with a
greater understanding of the intricate structural,
physiological and biochemical characteristics of each
non-invasive route, scientists have begun to devise
promising technologies to overcome the significant
barriers to effective absorption into systemic circu-
lation. Leading the success among non-invasive routes
are several nasal delivery systems incorporating highly
potent peptides that have already received regulatory
approval and are commercially available. Advances
in inhalation research have culminated in the develop-
ment of at least three pulmonary delivery systems
designed around insulin, one of which has recently
received regulatory approval in both the U.S.A and
Europe. This successful approval may pave the way
for additional pulmonary products because the tech-
nology appears to be somewhat adaptable to other
protein and peptide pharmaceuticals. Despite signifi-
cant developments in delivery system design, similar
success has not yet been realized for the buccal/
sublingual, transdermal, or oral routes of administra-
tion. Some of these technologies have resulted in
encouraging clinical data in human proof-of-concept
studies, but low bioavailability, difficulty achieving a
specific pharmacological profile, uncertain toxicologi-
cal impact, especially for chronic administration, and

doubts about patient acceptance still represent signifi-
cant hurdles to the commercialization of buccal/sub-
lingual, transdermal, and oral delivery systems.
Nevertheless, an insulin buccal delivery system has
recently received regulatory approval in one country.
While tremendous progress has been made in the area
of non-invasive delivery, significant drawbacks of
current technologies limit their applicability to a broad
range of protein and peptide pharmaceuticals.
Continuing research may eventually result in a break-
through technology that effectively overcomes the vari-
ous barriers associated with non-invasive delivery of
proteins and peptides, and simultaneously enables
commercialization of cost-effective and patient-
friendly biopharmaceutical products.
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Fig. 10 (A) Peripheral insulin and (B) glucose concentrations following oral HIM2 administration in Type-I diabetic patients.
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INTRODUCTION

Rapid developments in biotechnology have posed new
challenges for pharmaceutical research scientists to
develop peptide (>3 amino acids) and protein drugs.
Although these peptide and protein drugs are highly
potent and specific in their physiological actions,
they are in general difficult to administer orally. The
reason is that most peptide and protein drugs are very
unstable in the gastrointestinal (GI) tract and show
poor oral absorption because of their size and hydro-
philic nature (there are specific exceptions, e.g., cyclo-
sporine). Although each non-parenteral delivery route
has its own advantages and disadvantages, based on
the available published data and the known per-
meability of mucosal membranes, it may be possible
to rank them as the preferred route for the delivery
of peptide and protein drugs. It appears that the nasal
cavity is the preferred route for the delivery of peptide
and protein drugs, followed by the vaginal, pulmonary,
oral, and transdermal routes, respectively. It is com-
mon knowledge that peptide and protein drugs are
easily hydrolyzed and digested by acids and enzymes
in the GI tract. In addition, these drugs usually show
low bioavailability because of their poor membrane
permeability in the GI tract.

To deliver peptide and protein drugs orally, it is neces-
sary to protect them from the hostile GI environment.
Many strategies, such as coadministration with non-
specific protease inhibitors as well as the use of chemical
modification approaches to improve resistance to enzy-
matic degradation, have been reported in the scientific
and patent literature. In recent years, a number of drug-
delivery companies specializing in protein delivery have
emerged. A number of these companies are attempting
to apply formulation approaches such as liposomes or
microspheres to protect protein drugs from enzymatic
degradation in the GI tract or using site-specific delivery
to the colon or rectum to bypass the harsh GI environ-
ment. In addition, to increase the GI absorption of the
peptide and protein drugs, absorption enhancers as well
as carriers or prodrug approaches are being explored.

The purposes of this article are sixfold: 1) to review
the GI tract as it relates to the absorption of drugs;

2) to review briefly the structures of peptides and pro-
teins; 3) to review the enzymatic and physical barriers
for intestinal permeability of peptides and proteins; 4)
to review the absorption of amino acids, peptides, and
proteins across the GI tract; 5) to review the kinds of
absorption enhancers and how they work; and 6) to
review possible ways to improve the absorption of
poorly bioavailable peptide and protein drugs.

GASTROINTESTINAL PHYSIOLOGY
RELEVANT TO ABSORPTION

A rational approach to understanding the GI absorp-
tion of peptides and proteins requires some knowledge
of the GI tract such as morphology, function of differ-
ent components of the cells, geometry, ultrastructure,
biochemical processes, hydrodynamics in the intestinal
lumen, and transport mechanisms.

The Digestive System

The digestive system consists of the canal from the
mouth to the anus (oropharynx, esophagus, stomach,
small intestine, and large intestine) and associated
organs (salivary glands, liver, gallbladder, and pan-
creas) (Fig. 1).The small intestine is divided into three
parts, the duodenum, jejunum, and ileum, and is the
primary site of absorption for most drugs. The large
intestine, which is also called the colon, is divided into
the caecum, ascending colon, transverse colon, descen-
ding colon, sigmoid colon, rectum, and anus. The
salivary glands, liver, gallbladder, and pancreas deliver
digestive secretions and help digestion and absorption
of peptide and protein drugs.

Stomach

The inner surface of the stomach consists of well-
defined tissue layers: the muscle and the submucosal
and mucosal layers. The absorption function of stom-
ach is minimal owing to the limited surface area, lack of
villi, thick mucosal layer, and short residence time. The
epithelium of the gastric mucosa secretes hydrochloric
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acid, pepsin, intrinsic factor, and bicarbonate.[1] The
low pH of gastric juice generated by hydrochloric acid
causes protein denaturation (unfolding), which results
in increased exposure of peptide bonds to pepsin,
which breaks down the proteins into peptides. How-
ever, hydrolysis in the stomach is incomplete because
pepsin can only break peptide bonds between specific
amino acids.

Small intestine

Most enzymatic hydrolysis of the macromolecules in
food occurs in the small intestine. The small intestine
is approximately 5 m long with a radius of approxi-
mately 2 cm, and is divided into three anatomical
regions: the duodenum (the first 25 cm), the jejunum
(the second 2.0 m), and the ileum (the last 2.75 m).[1]

The intestinal membrane wall consists of four basic
layers: the mucosa, submucosa, muscularis, and serosa.

The mucosal layer, comprising the lumenal surface
of the small intestine, is responsible for the digestive
and absorptive functions of the small intestine. The
mucosal surface area is much larger than predicted
for a simple cylinder. Circular folds account for this
amplification. The mucosal surface area is extended
further by fingerlike projections called villi and depres-
sions called crypts. The villi are 0.5–1.0 mm in height.
Each villus and crypt is lined by epithelial cells that
are covered with many closely packed microvilli that
project into the intestinal lumen. If the small intestine
is viewed as a simple cylinder, its mucosal surface area
would be on the order of half of a square meter. How-
ever, in reality, the mucosal surface area of the small
intestine is approximately 250 square meters, compa-
rable with size of a tennis court.

Mucous Surface. The mucosa of the small intestine
consists of three layers (Fig. 2): an absorptive layer, a
continuous single sheet of columnar epithelium; the
lamina propria, a layer heterogeneous in composition
and cell type; and the muscularis mucosa, a muscular
layer separating the mucosa and submucosa.

The lamina propria consists primarily of connective
tissue and supports the epithelium lining. There is
ample evidence that the lymphoid cells and associated
structures of the lamina propria play an important role
immunologically. Small lymphoid nodules are present
in the upper small intestine, whereas large organized
aggregates of lymphoid tissue (Peyer’s patches) are
present in the ileum. The lymphoid cells, nodules,
and Peyer’s patches of the lamina propria, along with
the intraepithelial lymphocytes, establish the so-called
gut-associated lymphoid tissue (GALT), which is a
major subgroup of the immune system and makes up
as much as 25% of the gastrointestinal mucosa.

A one-cell thick sheet of epithelial cells covers the
surfaces of the villi and lines of crypts. Some of the cell
types identified in the epithelial lining of the small
intestine are enterocytes (digestion and absorption),
goblet cells (mucus secretion), endocrine cells (hor-
mone secretion), and M cells (absorption of food and
antigens).

Absorptive Cells. Absorptive cells (commonly called
enterocytes or brush border cells) are the most preva-
lent type of cells on the tips of villi and are the most

Fig. 2 Schematic depiction of two-section villi and a crypt

to illustrate the small intestine mucosa. Also shown is an
aqueous boundary layer located at the intestinal lumen and
membrane interface. (Illustration by Leigh A. Rondano,
Boehringer Ingelheim Pharmaceuticals, Inc.)

Fig. 1 The human digestive system. (Illustration by Leigh A.
Rondano, Boehringer Ingelheim Pharmaceuticals, Inc.)
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important for absorption (Fig. 3). In humans, these
cells are 20–30 mm in height and 8–10 mm in width.
The mucosal surface of this cell is characterized by
the presence of microvilli (the brush border, approxi-
mately 1.0 mm in height and 0.1–0.2 in width). The
microvilli look something like a brush, as shown in
Fig. 3. For this reason, the microvillus border of intes-
tinal epithelial absorptive cells is called the brush
border. The microvillus plasma membrane has a tri-
laminar structure (70–90�A thick) composed of pro-
teins, neutral lipids, phospholipids, and glycolipids.
An integral and dynamic part of the plasma membrane
is the glycocalyx, which is a uniform layer of filamen-
tous glycoproteins (Fig. 4).[2] This glycocalyx layer
has a negative charge at physiological pH primarily
owing to the presence of sialic acids at the terminal
position in the carbohydrate chain. The microvillus
and its glycocalyx are viewed as the digestive-
absorptive unit of the enterocyte. The plasma mem-
brane of microvilli has an unusually high protein-
to-lipid ratio, owing to the presence of specialized
proteins possessing enzymatic, receptor, and transport
properties. This microvillus plasma membrane con-
tains a number of enzymes (peptidases) involved in
the hydrolysis of peptides. In addition, proteins
responsible for the cotransport of sodium and amino
acids have been found in the microvillus plasma mem-
brane. Receptor proteins specific for certain substances
have been found on the microvilli of enterocytes in
different regions of the small intestine. For example,
the receptors for the intrinsic factor vitamin B12 complex
are present in the microvilli of ileal enterocytes but are
not found on jejunal cells. This is why vitamin B12

is absorbed exclusively from the ileum. Vitamin B12

has been explored as a delivery system for peptide
and proteins by covalently conjugating vitamin B12 to
peptides (leuteinizing hormone-releasing hormone,
LHRH) or proteins (bovine serum albumin, BSA).[3]

The absorptive cell basolateral membrane rests on
the lamina propria. The basolateral membrane is dif-
ferent from the apical membrane. It has a low protein-
lipid ratio and is thinner and more permeable than the
apical membrane. In addition, different enzymes are
present at the basolateral membrane compared with
the apical membrane. Adjacent cells are connected by
a junctional complex called the tight junction. This
tight junction is important because it represents one
possible route of intestinal absorption, known as the
paracellular route. The other major route of absorp-
tion is across the cell, also known as the transcellular
route. These routes will be discussed later.

Aqueous Boundary (Diffusion) Layer. The aqueous
boundary layer (often referred to as the stagnant,
unstirred, or aqueous diffusion layer) is an important
hydrodynamic barrier that a drug must traverse before
reaching the surface of the mucosal membrane.[4]

Before a molecule in the intestinal lumen passes
through the membrane, it must first cross the aqueous
boundary layer located at the intestinal lumen and
membrane interface (Fig. 2). The liquid in this layer,
in reality, is not static, as the term ‘‘unstirred’’ implies,
but represents a film at the surface where diffuse and
natural convective mixing occurs. This unstirred layer
can be a rate-limiting step for the absorption of hydro-
phobic molecules. However, hydrophilic molecules such

Fig. 3 Schematic depiction of intestinal

epithelial absorptive cells. (Illustration
by Leigh A. Rondano, Boehringer
Ingelheim Pharmaceuticals, Inc.)
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as peptides will diffuse through the aqueous boundary
layer with less resistance. The effective thickness of the
aqueous boundary layer is thinner around the tips of
the villi and thicker and less stirred in the valleys of
the villi. The existence of the aqueous boundary layer
is physically sound and experimentally demonstrable.[5]

Luminal and Membrane Metabolism of Peptides and
Proteins. In meaningful studies on peptide and protein
drug absorption in the small intestine, it is prerequisite
to distinguish among cavital, membrane contact, and
intracellular drug metabolism.[4] Cavital metabolism
takes place in the lumen of the small intestine by
enzymes such as trypsin, chymotrypsin, carboxypepti-
dase, and elastase, which are secreted by the pancreas.
Membrane contact metabolism is carried out by
aminopeptidases lo-calized on the brush border mem-
brane. Intracellular metabolism occurs inside of the cells.
The known intra-celluar enzymes are cytoplasmic pepti-
dases, prolidase, dipeptidase, and tripeptidase.[1] A more
detailed dis-cussion of this topic is presented in section
‘‘Intestinal Absorption Barriers,’’ later.

Intestinal Blood Flow. The mechanistic relationship
among intestinal blood flow and absorption, secretion,
and metabolic activity of the intestinal mucosa is
unclear. However, there is evidence that impaired
intestinal blood flow rate correlates with a decrease
in drug absorption rate. It has been postulated that
reduced blood flow slows down the absorption rate

by: 1) decreasing the effective concen-tration gradient
across the epithelial layer for passively absorbed mole-
cules, by not rapidly carrying the molecule away, and
2) by lowering oxygen supply to the absorption cells
needed to maintain the active transport mechanism
for absorption.

In general, when molecules transport through the
epithelium cell layer directly into the mesenteric blood
draining the small intestine, the total mass transfer
resistance may be described by the sum of resistance
for barriers (aqueous boundary layer in front of the
membrane, the membrane itself, and the aqueous
boundary layer in blood side) in series:[6]

1

Papp
¼ 1

Paq
þ 1

Pmembrane
þ 1

Pblood
ð1Þ

where Papp is apparent permeability coefficient; Paq is
permeability coefficient of the aqueous boundary layer;
Pmembrane is permeability coefficient of the membrane;
and Pblood is permeability coefficient of the blood
boundary layer.

When the permeabilities of the aqueous boundary
layer and membrane are relatively large, reduced blood
flow becomes the rate-limiting step. For example, the
apparent permeability coefficient is approximately
85% controlled by blood flow when Paq and Pmembrane

are each approxi-mately 10 times greater than Pblood.

Large intestine (colon)

The large intestine (or colon) is divided into five parts:
1) the caecum, or opening into the colon; 2) the ascend-
ing colon, or second section of the large intestine; 3)
the transverse colon; 4) the descending colon; and 5)
the sigmoid colon, which is at the end of the colon,
ending in the rectum (Fig. 1). The large intestine is
approximately 1.5 m long, and its proximal diameter
is approximately 2 inches. The wall of the large intes-
tine is divided into four layers, exactly the same as
the small intestine: the serosa, muscularis externa, sub-
mucosa, and mucosa. However, the mucosa does not
contain villi, and the microvilli and the cells are much
less dense than those in the small intestine. It also con-
tains a large number of bacteria, which digest food
residues into caloric substance that are subsequently
absorbed. The total bacteria count in the large intestine
is higher than that in the stomach and small intestine.
Attempts have been made to deliver peptide and pro-
tein drugs to the colon by coating the drug particles
with co-polymers that are sensitive to bacterial azo-
reductases.[7] In addition, the colon has recently
received considerable attention as a possible delivery

Fig. 4 Schematic depiction of glycocalyx. (Illustration by
Leigh A. Rondano, Boehringer Ingelheim Pharmaceuticals,
Inc.)
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site for peptide and protein drugs because of low
proteolytic activity in this region of the GI tract.

Rectum

The rectum is the terminal 15–19 cm of the large
intestine. The mucous membrane of the rectum con-
sists of a layer of cylindrical epithelial cells, without
villi. The pH in the rectum is between 7.2 and 7.4.
The surface area is only 200–400 cm2. Drug absorption
takes place through three veins of the submucous
plexus. Superior rectal veins enter into the portal veins
and deliver drugs to the liver. However, the inferior
and middle rectal veins connect with the inferior vena
cava and thus bypass the liver. This may provide an
advantage for the delivery of some peptide and protein
drugs through the rectal membrane, thus by passing
the liver.

STRUCTURAL AND FUNCTIONAL ASPECTS
OF PEPTIDES AND PROTEINS

In addition to understanding the morphology and
function of the GI tract, it is also important to have
a thorough understanding of the physical/chemical
properties of peptides and proteins to rationally for-
mulate them for successful oral delivery. An extensive
review is beyond the scope of this article (see other
sections in this text and a recent text on formulation
and delivery of proteins).[8] Instead, a brief descrip-
tion of peptides and proteins is provided that focuses
on those characteristics that give rise to the unique
biological activity of these molecules. Peptides are
formed by loss of water from the NH2 and COOH
groups of adjacent amino acids; they are referred to
as di-, tri-, tetra- (etc.) peptides depending on the
number of amino acids composing them. The term
oligopeptides refers to peptides that have fewer than
eight amino acids, whereas polypeptide refers to those
peptides that contain approximately eight or more
amino acids. An amino acid unit in a polypeptide
is called a residue. Polypeptides that contain from
approximately 50 (molecular weight �6000) to more
than 8000 amino acid residues (molecular weight
�1,000,000) are called proteins.[9] Each protein
molecule is a polymer of a-amino acids linked
together in a sequential manner by peptide bonds.
Although more than 100 amino acids occur in nature,
particularly in plants, only 20 are commonly found in
most proteins.

Proteins are one of the major naturally occurring
organic compounds, and they constitute much of ani-
mal and plant tissue. The word protein comes from
the Greek word proteios, meaning first place, because

proteins are thought to be the most important part
of living matter. They are instrumental in almost
everything cells do. Proteins are the most abundant
components of cells. They account for more than
50% of the dry weight of most cells.[9] They serve as
antibodies, enzymes, hormones, transport mediators,
and structural elements.

Unlike traditional small molecular weight chemical
drugs, peptide and especially protein drugs are highly
complex molecules that possess primary, secondary,
tertiary, and quaternary structures. The primary struc-
ture refers to the linear amino acid sequence of a pep-
tide or protein. The secondary structure refers to the
way in which segments of the peptide backbone orient
into regular patterns such as a a-helix or b-sheet. The
tertiary structure refers to the native conformation that
is formed by the folding of the secondary structures to
a compact, tightly folded structure to reach the most
thermodynamically stable state. Quaternary structure
occurs when a protein molecule consists of two or
more polypeptide chains.[10]

A protein’s biological function depends on its
unique conformation. This conformation is a conse-
quence of the specific linear sequence of the amino
acids that makes up the polypeptide chain (primary
structure) and the specific three-dimensional structure
(conformation) the protein molecule adopts. In gen-
eral, non-polar residues tend to fold into the center
of the structure to get away from water, whereas the
polar residues tend to stay on the surface in contact
with water. To maintain the biological activity of the
protein drug, this unique higher-order physical struc-
ture must be preserved during passage through the
GI tract and upon absorption. Subtle changes in the
chemical and physical structure can lead to a loss of
biological activity.

INTESTINAL ABSORPTION BARRIERS

Enzymatic Barriers

Most dietary proteins are known not to be absorbed
in humans as intact forms. Instead, they are usually
broken down into amino acids or di- and tripeptides
first in the GI tract. The stomach secretes pepsinogen,
which is converted to the active protease pepsin by
the action of acid. Pepsins, which are most active at
pH 2–3, hydrolyze partially digested dietary proteins.
The partially digested dietary proteins are further
broken down by proteolytic enzymes (peptidases) pro-
duced by the pancreas and secreted in the duodenum
of the small intestine. The peptidases that break the
internal peptide linkages are known as endopeptidases,
whereas those that attack the terminal, or end,
groups of amino acids are called exopeptidases.
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The endopeptidases are trypsin, chymotrypsin, and
elastase, and the only exopeptidase enzymes are car-
boxypeptidases.[1] All four enzymes (trypsin, chymo-
trypsin, carcoxypeptidases, and elastase) are secreted
by the pancreas as inactive, proenzyme forms of
trypsinogen, chemotrypsinogen, procarboxypeptidases,
and proelastase. The enzyme enterokinase (also called
enteropeptidase) within the lumen of the small intestine
converts trypsinogen to trypsin. Then, trypsin converts
chymotrypsinogen, procarboxypeptidases, and proelas-
tase to chymotrypsin, carboxypeptidases, and elastase,
respectively.[1] These enzymes, whose function in vivo
is to break down food proteins into amino acids that
can be then absorbed and turned into energy, will also
degrade a protein drug. It is important to understand
the function and sites of secretion of these enzymes so
that strategies to protect protein drugs from degradation
can be developed.

These four peptidases secreted from the pancreas
convert proteins and polypeptides to oligopeptides.
The luminal degradation is up to 20% of the total
degradation in a given small intestinal segment.[11]

The rest of the degradation occurs on contact with
the brush border membrane or after entry into the cell.
Brush border peptidases such as amino oligopeptidase,
amino peptidase, and dipeptidyl aminopeptidase then
break down the oligopeptides to amino acids (up to
70%) and di- and tripeptides (up to 30%).[1] The di-
and tripeptides that cross the brush border membrane
are converted to single amino acids by the intracellular
enzymes known as cytopasmic peptidases, prolidase,
dipeptidase, and tripeptidase.[1]

The above-mentioned enzymatic barriers must be
overcome to improve oral absorption of peptide and
protein drugs from the GI tract. This may be possible
to achieve to some extent by the coadministion of pro-
teolytic enzyme inhibitor or by chemical modification
of peptides or proteins and by other formulation
approaches (see section ‘‘Intestinal Absorption of
Amino Acids, Peptides, and Proteins,’’ later).

Physical Barriers

Absorption barriers are related to the permeability of
drug molecules across the gastrointestinal membrane
including the colonic membrane. There are two distinct
mechanisms for molecules to cross the membrane: via
paracellular transport and transcellular transport
(Fig. 5).[12] Para-cellular transport involves only pas-
sive diffusion where the molecules pass through the
tight junctions between the epithelial cells. In contrast,
transcellular transport can occur by passive diffusion
as well as by active transport, or endocytosis. In gen-
eral, the hydrophilic molecules diffuse predominantly
through the paracellular route, whereas the lipophilic

molecules traverse predominantly through the epi-
thelial cells.

Transcellular transport

Three processes are involved in transcellular transport
across the intestinal epithelial cells: simple passive
trans-port, passive diffusion together with an efflux
pump, and active transport and endocytosis. Simple
passive transport is the diffusion of molecules across
the membrane by thermodynamic driving forces and
does not require direct expenditure of metabolic
energy. In contrast, active transport is the movement
of molecules across the mem-brane resulting directly
from the expenditure of metabolic energy and trans-
port against a concentration gradient. Endocytosis
processes include three mechanisms: fluid-phase endo-
cytosis (pinocytosis), receptor-mediated endocytosis,
and transcytosis (Fig. 6). Endocytosis processes are
covered in detail in section ‘‘Absorption of Polypep-
tides and Proteins,’’ later.

The mechanism whereby drugs are absorbed
from the GI tract is complex. Understanding the intes-
tinal transport mechanism is crucial to the prediction
of oral drug absorption. The physical model[13–15] uti-
lizes the basic principles of thermodynamics and mass
transport. The physical model for the simultaneous
passive and active membrane transport of drugs in
the intestinal lumen is depicted in Fig. 7. The bulk
aqueous solution with an aqueous boundary layer on
the mucosal side is followed by a series of hetero-
geneous membranes consisting of parallel lipoidal
and aqueous channel pathways for passive and active
transport. Thereafter, a sink on the serosal side follows.

Fig. 5 Routes for the transport of drugs across the GI epi-

thelial cells. (Illustration by Leigh A. Rondano, Boehringer
Ingelheim Pharmaceuticals, Inc.)
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The rate of disappearance of a drug from the intes-
tinal lumen and appearance in the blood is given by:

dCb

dt
¼ � A

V
PappðCb � CbloodÞ ð2Þ

when there is no accumulation of drug in the blood
side, i.e., sink conditions

dCb

dt
¼ � A

V
PappCb ¼ �KuCb ð3Þ

where Cb is the total drug concentration in the lumen;
Ku ¼ A=Vð Þ; Papp, the apparent first-order absorption
rate constant; A is the surface area; and V is the lumenal
solution volume.

Assuming no significant aqueous boundary layer on
the blood side, the apparent permeability coefficient
(Papp) in Eq. (1) is expressed by:

Papp ¼
1

1
Paq
þ 1

Pmembrane

ð4Þ

With the use of Eq. (4), the absorption rate constant
can be expressed as:

Ku ¼
A

V
� 1

1
Paq
þ 1

Pmembrane

ð5Þ

For highly lipophilic drugs (~log PC >3.0), the
absorption rate constant will be dependent on the
diffusion rate across the aqueous boundary layer in
front of the membrane, and is expressed by:

Ku ¼
A

V

� �

� Paq ð6Þ

and is also shown in illustration:

Lumen
Aqueous
boundary
layer

Biomembrane
Blood
sink

For the hydrophilic drugs such as peptides and proteins,
the absorption rate constant will be dependent on the
diffusion across the membrane (Paq >> Pmembrane).

Ku ¼
A

V

� �

� Pmembrane ð7Þ

Table 1 includes additional mathematical definitions of
effective membrane permeability coefficient for various
transport mechanisms.

During the past 10 years, it has been reported that
the 170-kDa P-glycoprotein, which is known as the
principal component of pleiotropic (multidrug) resis-
tance (MDR) in tumor cells, works as an apically polar-
ized efflux transporter (also known as an efflux pump).
This efflux transporter opposes the transcellular move-
ment of drugs in the epithelial cells. P-glycoprotein is
known to be present in the apical region of epithelial
cells in the kidney, liver, and GI tract. Many drugs
are known to be substrates for this efflux transporter
including cyclosporin A[16] and other peptides.[17] The
existence of efflux pumps for peptides is demonstrated

Fig. 6 Schematic depiction of cellular uptake mechanisms:
fluid-phase endocytosis, receptor-mediated endocytosis, and
transcytosis. (Illustration by Leigh A. Rondano, Boehringer

Ingelheim Pharmaceuticals, Inc.)

Lumen
Aqueous
boundary
layer

Biomembrane
Blood
sink

Active transport pathway

Passive transport aqueous
pore pathway

Passive transport lipoidal
passway

Fig. 7 The physical model for the simultaneous passive and
active membrane transport of drugs in the intestinal lumen.
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by measuring the apparent permeability coefficient
(Papp) values of peptides (e.g., cyclosporin A) using the
Caco-2 cell culture model with and without efflux pump
inhibitors. With efflux pump inhibitors (chlorpromazine
and progesterone), the Papp value of apical to basalateral
transport for both cyclosporin A increases significantly
compared with the control (without inhibitors). In con-
trast, the basolateral to apical transport is decreased with
an inhibitor. Cyclosporin A is a substrate for the efflux
transporter P-glycoprotein, and the efflux pump is
located on the apical side of the intestinal epithelial cells.
Whenever unexplainable poor absorption of peptides is
seen, the role of these efflux pumps should be examined.

Paracellular transport

The primary barrier to paracellular transport is the
tight junction (also known as zonula occludens), which
plays a central role in sealing the intercellular space in
epithelial cells.[18] These tight junctions are located just
under the brush border and form a seal between adja-
cent epithelial cells. Tight junctions act as a gate and
fence to control the intercellular movement of mole-
cules. In addition, tight junctions prevent free diffusion
and intermixing of certain apical and basolateral
plasma membrane proteins, resulting in polarization
of the epithelial cell layers. These junctions are com-
posed of paired intramembrane strands, which consist
of lipid molecules and several protein components such
as occuludin, claudin-1, and claudin-2. Based on coex-
pression studies, it appears that claudin-1 and claudin-
2 are more likely involved in sealing the tight junctions,
and occuldin plays a supporting role for coordinating
and modulating functions of tight junctions.[19] The
strands are thought to contain multiple and discrete
aqueous pores.[12] The tight junctions are lined with
fixed negative charges such as COO�, SO4

2�, and
PO4

3� ions present on the surface of glycoproteins
and proteoglycans on neighboring cell membranes.[20]

Because the tight junctions are negatively charged, this

barrier has cation selectivity. In general, cations diffuse
through the tight junctions faster than anions.[21] The
radius of the tight junctions of the intestinal mucosa
can be a critical factor for the paracellular transport
of peptide and protein drugs. The radius of the tight
junction is about 12 Å.[22] Because of the size limit of
the tight junction, only small molecules and ions are
capable of diffusing through the paracellular route.
Amino acids, dipeptides, and tripeptides may be small
enough to be absorbed across the intestinal wall
through the paracellular route, but polypeptides and
proteins are restricted because of their size.

One approach for overcoming this diffusion restric-
tion is to change the aqueous pore radius of tight
junctions by coadministering drugs with enhancers.
Numerous enhancers have been investigated to increase
the permeability of the intestinal membrane. They can
be categorized into two groups: anionic surfactants
such as long-chain acylcarnitines, bile acids, disodium
dodecyl sulfate, and sodium caprate, and calcium-
chelating agents such as EDTA and citrate.[17] The
calcium-chelating agents reduce the levels of calcium
and induce opening of tight junctions. The anionic
surfactants open up the tight junctions by interacting
with the cell membrane. It is very important to weigh
the benefits versus the toxic risks of enhancers with
respect to causing long-term, irreversible damage to
the membrane. Very little work has been reported on
the toxicological effects of enhancers. It is generally
known that non-ionic surfactants exhibit lower levels
of toxicity than do ionic surfactants; however, the
ionic surfactants are considered much more potent
enhancers.

TECHNIQUES FOR ASSESSING THE
INTESTINAL MEMBRANE PERMEABILITY

Various techniques have been used for assessing the
permeability of drug molecules across the intestinal

Table 1 Effective membrane permeability coefficients for various transport mechanisms

Mechanism Pmembrane¼
Passive diffusion of small electrolytes PLXs þ Pp

Passive diffusion of small non-electrolytes PL þ Pp

Passive diffusion of large non-electrolytes PL

Passive transport of ampholytes PL
� Xs

� þ Pp
þ Xs

þ þ Pp
� Xs

�

Passive diffusion coupled with active transport PL Xs þPL
� (1 � Xs) where PL

� ¼ J�max/ KL
�

PL is the permeability coefficient of the lipoidal membrane; Pp is the permeability coefficient of the aqueous pore; Xs is the fraction

of unionized species; PL
� is the permeability coefficient of the lipoidal membrane of neutally charged species; Pp

þ, Pp
� is the

permeability coefficient of aqueous pore of positively and negatively charged species, respectively; Xs
�, Xs

þ, Xs
� is the fraction of

neutrally, positively, and negatively charged species at the membrane surface, respectively; PL
� is the permeability coefficient of the

membrane for active transport; J�max is the maximum flux for active transport; KL
� is the Michaelis constant for active transport.
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membrane including as everted sacs,[23] brush border
membrane vesicles,[24] intestinal rings,[24] recirculation
method,[25] modified in situ Doluisio technique,[4]

through-and-through in situ method,[26] Caco-2 cell
culture model,[17] and human intubation method.[27]

During the last 10 years, the Caco-2 cell culture model
(Fig. 8) has gained the most attention in the pharma-
ceutical industry. This human colon carcinoma cell line
model has been shown to mimic the intestinal epithelial
cells and is used for assessing the permeability of mole-
cule.[17] This Caco-2 cell model has been used as a rou-
tine screening tool for compounds produced by
combinatorial chemistry.

In the Caco-2 cell experiment, the apparent permea-
bility coefficient (Papp) is determined by the following
equation:

Papp ¼
1

ACd;0
� dM

dt
ð8Þ

where Cd,0 is the initial concentration of drug in the
donor side, and M is the mass of the drug in the
receiver side at the time t.

The apparent permeability coefficient is further
defined in Eq. (9):

1

Papp
¼ 1

Paq
þ 1

Pmono
þ 1

PF
ð9Þ

where PF is the permeability coefficient of the filter
support and Pmono is the permeability coefficient of
the Caco-2 cell monolayer.

INTESTINAL ABSORPTION OF AMINO ACIDS,
PEPTIDES, AND PROTEINS

Much is known regarding the uptake of food-derived
amino acids and peptides from the GI tract. This is
useful information to review because it gives insight
into how peptide and protein drugs are likely to be
absorbed.

Absorption of Amino Acids

The uptake of single amino acids is more active in the
ileum than in the jejunum. The intestinal cell mem-
brane contains many different amino acid transporters.
Amino acids are absorbed across the brush border
plasma membrane into the epithelial cell by certain
specific amino acid transporters. Transporter types B,
B0,þ, IMINO, b, and X�AG are sodium-dependent,
and types b0,þ and yþ are sodium-independent trans-
porters.[1] The sodium-dependent transporters bind
amino acids only after binding sodium. The amino
acid-bonded transporter then undergoes a conforma-
tional change that dumps sodium and the amino acid
inside the cell, followed by its reorienta-tion back to
the original form. The basolateral membrane of the
absorptive cell contains additional transporters that
carry amino acids from the cell into the blood. The
amino acid transporters of the basolateral membrane
are categorized as sodium-dependent types A and
ASC and sodium-independent types asc, L, and yþ.[1]

Transporter type X�AG is for the transport of acidic
amino acids, and basic amino acids are preferred sub-
strates for transporter type yþ. The transporter types A
and IMINO help the transport of amino acids such as
proline and hydroxy-proline. The remaining transport-
ers (B, B0,þ, b, b0,þ, ASC, asc, L ) are for the transport
of neutral amino acids. The intestinal absorption of
amino acids is a stereochemically specific mechanism.
The rate of absorption of the L-isomer is greater than
that of the corresponding D-isomer when racemic mix-
tures of the amino acid are introduced in the small
intestine.[28]

Absorption of Small Peptides

After the break down of proteins by proteolytic
enzymes, the pancreas, and brush border peptidases,
the di- and trip-eptides are absorbed through the epi-
thelial cell membrane. Many studies have shown that
intact di- and tripeptides are absorbed across the epi-
thelial cell membrane by active transport via specific
carrier systems. The absorption process is mediated
by the hydrogen-coupled peptide transporter (PEPT1)
located in the intestinal apical cell membrane.[29]

Because there are 20 amino acids, there may be 400

Fig. 8 Schematic representation of Caco-2 cell. (Illustration
by Leigh A. Rondano, Boehringer Ingelheim Pharmaceuti-
cals, Inc.)
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dipeptides and 8000 tripeptides with different molecu-
lar sizes and charges. This means that a single mem-
brane transport system has a high affinity for di- and
tripeptides but very low affinities for tetra- or higher
oligopeptides. Peptide-like drugs such as angiotensin-
converting enzyme (ACE) inhibitors, bestatin, cephalo-
sporins, beta-lactam antibiotics, and renin inhibitors
are recognized by peptide transporter because of their
structural similarities with small peptides. Once inside
the enterocyte, the vast majority of di- and tripeptides
are digested into amino acids by intracellular pepti-
dases and are exported from the cell into the blood.
Only a very small number of these small peptides enter
the blood intact. Peptides that are resistant to hydroly-
sis by cyto-plasmic peptidases exit across the basolat-
eral cell mem-brane by less well-studied basolateral
peptide trans-porters. The sodium/hydrogen exchan-
ger maintains the incoming proton gradient on the api-
cal membrane side, whereas the sodium/potassium-
ATPase in the basolateral membrane maintains a low
intracellular sodium concentration. Thus, the sodium/
hydrogen exchanger coupled with the sodium/
potassium-ATPase drives the transport of di- and tripep-
tides across the epithelial cells (Fig. 9). The intestinal
peptide transporter PEPT1 can transport di- and tripep-
tides but not free amino acids or tetrapeptides.

The intestinal absorption of dipeptides is a stereo-
chemically specific mechanism. Dipeptides of L-L
forms are transported more easily than are their
isomers with a D-Amino acid. Dipeptide isomers of

the L-L form have the highest absorption rates, followed
by L-D and D-L isomers, and then D-D isomers.

The intestinal absorption mechanisms of amino
acids and di- and tripeptides are characterized rela-
tively well, as described above. However, only a limited
amount of work has been published for the absorption
of tetra- and higher peptides, and the results are some-
what mixed. In general, it appears that tetra- or higher
peptides are not well absorbed from the GI tract.
Table 2 shows the oral bioavaiability of peptides and
peptide-like drugs (molecular weight <1500).

Absorption of Polypeptides and Proteins

Enterocytes of the intestinal membrane do not have
transporters to carry polypeptides and proteins across
the intestinal membrane, and they certainly cannot
permeate through tight junctions because of their size.
Also, polypeptides and proteins are substrates for
luminal, brush border, and cytolytic enzymes. There-
fore, as illustrated in Table 3, peptide/protein drugs
are poorly absorbed across the GI tract.

One exception to the poor absorption of intact pro-
teins is that neonates have the ability to absorb intact
proteins for a few days after birth. Absorption cells
of the neonatal mammalian intestine are functionally
and morphologically specialized for the uptake and
transport of milk macromolecules.[39] The newborn
has low levels of proteolytic enzymes in the intestinal

Fig. 9 Model of peptide transport
across intestinal epithelial cells. (Illus-
tration by Leigh A. Rondano, Boehrin-

ger Ingelheim Pharmaceuticals, Inc.)
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lumen, and this highly unique endocytic mechanism
allows intact proteins to adhere to the epithelial cell
membrane and transport across the cell membrane.
This function is very important for newborns to
acquire passive immunity by absorbing immunoglobu-
lins in colostral milk. In contrast to humans and
rodents, many animals such as cattle, sheep, horses,
and pigs do not provide enough antibodies across the
placenta, and the young are born without circulating
antibodies. Therefore, for these animals, the acqui-
sition of passive immunity after birth depends pri-
marily or entirely on the uptake of immunoglobulins
in the small intestine by the endocytic mechanism. In
addition, the highly endocytic nature of the small intes-
tine provides no protection to invasion of bacterial
proteins and antigens. At maturation, there is an
abrupt change in the epithelial morphology of the
small intestine that results in the cessation of the highly
endocytic nature of the epithelium and in the corre-
sponding loss in the capacity to absorb intact proteins.

Although the adult intestine provides a more effec-
tive epithelial barrier than that in newborns, evidence
indicates that small quantities of intact proteins are
transported across intestinal epithelial cells. There are
two possible mechanisms associated with the absorp-
tion of intact proteins: endocytosis and transport
through the epithelium of Peyer’s patches.

Endocytosis

The epithelial membrane of the GI tract consists of a
continuous barrier of cells, which allows the transport
of low-molecular-weight molecules by simple diffusion
or various carrier processes. Macromolecules such as
proteins may be absorbed from the intestinal lumen
by cellular vesicular processes, through fluid-phase
endocytosis (pinocytosis), or by receptor-mediated
endocytosis or transcytosis (Fig. 6). In pinocytosis,
extracellular fluid is captured within an epithelial mem-
brane vesicle. It begins with the formation of a pocket

Table 2 GI absorption of peptides and peptidelike drugs

Compound MWa Extent of absorption (%) References

Dietary di- and tripeptides 200–300 5–50 [30]

Aminocephalosporins 350 >50 [31]

Enalapril 377 >50 [32]

Dietary tetrapeptides �400 �5 [28]

Thyrotropin-releasing hormone
(TRH) analogs

�400 �5 [28]

Talampicillin 482 >50 [33]

Enkephalins 600 <2 [28]

Pepstatinyl glycine 740 <2 [28]

Cyclic somatostatin 806 <5 [34]

Bradykinin 1060 <2 [28]

Vasopressin 1200 <2 [28]

Cyclosporine 1203 >50 [35]

Leuprolide 1208 <5 [36]
aMolecular weight.

Table 3 GI absorption of polypeptide and protein drugs

Compound MWa Extent of absorption (%) References

Beta-endorphin �3500 <2 [28]

Calcitonin �3500 <2 [28]

Corticotropin (ACTH) �4700 <2 [28]

Insulin 5700 0.5 [36]

Growth hormone 22,600 <2 [28]

Horseradish peroxidase (HRP) 40,000 3 [37]

Bovine serum albumin (BSA) 50,000 4.5 [38]
aMolecular weight.
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when a localized region of the epithelial membrane
sinks inwardly. As the pocket deepens, it pinches
into the cytoplasm, forming a vesicle containing the
macromolecule that had been outside the cell. As a
consequence, the majority of macromolecules taken
into the cell by the vesicle do not find their way into
the underlying tissues and thence to the blood circu-
lation. Rather, the vesicle shuttles the macromolecule
to an endosome, which fuses with a lysosome where
the mem-brane is recycled back to the epithelial mem-
brane and the macromolecule is degraded. For
example, HRP is taken up by the cell through the
endocytosis process in the rabbit jejunum, and
approximately 97% of these molecules are degraded
during passage through the lysosomal system.[37] Pino-
cytosis is unspecific in the substances it trans-ports.
Certain viruses and micro-organisms get into the cells
by the endocytic mechanism, but they are not broken
down within the lysosomal system. Some parasites
and micro-organisms actually live within the lysosomal
system, whereas others can find their way into the cyto-
plasm through mechanisms that may involve the pres-
ence of certain structures on membrane surfaces or
changes in lysosomal pH.

In contrast, receptor-mediated endocytosis is very
specific. Embedded in the membrane are proteins with
specific receptor sites exposed to the extracellular fluid.
The receptor proteins are usually clustered in regions
of the membrane called coated pits, which are lined
on their cytoplasmic side by a fuzzy layer consisting
of a protein called clathrin. When ligands bind to the
receptor sites, they are carried into the cell by the
inward budding of a coated pit to form a coated
vesicle. Clathrin-coated vesicles become uncoated and
fuse to form an endosome. Ligand and receptor dis-
sociate within the endosome, and the receptor shuttles
back to the cell surface. The endosome fuses with the
lysosome on which ligand degradation occurs.

Transcytosis is a process by which an endocytic ves-
icle (endosome) carries its contents across the epithelial
cell without fusion with a lysosome (Fig. 6). The
majority of endocytosed proteins are degraded, indi-
cating that the transcytotic pathway is a minor one,
with most endocytosed protein being routed to lyso-
somes. According to careful measurement,[37] only
3% of horseradish peroxidase (HRP) avoids fusion
with the lysosomal compartments to reach the blood
circulation. However, it is interesting to note that
immunoglobulin A (molecular weight �160 kDa) and
immunoglobulin M (molecular weight �970 kDa)
internalize into the cell by receptor-mediated endocy-
tosis and are conveyed from one side of the cell to
the other without fusing with the lysosome. It would
be very interesting to explore whether the transcytosis
process of immunoglobulins and the above-mentioned
endocytosis processes of microorganisms and parasites,

in which no degradation by the lysosomes occurs,
could be harnessed for the delivery of peptides and
proteins.

Transport through the epithelium
of Peyer’s patches

Although the GI tract has effective barrier properties,
the mucous membrane is one of the major sites of entry
for most pathogens. The defense of these vulnerable
membrane surfaces is provided by organized structures
of lymphoid follicles known as Peyer’s patches. Peyer’s
patches were discovered by Johanni Peyeri in 1677 and
consist of 30 to 40 lymphoid nodules on the outer wall
of the intestines.[40] They are most prominent in the
ileum of the small intestine in humans and are charac-
terized by the presence of specialized epithelial cells
called M (microfold or membranous) cells. Morpho-
logically, M cells are quite different from absorptive
cells. Their apical luminal surface contains numerous
microfolds, truncated microvilli, and low levels of
membrane-bound enzymes. In addition, M cells possess
a relatively sparse glycocalyx and almost no lysosomes.
Furthermore, the basolateral membrane surfaces of M
cells are deeply invaginated toward the luminal side
to form a pocket that is filled with a cluster of B cells,
T cells, and macrophages (Fig. 10). All these unique
structural characteristics of M cells are specialized for
endocytosis of macromolecules or particles and trans-
port to the lymphatic system. Several proteins such as
native ferritin, HRP, and lectins are taken up by a pino-
cytosis process and traverse across M cells from the
lumen to the extracellular space. This is in contrast to

Fig. 10 Schematic depiction of the M cell. (Illustration by
Leigh A. Rondano, Boehringer Ingelheim Pharmaceuticals, Inc.)
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immunoglobulin A, which is internalized by a receptor-
mediated endocytosis process, as described in the pre-
vious section. In addition to macromolecules, viruses
and bacteria have been shown to gain entry via the
Peyer’s patches. The HRP concentration affects the
transport process from the lumen to the lymph
system; low levels of HRP are predominantly taken
up by M cells, but higher levels are simultaneously
taken up by M cells as well as by absorptive cells.[39]

HRP is transported through the intestinal segments
containing Peyer’s patches more quickly in the intact
form than through neighboring patch-free segments.
The apparent permeability coefficient (Papp) of HRP
in the segment containing Peyer’s patches is approxi-
mately seven-fold larger than in the segment without
Peyer’s patches.[41]

APPROACHES TO IMPROVE
THE ORAL ABSORPTION OF
PEPTIDES AND PROTEINS

As noted in the introduction to this article, the oral
absorption of peptides (>3 amino acids) and proteins
is very poor because of their potential degradation by
the strong acidic environment and enzymes in the GI
tract. Also, peptides and proteins have a very low
permeability across the GI membrane.

Various formulation concepts have been introduced
as potential ways to protect peptide and protein drugs
from the hostile GI environment to increase their oral
absorption such as use particulate drug carriers
(microspheres, lipo-somes, and lectins), coadministration
of enzyme inhibitors and absorption enhancers, use of
chemical modification (prodrug), and site-specific
delivery to the colon or rectum. Some of these appro-
aches are discussed later.

Proteinoid Microspheres

Protenoids are thermally condensed amino acids and
spontaneously form microspheres when exposed to an
acidic medium.[42] The microsphere size is approximately
1–5mm in diameter. The protenoid microspheres are
very stable at lower pH conditions of 1–3 but unstable
at the pH range of 6–7. Therefore, the proteinoid micro-
spheres are able to protect the peptide and protein drugs
from the gastric acids and enzymes while in the stomach
and to release the encapsulated drug in the small intes-
tine to be available for absorption. The proteinoids are
also able to inhibit the activity of peptidases such as
trypsin and chymotrypsin. Oral administration of pro-
teinoid encapsulated insulin in diabetic rats has shown
a significant hypoglycemic effect and provided a longer
duration of action than when administered subcuta-
neously. Also, proteinoid-encapsulated calcitonin has
been shown to significantly decrease serum calcium
levels in treated rats compared with rats in a placebo
control group. Both results demonstrate that proteinoid
encapsulation can enhance the oral absorption of
peptide and protein drugs.[42]

Liposomes

Liposomes have received considerable attention as a
possible delivery tool for peptide and protein drugs
by protecting labile compounds from degradation or
by enhancing the uptake of poorly absorbed com-
pounds. Liposomes have been studied extensively as
a potential oral delivery system for proteins, especially
insulin, and the oral administration of liposome-
entrapped insulin into diabetic rats has produced a
significant fall in blood glucose levels.[43] There are three
types of liposomes: multilamellar liposomes (MLV),
0.05–10mm small unilamellar liposomes (SUV),

Fig. 11 Types of liposome: unilamellar

liposome and multilamellar liposome.
(Illustration by Leigh A. Rondano,
Boehringer Ingelheim Pharmaceuticals,

Inc.)
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0.025–0.05 mm and large unilamellar liposomes (LUV),
0.2–2 mm (Fig. 11).

Liposomes are defined as vesicular lipid bilayers
that enclose a volume of aqueous solution. Liposomes
can be formed from a variety of phospholipids. The
most widely used lipid is phosphatidylcholine. The
liposome’s outer membrane is semipermeable, and its
permeability can be altered by varying the types of
lipids used in preparing the liposomes. Liposomes
can be made with a high permeability by using unsatu-
rated lipids that will make a more fluid membrane.
However, liposome with low permeability can be
obtained by using a mix of phospholipids and choles-
terol. Cholesterol is known to condense the packing
of the phospholipids, thereby reducing their permea-
bility and increasing the stability of the phospholipid
bilayers. Negatively charged liposomes can be pre-
pared by using phosphatidylserine or phosphotidylgly-
cerol, and positively charged liposomes are made using
stearylamine. Three possible mechanisms in the mem-
brane transport of liposome-entrapped drugs have been
proposed:[44] free molecule mechanism, simultaneous
free molecule and direct liposome/membrane mech-
anism, and direct liposome/membrane mechanism.
The free molecule model is for water-soluble drugs and
includes the diffusion of a drug molecule from the
liposome into the lumen first and then by membrane
transport of the free molecule. The simultaneous free
molecule and direct liposome/membrane mechanism is
the sum of the permeations attributed to the drug
molecule in the lumen and the direct transfer of molecule
between liposome and membrane. The last mechanism,
the direct liposome/membrane mechanism, is for water-
insoluble drugs. This mechanism likely occurs because
the release kinetics from a liposome system into the
lumen is negligible.

Since 1970, there have been numerous reports
detailing the advantages of liposomes as drug-delivery
systems. However, in general these systems have not
been successful for oral delivery. Some of the reasons
may be related to: 1) their lack of stability in the GI
tract and 2) their susceptibility to changes in pH, bile
salts, and lipases. In addition, it has been shown that
liposome systems are immunogenic.

Lectins

Lectins are known to have specific binding properties
to the epithelial cell surface and have been tested as a
possible oral delivery system for peptide and protein
drugs. The lectin-coated nanoparticles that contain
peptide or protein drugs can protect against degrada-
tion in the lumen of the small intestine and facilitate
the uptake of peptide or protein drugs across M cells
by acting as a specific targeting ligand.

Coadministration of Enzyme Inhibitors

To promote the oral absorption of polypeptide and
protein drugs from the GI tract, the enzyme barrier
must be overcome. Various protease/peptidase inhi-
bitors have been tested to enhance the oral bioavail-
ability of peptide and protein drugs. To date, the
known inhibitors are aprotinin, bacitracin, Bowman–
Birk inhibitor, camostat mesilate, soybean trypsin
inhibitor, sodium glycocholate, and chymotrypsin
inhibitor (FK-448). Some of these inhibitors have
absorption-enhancing activity in addition to enzymatic
inhibition activity. As an example, insulin has often
been used as a model protein drug in studies on enzy-
matic inhibition activity. Trypsin inhibitor and aprotinin
have shown a marginal effect on increasing insulin
absorption in rats. However, a significant hypoglycemic
effect has been observed after administration of insulin
with sodium glycocholate, camostat mesilate, and
bacitracin,[45] which may be related to the fact that these
compounds act not only as enzymatic inhibitors but also
as absorption enhancers. Although various potential
candidates for enzyme inhibition and absorption enhan-
cers have been identified, the long-term safety of these
compounds in humans must be evaluated further.

Coadministration of Absorption Enhancers

Most polypeptide and protein drugs show low per-
meability across the intestinal membrane because of
their polarity and size. Therefore, one approach to
increase the permeability of these drugs is to coadmin-
ister with absorption enhancers. Thus far, the known
enhancers tested for the oral delivery of peptide and
protein drugs are bile salts, non-ionic surfactants,
anionic surfactants, lysolecithin, amines, medium chain
glycerides, and salicylates. Although their mechanisms
of action are not well understood, several possible
mechanisms have been proposed, especially for insulin
absorption, which include: 1) that some enhancers, such
as bile salts, act not only as an absorption enhancer but
also as an enzyme inhibitor; 2) that the enhancers act as
a kind of dispersing agent to prevent aggregation of
peptide and protein molecules in solution, resulting in
increased solubility of the drugs; 3) that the enhancers
reduce the viscosity of the membrane mucous layer
and increase the membrane fluidity, resulting in
increased absorption by opening up the aqueous channel
on the cell membrane; and 4) that the positively charged
enhancers may interact with the negatively charged
epithelial cell membrane and neutralize the membrane
surface, resulting in increased absorption of the protein.
Most enhancers are known to cause membrane
irritation, and their long-term toxicity has not been well
characterized and must be established.[46]
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Chemical Modifications

The reasons for poor absorption of most natural pep-
tides and proteins from the GI tract are that most
natural peptides and proteins are hydrophilic com-
pounds and have a low partition coefficient (log of
octanol/water partition coefficient, log P) on the order
of �1. For example, the log P values of TRH and vaso-
pressin are �1.43 and �2.15, respectively. There are
some exceptions such as cyclosporine. Cyclosporine is
a lipophilic peptide (log P ¼ 3.0) and exposes very
few polar groups on the surface. Medicinal chemists
have routinely applied three types of chemical modifi-
cation to improve the absorption of peptide and
protein drugs including analogs, irreversible deriva-
tives, and prodrugs. The irreversible derivative and
the analog approaches are usually applied when com-
pounds exhibit poor absorption because of in vivo
metabolism. Peptide drug examples include enkepha-
lins, TRH, and vasopressin, and insulin can be a model
for protein drugs. The chemical modifications by the
irreversible derivative and the analog approaches can
prevent hydrolysis of peptides or proteins; however,
these modifications may also reduce biological activity.
For example, chymotrypsin, one of the major pepti-
dases secreted by the pancreas into the intestinal
lumen, is known to cleave at five bonds within the insu-
lin molecule in a very short time. Four of these five
residues play an important role in maintaining the
biological activity of insulin and are essential for
receptor binding ability.[47] A number of chemical
modifications at these sites could produce greater
chemical stability; however, such changes in the insulin
molecule could result in a loss in activity because of
possible alterations of the three-dimensional structure
of the protein.

The prodrug approach is the most widely applied
chemical modification for improving the absorption
of peptides. The unique feature of the prodrug approach
is that the optimum physicochemical properties requi-
red for the drug with respect to lipophilicity and degra-
dation can be achieved without altering the intrinsic
biological activity of the parent drug. The prodrug
itself is inactive. However, once the peptide prodrug
is absorbed, it is converted to an active peptide, usually
by an enzyme. A good example is an ACE inhibitor,
enalapril, which was found to be orally well absorbed
and metabolized to the active form, enanaprilat, in
the liver. In contrast, the parent drug, enanaprilat, is
very poorly absorbed via the oral route.

Colon Delivery

The colon has received considerable attention as a
possible delivery site for peptide and protein drugs

because enzymatic activities, especially peptidases, are
significantly lower in the colon compared with the
small intestine, and the residence time in the colon is
longer than in the small intestine. However, there are
some drawbacks for site-specific delivery of peptide
and protein drugs in the colon as follows:

1. The colonic mucosa does not have the villi and
microvilli of the small intestine. Therefore, the
surface area available for absorption in the
colon is considerably less than that in the small
intestine.

2. Peptidases such as aminopeptidases and diamino-
peptidases are at lower concentrations in the
colon than in the small intestine. However, it
has been shown that prolyl endoprotease and
collagenase activities are five to six times higher
in the colon than in the small intestine. TRH is
more readily hydrolyzed to deaminated TRH
in colonic homogenates compared with small
intestine and rectum. Therefore, peptide drugs
that are substrates for prolyl endoprotease and
collagenase will likely be degraded in the colon
and may not be suitable for colon delivery.

3. The concentration of bacteria in the colon,
largely anerobic species, is much higher than that
in the small intestine. This high concentration of
bacteria may lead to faster degradation of certain
drugs such as digoxin, which is degraded to
dihydrodigoxin by the microflora in the colon.

The microflora degradation mechanism has been
exploited as a possible tool for the site-specific delivery
of peptide and protein drugs. Peptide and protein
drugs are coated with azoaromatic groups to form an
impermeable film to protect them from digestion in
the stomach and small intestine. When the polymer-
coated peptide and protein drugs reach the colon, the
colonic bacteria cleaves the azo bonds and breaks the
polymer film, releasing the drugs into the lumen of
the colon for absorption. This polymeric system was
demonstrated to protect and deliver orally adminis-
tered insulin and vasopressin[7] in rats.

Rectum Delivery

In general, oral delivery of polypeptide and protein
drugs is limited because of degradation in the GI tract
and poor absorption through the membrane. Rectal
administration offers some advantages compared with
oral delivery, such as low enzymatic activity, neutral
pH, and partial avoidance of first-pass metabolism. Even
though the rectal route has long been known as a specific
absorption site for the delivery of small lipophilic
molecules, rectal delivery of large hydrophilic molecules
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is problematic because of poor absorption, and absorp-
tion enhancers may be required. Increased absorption of
peptides, such as des-enkephalin-gamma-endorphin and
desglycinamide arginine vasopressin, and proteins, e.g.,
albumin, insulin, and a somastatin analog, has been
demonstrated by coadministration with enhancers. The
enhancers used for the rectal absorption of insulin are
surface active agents; bile acids; EDTA; and phospho-
lipids such as lecithin, saponins, sodium salicylate,
organic alcohols, acids, amines, and fats. Their mechan-
isms of action are generally not fully understood. Some
of the possible enhancing mechanisms are described
in section ‘‘Coadministration of Enzyme Inhibitors,’’
previously.

CONCLUSIONS

Rapid developments in biotechnology have led to the
production of large quantities of pure potent and
highly specific polypeptide and protein drugs. To date,
they have been administered primarily by the paren-
teral route, even though the oral route is the patient’s
preferred choice. The oral route offers many advan-
tages over parenteral administration, such as ease
of administration and increased patient compliance.
However, in general the peptide and protein drugs
are very difficult to administer orally because they are
of large molecular weight, hydrophilic in nature, and
substrates for peptidases and proteases in the GI tract.
There are many different locations where peptide and
protein drugs can be hydrolyzed after oral adminis-
tration. Their exposure to the strong hostile acidic
environment of the stomach may cause partial degra-
dation. Further degradation occurs in the lumen of
the small intestine by the peptidases secreted by the
pancreas, and then additional degradation by enzymes
on the brush border and inside the epithelial cells
follows. Even if some of the peptide and protein drugs
survive and enter the cell, as they diffuse across the cell,
they are taken up by lysosome where most of them are
hydrolyzed by the lysosomal enzymes. Finally, those
peptide and protein drugs that get through the epithe-
lial cell into the portal vein could still be metabolized
by the liver. In addition, they usually show poor per-
meability across the intestinal membrane because of
their molecular size and polar nature.

To minimize degradation and improve absorption
of peptide and protein drugs administered orally, sev-
eral factors are significant. First, peptide and protein
drugs have to be protected from the acidic environ-
ment in the stomach and from enzyme degradation
in the lumen and on the brush border of the small
intestine. This may be accomplished by coadministra-
tion of peptidase inhibitors or by chemical modifica-
tions, such as analogs or prodrug approaches, or

formulation approaches, such as microspheres and
liposomes.

Second, because of their molecular size and hydro-
philic nature, peptide and protein drugs are poorly
absorbed through the intestinal membrane, and
absorption has to be improved. This may be accom-
plished by coadministration of penetration enhancers
or by chemical modifications such as increasing lipo-
philicity.

Finally, all these approaches may be possible; how-
ever, there is still a major hurdle to overcome: how
intact peptide and protein drugs may pass across the
inside of the epithelial cell without being taken up by
the lysosome and also bypass first-pass metabolism in
the liver. The best chance of avoiding lysosomal uptake
and first-pass metabolism is by diffusion through the
M cells on the Peyer’s patches, which contain almost
no lysosomes, and unloading the diffusates directly
into the lymphatic system. This may be accomplished
by exploring whether the transcytosis mechanism of
antigens or microparticulates across the intestinal wall
could be applied for the delivery of peptide and protein
drugs.

In conclusion, although oral delivery is the preferred
route for peptide and protein drugs, there are many
drawbacks, as addressed previously. Successful oral
delivery of peptide and protein drugs is likely to remain
a formidable challenge for some time.
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Peptides and Proteins: Pulmonary Absorption
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Acrux Limited, West Melbourne, Australia

INTRODUCTION

The human respiratory tract has the potential to pro-
vide the means for non-invasive drug delivery of mole-
cules that could not be efficiently and reproducibly, or
rapidly, delivered without injecting them into the body.
From the early parts of the 20th century, there have
been many attempts to use inhalation to deliver insulin
for the treatment of diabetes.[1] These early approaches
failed because the aerosol generators (jet nebulizers
and metered dose inhalers) had low and variable deliv-
ery to the lung. Inhalation therapy for the treatment of
diseases of the respiratory tract, especially asthma,
underwent spectacular growth in the last three decades
of the 20th century.[2] The discovery of potent drugs
that could be administered in one or two puffs from
a low cost hand-held device, such as a metered dose
inhaler or dry powder inhaler, led to the acceptance
of aerosols as the preferred mode of therapy of asthma.
One of the main advantages of targeting the lung was
the minimization of systemic side effects of these drugs.
Nevertheless, it was observed already in the early
development of these asthma products that systemic
absorption of the inhaled drugs did occur.[3]

The biotechnology revolution resulted in the
production of many potentially valuable therapeutic
proteins. However, it was recognized that these mole-
cules had properties that necessitated the use of injec-
tions for their administration. Intensive research in
non-invasive drug delivery accompanied the dawn of
recombinant biologics, but it met with somewhat lim-
ited success. Early work on peptides such as insulin[1]

and some proteins[4] certainly indicated that such mole-
cules were absorbed from the lung. Mackay et al.[5]

reported in 1994 a summary of extensive studies in
which the absolute bioavailabilities of several proteins
and peptides were measured in rat models of pulmo-
nary, nasal, and colonic absorption. The compounds
were human and salmon calcitonins, the human
parathyroid hormone and its 34-peptide fragment,
hirudin, and a hybrid alpha interferon. All routes of
administration exhibited general reduction of bioavail-
ability with increasing molecular weight. However,
the pulmonary route (via intratracheal administration)
resulted in much higher values than the other two
routes. Thus, pulmonary delivery was known to be
exceptionally promising among the non-invasive

routes of delivery of delivery of peptides and proteins,
but the key reasons for its poor delivery efficiency and
variability needed to be investigated and removed.
Industrial and academic research in the latter part of
the last century demonstrated the need for targeting
of the drug into ‘‘deep lung’’ to increase the efficiency
of delivery and in particular to avoid the highly vari-
able deposition in the oropharyngeal cavity.[6] The
conventional therapeutic aerosol generators used for
delivery of asthma drugs to the airways were not
designed with these requirements in mind. New types
of delivery systems had to be developed that could gen-
erate very fine particles with aerodynamic properties
suitable for drug delivery to the distal part of the res-
piratory tract with large highly absorptive surfaces.

SAFETY OF PROTEINS AND PEPTIDES
DELIVERED TO THE LUNG

Satisfactory efficiency of delivery is only meaningful
when it goes hand-in-hand with adequate safety. The
inhalation route in general has been associated with a
very good safety record for the delivery of asthma
drugs evidenced both during the development stages
and by their wide acceptance postapproval. The experi-
ence with inhaled protein and peptide drugs is so far
relatively limited. Overall, the pulmonary safety of
inhaled proteins and peptides has been good.[7] The
most extensive preclinical and clinical experience thus
far is available for the recombinant human deoxyribo-
nuclease (rhDNase) approved by inhalation for the
treatment of cystic fibrosis in 1993.[8,9] Inhaled leupro-
lide, a small peptide, was extensively studied with
‘‘clean’’ preclinical and clinical safety findings.[10] A
new large safety data base is being generated in
conjunction with late stage development of insulin by
several companies.[11,12]

ABSORPTION AND OTHER CLEARANCE
MECHANISMS IN THE RESPIRATORY TRACT

Absorption of the protein and peptide molecules
delivered to the respiratory tract competes against vari-
ous other clearance mechanisms. When a particle
containing a therapeutic substance is deposited in the
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respiratory tract, the following mechanisms of the
drug-containing particle clearance can take place:

Removal of particulates from the respiratory tract:

� Mucociliary clearance
� Phagocytosis
� Clearance of the phagocytosed particles

After the drug is released from the particle (e.g., by
dissolution, diffusion, or erosion), the three above
listed mechanisms can also clear the free drug.
Additional clearance of the released drug can take
place as follows:

Removal of molecules deposited in the respiratory
tract:

� Metabolism
� Chemical (non-enzymatic) decomposition
� Binding to fluid and tissue components in the

respiratory tract
� Lymphatic uptake
� Absorption into blood stream

Absorption, Phagocytosis, and
Mucociliary Clearance

These clearance pathways are not distributed uni-
formly throughout the lung. The gas-exchange areas,
for example, do not have the mucociliary clearance
but they have alveolar macrophages that can phagocy-
tose ‘‘foreign’’ materials. These alveolated regions also
have a much greater and more permeable environment
than the upper and conducting airways. The main bar-
rier in the deep lung to transport into blood stream
appears to be the alveolar epithelium rather than the
endothelial cells. While the majority of the cells lining
the alveoli are Type II, most of the surface area
(�95%) is covered by Type I cells. Alveolar cell
monolayers resembling Type I cells are therefore
thought to be representative of the barrier for pulmon-
ary absorption.

Several authors reported on the biphasic nature of
peptide and protein absorption from the lung.[13,14]

The rapid component was proposed to be representing
paracellular absorption through water-filled pores. The
origins of the slower absorption phase into the blood
circulation are not well understood. The respiratory
tract has a rich lymphatic system, and, in addition to
transcellular and paracellular transport into the blood
circulation, it is possible that a significant portion of
macromolecules endsup first in the lymphatic system
and is only then slowly released into the blood circu-
lation. The molecular weight dependence of transfer
of materials into the intrapulmonary lymph nodes
following intratracheal administration in the rat was

investigated with a series of labeled dextrans. It was
found that the threshold for increased ratio of blood/
lymph transfer was between 10 and 20 kDa, similar to
the large intestine. Certain absorption enhancers were
found to increase this ratio, suggesting that the use of
such materials could be exploited in the future to target
therapeutics into the pulmonary lymph nodes.[15]

The clearance mechanisms have been modeled
quantitatively to get a better understanding of the
effects of interplay of the complex kinetics on the mag-
nitude and duration of residence in the lung (Fig. 1).[16]

This model can be significantly simplified if only a few
of the pathways dominate the transport and a only
low-resolution compartmental analysis is experimen-
tally feasible.[17]

Colthorpe et al.[17] showed that the mucociliary
clearance is the elimination pathway that contributes
most to the reduction of bioavailability of insulin, at
least in the rabbit model they studied. Thus, the less
insulin is deposited on the conducting airways and
the more that gets into the non-ciliated gas exchange
spaces, the higher is the bioavailability. Similar con-
clusions were reached studying the pulmonary absorp-
tion of growth hormone in the same model.[18] The

Other routes of
drug elimination

MCC TB TB

GI GI

Release
Drug in
matrix

Free
Drug

P1 P2 P1 P2

Drug absorbed
into blood

Fig. 1 Inhaled drug in a carrier can exist in the slow clearing

pulmonary compartment (P1) without mucociliary clearance
or in the faster clearing pulmonary compartment with muco-
ciliary clearance (P2), tracheobronchial compartment (TB) or

gastrointestinal tract (GI). When the drug is released into
these compartment (the released drug is represented by itali-
cized letters P1, P2, TB, GI), it can be absorbed into the

bloodstream, or it can be removed by non-productive path-
ways such as mucociliary clearance represented by the verti-
cal arrows, or chemical and enzymatic decomposition. Large

molecules may also enter lymphatics before they appear
in the blood stream. (The detailed model was described while
the simplified three-compartment model represented by the
ellipses is from Ref.[16,17].)
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pulmonary to blood transfer rate constants were found
to be also somewhat higher for the aerosol delivery
compared with intratracheal administration. This is
consistent with the pioneering work of Schanker’s
group,[19] who showed in experiments with inhibited
mucociliary clearance that the aerosol technique
results in faster absorption rates presumably associated
with the coverage of a bigger surface area of the respira-
tory tract and better penetration into the permeable
lung periphery. This was confirmed more recently
also in the work of Niven[20] in which they compared
instillation of liquid formulations, powder insufflation,
and aerosol delivery of recombinant human granulo-
cyte colony stimulating factor (rhG-CSF) and its pegy-
lated derivatives in several species. They highlighted
the fact that the nature of the distribution of the drug
in the respiratory tract has a far greater impact on the
rate and extent of absorption than even the molecular
modifications. Similarly, it was shown[21] that the
bioavailability of leuprolide administered to dogs
increased with the downstream distance from epiglot-
tis. In humans, Newman et al.[22] compared the bio-
availability of a peptide molecule delivered to human
volunteers in the form of inhaled ‘‘coarse’’ and ‘‘fine’’
aerosols. The ratio of the bioavailabilities was almost
identical to the ratio of the mass of the drug delivered
to alveoli (as assessed by external gamma scintigraphic
measurement). Getting protein deeper into the lung to
access greater and more permeable surface areas that
are not cleared by the mucociliary escalator thus
results in better bioavailability.

Recent work with insulin provides evidence that the
total lung volume at the end of the delivery impacts the
kinetics of absorption of this peptide: delivery of fine
particle insulin aerosol resulted in faster absorption
with a higher plasma peak level in humans when the
inhalation was done with a deep breath (close to vital
capacity), as compared with a more shallow breath
(about 50% of the vital capacity).[14,23] The kinetics fol-
lowing the latter was similar to subcutaneous absorp-
tion of insulin. The exact reasons for this observation
are unknown. However, the lung does have the
above-described water channels that could expand dur-
ing breathing. If the size of the peptide or protein mol-
ecule approaches the diameter of these channels, it
would be expected that the channel expansion would
lead to faster absorption. For molecules whose size
exceeds the channel diameter, the lung volume does
not play a role in their pulmonary absorption rate.[24]

Age, Disease, and Smoking Effects
on Protein and Peptide Absorption

The effect of age on pulmonary absorption of
three macromolecular markers, bovine IgG (BigG,

MW ¼ 150 kDa), bovine serum albumin (BSA, MW ¼
67 kDa), and 1-deamino-cysteine-8-D-arginine vaso-
pressin (dDAVP, MW ¼ 1.067 kDa) was studied
following intratracheal instillation in young and adult
rats. The bioavailabilities for the three compounds
were approximately 1.5, 5, and 20% in the adult
rats. Low bioavailabilities were also found in the
young rats for BigG and BSA but the absorption of
dDAVP was significantly increased to 45%.[25]

Smoking profoundly increases the rate of absorption
of insulin.[26]

In experiments with aerosolized BSA and dDAVP
in the rat,[27] acute inflammation markedly increased
the bioavailabilities.

Absorption Enhancers

The use of absorption enhancers for pulmonary
delivery of peptides and proteins has been investigated
in animal models but has not found commercial
applications yet. This is presumably out of concern
for potential safety impact from the use of such excipi-
ents. For example, Yamamoto, Umemori, and
Muranishi.[28] showed that bacitracin and N-lauryl-
beta-D-maltopyronoside in particular enhanced
pulmonary absorption of insulin in a rat model but
the toxicity of these enhancers was not investigated.
The mechanism of ‘‘absorption enhancement’’ by
bacitracin could have been in fact suppression of
enzymatic degradation. Protease inhibitors were also
found to improve the pulmonary absorption of a
calcitonin analog[29] in a rat model but the mechanisms
of this enhancement, or the potential pulmonary
toxicity, were not studied. Changes to the barrier
properties ranging from transient effects to complete
stripping of epithelial cells have been among proposed
mechanisms of pulmonary absorption enhancement.

Metabolism of Proteins and Peptides

There does not appear to be any significant proteolytic
degradation by enzymes in the extracellular fluid in
normal human airways and alveoli. However, the pres-
ence of peptidases makes absorption of small peptides
variable and difficult to predict. Peptidase-resistant
peptides generally show better bioavailabilities than
other peptides with comparable molecular weights.[30]

Difference in metabolism and absorption of D and
L forms of peptides glycyl-D-phenylalanine and glycyl-
L-phenylalanine was demonstrated by Morimoto
et al.[31] The L peptide was subject to metabolism,
and it had significant paracellular transport with a
smaller transcellular component. In contrast, the
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D peptide was not metabolized and it was only trans-
ported by passive diffusion via the paracellular route.

Given the complexity of the clearance mechanisms
and the differences in the anatomy and physiology of
the respiratory tract among various animal species, it
is not surprising to find that the absorption rate
constants for proteins and peptides are difficult to
predict with any degree of accuracy. Fig. 2 shows the
dependence of the apparent absorption rate constants
as a function of molecular weight in dogs, rabbits, rats,
and humans. While it is clear that generally the rate of
pulmonary absorption is reduced for bigger molecules,
the actual rate for a macromolecule in humans can
be reliably determined at present only through direct
experimentation.

REGIONAL DEPOSITION OF INHALED
PARTICLES AND DROPLETS IN THE
HUMAN RESPIRATORY TRACT

Since the human respiratory tract is anatomically and
physiologically a very heterogeneous system, the rate
and extent of absorption of macromolecules as well
as their potential adverse reactions depend on the
regional doses. The most convenient method to deliver
drugs to the respiratory tract is by inhalation. Other
methods of delivery such as intratracheal instillation
are used in experimental settings but are generally
unsuitable for real-life therapeutic products. This section

describes the basics underlying the deposition dosimetry
following inhalation of particles.

Aerodynamic Particle Size

The probability of deposition of particles in the various
parts of the human respiratory tract depends on their
aerodynamic diameter, Dae. This parameter in turn is
a function of the physical dimensions, shape, and den-
sity of the particles. For spherical particles, the aerody-
namic diameter is simply

Dae ¼ D �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðr=roÞ
p

where D is the physical diameter, r is the density of the
particle, and ro is unit density (in the old cgs units, it
was 1 g/cm3). For droplets containing dilute aqueous
solutions, the aerodynamic diameter is therefore equal
to the geometric diameter of the droplet. For porous
particles, the ratio of densities can be less than one,
in which case the geometric diameter is larger than
the effective aerodynamic diameter.

Mechanisms of Deposition

Particle deposition in the human respiratory tract takes
place primarily by three mechanisms. Inertial impac-
tion causes filtering of particles according to their
aerodynamic size and velocity. This mechanism of
deposition is especially important in the upper and cen-
tral airways. In particular, oropharyngeal deposition
increases approximately in proportion to the particle
velocity and the square of its aerodynamic size. There-
fore, particles with large aerodynamic diameters,
especially if they are inhaled rapidly, will not be deliv-
ered to the lung for absorption. Gravitational sedimen-
tation and diffusion are important for deposition of
particles in airways and the alveolated regions. The
extent of deposition by both of these mechanisms
increases with breath-holding. Particles with aero-
dynamic diameters around 0.5 mm are neither small
enough to deposit rapidly by diffusion, nor large
enough to be deposited without prolonged breath-
holding by sedimentation. It would be also practically
quite difficult to produce submicron size aerosols con-
taining proteins and peptides. The aim is therefore to
produce a slow, moving aerosol cloud with drug con-
taining particles in the size range 1–3 mm to minimize
oropharyngeal deposition since peptides or protein
are poorly absorbed from this region. Indeed,
deposition of inhaled particles in this part of the
human respiratory tract has been the primary cause
of inefficiency and poor reproducibility of pulmonary
delivery in the past.[6]
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Fig. 2 Apparent pulmonary absorption rate constants as a
function of molecular weight calculated from data in
Refs.[17,18,32–34]. (From Dr. Glyn Taylor, University of Wales,

Cardiff, UK, and Dr. Stephen Farr, Aradigm Corporation,
Hayward, CA.)
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Importance of the Mode of Inhalation
on Deposition

The nose is a much better particle filter than the
mouth, and oral inhalation is therefore preferred for
more efficient and reproducible delivery to the lung.

We have already discussed the impact of inspiratory
flow rate on deposition: the faster the subject inhales,
the more material is deposited at bends and bifurca-
tions in the upper and central airways, and the less
material reaches the deep lung. Inspiratory flow rate
may also affect the performance of inhalation systems;
this is particularly important in passive dry powder
inhalers in which the energy of breathing is utilized
to deagglomerate the formulation.[35] Thus, for such
systems, there is a contradictory requirement for the
need to use high inspiratory flow rate to achieve fine
particle size for deep lung delivery and yet to have suf-
ficiently low inspiratory flow rate to avoid impaction
before the drug entry to the absorptive surfaces devoid
of mucociliary clearance.

It would be also expected that to get to the deep
lung, the drug containing aerosol needs to be inhaled
at the beginning of the inspiration, starting from
‘‘empty’’ lung since there is relatively little mixing of
an inhaled ‘‘bolus’’ with the rest of the inhaled air.[36]

Therefore, the preferable maneuver is a full exhalation
followed by a slow, deep inspiration, and finally a
breath-holding period. In practice, a few seconds
appears to be adequate for practically complete depo-
sition of particles in the optimum size range for ‘‘deep
lung’’ delivery.

Recurrent training of patients taking inhalation
therapy is required to achieve reproducible delivery
of inhalation therapy. Electronic systems with visual
feedback to the patients have been developed to assist
the patients to use their drug product correctly.[36–38]

DETERMINATION OF PULMONARY
ABSORPTION

The structural and functional heterogeneity of the res-
piratory tract also leads to the finding that generaliza-
tion of results of pulmonary absorption experiments
can only be made if the regional deposition of the
materials in the respiratory tract is also determined.
Intratracheal administration facilitates quantitative
deposition of the material whose absorption properties
are being studied. Several variants of this technique
exist: some of them require surgical procedure (e.g.,
incision that exposes the rodent trachea through which
a needle with the drug formulation is injected), some
utilize the insertion of a cannula or a microspray noz-
zle into the animal’s trachea. However, the material
thus deposited is not distributed to the same extent

throughout the respiratory tract as when given by
inhalation of aerosols.[17–20]

Lung cell cultures can provide mechanistic
insights[39] but they do not represent the complexity
in the delivery and disposition of drugs in the human
respiratory tract. Perfused lung organ studies provide
the next level in complexity.[40] Various animal
models have been used with the view to predict quan-
titatively absorption of peptides and proteins from the
human lungs. However, due to the major differences
in the anatomy and physiology of respiration in
primates, the predictive power of these models is quite
limited as evidenced by the data in Fig. 2. (Animal
models are, of course, essential in the assessment of
safety and they can provide valuable mechanistic
information.)

The use of drugs in conjunction with gamma radi-
ation emitting radiolabels that facilitate non-invasive
measurement of regional doses is the favorite way to
investigate mechanistic aspects of pulmonary absorp-
tion. The drug can be radiolabeled directly, or, more
often, the radiolabel and drug are physically mixed.
It is important to prove that the radiolabel does not
affect the performance of the drug product either
chemically or in terms of its emitted dose (ED) and
particle size distribution (PSD). Further, the functional
perfomance, ED and PSD, measured in vitro with the
drug assay and the radiolabel assay should be the
same. This method can thus determine both the total
dose to the lung as well as its distribution in various
parts of the respiratory tract, both in animal[17,18,41,42]

and humans.[22,43]

STABILITY ISSUES

A key issue for effective protein and peptide absorp-
tion is the preservation of biochemical and structural
integrity during the preparation, storage, and aerosoli-
zation of the drug molecule. Many proteins and pep-
tides are available as stable aqueous formulations for
delivery by injection. However, the process of aerosoli-
zation can cause damage to the active molecule. The
generation of small droplets provides a vast increase
in the air-liquid interfacial area, which may cause
unfolding of proteins followed by aggregation. This
is particularly likely to happen for hydrophobic
proteins that undergo multiple recirculation in jet
nebulizers[44] or during spray-drying[45] and may be
prevented by addition of suitable surfactants.[42]

Single-pass systems that form aerosol by extrusion of
the solution through a fine nozzle[46] do not appear
to cause protein denaturation, in contrast to conven-
tional nebulizers that involve multiple recirculation of
the solutions. Thermal denaturation can occur also
during the high temperature spray-drying or with some
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ultrasonic nebulizers that warm the solution for nebu-
lization during their operation.[47] Freeze-dried par-
enteral protein preparations are typically unsuitable
for delivery by inhalation for at least two reasons: they
often contain excipients such as citrate that could cause
irritation if inhaled in sufficient quantities. The freeze-
dried materials form cohesive powders that do not lend
themselves to be dispersed into respirable particles.
Spray-drying has been employed to make respirable
protein powders.[48,49] Judicious choice ofthe quality
and quantity of excipients used in dry powders is
required to minimize the potential for adverse reac-
tions, especially in subjects with compromised air-
ways.[50,51] Avoidance of excessive temperature and
the use of excipients such as certain sugars in spray-
dried formulations may prevent the formation of
potentially immunogenic protein aggregates and loss
of activity. The nature of the formulation can also
affect the quality and physical stability of the particles
carrying the peptide or protein. These particles need to
flow well during the filling operation and to provide
high emitted doses, and they also have to disperse read-
ily into particles with the right aerodynamic diameters.
The appropriate balance thus needs to be struck
between the chemical stability of the biologic and the
physical stability on storage that preserves the solid
state form and protects the particles against aggre-
gation and loss of dispersibility into respirable
particles.[48,51]

CASE STUDIES WITH SPECIFIC MOLECULES

Insulin

Pulmonary delivery of insulin for systemic absorption
in the treatment of diabetes has been studied exten-
sively since the early days of insulin discovery almost
a century ago.[1] Colthorpe et al.[17] and Pillai et al.[42]

demonstrated in rabbit and monkey models, respect-
ively, that the deeper into lung the dose of insulin
was delivered, the higher was the bioavailability. The
work of Laube, Benedict, and Dobs[43] showed the
need to achieve deep pulmonary deposition of this
molecule for efficient absorption in humans. Hand-
held liquid and dry powder delivery systems have been
developed to generate insulin-containing aerosols with
the majority of the particles in the aerodynamic size
range 1–3 mm. The relative bioavailability compared
with subcutaneous injection based on the insulin con-
tained in the dosage form was �11%[52] for the dry
powder system and �16%[53] for the aqueous-based
bolus delivery system. The reproducibility of pharma-
cokinetic and pharmacodynamic parameters following
pulmonary administration was reported to be similar
to subcutaneous delivery. The total lung volume at

the end of inspiration was reported to have a major
effect on insulin absorption, with deep breath leading
to a significantly faster absorption than a more shallow
inhalation.[14,23] This suggests that in addition to the
inspiratory flow rate and inspired volume at the time
of insulin delivery by inhalation, total lung volume
may need to be controlled, too, for efficient and repro-
ducible delivery of this molecule that has a rather
narrow therapeutic index.

Human Growth Hormone

Wall and Smith[54] reviewed the literature data on
pulmonary absorption of recombinant human growth
hormone (rhGH) in animal models. A wide range of
absolute bioavailability ranging from 3–36% was
found. Bioavailability of hGH delivered to the lung
increases dramatically the deeper into the lung the for-
mulation reaches.[18] Since rhGH is a growth factor, at
least theoretically there is a possibility that its delivery
to the lung could cause unwanted growth of some lung
tissues. Aerosolized delivery of rhGH for 11 days
induced body growth of hypophysectomized
(‘‘hypox’’) rats but caused no abnormal lung growth
in these animals. A mild immune reaction was seen
in the lung, which was not present, when aerosolized
bovine growth hormone (bGH) was used instead of
hGH. bGH has a much closer amino acid sequence
to rat growth hormone than hGH and is thus not sig-
nificantly immunogenic in this species. Interestingly,
IgG titers following subcutaneous administration of
hGH were higher than those in the inhalation group
and no IgE antibodies were found in the course of
inhalation treatment in rats. While total body weight
increased in the hypox rats treated with aerosolized
hGH, the ratio of lung weight to total body weight
did not change. GH receptors are present in many
types of cells, but no GH receptor message was found
on the ‘‘air side’’ of rabbit lung.[55]

Luteinizing Hormone Releasing
Hormone (LH-RH)

LH-RH analogs were extensively researched.[10] The
nonapeptide leuprolide in particular underwent exten-
sive development. Absorption was very significantly
dependent upon the depth of deposition of the material
in animal models: essentially quantitative absorption
was found when the intratracheal adminstration in
beagle dogs was done 20–25 cm downstream from
epiglottis. Leuprolide acetate suspension aerosols
were prepared in chlorofluorocarbon propellants. No
adverse reactions were found in association with mul-
tiple dosing of these formulations in beagle dogs. Bio-
availabilities ranging from �7–26% found in human
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studies with these metered dose inhalers, in good agree-
ment with the general fraction of the nominal metered
dose that reaches the lung from this type of aerosol
delivery system.[56]

Soluble Recombinant Interleukine-4 Receptor

IL-4R was delivered by nebulization to Cynomolgus
primates.[41] The peak serum levels were reached after
9.5 h. Absolute bioavailabities close to 30% were
measured.

Interferons

Niven et al.[13] studied the absorption of consensus
interferon in rodent models. Absolute bioavailabilities
approaching 70% were found for the pulmonary route,
with evidence of biologically active molecules being
absorbed. Mackay et al.[5] compared the absolute bio-
availabilities of a hybrid BDBB alpha-interferon in the
rat following different routes of administration and
found 0.75% for colon, 0.014% for buccal, 0.5% for
nasal, and 4.5% for the lung (via intratracheal instil-
lation). Pharmacokinetics of inhaled alpha-interferon
was followed in several human studies: Kinnula,
Mattson, and Cantell[57] reported detectable levels with
high doses and systemic adverse reactions indicative of
biological activity of the absorbed cytokine. In a
related study,[58] it was observed that the recombinant
version of the molecule seems to be less well absorbed
than the natural interferon. Differences in metabolism
between the natural and recombinant alpha-interferon
were also found in a perfused rabbit lung model.[59]

Calcitonin

The salmon form of this 32-amino acid non-glycosy-
lated polypeptide is available as a nasal spray with a
biovailability in humans of �3%.[60] Mackay et al.[5]

reported that the absolute bioavailabilities of human
calcitonin across the colon of rat and man, and the
lung (via intratracheal instillation) of rat, were 0.9,
0.15 and 36%.

Human Recombinant Granulocyte
Colony Stimulating Factor

The systemic bioavailability of recombinant human
granulocyte colony stimulating factor (rhG-CSF)
based on the amount reaching the lung lobes following
intratracheal instillation to the hamster was estimated
to be 62% relative to intracardiac administration.
Remarkably, about 20% of the absorbable dose of this
18.8 kDa protein was present in serum within 6 min

postadministration. The biological activity of the
absorbed material was confirmed by the increase of
the circulating white blood cells.[20] No apparent tox-
icity was found even on repeated dosing in animals
with this protein. Pegylated forms of this molecule
were also found to be well absorbed. The rate of and
extent of absorption were very much affected by the
mode of administration (instillation, powder insuf-
flation, and aerosol administration), reflecting the
differences in the penetration of the material into the
deep lung.

PULMONARY ABSORPTION OF PEPTIDES
AND PROTEINS INTENDED FOR LOCAL
EFFECTS IN THE LUNG

Numerous proteins have been investigated for admin-
istration to the respiratory tract to treat local dis-
ease.[61] In some of these investigations, absorption
into the systemic circulation was also followed. These
results have their utility when absorption of similar
molecules is being considered for the purpose of sys-
temic delivery or to estimate the systemic exposure of
locally delivered macromolecules for safety purposes.

Cyclosporine

Cyclosporine is an endecapeptide isolated from fungi.
It is an immunosuppressive used to prevent rejection
in organ transplantation. Studies have been carried
out to investigate the effectiveness of inhalation of this
compound in patients receiving lung transplants. Very
rapid peak plasma levels were observed followed by a
slow phase but the interpretation of this behavior is
compromised by the low aqueous solubility of this
compound.[62]

Alpha-1 Antitrypsin

(A1AT) has been used in injectable form for the treat-
ment of hereditary A1AT deficiency that markedly
increases the risk of development of emphysema.
Absorption of aerosolized human plasma and recom-
binant A1AT into the lymph and blood was studied
in sheep and humans.[63] Human plasma A1AT was
found in the sheep blood and interstitial lymph at con-
centrations �1/1000 of that in the alveolar epithelial
lining fluid (ELF). The recombinant human A1AT is
non-glycosylated and has a terminal methionine resi-
due. In the sheep model, this molecule disappears from
the alveolar fluid faster than the human plasma A1AT,
with the lymph levels around 10% of ELF and blood
levels about 10% of the lymph. The recombinant form
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was also detected in the blood 24 h after administration
to humans.

Recombinant Human Deoxyribonuclease

(rhDNase) has been approved for administration by
inhalation for the treatment of cystic fibrosis.[9] Bio-
availability <15 and <2% in rodents and monkeys
respectively was found with this molecule in single-
dose studies. In humans, the serum levels of rhDNase
following nebulization did not lead to a significant
increase above the baseline levels of the endogenous
rhDNase.

Anti-IgE

Elevated levels of immunoglobulin E (IgE) in the res-
piratory lumen and blood are associated with allergic
asthma. Sweeney et al. measured concentrations of a
monoclonal humanized antibody against IgE (E25)
in the blood and bronchoalveolar lavage of different
animal species and humans following administration
into the respiratory tract. Only small quantities of
the antibody were absorbed over a period of several
days. The authors suggested that the mechanism of
uptake was non-specific.[64]

CONCLUSIONS

While there are no currently approved therapeutic pro-
tein or peptide products for delivery via the pulmonary
route into the systemic circulation, the data on the
efficiency, reproducibility, and safety of molecules
such as insulin are particularly encouraging. From a
molecular perspective, there is a general trend in the
reduction of the rate and extent of absorption with
increasing molecular weight, but predictive theories
are lacking due to our poor understanding of the com-
plexity and multitude of channels of entry of drugs
from the respiratory tract into the systemic circulation.

The aerodynamic size distribution is a key parameter
affecting the regional distribution, and hence the
absorption, of macromolecular drugs from the lung.
The synchronization of optimum breathing and aero-
sol delivery appears to be a prerequisite for efficient
and reproducible delivery; the key parameters to con-
trol are listed in Table 1.

Relatively little work has been done so far on the
control of the rate of absorption of macromolecules
from the lung with modified release formulations. Slow
pulmonary absorption of insulin in the rat was
reported when the drug was encapsulated in polylactic
glycolic acid spheres.[65] The long-term safety of such
long-acting excipients needs to be investigated: in con-
trast to small molecules, it would be expected that
significant accumulation of these materials could occur
on multiple dosing.[16]
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INTRODUCTION

An increasing number of peptides and proteins will be
introduced into therapeutics in the forthcoming years.
The gradual maturation of the biotechnology industry
has led to many advances, not the least of which is
that it is now possible, for the first time, to produce
large quantities of highly pure peptides and proteins.
However, their potential usefulness as therapeutic
agents will be much enhanced if constraints imposed
by the parenteral route of delivery, the only one cur-
rently available for most of these agents, can be over-
come. The design of successful dosage forms for the
delivery of these complex biotechnology products by
alternative routes is a challenging objective for the
pharmaceutical scientist.

Possible non-parenteral routes for the delivery of
peptide and protein drugs include the nasal,
oral, transdermal, buccal, ocular, rectal, and vaginal
pathways.[1–3] In general, the primary advantages of
these strategies over parenteral delivery are the rela-
tively non-invasive nature and simplicity of adminis-
tration. However, it goes without saying that these
alternative routes are generally much less efficient
than an injection (whether intravenous, intramuscular,
or subcutaneous) with frequently very low bioavail-
abilities.

Transdermal delivery has attracted considerable
interest as a route for administering peptides and pro-
teins. Among its appealing features, the transdermal
path a)avoids the hepatic first-pass effect and gastro-
intestinal breakdown, a very important factor for these
metabolically very fragile drugs; b) provides controlled
and sustained administration, particularly suitable for
the treatment of chronic disease; c) reduces side-effects,
often related to the peak concentrations of the circulat-
ing agent; d) enables self-administration and improves
patient compliance, due to its convenience and ease of
use; and d) permits abrupt termination of drug effect

by simply removing the delivery system from the skin
surface.[3]

Because the skin has a relatively low proteolytic
activity compared with other tissues, the poor inherent
skin permeability of the peptide drugs is the prime
limiting factor for their delivery by the transdermal
route.[1] Generally speaking, peptide and protein
drugs are polar and compared with ‘‘normal’’ drugs,
of high molecular weight. Such molecules diffuse
poorly, as a result, across the skin, making the use
of an appropriate enhancement strategy (as we shall
see) obligatory. Several approaches being investigated
to enhance the transdermal absorption of peptide and
protein drugs are reviewed in this chapter. These
include the use of chemical penetration enhancers,
iontophoresis, the application of transient high-
voltage pulses (electroporation), the use of ultrasound
(sonophoresis), and various, so-called minimally
invasive strategies.

SKIN BARRIER FUNCTION

Stratum Corneum and Routes of
Passive Permeation

The remarkable barrier function of the skin is pri-
marily located in the stratum corneum (SC), the thin,
outermost layer of the epidermis.[4] The SC consists
of several layers of protein-filled corneocytes (i.e.,
terminally differentiated keratinocytes) embedded in
an extracellular lipid matrix. Attached to the outer cor-
neocyte envelope are long-chain covalently bound cer-
amides that interact with the lipids of the extracellular
space. These lipids are composed primarily of free
fatty acids, ceramides, and cholesterol arranged in
multiple lamellae.[5] Passive permeation across the SC
is believed to occur primarily via the intercellular
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lipid pathway (Fig. 1a), which constitutes the only
continuous phase through the SC.[6] Evidence for
this deduction is provided by the temperature depen-
dence of SC water permeability[7] and the remarkable
correlation between water transport and the degree
of disorder of the intercellular lipids.[4] In addition,
several imaging techniques, using various different
tracers have been used to directly visualize per-
meation via the intercellular path.[6,8] Further, it
has recently been concluded that the barrier function
of the SC is rather uniformly distributed across its
entire thickness.[9] Appendageal transport through
hair follicles and sweat glands is another potential
route, these structures offering ‘‘shunt’’ pathways
across the continuity of the SC (Fig. 1b). Visualiza-
tion of appendageal transport has been accomplished
both for passive diffusion and for percutaneous
transport enhanced by one means or another (e.g.,
iontophoresis).[6,10] Passively, while it has been postu-
lated that the appendageal structures dominate
initially, their contribution to total steady-state trans-
port is believed to be rather small due to the small
area available relative to the entire surface of the
skin.[10,11] A third possible route across the SC is
the transcellular path (Fig. 1c). However, despite its
favorable surface area and short pathlength (com-
pared with the tortuous intercellular route), no evi-
dence exists in support of molecular permeation by
this way; indeed, the implausibility of the route has
been demonstrated by certain authors.[8,12]

Structure–Permeation Relationships:
Application to Peptide Absorption

Most structure–permeation evaluations of transdermal
transport indicate the strong relationship between a
chemical’s permeability coefficient across the skin (Kp)
and its lipophilicity.[13–15] Potts and Guy[14] analyzed
a diverse database of skin penetration data, comprising
91 compounds[15] and developed a simple relation indi-
cating that Kp depended only on lipophilicity, as
measured by the chemical’s octanol–water partition
coefficient (P), and molecular weight (MW):

log Kpðcm=secÞ ¼ �6:3 þ 0:71 logP � 0:0061 xMW

However, for compounds of high lipophilicity, the
algorithm needs to be modified[16] to account for the
fact that these substances may become transport-
limited not by their diffusion through the SC, but
rather by their ability to partition out of this mem-
brane into the underlying aqueous, viable epidermis.
At the opposite end of the lipophilicity scale, the very
small log P values of polar compounds, including pep-
tide and proteins, of course, many of which retain a
charge (or multiple charges) over a broad pH range,
mean that their Kp values are extremely small and,
hence, their inherent transdermal fluxes, without a suit-
able enhancement technique, are not therapeutically
useful. As a general point, it must be emphasized that
no matter what one might do to enhance transdermal
delivery, the route remains useful exclusively for com-
pounds of high potency (including peptides).

STRATEGIES FOR THE TRANSDERMAL
DELIVERY OF PEPTIDES AND PROTEINS

Passive Delivery and Chemical
Enhancement

It is widely accepted that the two most important
physicochemical parameters that determine a mole-
cule’s skin permeability are a) its lipophilicity, with a
log (octanol/water partition coefficient) value of
2 being quite favorable, and b) its molecular size—
smaller compounds permeating better than big ones.[14]

Thus, it is no surprise that the passive transdermal
delivery of peptides and proteins, which are typically
either very polar (or charged) and/or of high molecu-
lar weight (>1000 Da), is extremely inefficient and
rarely results in fluxes, which would elicit significant
therapeutic effect.

Consequently, a number of enhancer formulations
have been considered in an attempt to improve peptide
transport across the skin. These vehicles include, as we

Fig. 1 Routes of passive permeation across the stratum
corneum (SC): (a) intercellular lipid pathway; (b) appenda-
geal transport; and (c) transcellular path.
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shall briefly discuss, either well-known chemical pro-
moters orcombinations thereof, peptide metabolism
inhibitors, or colloidal (principally liposomal) struc-
tures. Table 1 summarizes much of the available litera-
ture. Before addressing specifically certain examples of
the results obtained, it is worth noting that, although
increased peptide transport has been possible, little
attention has been focused upon the effects of the
enhancer formulations on the skin (such as irritation
and, in consequence, long-term tolerability) nor has
the fact that animal models of questionable relevance
(e.g., the shaved skin of hairy rats, notorious for their
higher skin permeability relative to man even in the
absence of penetration enhancer) have been used. To
illustrate the ‘‘gap’’ between laboratory and reality,
with respect to the feasibility of some enhancer vehicles
proposed, one can cite the delivery of octreotide from
a formulation containing 40% ethanol and 50%
dimethylsulphoxide[17] and the delivery of leuprolide
from a 4 : 1 v/v ethanol–water solution to which vari-
ous known chemical skin permeation enhancers had
been added.[27] It is not foolhardy to predict that both
these approaches would cause local irritation of the
skin in vivo in man and that their chronic use would
be precluded.

Among the more interesting and reasonable results
published are a series of studies demonstrating the
delivery of the melanotropic peptide [Nle4, D-Phe7]-
a-MSH across mouse and human skin from a relatively
mild formulation consisting of 1 : 3 v/v PEG 400-PEG
3350.[18–20] In vivo across shaved mouse skin, in
fact, it was possible to show induction of melanogen-
esis.[18] Unfortunately, however, these data remain at
best semiquantitative: no actual flux values were
measured precluding comparison with other work in
the field.

Positive pharmacological results have also been
observed following the delivery of the relatively high
molecular weight peptide, elcatonin (3363 Da, a calci-
toninanalog) across shaved rat skin in vivo.[25,26]

Hypocalcemia was documented together with a
beneficial effect on this animal model of osteoporosis.
Successful formulations included taurocholate and
peptidase inhibitors, such as gabexate and bestatine.
Another approach has involved the use of lipophilic
prodrugs of the peptide tetragastrin but, in this case,
one has to ask whether the improvement in delivery
is sufficient to warrant the additional regulatory com-
plexities concomitant with the prodrug strategy.[29]

The largest body of recent work in this area has
involved the use of colloidal carriers, in particular lipo-
somes (see Table 1); comprehensive reviews of this
research can be found elsewhere.[35–37] A general obser-
vation on the information published to-date is that the
amount of lipid formulation applied is often very high
when compared with the quantity of intercellular

SC lipid in the treated area of the skin. That such lipo-
somal formulations can significantly perturb (or,
perhaps, overwhelm is a better word) normal barrier
function is not too surprising, especially if the exogen-
ous lipids employed can mix efficiently with their
endogenous counterparts;[30,32,38] this may explain
why liposomes based upon lipid mixtures that mimic
the composition of those in the SC are sometimes
useful.

These lipid-based systems have been used to deliver
peptides for both dermatological and systemic therapy.
In the former case, the administration of cyclosporin
(CSA) to treat psoriasis has been considered, with
the idealistic objective of somehow localizing the drug
in the skin while minimizing its entry into the systemic
circulation.[30] In vitro, from the lipid-based vehicles,
almost no CSA permeated into the receptor phase in
conventional diffusion cell experiments. However, this
result was not different from the ‘‘control’’ formu-
lation, which simply contained CSA in 40% ethanol.
Much of the drug (>60%), and the lipids from the
liposomal-based formulation, were actually found in
the SC at the end of the experiment. In the same cate-
gory, a particularly well-conducted study considered the
delivery of g-interferon from liposomes across human
skin in vitro;[32] topical application of g-interferon
has been proposed for the treatment of atopic derma-
titis and keloidal scarring. Initial investigation with
g-interferon suggested a quite short lag-time (on the
order of an hour) but that the liposomally delivered
peptide had lost most of its biological activity.[32] In
a subsequent series of experiments, the work was
extended to an in vivo model of human-skin grafted
nude (athymic) mice.[31] It was found that the
g-interferon delivered in this case retained its biological
activity and promoted epidermal ICAM-1 induction
(Fig. 2).

With respect to systemic delivery of peptide and
protein drugs encapsulated in lipid-based carriers, Cevc
et al.[39] have investigated the transdermal delivery of
insulin encapsulated in ‘‘elastic’’ liposomes (Transfer-
somesTM), which differ from conventional liposomes in
that a surfactant is added to the formulation (e.g.,
sodium cholate, sodium dodecyl sulfate, or bile salts).
A dose-dependent systemic hypoglycemia has been
reported in human volunteers following topical appli-
cation of such an insulin formulation, over an area of
45–90 cm2; the effect was typically 25–45% of that
following a subcutaneous injection of the same formu-
lation. The authors claim that this outcome is not the
result of the disrupting effect of the ethanolic (10%),
surfactant-rich formulation on the integrity of the skin
barrier, since ‘‘rigid’’ liposomes (ethanolic liposomes
without bile salt) and insulin/mixed micelles (which con-
tain the highest bile salt concentration of all formula-
tions studied) had no significant hypoglycemic effect.
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On the contrary, they argue that the specifically elastic
properties of thetransfersomes are thecrucial features
that allow the lipid vesicle to carry the encapsulated
agent across the skin.[39]

Finally, the topical application of proteins to intact
skin as a non-invasive method for immunization and
vaccination has been described recently. The cholera
toxin (86 kDa) has been shown to induce significant
antibody production when topically applied to shaved,
previously hydrated, mouse skin.[40] The cholera toxin
has also been shown to act as an immunizing adjuvant,
that is, it enhances immune responses against less
potent antigens, such as diphtheria toxoid, and tetanus
toxoid, when coadministered topically.[40] A sub-
sequent report identified several other bacterial pro-
ducts that also elicit adjuvant properties, but having
less risk of toxicity and reduced secondary effects than
cholera toxin.[41] Transdermal immunization has also
been obtained in mice with large proteins, such as the
gap junction protein, encapsulated in lipid vesicles.[42,43]

A more sophisticated approach, the transdermal
delivery of an antigen-encoding plasmid, which induces
in vivo the production of the antigen protein, has
also been investigated and will be discussed later in
this chapter. Overall, the future development of non-
invasive, easily administered vaccines is of much
interest, particularly for massive immunization pro-
grams in developing countries, where the lack of
trained personnel capable of performing accurately
repeated injections (which are far from welcomed)
poses a significant barrier to prophylactic health care.

Iontophoresis

Iontophoresis is a non-invasive technique that uses a
mild electric current (<0.5 mA/cm2) to facilitate the
transfer of molecules across the skin (Fig. 3). The fre-
quently polar and/or charged nature of biotechnology
drugs makes them potentially well-suited candidates
for electrically controlled drug delivery across the
skin.[44,45] Indeed, as we shall see, human studies using
iontophoresis have already demonstrated the safe,
effective, and reproducible delivery of intact peptides
to the systemic circulation. Specific accomplishments
for certain peptide iontophoretic applications of parti-
cular note to date are: a) that steady-state plasma levels
can be achieved relatively rapidly and then maintained
for reasonably prolonged periods of time, until the cur-
rent is stopped and b) that the current profile can be
adjusted to change the delivery profile, and hence to
preprogram perhaps the more complex dosing regimes
required. In addition, for two small non-peptide drugs,
at least, small easily portable and integrated ionto-
phoretic devices are in advanced stages (Phase III) of
development.

Iontophoresis enhances drug delivery across the
skin by two principal mechanisms: electrorepulsion
and electroosmosis[46] (Fig. 4). Electrorepulsion is the
direct effect of the applied electric field on a charged
permeant. Practically speaking, this means, for
example, that a positively-charged (cationic) drug is
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Fig. 2 ICAM-1 production after topical application of
gamma interferon to a human skin graft on nude mice.
One dose (100ml) of a liposomal (20 mg/ml lipid) or aqueous

(phosphate buffered saline) formulation was applied daily for
three days. Active formulation contained 0.51 mg/ml gamma
interferon. Placebo liposomal formulations contained no

added protein. Significant differences (active versus placebo)
are indicated by asterisks (�). (Redrawn from data in Ref.[31].)
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Drug+
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Cl–
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Fig. 3 Schematic representation of iontophoresis. Two elec-
trode chambers, connected to a power source, are placed in

contact with the skin. Upon application of the electric field,
drug ions are repelled from the electrode of similar polarity
(in this case, cations are repelled from the anode). This elec-
trorepulsion (ER) also imposes ‘‘inward’’ motion on i) other

cations present in the anode formulation, and ii) the ‘‘out-
ward’’ transport of anions (e.g., Cl�) from within the skin.
At the ‘non-working’ electrode (in this case, the cathode),

negative anions from the electrolyte are driven into and
through the skin, while cations (e.g., Naþ) are ‘‘extracted’’
from the tissue. The direction of the electroosmotic flow

(EO) is also shown.
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formulated at the anode and, upon applying the elec-
tric field, is repelled toward and through the skin.
The drug ion acts, therefore, as a charge carrier in
the electric circuit. However, the fraction of the total
charge delivered by the power supply that is carried
by the drug may be quite small and, for larger peptides,
rarely approaches even a few percent. This is because
there may be competing (e.g., buffer, electrolyte)
cations in the formulation and there are always com-
peting anions (especially Cl�) carrying a significant
amount of charge out of the skin toward the anode
(Fig. 3). Formulations must therefore be optimized to
minimize the presence of competing ions, at least in
the direction from the skin surface into the body.
The second mechanism, electroosmosis, results from
the fact that the skin supports a net negative charge
at physiological pH[47,48] [the pI of the human skin
has been shown to be within the range 4.5–5].[47]

Imposing an electrical potential gradient across a
charged membrane produces a convective solvent flow
in the direction of counterion transport (i.e., from
anode-to-cathode in the case of skin). This solvent flow
therefore augments the electrotransport of cationic,
and very polar, yet neutral, compounds, while acting
against the electromigration of anions (Fig. 4).

The relative importance of electrorepulsion
and electroosmosis has been the subject of much
investigation.[49–58] It is generally agreed that small,

highly mobile ions (e.g., Naþ, Cl�, small charged
amino acids) are principally moved across the skin
by electrorepulsion, whereas large, bulky species carry-
ing only a fraction of the charge passing across the skin
can only be transported by electroosmosis (Fig. 5). As
molecular size increases for cations, therefore, there
will be a transition in the dominant mechanism from
electrorepulsion to electroosmosis[50] (however, it
should be said that where this transition occurs has
not been fully defined); for anions, on the other hand,
as molecular size increases, it is clear that, at the tran-
sition, the electrorepulsive contribution will be can-
celled by electroosmotic convective flow going in the
opposite direction (a fact that explains, at least in part,
why insulin has proved a futile candidate for ionto-
phoresis, see later). It should also be noted that there
are examples of lipophilic cations (including peptides
such as the LHRH analogs, nafarelin, and leuprolide)
that can apparently associate strongly with the net
negatively charged lipophilic skin, thereby neutralizing
the anionic membrane, reducing its permselectivity and
‘‘turning off’’ electroosmotic flow, that is, the principal
mechanism for the transport of such species.[52–54,58,59]

The principal parameters controlling the ionto-
phoresis of peptides/proteins can be summarized as
follows:

a. Charge and pH: As discussed above, in general,
cationic species are delivered more efficiently
than anions because they can take advantage

ER

EO

Formulation

Formulation

Skin

Skin

Body

Body

ER

EO
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B

Fig. 4 Imposing an electrical potential gradient across a

charged membrane produces a convective solvent flow in
the direction of counter-ion transport (i.e., from anode-to-
cathode in the case of skin). This electroosmotic effect (EO)

adds to electrorepulsion (ER) to enhance the transport of
cationic compounds during iontophoresis (4a) while acting
against the electromigration of anions (4b).
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Fig. 5 Effect of molecular size on the relative importance of

electrorepulsion (ER) and electroosmosis (EO) to the overall
iontophoretic transport of cations and anions. Small, highly
mobile cations are principally moved across the skin by

ER. But, as molecular size increases, the fraction of charge
carried by a cationic drug decreases, and the principal mech-
anism of transport becomes EO. For anions, on the other
hand, EO is a negative contribution to the total flux and,

once the molecular size reaches a critical value (mc, com-
pletely cancels out the ER contribution to electrotransport
(resulting in no net flux).
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of bothelectrorepulsive and electroosmotic
mechanisms. Neutral species can also be
enhanced if formulated appropriately at the
anode. Increasing charge does not necessarily
lead to better delivery (all other parameters
remaining equal) primarily due, it is believed,
to increased association with the membrane
and, once again, reduced electroosmosis.[48]

The pH can be adjusted to optimize peptide
stability, and sometimes to elicit better trans-
port (because, e.g., the peptide swifts from being
zwitterionic to cationic). However, pH cannot
be adjusted too far i) because of concerns about
irritation; ii) as this alters the inherent charge on
the skin and, in consequence, its permselectivity
properties.

b. Molecular size: Simplistically, small charged
molecules are better delivered than larger ones
for reasons already articulated (Fig. 5). The
absolute relationship is probably complex and
may be difficult to deduce. For molecules deliv-
ered only by electroosmosis, transport should be
somewhat independent of size (assuming that
the dimensions of the drug never approach that
of the pathway). Few studies have addressed
this issue with respect to peptides/proteins
specifically, although one investigation with
poly-L-lysines of increasing molecular weight
clearly indicated that a 4-kDa oligomer was
more easily transported than the higher molecu-
lar weight (7- and 26-kDa) species.[59]

c. Formulation: The basic principles that apply
generally to iontophoresis are especially rel-
evant to peptides/proteins. If the drug carries
a measurable fraction of the charge being
passed, then it makes sense to minimize the
presence of competing ions in the formulation.
Generally speaking, lower electrolyte levels also
mean that electroosmosis is slightly higher
too.[49,60] Moreover, stability issues may
demand at least some level of background elec-
trolyte and/or buffer; thus, polymeric buffers,
for example, which are not necessarily competi-
tive for charge-carrying, have been used to
improve peptide delivery.[61] Peptide stability
during storage of an iontophoresis device has
also been addressed.[44,62] Because iontophoretic
formulations employ aqueous-based gels, there
are, in particular, potential problems of
hydrolysis. This issue has been attacked recently
in the case of calcitonin by making a dry reser-
voir disc for iontophoresis (via compression of a
mixture of freeze-dried peptide and gelatin),
which is hydrated at the moment of use.[62]

Proof-of-concept of the idea has been achieved
via the observation of a hypocalcemic response

in rabbits.[62] The other crucial component of
the formulation, of course, is the electrode. In
general, reversible, and especially Ag/AgCl,
electrodes are preferred.[63] These very stable
and reproducible electrodes are well suited to
iontophoresis and avoid the problems inherent
in bare metal electrodes such as those made of
platinum (in particular, the hydrolysis of water
that leads to very large changes in pH in the
electrode formulations and/or demands the
presence of a strong buffer).[64–67] A potential
problem with the use of Ag/AgCl electrodes
for peptide/protein delivery is that these drugs
may be inactivated/degraded at the silver chlor-
ide surface.[52,68] It may be necessary, therefore,
to devise a means to keep the drug away from
the electrode (e.g., use of a semipermeable mem-
brane or a salt bridge).[52,68–70]

Now, we can summarize the principal teachings of
the field with respect to peptide and protein delivery
by iontophoresis. First, we consider the major results
reported in vivo in different animal models. The
tripeptide Thr-Lys-Pro has been iontophoresed into
hairless rats.[71] The apparent urinary excretion rate
of the peptide following in vivo delivery was shown
to be completely consistent with the measured flux
in vitro. Pretreatment of rats with an iontophoretic
current followed by passive application of the peptide,
also resulted in enhanced delivery. No histological
changes were detected following current passage in
vivo, only slight reddening at the skin area under the
electrodes. Notable delivery rates of octreotide
(a somatostatin analog) were obtained following
application of mild current densities (50–150 mA/cm2)
in vivo in rabbits.[72] Increasing the intensity of the
applied current elicited a proportional increase in
peptide plasma levels, and drug input declined quickly
upon current termination. On the other hand, another
study, in which human calcitonin was delivered into
hairless rats, showed that the lowering of serum cal-
cium was not linearly dependent upon either current
density or time of current application.[73] Iontophoresis
of LHRH has been investigated in vivo in pigs.[74]

Elevated LHRH concentrations were measured in the
blood and concomitant increases in LH (luteinizing
hormone) and FSH (follicle stimulating hormone)
levels were observed, demonstrating that the hormone
was delivered as the pharmacologically active species.
Circulating levels of LHRH fell rapidly upon termi-
nation of iontophoresis. A larger peptide, growth hor-
mone releasing factor, GRF (1–44) (MW 5040), was
delivered by iontophoresis into hairless guinea pigs,
resulting in steady-state plasma levels of �0.2 ng/ml,
which, in terms of flux, signifies that an input rate of
�3.16 mg/h was achieved.[75]
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Secondly, we survey briefly the published findings
on peptide/protein delivery by iontophoresis in man.
Delivery of calcitonin gene-related peptide (CGRP)
and vasoactive intestinal polypeptide (VIP) has proven
useful in the clinical treatment of venous stasis
ulcers.[76] In 66 patients, 40 cm2 iontophoretic patches
were applied to intact skin in the proximity of the
ulcer. Pulsed electric current was delivered for 20 min.
It was found that CGRP and VIP delivery was
enhanced, as deduced from the clinical results, and that
the electric current passing close to the ulcer area had a
positive influence on the healing process. The ionto-
phoretic delivery of leuprolide, a LHRH analog, has
also been investigated in human subjects.[77,78] It was
shown, following iontophoresis, that the observed
increases in LH levels were comparable with those
obtained after subcutaneous injection.[77] The result
was particularly remarkable considering the low cur-
rent density delivered: that is, 0.2 mA over 70 cm2

(�3.1 mA/cm2). Only 2/13 volunteers reported a
tingling sensation during current passage while some
erythema (which, nevertheless, resolved quickly after
current termination) was observed at the electrode sites
in 6/13 subjects. In a further report in human volun-
teers, the effect of formulation variables on the ionto-
phoretic delivery of leuprolide[78] was examined.
Highest transport was observed with the lowest leupro-
lide concentration investigated (Fig. 6). Changes in the
ionic strength of the donor formulation had a greater

effect on circulating leuprolide than on LH and testos-
terone levels, an observation that can be partially
explained in terms of interindividual differences in
the pharmacological response.

Lastly, we address insulin delivery to which much
effort has been dedicated. While the insulin ‘‘spikes’’
required postprandially may be difficult to achieve
with iontophoresis, the method may have the potential
to mimic the physiological, nearly constant, basal
secretion (1 IU/h) of the hormone, which is observed
in the non-diabetic adult (i.e., a requirement that is
not provided by intermittent subcutaneous injec-
tions).[79] A recent, excellent review[80] of the work
performed (almost exclusively in animal models) con-
cludes that while insulin iontophoresis can be sufficient
to treat a small diabetic animal, the best deliveries
achieved are still 1–2 orders of magnitude below that
necessary to meet the basal secretion level in humans.
It seems unlikely, therefore, that we will see an insulin
iontophoretic delivery system on the market in the
foreseeable future.

Electroporation

The application of high-voltage electrical pulses to the
skin (so-called electroporation) is another approach
that has also been used to increase peptide delivery
across the epidermal barrier. Several reviews of the
application of electroporation to increase transdermal
delivery have been published within the last few
years.[81–85] Unlike iontophoresis, which employs small
currents (0.5mA/cm2) for relatively long periods of
time (many minutes to hours), electroporation involves
exposure of the skin to relatively high voltages (on the
order of 30–100 V imposed across the skin) for rather
short times, typically one to several hundred millise-
conds.[85–87]

Mechanistically, as well, electroporation almost cer-
tainly differs from iontophoresis and an important
effect involves the creation of new, low-resistance path-
ways through the stratum corneum. However, a
detailed discussion of the physical impact of electro-
poration on skin barrier function is beyond the
scope of this chapter, and the reader is referred to
the literature for specific details.[84,86,88]

In terms of peptide/protein delivery using electro-
poration, the most systematic work has been per-
formed with the decapeptide LHRH,[89,90] and the
ability of electroporation to induce its rapid delivery
relative to ‘‘conventional’’ iontophoresis, in particular,
has been clearly demonstrated.[89] Specifically, using
human skin in vitro, it was shown that a single electro-
porative pulse applied for 5 ms, followed by 30 min of
iontophoresis at ‘‘normal’’ current densities, induced
significantly higher delivery of LHRH than iontophoresis
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Peptides and Proteins: Transdermal Absorption 2749



P
eptides

alone[89] (Fig. 7). An obvious allusion to an intravenous
bolus followed by an infusion can be drawn from this
work. Subsequently, in a sophisticated ex vivo model
(theisolated perfused porcine skin flap), the pulsatile
input of LHRH by electroporation was again exam-
ined, with the reproducibility of input following a
second pulse of particular interest.[90]

Another recent pair of investigations have examined
the application of electroporation to enhance the deliv-
ery of cyclosporin for the treatment of psoriasis.[91,92]

Compared to passive transport, single electroporative
pulses resulted in up to a 60-fold enhancement in hairless
rat skin permeability depending upon the vehicle used.

It must be said, however, that practical questions
pertaining to electroporation are important barriers
to its further development. Use of the high voltages
required raises significant questions about safety, and
how exactly electroporation would be practised in
reality—only in hospital, or a doctor’s office? What
are the effects of electroporation on the skin? Acutely,
within certain limits, the results are cautiously opti-
mistic but, chronically, no one knows. And, from a
marketing standpoint, electroporation must be
grouped with other so-called ‘‘minimally invasive’’
technologies, which effectively remove the SC from
the delivery equation. Under these circumstances, will
electroporation compete with microneedles or ‘‘pain-
less’’ injections? In short, electroporation has a long
way to go before it can ever be perceived as a serious
challenge to a simple injection.

Sonophoresis

The use of ultrasound (US) to enhance percutaneous
absorption (so-called sonophoresis or phonophoresis)
has been studied over many years, and is the basis of
US propagation and US effects on tissue, and the use
of US in transdermal delivery have been reviewed in
detail.[93–96] The proposed mechanisms by which US
enhances skin penetration include cavitation, thermal
effects and mechanical perturbation of the SC; that
is, US acts on the barrier function of the membrane.[96]

Sonophoresis has employed three distinct categories
of US: ‘‘high-frequency’’ or diagnostic US (2–10 MHz),
‘‘mid-frequency’’ or therapeutic US (0.7–3 MHz), and
‘‘low-frequency’’ US (5–100 kHz). It appears, from a
general overview of the literature, that the efficiency of
US-mediated drug delivery depends on several factors,
including US frequency, intensity (i.e., power per unit
area), continuous versus pulsed mode, duty cycle,
duration, coupling medium, and so on. The fact that
very few studies have used common values for some or
any of these parameters almost certainly accounts for
the different and sometimes contradictory results in the
public domain.

It should be noted that the US beam is made up of
two components: the field closest to the transducer,
and the field further away (the final, diverging conical
part).[93] The relative size of these two zones, and their
separation, is a function of a) the US wavelength (i.e.,
frequency) and b) the transducer radius. The distri-
bution of energy across these two regions is not uni-
form; indeed, near the transducer, it becomes quite
complex, emphasizing again how small changes in
experimental protocol between studies can lead to sig-
nificantly different results.

Form a practical standpoint, unlike the situation
with iontophoresis, the transition from laboratory-size
US equipment to a small, user friendly, and compatible
device remains a challenging ‘‘scale-down’’ problem.
Furthermore, as mentioned above, it appears that US
acts on the skin barrier per se (while iontophoresis
seems to exert its effects more specifically on the sub-
stance targeted for delivery) implying, therefore, that
control of the enhancement technology continues to
be an issue for the long-term, safe, and effective appli-
cation of this method.

With respect to US-enhanced peptide and protein
delivery, the most impressive results have been seen
in the ‘‘low-frequency’’ domain. Tachibana et al. were
the first to report the increased delivery of insulin across
the skin of hairless mice[97] and rabbits[98] in vivo. Using
US at 105kHz (90 min, ‘‘pulsed’’: 5 s on, 5 s off), signi-
ficant insulin delivery and concomitant lowering of
blood sugar were seen in diabetic rabbits[98] (Fig. 8).
At a slightly lower frequency[48] (kHz), a similar glucose-
lowering effect was observed in the hairless mouse.[97]
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Fig. 7 Transport of LHRH (mean � SD) across human
epidermis in vitro. A) passive flux, B) transport after 30 min
of iontophoresis at 0.5 mA/cm2; D) transport after a single

electroporative pulse (1000 V, 5 msec) followed by 30 min
of iontophoresis at 0.5 mA/cm2. The passive fluxes 2 h after
termination of treatments B and D (columns C and E,
respectively) are also shown. (Redrawn from data in Ref.[89].)
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Subsequently, Mitragotri et al.[99] described similar
results in hairless rats; in this case, the US frequency
was 20 kHz, with a duration of application of up to
4 h, using 100 ms pulses at US intensities between 12.5
and 225 mW/cm2 [lately, this intensity range has been
corrected to 1.6–14 W/cm2].[100] The same authors also
reported that this low frequency US approach could
be used to significantly enhance the delivery of inter-
feron-g (MW �17 kDa) and erythropoetin (MW
�48 kDa) in vitro, that is, that macromolecules of much
greater size could now be deliverable across the skin. It
should be said, however, that no further data on these
proteins has been reported since the initial publication
in 1995.[99]

Additional work, however, has addressed mecha-
nistic aspects of the effects of low-frequency US.
Cavitation and thermal effects have been postulated
and, to a certain extent, characterized,[101–104] but
further work is clearly needed to define exactly
how US interacts with the skin barrier to increase its
permeability.

Only one publication has presented data to support
the idea that higher frequency (1 MHz) US can be used
to increase peptide delivery across the skin.[105] The
enhanced transport of poly-L-lysine (MW ¼ 4-kDa)
across human epidermis has been reported, a finding
completely at odds with the relatively modest action
of US at this frequency on the percutaneous
penetration of several ‘‘small’’ molecular weight
substances.[96]

Finally, in a related approach, Lee et al. have used
photomechanical waves to enhance the skin delivery
of 5-aminolevulinic acid (ALA), a d-amino acid

used in photodynamic therapy.[106] The broadband,
compressive waves appear to interact with tissues
uniquely via mechanical forces. ALA delivery was
shown to be proportional to the peak stress (388–
503 bar) of the photomechanical wave applied.

In conclusion, despite the exciting low-frequency
US results obtained, there remain important questions
about mechanism, local skin effects and tolerability,
reversibility, and ultimate practicability. These issues
must be addressed before sonophoresis can move from
research to development mode.

Gene and DNA Delivery to the Skin

The goal of gene therapy is to modify in some way the
synthetic capability of a target cell, or population of
cells, to provoke in situ the desired ‘‘therapeutic
response’’.[107] While conceptually attractive, gene
therapy is presently limited by problems associated
with delivery; that is, how does one get the gene to
the place where it can elicit its effect, and then how
does one appropriately regulate the expression of the
gene introduced?

Gene delivery to, or via, the skin has three principal
objectives:[108] a) the treatment of primary cutaneous
diseases and wounds, b) inducing skin cells to encode
a protein which is subsequently released into the sys-
temic circulation in a controlled fashion, and c) immu-
nization. The first two instances involve a chronic
delivery challenge, whereas immunization requires only
acute exposure to the DNA involved.

Chronic delivery can be achieved, at least theoreti-
cally, either ex vivo or in vivo. In the former approach,
cells are harvested from the skin by biopsy and cul-
tured in vitro. Gene transfer is then effected in this in
vitro setting (e.g., by electroporation) and the trans-
fected cells are finally grafted back into the host.[108]

Clearly, this is a labor-intensive, complex, and expen-
sive procedure. In the latter case, genetic material has
been administered directly to intact skin, using either
viral or non-viral vectors (e.g., adenovirus or modified
herpes virus and DNA complexed with liposomes,
respectively). In addition, a variety of physical methods
have been investigated for DNA transfer into skin
including direct injection (of both the naked DNA
and plasmid associated with different vectors), particle
bombardment (the ‘‘gene gun’’), ultrasound, electro-
poration, and other so-called minimally invasive tech-
niques.[108–110] However, direct gene transfer in vivo,
while attractive conceptually and technically easier to
perform, has proven to-date to be rather inefficient
and to result in only low and transient levels of gene
expression.[108]

DNA immunization consists of encoding an antigen
in a plasmid, which is then transfected into cells in vivo.
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This results in expression of the antigen and the sub-
sequent induction of an immune response to the
expressed protein.[111] As the protein antigen is pro-
duced ‘‘naturally’’ in vivo, both cellular and humoral
responses are developed. Skin has been proposed as
an attractive site of immunization, and several skin cell
types can become involved in DNA uptake, antigen
expression and presentation. Quite recently, for
example, in a mouse model, immunization has been
reported following topical application of an aqueous
solution of naked DNA.[112] Given what one knows
about the skin’s passive permeability to macromole-
cules, it is clear that only a very small quantity of
DNA vaccine is required for immunization.

In summary, while the field of gene therapy in gen-
eral is attracting widespread interest at this time, real
successes at the level of the skin (beyond those positive
results obtained in various model systems) are few and
far between. It is clear, then, that considerably more
work needs to be done. Detailed, and current, over-
views of the state-of-the-art in cutaneous gene delivery
can be found in Refs.[108,111].

Minimally Invasive Delivery Technologies

Finally, we consider the delivery of peptides and pro-
teins across the skin by methods that physically cir-
cumvent the stratum corneum barrier in ways
designed to be less invasive than the use of a classic
needle and syringe. In these approaches, therefore,
the excellent barrier function of the SC is acknowl-
edged, and one turns one’s attention to bypassing this
membrane in as least offensive a fashion as possible.
This strategy for peptide delivery into the systemic cir-
culation has been known for some time, however. The
Matse Indians from Peru use one variation of this idea
in shamanic hunting practices.[113] Having obtained an
extract from the skin of the frog Phyllomedusa bicolor
(which contains �7 wt% active peptides), a formu-
lation is prepared and then applied to a small area
of skin the epidermal barrier of which is first burned
away with a smouldering twig. Within minutes of
application, the treated individual experiences violent
peripheral, gastrointestinal, and cardiovascular effects,
followed by further remarkable central responses
(increase in physical strength, resistance to hunger,
thirst, stress, and so on).

Back in the world of intellectual property and
patent protection, a number of sophisticated technolo-
gies have evolved in recent years and have often been
applied to peptide and protein delivery objectives.
Among the approaches used, one can cite ablation of
the SC by laser radiation, by heat, and by erosion, as
well as the use of particle bombardment and micronee-
dles of various configuration. Some approaches are

even suggested for use in combination with
other transdermal technologies, such as iontophoresis.
As yet, none of these methods are approved clinically
for peptide/protein delivery and all have yet to show
real superiority over the gold standard injection via a
conventional needle and syringe. An excellent
review of the field has recently been written by Down
et al..[114]

Mid-infrared laser ablation of the SC has been used
to allow the transdermal delivery of interferon-g.[115]

The mechanism by which this laser beam ‘‘explodes’’
away the SC is complex, yet quite reproducible and
controllable, in that the number of laser pulses is cor-
related to the degree of SC damage (and hence to the
peptide’s permeability through the tissue). Tissue
destruction below the SC appeared to be minimal.

The MicroPorsTM technology[114,116] consists of
directing tightly focused thermal energy into the SC
to create micropores. The skin is contacted by a wire
mesh through which a current is passed that causes
local heating sufficient to burn small holes in the bar-
rier. Delivery of insulin by this approach has been sug-
gested.[116] A more macroscopic method to create an
erosion in the SC is via ‘‘suction de-epithelializa-
tion’’.[117] Using a vacuum, a small blister (6 mm diam-
eter) is formed on the skin; the tissue separates at the
dermal–epidermal junction. The roof of the blister is
then removed (‘‘guillotined,’’ as it were) exposing a
small area of dermis to which a drug solution can be
directly applied. Feasibility, in vivo in man, was
demonstrated using the antidiuretic peptide 1-deamino-
8-D-arginine vasopressin (dDAVP) and stable, thera-
peutically active plasma levels were achieved rather
quickly.[117] The successful delivery of an oxytocin
analog has also been shown.[118] The authors claim that
the dermal microcirculation remains intact and func-
tional following creation of the erosion. Mild inflam-
mation is observed and the erosion self-heals over
time with, apparently, minimal scarring. However,
practical applications of this approach, especially for
chronic disease treatment, appears unlikely, and
issues related to local infections will have to be
addressed.

High-velocity particle delivery across the skin is the
technology of a major drug delivery operation based in
the UK and USA (PowderJect, Inc.).[119] Once a drug
has been formulated as an appropriate and well-
characterized powder, it is then introduced into a com-
pact hand-held device in which a supersonic flow of gas
accelerates the particles to a speed high enough that
they can collide with the skin having enough energy
to penetrate the outer layers and effect drug delivery.
The depth and extent of delivery depends on the speed,
diameter, and density of the drug particles. Again,
insulin has been a peptide of choice for study by this
method.[120]
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Finally, with the explosion of interest in microma-
chining and microfabrication, it is not surprising that
drug delivery afficionados have turned their attention
to the production of arrays of micron-sized micronee-
dles capable of creating transport pathways across the
SC without eliciting disagreeable perception on the
part of the patient.[121,122] Various configurations and
forms of these devices have been evolved, the majority
of which involve extremely sharp tips and needle
lengths on the order of 100 mm. At the time of writing,
no specific publications detailing peptide/protein
delivery using this technology have appeared.

Overall, then, the minimally invasive field is an
active and imaginative one, of much perceived promise.
However, it remains to be seen, as this technology
matures and as it moves closer to real clinical testing
against known effective methodologies, whether the cur-
rent level of excitement (and investment) will be
rewarded by the realization of successful and market-
able products.

CONCLUSIONS

The relatively non-invasive nature of transdermal drug
delivery, and the fact that this route can simul-
taneously avoid problems associated with presystemic
metabolism and mimic (at least, to some extent) par-
enteral input profiles, are significant advantages. There
have been, therefore, diverse attempts to exploit the
skin for peptide and protein delivery. As we have noted
before, transdermal administration, with or without
one or more enhancement technologies, will always
be limited to potent drugs and this accounts, once
more, for the effort devoted to peptide and protein
(i.e., typically very active substances) administration
via this route.

Even the simplest structure–permeation relation-
ships for percutaneous transport (no matter their lim-
itations) indicate that the bigger a molecule, the
poorer its diffusivity across the skin. Thus, larger mole-
cules cannot be considered as transdermal candidates
unless they are extremely potent. Vaccines are one such
example and, given the skin’s role as an immunological
organ, represent a potentially very interesting oppor-
tunity for the transdermal route. For other peptides
and proteins, at least to-date, an enhancement strategy
appears to be obligatory in order that the skin’s barrier
function can be overcome.

The different approaches used have all yielded some
effect, in that increased peptide/protein delivery has
been achieved. However, with the possible exception
of iontophoresis, few of the various technologies
employed have achieved an advanced state of maturity.
Even in the case of iontophoresis, despite considerable
activity and many publications in the literature, there

are no peptide delivery systems on the immediate
horizon (although there are products with ‘‘normal’’
drugs in the later steps of development). Typically, in
the biotech era of the last 20 years, the newer technol-
ogies, including the ‘‘minimally invasive’’ methods
(i.e., those about which we know the least and whose
associated problems are poorly, or have yet to be,
characterized!) are now attracting most attention and
the highest level of investment.

It remains to be seen, therefore, whether the trans-
dermal route will eventually yield a marketable deliv-
ery system for one or more peptides and/or proteins.
For some of the enhancement technologies available,
considerably more work needs to be done to establish
that there is a distinct advantage over a needle
and syringe (e.g., ultrasound, electroporation, and all
‘‘minimally invasive’’ methods); for iontophoresis,
much of the groundwork has been done and the basic,
mechanistic principles are becoming clearer—the chal-
lenge now is to identify the right peptide candidates
and to initiate a serious development effort. Vaccine
delivery appears to be an intriguing opportunity and
of much interest; time will tell if the transdermal route
will prove compatible with this important goal.
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21. Boddé, H.E.; Verhoef, J.C.; Ponec, M. Transdermal pep-
tide delivery. Biochem. Soc. Trans. 1989, 17, 943–945.

22. Choi, H.K.; Flynn, G.L.; Amidon, G.L. Transdermal
delivery of bioactive peptides: the effect of n-Decylmethyl
Sulfoxide, pH, and inhibitors on enkephalin metabolism
and transport. Pharm. Res. 1990, 7, 1099–1106.

23. Banarjee, P.S.; Ritschel, W.A. Transdermal permeation of
vasopressin. I. Influence of pH, concentration, shaving and
surfactant on in vitro permeation. Int. J. Pharm. 1989, 49,
189–197.

24. Banarjee, P.S.; Ritschel, W.A. Transdermal permeation of
vasopressin. II. Influence of azone on in vitro and in vivo
permeation. Int. J. Pharm 1989, 49, 199–204.

25. Ogiso, T.; Iwaki, M.; Yoneda, I.; Horinouchi, M.;
Yamashita, K. Percutaneous absorption of elcatonin and
hypocalcemic effect in rat. Chem. Pharm. Bull. 1991, 39,
449–453.

26. Ogiso, T.; Iwaki, M.; Tanino, T.; Paku, T. Effectiveness
of the elcatonin transdermal system for the treatment of
osteoporosis and the effect of the combination of elcatonin
and active vitamin d3 in rat. Biol. Pharm. Bull. 1993, 16,
895–898.

27. Lu, M.F.; Lee, D.; Rao, G.S. Percutaneous absorption
enhancement of leuprolide. Pharm. Res. 1992, 9, 1575–1579.

28. Roy, S.D.; de Groot, J.S. Percutaneous absorption of
nafarelin acetate, an LHRH analog, through human
cadaver skin and monkey skin. Int. J. Pharm. 1994, 110,
137–145.

29. Setoh, K.; Murakami, M.; Araki, N.; Fujita, R.;
Yamamoto, A.; Muranishi, S. Improvement of transder-
mal delivery of tetragastrin by lipophilic modification with
fatty acids. J. Pharm. Pharmacol 1995, 47, 808–811.

30. Egbaria, K.; Ramachandran, C.; Weiner, N. Topical deliv-
ery of ciclosporin: evaluation of various formulations
using in vitro diffusion studies in hairless mouse skin. Skin
Pharmacol. 1990, 3, 21–28.

31. Short, S.M.; Paasch, B.D.; Turner, J.H.; Weiner, N.;
Daugherty, A.L.; Mrsny, R.J. Percutaneous absorption
of biologically-active interferon-gamma in a human skin
graft-nude mouse model. Pharm. Res. 1996, 13, 1020–
1027.

32. Short, M.S.; Rubas, W.; Paasch, B.D.; Mrsny, R.J. Trans-
port of biologically active interferon-gamma across human
skin in vitro. Pharm. Res. 1995, 12, 1140–1145.

33. Vutla, N.B.; Betageri, G.V.; Banga, A.K. Transdermal ion-
tophoretic delivery of enkephalin formulated in liposomes.
J. Pharm. Sci. 1996, 85, 5–8.

34. Février, F.; Bobin, M.F.; Lafforgue, C.; Martini, M.C.
Advances in microemulsions and transepidermal pen-
etration of tyrosine. S.T.P. Pharma. Sci. 1991, 1, 60–63.

35. Rolland, A. Pharmaceutical Particulate Carriers: Thera-
peutic Applications; Rolland, A., Ed.; Marcel Dekker,
Inc.: New York, 1993; 367–421.

36. Schreier, H.; Bouwstra, J. Liposomes and niosomes as top-
ical drug carriers, dermal and transdermal drug delivery. J.
Controlled Release 1994, 30, 1–15.

37. Cevc, G.; Blume, G.; Schätzlein, A.; Gebauer, D.; Paul, A.
The skin: a pathway for systemic treatment with patches
and lipid-based agent carriers. Adv. Drug Deliv. Rev.
1996, 18, 349–378.

38. Weiner, N.; Williams, N.; Birch, G.; Ramachandran, C.;
Shipman, C., Jr.; Flynn, G. Topical delivery of liposomally
encapsulated interferon evaluated in a cutaneous herpes
guinea pig model. Antimicrob. Agents Chemother. 1989,
33, 1217–1221.

39. Cevc, G.; Gebauer, D.; Stieber, J.; Schätzlein, A.; Blume, G.
Ultraflexible vesicles, transfersomes, have an extremely low
pore penetration resistance and transport therapeutic
amounts of insulin across the intact mammalian skin.
Biochim. Biophys. Acta 1998, 1368, 201–215.

40. Glenn, G.M.; Rao, M.; Matyas, G.R.; Alving, C.R. Skin
immunization made possible by cholera toxin. Nature
1998, 391, 851

41. Scharton-Kersten, T.; Yu, J.M.; Vassell, R.; O’Hagan, D.;
Alving, C.R.; Glenn, G.M. Transcutaneous immunization
with bacterial ADP-ribosylating exotoxins, subunits, and
unrelated adjuvants. Infect. Immun. 2000, 68, 5306–5313.

42. Paul, A.; Cevc, G.; Bachhawat, B.K. Transdermal immuni-
zation with large proteins by means of ultradeformable
drug carriers. Eur. J. Immunol. 1995, 25, 3521–3524.

43. Paul, A.; Cevc, G.; Bachhawat, B.K. Transdermal immu-
nisation with an integral membrane component, gap junc-
tion protein, by means of ultradeformable drug carriers,
transfersomes. Vaccine 1998, 16, 188–195.

44. Green, P.G. Iontophoretic delivery of peptide drugs. J.
Controlled Release 1996, 41, 33–48.

45. Delgado-Charro, M.B.; Guy, R.H. Iontophoresis of pep-
tides. In Electronically Controlled Drug Delivery; Berner,
B., Dinh, S.M., Eds.; CRC Press: Boca Raton, 1998;
129–157.

46. Kim, A.; Green, P.G.; Rao, G.; Guy, R.H. Convective sol-
vent flow across the skin during iontophoresis. Pharm.
Res. 1993, 10, 1315–1320.

47. Marro, D.; Guy, R.H.; Delgado-Charro, M.B. Character-
ization of the iontophoretic perselectivity properties of
human and pig skin. J. Controlled Release 2000, 70,
213–217.

48. Burnette, R.R.; Ongpipattanakul, B. Characterization of
the permselective properties of excised human skin during
iontophoresis. J. Pharm. Sci. 1987, 76, 765–773.

49. Pikal, M.J. The role of electroosmotic flow in transdermal
iontophoresis. Adv. Drug Deliv. Rev. 1992, 9, 201–237.

50. Guy, R.H.; Kalia, Y.N.; Delgado-Charro, M.B.; Merino,
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Pharmaceutical Data: Mathematical Modeling

David W.A. Bourne
College of Pharmacy, Health Sciences Center, The University of Oklahoma,
Oklahoma City, Oklahoma, U.S.A.

INTRODUCTION

The intent of this article is to give the reader an over-
view of mathematical modeling as it can be applied to
pharmaceutical and especially pharmacokinetic data.
The emphasis is on the application of non-linear
regression techniques for the determination of suitable
models and best-fit parameter estimates. A number of
topics are discussed, including simulation of models
described as explicit, implicit, or differential equations;
numerical integration methods; optimization algo-
rithms; weighting schemes; evaluation of program out-
put; and approaches for designing future experiments.

The discussion begins with a rationale for modeling
and a general approach to the development of suitable
models. A brief review of various pharmacokinetic and
other pharmaceutical models are followed by a
description of methods used to determine calculated
values of the dependent variable. The next step in mod-
eling the data involves parameter estimation using a
suitable optimization procedure. Not all data points
have the same error or uncertainty, thus a weighting
scheme should be considered. A variety of schemes
are commonly used and all have some advantages.
An extremely important part of any modeling exercise
is the evaluation of the computer output. Each com-
puter program will provide various information such
as plots of the data and residuals, tables of observed,
calculated, and residual data, and a variety of statisti-
cal parameters. These all can be important in the
overall evaluation of the results. The first experiment
and the first model are usually not final. Determination
of the best model to explain the available data may
be required. More experiments may be necessary, thus
optimal sampling times or sample sites may need to
be explored.

REASONS FOR MODELS

Successful modeling of experimental data should result
in a concise and, it is hoped, precise representation of
the real world. Successful models allow the exploration
of mechanisms, simplify the reporting of experimental
results by the condensation of the data collected allow-
ing useful prediction of future results.

Mechanisms Exploration

Modeling allows the investigator to explore the under-
lying mechanism controlling various processes. The
investigator may develop a hypothesis theoretically
or based onpreliminary observations. When fully
developed, this hypothesis may result in one or more
mathematical descriptions. On the basis of this hypoth-
esis, experiments are planned and conducted and the
results are analyzed. The most successful hypothesis
or mathematical model will best explain the collected
data. Variations between the predicted and measured
observations may lead to refinement of the hypothesis
(or the experimental techniques). An extension of the
original experiments may be used to support and con-
firm the hypothesis. For example, a pharmacokinetic
model developed after single-dose administration of a
drug may be tested by changing the route of adminis-
tration or by using multiple-dose administrations.

Data Condensation

Mathematical models allow for considerable data com-
pression. Data that fill many notebooks and/or tables
may be summarized by means of the few parameters of
a well chosen model. Plasma concentration versus time
data collected during a pharmacokinetic study in many
patients may be summarized using a volume of distri-
bution term and an elimination half-life. Other models
may include more parameters, but there is always a
considerable compression in the information required
to describe the overall results of the study. An exten-
sive drug stability study involving many samples stored
at various elevated temperatures may be summarized
as a single time for 10% decomposition at room
temperature. Determination of appropriate models
can be a very useful method of summarizing an experi-
mental study.

Prediction

A thoroughly tested model with numerically determined
parameter values should have very good prediction
potential. A successful drug regimen design relies on
the development of suitable pharmacokinetic models.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000405
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 2757



P
harm

a–
P

harm
acokinetics

With a good pharmacokinetic model and parameter
values determined in similar patients, it becomes possible
to calculate successful dosage regimens for future
patients, either directly or by using a Bayesian analysis
with limited patient data.

GENERAL METHOD

The detailed design of an experimental study varies
considerably depending on the area of research, the
objectives of the study, the study material available,
and available methods of data collection. As many vari-
ables as possible should be controlled or measured.
Study material and assay methods should be well
defined. The sample schedule should be optimized to
collect the most informative data. (Optimal sampling
strategies are discussed later.) Once the experiment is
designed and the data collected, a mathematical model
can be used to analyze the results. Typically, a number
of models will be evaluated, as will the utility of the
data and data schedule. The cycle may include revised
analyses and/or revised experiments (Fig. 1). Methods
for distinguishing between models and for selecting
optimal sampling times are covered later in more detail.

This discussion of mathematical modeling is limited
to methods based on the assumption of error in the y
(dependent) term only. The objective or minimization
function will generally be restricted to the sum of the
weighted residuals between the observed and calculated
data, weighted sum of squared residuals (WSS). The
objective of the mathematical modeling approaches is
to adjust the parameter values so that a minimum value
of the WSS is achieved.

Error in y Term Alone

With any experiment, measurement or random error
may be found in the independent variables, the depen-
dent variables, or both. However, most common
modeling programs assume that the independent vari-
able can be set or measured without significant error.

Thus, all the error is assumed to be with the dependent
variable. Therefore, it is important that the inde-
pendent variables are carefully measured or controlled.
For example, when time is the independent variable,
actual times should be recorded and used in the data
analyses rather than scheduled times. Although most
modeling of pharmaceutical data has confined the
error to the y term, there have been attempts to include
error in the x value during the fitting process.[1]

Least-Squares Criteria

The objective of any modeling exercise is to place a
calculated line (based on some relevant mathematical
model) as close to the data collected as possible. The
difference between individual data points and the cal-
culated line (in a vertical direction—no error in the x
terms) is called the residual. The sum of residuals could
be zero even with very large residuals for individual
points if the negative residuals canceled the positive
values. An absolute residual might solve this problem,
but more usefully, the squared residual will also
achieve the desired result. This is the least-squares
criterion. An extension of this is to weight each data
point by the inverse of the estimated variance. This
term is the objective function, WSS, shown in Eq. (1),
calculated for ‘‘n’’ data points:

WSS ¼
X

i¼n

i¼1

ðCalculated Valuei

� Observed ValueiÞ2 � Weighti ð1Þ

With normal weighted non-linear regression, the objec-
tive is to minimize this objective function. As it is
described later additional terms may be added to the
objective function when performing extended least-
squares Eq. (23) or Bayesian analyses Eq. (24).

Parameter Adjustment

The minimization of the WSS value is achieved by sys-
tematic modification of the values of the adjustable
parameters of the model chosen. Changing the para-
meters moves the calculated line and thus the WSS.
Achieving the minimum WSS most efficiently is the
objective of the minimization algorithms incorporated
into the various non-linear regression programs. Fig. 2
illustrates how the WSS value changes with different
parameter values.

MATHEMATICAL MODELS

Most pharmaceutical results can be quantitated and
represented by a mathematical model. The model thus

models with parameters

•  Design experiment

•  Collect data

•  Develop mathematical

•  Model data

•  Evaluate fit to data

•  Use model

Fig. 1 Mathematical modeling: a general approach.

2758 Pharmaceutical Data: Mathematical Modeling



P
ha

rm
a–

P
ha

rm
ac

ok
in

et
ic

s

developed consists of the dependent variables mea-
sured during the experiments (y), independent vari-
ables (x), parameters (p; adjustable or unknown), and
constants (c). Thus, a mathematical model may have
the general form shown in Eq. (2).

y ¼ fðx;p; cÞ ð2Þ

A number of equations will be presented as exam-
ples of mathematical models in use in pharmaco-
kinetics and pharmaceutics.

Pharmacokinetics

Pharmacokinetics is the mathematical description of
drug absorption and disposition. As such, it lends itself
to mathematical modeling and the use of the models
developed previously. Within the field of pharmacoki-
netics, adifferent types of models are used. These
include compartmental, physiologically-based, and
pharmacodynamic models.

Compartmental models

With this type of model, the subject is represented as a
number of well mixed compartments. When all the rate
processes are first-order, equations in the form of
sums of exponential terms are commonly used. Thus
a two-compartment model is illustrated by Eq. (3):

Cp ¼ A � expð�a � tÞ þ B � expð�b � tÞ ð3Þ

where Cp is the dependent variable (concentration); t is
the independent variable (time); and A, B, a, and b are
parameters.

With more involved compartmental models, includ-
ing, for example, Michaelis–Menten elimination
kinetics, the model may be described more easily using
differential equations. Thus, for a drug eliminated by a
first-order excretion process and a Michaelis–Menten
metabolic process, Eq. (4) holds:

dCp

dt
¼ � Vm �Cp

Km þ Cp
ð4Þ

Initial condition ¼ Dose

V

where dCp/dt is rate of change of drug concentration;
Cp is the dependent variable; ke, Vm, Km, and V are
parameters; and Dose is a constant. The differential
equation is solved numerically to provide Cp values
versus time. More information concerning the various
equations associated with compartmental pharmacoki-
netic models can be found in the text by Gibaldi and
Perrier,[2] Bourne, Triggs, and Eadie,[3] Wagner.[4,5]

Physiologically based pharmacokinetic
models (PBPK)

In contrast to compartmental models where most of
the parameters are abstract and empirically based,
PBPK models include many physiologically relevant
parameters. These parameters include tissue or organ
volumes, blood or plasma flow rates, and partition
coefficients between blood and tissue. In some studies,
protein binding or tissue binding parameters may be
included. Drug elimination is commonly expressed as
renal, hepatic, or other clearance. These models are
expressed as mass balance-based differential equations.
Thus, the rate of change of drug concentration in any
organ or tissue of interest is given by Eq. (5):

V �
dC

dt
¼ ½Mass of drug flowing in �

Mass of drug flowing out� ð5Þ

For a single noneliminating organ, this becomes
Eq. (6):

V �
dCpi

dt
¼ Qi

�Cb �
Qi

�Ci

Ri

� �

ð6Þ

where Ci and Cb (drug concentration in tissue ‘‘i’’ and
blood) are the dependent variables; t is the independent
variable (time); and Qi, Ri, and Vi are tissue blood flow
rate, tissue to blood partition coefficient, and tissue

V = 14 L, kel = 0.03 hr–1

WSS = 65.7

V = 15 L, kel = 0.08 hr–1

WSS = 3.9

V = 16.1 L, kel = 0.11 hr–1

SS = 0.40
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Fig. 2 Illustration of the effect of parameter values on WSS
value. Calculated using a one-compartment IV bolus model
with weighting by 1/Val2.
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volume, respectively. More detailed descriptions of
these types of models can be found in the text by
Gibaldi and Perrier[2] or in the papers of Bischoff
and Dedrick.[4,6]

Pharmacodynamic models

These models are designed to relate drug effect (depen-
dent variable) to drug concentration or time (inde-
pendent variable). Included in these models may be
disposition parameters, such as volumes and rate con-
stants, as well as drug effect parameters such Emax

(maximum effect) and EC50% (concentration eliciting
50% of maximum effect). The Hill equation has been
used successfully to describe the relationship between
effect and drug concentration. More information about
these types of models may be found in the text by
Gibaldi and Perrier[2] or the paper by Sheiner et al.[7]

Jusko proposed an alternative model involving equilib-
rium with the hypothetical receptor site.[8] Recently,
Jusko et al. have described four basic models to describe
indirect drug effects that include tolerance or rebound,
which should be useful.[9,10]

Stability

Drug stability studies may require the use of zero-, first-,
or second-order reaction models. Reaction rates may be
measured as a function of pH and buffer concentrations
to determine the influence of various catalysis possibili-
ties. For example, the hydrolysis of a compound may
be pseudo first-order, as shown in Eq. (7):

dC

dt
¼ �k0 � ½C� ð7Þ

where the first-order rate constant, k0, can be expressed
as in Eq. (8):

k0 ¼ k0 þ kH � ½Hþ� þ kOH � ½OH��
þ kHB � ½HB� þ kB � ½B�� ð8Þ

Here the terms, k0, kH, kOH, kHB, and kB, refer to non-
catalyzed and specific acid, specific base, buffer (acid),
and buffer (base) catalysis. Additional details regarding
the models required to describe drug stability studies can
be found in textbooks such as the one by Carstensen.[11]

SIMULATION OF DATA

Mathematical models involve many different types
of equations. These may be explicit, implicit, or dif-
ferential equations. Dependent variables expressed as
explicit equations are easily calculated. For example,

plasma concentrations after a single oral dose can be
calculated as in Eq. (9):

Cp ¼
F �Dose � ka

V � ðka � kelÞ
� fexpð�kel � tÞ � expð�ka � tÞg

ð9Þ

Implicit equations include the dependent term in a
form not readily separated from the other terms in
the equation. One example in Equation 10 for drug
concentrations after IV bolus administration, follow-
ing Michaelis–Menten elimination kinetics as descri-
bed by Wagner:[12]

C0 � C þ Km � ln
C0

C

� �

¼ Vm � t ð10Þ

Here the dependent variable C is found in two parts of
the equation and cannot be solved directly. Thus, an
iterative method[13] may be necessary to determine
the value of C at each value of t, the independent
variable.

Integration Methods

Many processes in the pharmaceutical sciences are
dynamic. Thus, models of these processes may com-
monly involve differential equations, which must be
numerically integrated at each step in the optimization
procedure. A variety of numerical integration methods
can be used, and some of these are discussed later.

When a model is expressed as differential equations,
they usually must be integrated before the optimization
can be performed. Thus, the differential terms must be
converted into values for the dependent variable. For
example, the differential Eq. (11):

dCp

dt
¼ �kel �Cp ð11Þ

could be converted into the integrated Eq. (12):

Cp ¼ Dose

V
� expð�kel � tÞ ð12Þ

Conversion from the differential equation form can
be performed by analytical methods or numerically,
using appropriate computer algorithms. Analytical inte-
gration may be mathematically intensive (or impossible),
and numerical integration tends to be computationally
intensive. Selection of the best approach depends on
the equations involved.

Laplace transforms

Integration of differential equations can be quite
involved and the subject of complete college courses.[14]

2760 Pharmaceutical Data: Mathematical Modeling
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However, one useful technique is the method of
Laplace transforms. An excellent tutorial is presented
in the two papers by Mayersohn and Gibaldi.[15,16]

Benet and Turi,[17] and Benet[18] present more
advanced techniques, such as the input and output dis-
position functions and the ‘‘fingerprint’’ technique for
the solution of differential equations.

Another approach presented by Yamaoka, Yano,
and Tanaka,[19] uses a fast inverse Laplace transform
to generate the integrated equation data. Thus the
model is described in terms of the Laplace transform
equations and solved numerically.

Numerical integration

Numerical integration also starts with a number of
differential equations and initial conditions. However,
now the computer program performs the integration.
Using carefully defined algorithms, the computer pro-
gram is able to start with the initial condition(s) and
project forward with increasing values of the inde-
pendent variable (often time) according to the slope
given by the differential equation(s). With a careful
selection of algorithm, accurate approximations to
the required result can be calculated efficiently. The
general approach can be understood more easily by
looking at a simple point-slope method such as Euler’s
method. However, these methods are not necessarily
the most efficient. Runge–Kutta methods, including
the Fehlberg modification, have advantages with the
usual differential equations encountered in pharmaco-
kinetics and pharmaceutics. For systems where the rate
constants are widely disparate, so-called ‘‘stiff’’ sys-
tems, other methods become more useful.

Point-Slope Methods. Euler’s method follows directly
from the initial condition as a starting point and the
differential equation as the slope (Fig. 3). Consider
the simple model of a single differential Eq. (13) with
one first-order rate process:

dCp

dt
¼ �kel �Cp ð13Þ

with an initial condition of Cp at time ¼ 0 of Cp0.
Thus, the change in the value of Cp from time ¼ 0
to time ¼ Dt is shown by Eq. (14):

DCp ¼ dCp

dt
�Dt ð14Þ

and the value of Cp at time Dt by Eq. (15):

CpDt ¼ Cp0 � kel �Cp �Dt ð15Þ

If Dt is sufficiently small, relatively accurate calcula-
tions can be performed. Unfortunately, very small step

sizes are often required for reasonable accuracy and
truncation errors then can be significant. Thus, this
method is not generally used with non-linear regression
programs.

Euler’s methods can be derived from a more general
Taylor’s algorithm approach to numerical integration.
Assuming a first-order differential equation with an
initial value such as [dy/dx] ¼ y0 ¼ function of x,
and y ¼ f(x,y) with y(x0) ¼ y0, if the f(x,y) can be
differentiated with respect to x and y, then the value
of y at x ¼ (x0 þ h) can be found from the Taylor
series expansion about the point x ¼ x0 with the help
of Eq. (16):

yðxÞ ¼ y0 þ hy0ðx0Þ þ
h2

2!
� y00ðx0Þ þ � � � ð16Þ

where h is an increment in x, that is Dt. It can be seen
that including only the first two terms on the right side
of Eq. (16) leads directly to Euler’s method. This
method gives increased accuracy with more terms on
the right side of the equation. However, it is not readily
applicable as a general-purpose procedure because of
the requirement for higher-order derivatives. It has
been useful theoretically in the development of more
general-purpose methods such as the Runge–Kutta
methods.

Runge–Kutta Methods. The Runge–Kutta methods
attempt to improve the accuracy of the calculation
and avoid the evaluation of higher-order derivatives.
The general approach is to determine values of the
first-order differential equation at subintervals of the

Cp

Cp0

∆t
t

slope =
dCp

dt

Cp∆t

Fig. 3 Illustration of the point-slope method.
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chosen step size. The way in which these subinterval
results are combined can be derived from the Taylor
series expansion. The most common of these Runge–
Kutta methods is the classical fourth-order version.
The values of the function are calculated four times
for each step to improve the accuracy of the calcu-
lation. For complex functions, this may be a disadvan-
tage. Another problem with this method is that it lacks
any automatic step-size control. Additional details of
these Runge–Kutta methods may be found in text-
books on numerical analysis.[13]

The Runge–Kutta–Fehlberg is a further modifi-
cation of the Runge–Kutta fourth-order method. It
uses a fifth function evaluation to determine the appro-
priate step size. This method appears to be very
efficient for non-stiff systems of differential equations.
Additional details regarding this method and a com-
puter listing can be found in a report by Fehlberg[20]

and in the chapter by Watt and Shampine.[21]

Multistep Methods. Another class of methods, called
multistep methods, involves the use of more than one
previous value in the calculation of the ‘‘next’’ value.
With the slope-point and Runge–Kutta methods, a sin-
gle starting point (and the differential equation) is all
that is required for the calculation of the next value
at (x þ h). With a commonly used four-step method,
values at (x � 3h), (x � 2h), (x � h), and x are
required in the calculation of y at (x þ h). One such
method is that of Adams and Bashford.[22]

The advantage of these techniques is that they
require only one (additional) function evaluation for
each step compared with four or five evaluations for
the typical Runge–Kutta method. Thus, they should
be faster. Their principle disadvantage is that they
are not self-starting. Another method, Euler’s or
Runge–Kutta, is required to calculate the first (three)
values at x, (x þ h), and (x þ 2h) before the
Adams–Bashford multistep equation can be used to
continue the calculation. Additional starting values
are also required whenever the step size is changed.

An extension of the multistep methods is the predic-
tor-corrector approach. Here, the Adams–Bashford
equation may be used to calculate a ‘‘predicted’’ value
for y at (x þ h). Then a second, corrector, equation is
used to refine the valueof y. If the difference between
the predictor and corrector values is within specified
error limits, thecalculation is continued to the next step,
otherwise the step size will be adjusted to maintain the
error limits specified. With fewer function evaluations
per step, these methods can be faster than the Runge–
Kutta methods; however, they are not self-starting.

Methods for Stiff Equations. Stiff systems of differen-
tial equations occur commonly with physiologically
based models. That is, very fast processes and very

slow processes occur in the same model. The ratio
between the fastest and the slowest rate constant can
be used as an index of stiffness. With ratios greater
than 500, a number of the ‘‘non-stiff’’ numerical inte-
gration methods become very inefficient. Gear’s
method for solving stiff systems has achieved wide
acceptance[23,24] and has been incorporated into a num-
ber of non-linear regression programs such as SAAM
II and Boomer. Adam and Gear’s methods are both
included in Gear’s DIFSUB algorithm. The user has
to specify which method they wish to use. The differen-
tial equation solver LSODA included in the ADAPT II
program automatically switches between Adam and
Gear’s methods as required.

FITTING MODELS TO DATA

Fitting the model to the observed data is an important
task. Each mathematical model studied consists of
independent and dependent variables, constants (pos-
sibly), and parameters that have to be estimated. The
objective is to reduce the overall difference between
the observed data and the calculated points by adjust-
ing the values of the parameters. As mentioned earlier,
the methods to be discussed assume that there is no
error in the independent variable. Also, in general,
the criteria of ‘‘best’’ fit will be the weighted sum of
squared residuals between the observed and calculated
data, the WSS. The chosen model can be validated in
part by accurately describing the observed data.

Graphical Methods

It is often possible to manipulate the mathematical
model into the form of a straight-line equation. For
example, the one compartment pharmacokinetic model
after an IV bolus can be expressed as a differential
equation or as an exponential equation as shown earlier.
By taking the natural log of the exponential equation,
Eq. (17) in the form of a straight line can be derived:

lnðCpÞ ¼ lnðCp0Þ � kel � t ð17Þ

Thus, by graphing the data on semilog graph paper
and drawing a straight line through the data it is poss-
ible to read Cp0 from the intercept and calculate kel
from the natural log slope, as in Eq. (18):

kel ¼ �slope ¼
ln Cp1
� �

� ln Cp2
� �

t2 � t1
ð18Þ

Graphical methods have a number of advantages.
They are usually fast and, when performed carefully,
can give accurate results. A major plus for the method
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is the ability to ‘‘see’’ the data and visually determine
whether there are systematic deviations from the cho-
sen mathematical model. Graphical evaluation of the
data may lead to consideration of alternative models.
Graphical methods can be very useful in the estimation
of initial parameter values. Unfortunately, these meth-
ods are not universally available, because it may not be
possible to produce a straight-line equation. When
manipulating the model to produce a straight line,
the observed data is often ‘‘transformed,’’ which may
involve taking the logarithm or the reciprocal of the
observed data. With other models, more involved
transforms are required. This not only distorts the data
but also the error or variance of the data. When using
linear regression by the graphical approach, it is
assumed that the error in each x-value is similar. Once
the data are transformed, this may not be true.
Another problem that is especially relevant with the
use of log transforms and semilog graphical data rep-
resentation involves the visual distortion that can
occur. Typically, much of the graph is taken up by
the least accurate data points; i.e., the last few data
points at the lowest (and thus, the least well defined)
concentrations may dominate the graph. Thus,
although graphical techniques such as semilog data
plots may be useful in the determination of initial esti-
mates, they are not as suitable for complete data analy-
sis or presentation of the final results.

Other approaches have been used for more complex
models. These include curve stripping or the method of
residuals,[2] either manually or using a computer pro-
gram such as CSTRIP and ESTRIP.[25,26] These tech-
niques can separate a multiexponential curve into its
component parts for initial estimates. Other techniques
include deconvolution methods specific to the one and
two compartment pharmacokinetic models.[27,28] The
objective of the deconvolution method is to mathemat-
ically ‘‘subtract’’ the results obtained after IV adminis-
tration from the oral or extravascular data. This results
in information about the input or absorption process
alone. More general methods have been presented by
various researchers that do not rely on a particular
compartmental model.[29–31]

Non-Linear Regression Analysis

For all mathematical models that are not ‘‘naturally’’
straight lines, non-linear regression analysis is often
the best approach. The observed data and the corre-
sponding dependent variable can be analyzed without
transformation. Thus, the data and the error or vari-
ance are not distorted during the analysis. If necessary,
clearly defined weighting schemes can be applied.
Furthermore, multiple observation sets can be readily
accommodated.

Non-linear regression analyses involve relatively
complex calculations and thus are well suited to com-
puter assistance. However, the program must have
a well developed sequence of steps or algorithm to
follow. Some methods are better than others. The pro-
gram is asked to find the minimum point on a weighted
sum of squares (objective or minimized function)
surface. For two parameters, this can be represented
as a three-dimensional surface (Fig. 4).

With more parameters, it is difficult to represent the
shape of the WSS surface, but the program still moves
to a minimum value of the WSS. Depending on the
shape of this surface, there may be a number of local
minima. That is, regions that are ‘‘lower’’ than the sur-
rounding surface but not the ‘‘global’’ minimum. The
objective of the non-linear regression analysis is to reach
the global minimum. Helpful strategies include: 1) care-
ful calculation of initial estimates; 2) repeated analyses
with different sets of initial estimates; and 3) careful
evaluation of the program output, especially the plot
of calculated and observed data versus time (x-value).

Many basic algorithms, each with a number of
refinements, are useful in the search for a global mini-
mum. Some of these methods are described briefly.
These are the grid search, steepest descent, Gauss–
Newton, Marquardt, and simplex methods.

Grid search

This method is more informative, but it can be quite
slow. Its major objective is to produce a weighted sum
of squares surface diagram. In addition the minimum
calculated WSS is estimated. The three-dimensional plot
in Fig. 4 was calculated by this method. The calculation
is set up by inputting the upper and lower limits of each
parameter of interest. This range is split into a number of

Fig. 4 A three-dimensional surface plot of WSS versus
elimination rate constant and volume of distribution for a
two-parameter model.
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steps, and the program calculates the WSS at each
point on the grid. The more steps, the smoother the sur-
face but the longer the calculation. A three-parameter
problem with only 10 steps per parameter (a relatively
coarse grid) requires 1000 (¼ 10 � 10 � 10) calculations
of the WSS. With many parameters and steps, these
calculations can be very lengthy. This method is not
usually used for non-linear regression analyses, but its
output may be educational.

Steepest descent

If the WSS surface is seen as similar to a geographical
section with hills and valleys (at least for the two-
parameter surface), the steepest-descent method would
appear to follow the path of a round ball moving
towards the minimum. When translated to a computer
algorithm, some of the disadvantages become more
apparent. The basic approach is to calculate the slope
of the surface at the point of the initial (or current)
parameter values. This can be calculated as dWSS/
dP over some small increment for each of the para-
meters P. By combining each of these partial deriva-
tives over all the parameters, the direction of
movement towards the minimum can be calculated.
The second part of the problem is the distance h to
move in thespecified direction. This must be determ-
ined by finding the minimum WSS in the direction cal-
culated from the slope. This means extra calculations
of the WSS, which makes this process less efficient,
especially as it approaches the minimum. The new
parameter value is calculated with the help of Eq. (19):

Pnew ¼ Pold � h �
dWSS

dP
ð19Þ

This new value is used as the Pold for the next
iteration.

Gauss-Newton

If we can assume that the WSS surface between the
initial estimate and the global minimum is convex, a
Taylor series expansion leads to the Gauss–Newton
approximation for a step closer to the minimum.[32]

Thus, the next point on the surface can be calculated
as in Eq. (20):

Pnew ¼ Pold �
dWSS

dP

d2WSS

dP2

�

ð20Þ

This method gives both a direction and a distance.
Close to the global minimum, where the surface is typi-
cally more regular, the convergence can be dramatic.
Farther from the minimum, the surface may not be
convex or as smooth, and the method may become

slow or even move away from the minimum. Thus,
good initial estimates are very helpful.

The Gauss–Newton method can be improved by
using two modifications. The first is a damping pro-
cess. Thus, the new WSS is calculated with the help
of Pnew calculated using Eq. (20). If this WSS is worse
than the original WSS, the step size is halved, and the
WSS is calculated again. This is repeated until a preset
number of halvings (dampings) occur or a better WSS
is achieved. Excessive damping can occur close to the
minimum if the WSS surface is very flat, owing to
numerical instability. In this case, the uncertainty in
the final parameter values (expressed as coefficients
of variation or confidence intervals) may be large.

A second method of improving the Gauss–Newton
method is the Marquardt modification.[33] In this case,
the equation for Pnew is modified by the addition of
another term, mI, as in Eq. (21):

Pnew ¼ Pold �
dWSS

dP

d2WSS

dP2
þ mI

� ��

ð21Þ

The analysis is started with a large value of m, which
has the effect of moving the equation in the direction
of the steepest-descent method, which is better farther
from the minimum. As the calculation approaches the
minimum, m is reduced progressively to automatically
approach the Gauss–Newton method, which is better
near the minimum.

Simplex

Another approach that is different from the previous
methods is the simplex method of minimization.[34] It
involves the formation of a simplex, a geometric shape
with (m þ 1) sides, where m is the number of para-
meters on the WSS surface. The WSS is calculated at
each corner of the simplex and compared. The move-
ment of the simplex across the WSS surface (toward
the minimum) is controlled by a small number of rules.
For example, the point with the highest WSS is
reflected across the centroid (center of the simplex) to
produce a new point. If this point has the lowest
WSS, it is extended again. A point with a larger WSS
causes the simplex to contract. By a series of such
steps, the simplex moves across the WSS surface to
approach the minimum value. Although the simplex
method can be relatively slow, it has the advantage
of computational simplicity that makes it useful for a
variety of non-linear regression problems.

Weighting Schemes

After selecting and describing an appropriate model,
choosing a numerical integration method (if necessary)
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and a fitting algorithm, the mathematical modeler may
need to select a weighting scheme for the data to be
analyzed. Ideally, each data point is independent and
has normally distributed error. Even when this is true,
the magnitude of the variance or error in each data
point may not be equal. Thus, a weight equal to the
reciprocal of the variance may be applied to each data
point in thecalculation of the overall WSS. Infor-
mation about the variance, standard deviation (SD),
or coefficient of variation (CV) for each data point
or how these values vary over the complete data
set to be analyzed can be very useful in the selection
of a ‘‘best’’ weighting scheme. The weighting scheme
is best evaluated by looking at the weighted residual
plots as described later.

If a single data set is to be analyzed (at one time)
and the variance is similar for each data point, an
unweighted regression may be appropriate; i.e., each
data point may be given an equal weight. Unweighted
regression may be appropriate when the variance is
small. With physical systems, the weighting scheme
may become less important. The weighting scheme
becomes much more important when there is signifi-
cant error or uncertainty in the data. With biological
studies, such as pharmacokinetic determinations, the
error in the measured data may be considerable,
and the choice of weighting scheme becomes more
important.

When the values of the dependent variable have
considerable error and cover a relatively large range
of values, a carefully selected weighting scheme may
be useful or necessary. When the CV about a series
of data points is constant, that is, there may be �5%
error in each data point, a weighting scheme can be
estimated. Because the CV is equal to SD/Value:

SD ¼ Observed value � CV and Variance

¼ Observed value2 � CV 2

With a single data set, the CV2 can be ignored. How-
ever, when fitting more than one data set simul-
taneously, this value is important. Thus, the weight
would be proportional to 1/observed value2. Other
weighting schemes include a more general expression,
with a and b as constants:[35]

Variance ¼ a � Observed valueb

Provision may be made for an assay sensitivity term:

Variance ¼ a þ b � Observed valuec

Another possibility, especially useful in a clinical
setting with older concentration-versus-time data, is

to apply a smaller weight to older data:[36]

Variance ¼ a þ b � Observed valuec � dðtlast�timeÞ

with d typically equal to1:01 to 1:05:

Careful consideration of the data may suggest a
number of equations for the estimated variance of
the error in the data. The analyst should consider the
overall results produced by the chosen weighting
scheme and especially confirm that the weighted
residual plots are satisfactory.

Selection of appropriate weighting schemes is even
more important if the analyst is modeling more than
one data set simultaneously. For example, drug con-
centration in plasma and cumulative amounts of drug
eliminated into urine may have been collected. Conse-
quently, plasma concentrations may range from 0 to
25 mg/ml and will have quite different variance values
to cumulative amount of drug in urine data ranging
from 0 to 250 mg. If an unweighted analysis was under-
taken, the plasma data (numerically lower values for
concentrations) would tend to be ignored. Alternately,
if the amount of drug excreted into urine was expressed
in grams, not in milligrams, these data would be
ignored during the fit because they are now much
smaller numerically than the plasma concentration.
Obviously, an appropriate weighting scheme must be
developed. The same problem may occur if plasma
concentrations after intravenous and oral administra-
tion is to be analyzed together. Again, consideration
of the computer program output, especially the
weighted residual plots, can help to confirm a chosen
weighting scheme.

Iteratively Reweighted Least Squares

The variance formulas used in ordinary weighted least-
squares analysis use the observed data values. This is
easier to calculate because the observed values do not
change during the fitting process. However, there can
be advantages to using the calculated data values,
instead of the observed values, in the variance formu-
las. Forexample,very low data points (which may have
considerable error) are not given disproportionate
weight. Thus, the technique of iteratively reweighted
least squares may be useful.[37]

Extended Least Squares

Another approach to weighting the data uses the data
itself to develop the variance equation. This is the
extended least squares (ELS) method.[37,38] Parameters
for the variance equations are included in the fitting
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process as well as parameters for the chosen model.
Thus, extra data points are necessary for a successful
analysis. Futhermore, the analyst must decide the
form of the variance equation. An example of a typical
variance equation is:

Variance ¼ a � Calculated valueb

where a and b are parameters to be fitted to the data.
The objective function must also be altered with the
ELS method because driving the calculated variance
to a very large value would automatically make the
WSS very small, regardless of the fit to the data. Thus,
a ln (variance) term is added to the WSS formula as a
penalty, and the objective function to be minimized
becomes Eq. (22):

Objective function ¼
X

i¼n

i¼1

�

CðobsÞi � CðcalcÞi
�2

variance ðP;PV ; tiÞ
þ ln

�

variance ðP;PV ; tiÞ
�

ð22Þ

where P values are the parameters of the model, PV
values are the parameters of the variance equation,
and n is the number of data points. This method is
available in the non-linear regression programs
ADAPT II and NONMEM.

Bayesian Analysis

The analysis of clinical pharmacokinetic data offers
additional challenges. Typically, the number of sam-
ples available from an individual patient can be lim-
ited. In some cases, only one or two samples may be
available. If population-based pharmacokinetic values
are available, it may still be possible to analyze this
limited clinical information using a Bayesian
approach.[36] Using patient and population infor-
mation, the objective function becomes a function of
both the residual between the observed and calculated
data (as in weighted least squares) and the residual
between the population and the calculated values of
the parameters, as shown in Eq. (23):

Objective function

¼
X

i¼n

i¼1

¼
�

CðobsÞi � CðcalcÞi
�2

Variance for data pointi

þ
X

j¼m

j¼1

�

PðpopÞj � PðcalcÞj
�2

Variance for parameterj

ð23Þ

Analysis of Population Data

A typical pharmacokinetic analysis of data from a sin-
gle individual results in estimates for the values and
variance (or SD) of each parameter. The calculated
variance gives an estimate of the closeness of fit, the
adequacy of the number of data points, and the error
in the data values. If this analysis is repeated in a num-
ber of individuals, it is also possible to obtain some
information about the average population value and
intersubject variance. With sufficient data available
from each subject, this two-step approach can be
efficient using any number of non-linear regression
programs.

A few programs are now available that allow the
efficient simultaneous data analysis from a population
of subjects. This approach has the significant advan-
tage that the number of data points per subject can
be small. However, using data from many subjects, it
is possible to complete the analyses and obtain both
between- and within-subject variance information.
These programs include NONMEM and WinNON-
MIX for parametric (model dependent) analyses and
NPEM when non-parametric (model independent)
analyses[39] are required. This approach nicely comple-
ments the Bayesian approach. Once the population
values for the pharmacokinetic parameters are
obtained, it is possible to use the Bayesian estimation
approach to obtain estimates of the individual
patient’s pharmacokinetics and optimize their drug
therapy.

Evaluation of computer program output

Once the computer program completes the calcula-
tions, it is time to evaluate the output, which should
be scrutinized very carefully. Each line is there for a
reason. Obvious errors of data entry can be found by
looking at the data tables and plots. Model misspecifi-
cation may be more difficult to access. Each computer
program will present users with an array of infor-
mation. During the evaluation of this output, the fit
to the data, the weighting scheme used, and parameter
values can be assessed. Each of the items that may be
output by a non-linear regression program should be
considered.

Observed and calculated data

The table of observed and calculated data includes the
observed x and y values. Some programs are sensitive
about how the data should be entered, and data entry
errors may be common. This table should be checked
to ensure that the program is working with the correct
numbers. The calculated data can be compared with
the observed data. If the numbers are not similar, there
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may be problems with parameter value limits or model
specification. A residual or weighted residual is often
included. These values should be of similar magnitude
and randomly positive and negative. The most impor-
tant use of this table is to ensure correct entry of the
observed data.

Most programs provide plots of observed and calcu-
lated data versus the independent variable x. On both
linear or semilog axes, these should be similar, with
the calculated line running close to the observed data.
If the observed and calculated data appear to be going
in different directions, incorrect model specification
should be suspected. If the two lines have a similar
shape but do not coincide, may be a parameter value
limit is causing a problem. Alternately, the program
may have fallen into a local minimum. Rerunning the
analysis with better (different) initial estimates may
help. This plot can be useful in the identification of
incorrectly entered data or outliers.

Another plot often presented is a plot of calculated
data versus observed data (with a line representing
identity). This can be a sensitive plot for the assessment
of the model chosen. Significant systematic deviations
from the identity line may indicate the need for
additional parameters in the model.

Final Parameter Values

Most programs present the final ‘‘best-fit’’ values of
the parameters with some indication of the uncertainty
in these values. Parameter values far from the expected
results may indicate an incorrectly specified model.
Possibly a model constraint has been incorrectly speci-
fied. Incorrect units may be causing a problem. The
uncertainty in the values may be expressed as an SD
or CV. Alternately a CI may be calculated. A high
CV, higher than 20% and especially higher than 50%,
generally indicates a parameter that is not well
described by the data. Maybe the model has too many
parameters. High CV values may be caused by small
number of data points or data with larger error. Sam-
ples may need to be taken fromadditional parts of the
model to fully specify the parameters of interest. This
becomes a problem ofidentifiability, as described
below. Many programs also provide a correlation
matrix of the estimated parameters. A high correlation
(>0.95) may suggest that the model hastoo many para-
meters and that a simpler model may be satisfactory.

Weighted Residual Plots

The weighted residual plots can be very useful in the
evaluation of the chosen model and weighting scheme.
The basic approach is to look for a pattern in the plot.
Two types of patterns may be evidence of a problem in

the analysis. Residuals larger on one side of the plot
compared with the other may indicate a problem with
the weighting scheme. A trend in the residuals either
sloping up or down, or a ‘‘U’’ or inverted ‘‘U’’ shape,
would suggest that one or two additional parameters
should be added the model as seen in Fig. 5. The best
result is a plot with no discernible pattern. This would
support both the model and the weighting scheme
selected for the analysis. A more complete discussion
of residual plots can be found in the text by Draper
and Smith.[40]

Statistical Output

The WSS or other objective function is the major stat-
istical parameter provided by any of the non-linear
regression programs. Typically, the analyst is looking
for a minimum WSS value. However, this can be mis-
leading if a variety of weighting schemes has been used
throughout the analysis phase. For example, with
observations greater than 1, the WSS when using an
equal weight scheme will be much larger than with a
reciprocal observed value or observed value-squared
weighting scheme. Thus, comparisons of WSS (or
WSS-related functions) must be made between analy-
ses using identical weighting schemes. Some programs
will normalize the sum of the weights to be equal to the
number of data points. This may help in the comparison
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Fig. 5 Plot of weighted residual versus time after fitting data
generated with a two-compartment model using a one-
compartment model.
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of results across the weighting scheme, but all compari-
sons should be made with the same weighting scheme.
Comparison of WSS values between similar data sets
may help in the identification of sampling or analysis
problems.

The correlation coefficient R and the coefficient of
determination R2 are often provided. Both terms are
meant to indicate closeness of fit, with a value of 1
representing a perfect fit. With many data sets, a high
value of R (greater than 0.9) seems relatively common
even with a fit that visually looks poor. Thus, the ana-
lyst should not put too much emphasis on this param-
eter. Similarly, high values of R2 are relatively easy to
achieve. Although these parameters are widely used
with unweighted linear least squares, they do not
appear as useful in weighted non-linear regression.

Comparison between Different Models

A number of the output items already described are
useful in the selection of a ‘‘best’’ model. Systematic
deviations in the observed and calculated data plots
may suggest the need for a model with additional para-
meters. Large values for the parameter CV values (or
wide confidence intervals) may indicate a model with
too many parameters. A number of patterns in the
weighted residual plots may suggest the addition of
parameters to the chosen model. The guiding rule is
to start with the simplest model consistent with the
data (and theory). As more parameters are added, it
is expected that the WSS will decrease. The question
becomes, has the inclusion of additional parameters
produced a significant decrease in the WSS. Although
developed for unweighted analyses, a number of
approaches to this question have been used with weighted
non-linear regression. As suggested by Mandel[41] and
Boxenbaum, Riegelman, and Elashoff[42] an F value
can be calculated after the analysis using two different
models (with different numbers of parameters), as
shown by Eq. (24):

F
�

dfj � dfk;dfk

�

¼ WSSj � WSSk

WSSk

dfk

dfj � dfk

ð24Þ

If the calculated F value is higher than the tabled F
at the chosen level of significance (often 0.05), the use
of the more detailed model is supported. Another
commonly used parameter is the Akaike’s Information
Criterion (AIC) value.[43,44] It is calculated for each
model, and the model producing the lowest value
(most negative value) is considered the better model.
The AIC value is calculated using the number of
data (n), WSS, and the number of parameters (m),

as in Eq. (25):

AIC ¼ n lnðWSSÞ þ 2 � m ð25Þ

A variety of other criteria have been developed that
may also be useful. It is hoped that each criterion
(parameter variability, graphical output, AIC, F test,
etc.) will complement each other, allowing the analyst
to make an objective decision.

THE DESIGN OF FUTURE EXPERIMENTS

Once the first modeling phase is complete, the analyst
may wish to consider revision of the experimental
design to test the chosen model or to determine more
reliable values for the parameters of the model. This
leads to a number of approaches.

Extend the Range of the Current Model

Typically, a series of experiments is performed within a
fixed framework. From these results, a ‘‘best’’ model
may be selected and parameters determined. One test
of this model is to make predictions beyond the range
of the original experiments. These predictions can be
tested by performing more experiments in the region
of the new predictions and determine how well the
model simulates the data. For example, a single-dose
study may be conducted with data collected and
analyzed to give a two-compartment pharmacokinetic
model as most appropriate. This model could be tested
by predicting and measuring drug concentrations after
multiple-dose administration. Alternately a different
route of administration may be used.

Identifiability and the Determination
of Appropriate Sampling Sites

When working with complex models, it is easy to try to
build a model more complicated than the data allow.
For example, if a drug is metabolized and excreted
unchanged, it is not possible to identify or determine
a rate constant for excretion and for metabolism with-
out measuring either drug or metabolite in urine. If the
analyst attempted to model this overparameterized
model with just drug-in-plasma data, the uncertainty
(CV values, etc.) about the parameter values would
be very high no matter how many data points were col-
lected or how accurately they were measured. This is a
problem in identifiability. The problem is to determine
whether the minimum number of sampling sites for a
particular model or a given number of sampling sites
can adequately define a proposed model. There are a
number of approaches to this problem. For linear,
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time-invariant systems, the Laplace transform method
is convenient, whereas the Taylor series method is a
more general analytical method.[45–47] Numerical
approaches have been presented by Jacquez and
Perry[48,49] with the development of the IDENT com-
puter program. Another method is to simulate error-
free data for the sample sites and the model chosen
and ‘‘refit’’ these data. If the uncertainties in the para-
meters estimated are large (using numerous, error-free
data), then an identifiability problem should be
expected. The identifiability of a sample and model
set should be determined during the initial experi-
mental design stage. This can avoid considerable time
and expense.

Determine Optimal Sampling Times
to Reduce Parameter Uncertainty

Once the sampling sites have been identified, the next
question is, at what times should the samples be col-
lected. Without any previous knowledge of the model
or system, sampling times are typically determined
from intuition or from similar studies. Because of the
uncertainty in the expected result, more samples are
typically collected over as wide a range in time as poss-
ible. Once these first (pilot study) results have been
analyzed, it is possible to make a more rational
decision regarding the best sampling times. Some
methods use the model selected and the parameter
values first determined to obtain the best sampling
times. The program SAMPLE, part of the ADAPT
II package, uses the C- or D-optimality method. The
result typically is one optimal sample time for each
parameter to be estimated. Many investigators are
uneasy about such a small sample number, thus
additional samples may be included. By repeating the
SAMPLE calculation with a range of parameter
values, it would be possible to determine additional
sample times. These times should give the ‘‘best’’ infor-
mation about the parameters of interest.

Computer Programs

A large number of computer programs are available to
perform the functions of mathematical modeling.
Some of these are listed below. See http://www.
boomer.org/pkin/soft.html for a more complete and
up-to-date list.

1. ADAPT II is supplied as FORTRAN code for
VAX VMS, MS DOS, and SUN UNIX systems.
It performs simulations, fitting, and optimal
sampling and includes extended least-squares
and Bayesian optimization. Models can be

expressed as integrated or differential equations
using FORTRAN statements.

2. BOOMER is supplied as a compiled program
for Macintosh and MS DOS systems. It per-
forms simulation and fitting and includes
Bayesian optimization. Models, integrated or
differential equations, are expressed as a
sequence of parameters.

3. IDENT2 and IDENT3 are provided as FOR-
TRAN source code (IDENT2C is provided in
C) for VAX VMS and other systems. It per-
forms identifiability analysis.

4. MULTI programs by K. Yamaoka and col-
leagues[44] are provided as BASIC source code
within the manuscripts. Different versions
include fitting to integrated or differential equa-
tions, Bayesian analysis, and extended least
squares.

5. NONMEM is provided as FORTRAN source
code for UNIX, IBM, and other computers.
The program performs non-linear regression of
individual or population data.

6. NPEM is a program for performing non-para-
metric expectation maximization.

7. SAAM II is provided as a compiled program for
Windows or Macintosh systems and performs
non-linear regression analysis. It has a graphical
user interface for model specification.

8. WinNonlin is provided as a compiled program
for Windows systems and performs non-linear
regression analysis.
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Pharmaceutical Excipient Testing: Regulatory
and Preclinical Perspective

Paul Baldrick
Covance Laboratories, Ltd., North Yorkshire, U.K.

INTRODUCTION

Pharmaceutical excipients are additives used in the
formulation of pharmacologically active drugs and
can be viewed as any ingredient of a medicinal product
other than the active ingredient. Excipients include
diluents, fillers and bulking agents, binders and
adhesives, propellants, disintegrants, lubricants and
glidants, colors, flavors, coating agents, polishing
agents, fragrances, sweetening agents, polymers, and
waxes. A review of the literature indicates approxi-
mately 1300 excipients used in the pharmaceutical
industry. Chemical and manufacturing (quality)
data can be found for many of these excipients in
European, U.S., and Japanese pharmacopoeias[1–3] or
in a range of other publications,[4–6] but safety (pre-
clinical) data are limited. General safety data can be
found in some publications.[5,7] Reference to excipients
included in drug submissions is given in the FDA Inac-
tive Ingredients Guide,[8] the National Formulary,[9]

and the U.K. ABPI Data Sheets.[10] It is assumed that
reference to an excipient in these publications is a
guarantee of acceptance by a regulatory body of the
excipient in a new drug formulation. Although this is
often the case, there may be gaps in the available data
that may necessitate additional preclinical evaluation.
The use of a novel excipient in a drug formulation
necessitates preclinical testing and evaluation. This
article addresses strategies for preclinical assessment
of completely novel, essentially similar, and established
excipients in view of current difficulties posed by the
lack of a concerted international guideline relating
directly to pharmaceutical excipients. In addition,
the active role of excipients in producing adverse
patient effects and in modulating active drug release
is presented.

REGULATIONS AND GUIDELINES

From an international regulatory point of view,
there is currently little help to address the question
of registration of an excipient as a separate entity.
Furthermore, there is no such thing as an approved
excipient.[11] In Europe, it is assumed that novel excipi-
ents need to be evaluated as new chemical entities.[12–14]

Established excipients are included in marketing
authorization applications (MAAs) for new drugs,
with the assumption that their presence and character-
ization in pharmacopoeias will not cause concern with
European regulators. Information on excipients is
expected in MAA applications.[15] In the United States,
the Food and Drug Administration (FDA) assesses
and permits use of excipients as part of a new drug
application (NDA). As in Europe, it is assumed that
the use of an ‘‘approved’’ excipient ensures its accept-
ance in the new drug formulation. Thus, the FDA
favors commercially established excipients.[16] Interest-
ingly, in the U.S. guideline relating to preclinical data
for NDA submission, excipients are not mentioned.[17]

Although excipients per se are not mentioned in the
Japanese guidelines,[18] the situation with regard to
such materials is similar to that in Europe and the
United States. Under the new Japanese Ministry of
Health and Welfare (JMHW) evaluation system (oper-
ational since 1997), the assessment of pharmaceutical
products containing excipients with prior use in Japan
is performed at the Pharmaceuticals and Medical
Devices Evaluation Center (PMDE). Approval of a
product that contains an excipient with no prior use
in Japan has to be evaluated by the Subcommittee on
Pharmaceutical Excipients of the Central Pharmaceu-
tical Affairs Council (CPAC) concurrently with the
approval process undertaken through the PMDE
Center.[19] Reasons for inclusion of the excipient; pre-
cedents of use; and quality, stability, and safety data
are all needed.

The lack of international regulatory guidelines led
to the formation of the International Pharmaceutical
Excipients Council (IPEC) in 1991. This industry
association, with European, U.S., and Japanese
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membership, has championed the international stan-
dardization of excipients, theintroduction of useful
new excipients, and the development of safety evalu-
ation guidelines. These guidelines, addressing all the
primary routes of drug administration, have been
published.[16] These proposed safety guidelines has
been given to the FDA by the IPEC, with a request
for an evaluation procedure, independent of the
NDA process, for new pharmaceutical excipients.[20]

In Europe, the need for companies to fully consider
the types of excipients in new drug formulations has
been the focus of a guideline released recently by the
European commission on drug label and package
leaflet excipient information for all MAAs.[14] This
guideline indicates that all excipients must be listed
on the drug label for parenteral, topical, inhalation,
and ophthalmic products. For other medicinal pro-
ducts, only those excipients with a defined and recog-
nized action of effect, as listed in the guidance
document (over 40 materials are mentioned), need to
be declared on the label. In drug package leaflets, all
excipients must be included. European regulations
and guidelines[12,13,21] also require that a full statement
of the excipients used be given in the Summary of
Product Characteristics (SPC) document for new drug
formulations. In Japan, the identity and quantity of the
inactive components must be indicated on package
inserts and similar materials for medicines for oral
use, injection, and applications on the skin and muco-
sal surfaces.[22]

The situation is different in the United States, where
labeling of inactive ingredients remains voluntary[23]

although such labeling has been adopted by two
major pharmaceutical industry trade associations (the
Proprietary Association and the Pharmaceutical
Manufacturers Association). It may be that companies
are reluctant to give details on their products because
the excipients will not have patent protection. Thus,
full disclosure of excipients is still not a general prac-
tice and can lead to opposition.[24] The FDA indicated,
however, that inactive ingredients (that have the same
meaning as excipients) that present an increased risk of
toxic effects to neonates or other pediatric subgroups
need to be noted in the contraindications, warning,
or precautions section of labels on prescription drugs
for humans.[25]

In Europe, in the preclinical area stage, reference is
made (but without any details) to the suitable demon-
stration of safety of any new propellant.[26,27] Vaccine
guidelines group excipients (identified as inactive
components including stabilizers) with adjuvants and
preservatives as additives and indicate that safety
appraisal is needed, again without details.[28] A recent
European regulatory guidance on the development of
pharmaceutics has stated that, ‘‘A new substance intro-
duced as a constituent will be regarded in the same way

as a new active ingredient . . . unless it is already
approved for use in food for orally administered
products, or in cosmetics for topical administration.
Additional data may still be required where an excipi-
ent is administered via an unconventional route, or in
high doses.’’[29] However, although this wording may
allow for some reduced data for commonly used
non-pharmaceutical materials, it is unlikely that in
the meantime in Europe, novel excipients will be
treated as other than new chemical entities.

CATEGORIES

New (Novel) Recipients

A new excipient is a compound that has not been used
previously or permitted for use in a pharmaceutical
preparation.[16] The need to develop an excipient as a
new chemical entity, leading to expense and potential
time delay (the excipient would be of low regulatory
priority compared with active new drug formulations),
has resulted in a reluctance in the pharmaceutical
industry to introduce new materials. Indeed, it is likely
that if there is doubt about the safety of an excipient,
pharmaceutical manufacturers would rather reformu-
late than incur registration delays.[11] Furthermore,
despite the possibility that greater effectiveness of
pharmaceutical products containing new excipients
exists, a desire to avoid regulatory delays has resulted
in a lack of research in this area.[19] A review of the
12 most common excipients (water, magnesium stea-
rate, starch, lactose, microcrystalline cellulose, stearic
acid, sucrose, talc, silicon dioxide, gelatin, acacia, and
dibasic calcium phosphate, respectively) in NDAs from
1964 to 1984 shows that six were being used in 1904,
increasing to the majority of these materials by
1949.[30] A review of the most common excipients in
U.K.-licenced medicines showed the following materials:
water, magnesiun stearate, povidone, sodium chloride,
stearic acid, and dextrose.[31] In 1992, Strattan reported
that no truly new excipients have become available for
general use in the past 50 years.[32] The appearance of
the cyclodextrins in the 1990s and the recent approval
of the inhalation propellant hydrofluoroalkane
(HFA) have only slightly changed this fact. The U.S.
pharmaceutical companies have primarily used
‘‘grandfathering’’ for their new substances (using old
‘‘unapproved’’ drug formulations), thus preventing
advancement in the use of excipients.

As noted above, the IPEC has proposed guidelines
for the safety assessment of new excipients. It is hoped
that implementation of these guidelines would expedite
the review of a proposed new excipient by regulatory
agencies.[16] A summary of the IPEC guidelines is given
in Table 1. This organization has defined a testing

2772 Pharmaceutical Excipient Testing: Regulatory and Preclinical Perspective
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strategy for human exposure to single or limited dosing
(less than 2 weeks), limited and repeated dosing (2–6
weeks), and long-term dosing (longer than 6 weeks).
Different tests for oral, mucosal, transdermal, topical,
parenteral, inhalation/intranasal, and ocular routes
in humans are described. Common recommended
toxicity studies for longer term use in humans include
acute oral and dermal toxicity studies, eye and skin
irritation studies, a skin sensitization study, genotoxi-
city and ADME studies, subacute and chronic studies,
and reproduction studies. These guidelines are useful
as a basis for the development of a new excipient,
although they raise some questions. The basis for the
guidance is that because of the defined inert nature
of excipients, the safety assessment procedure should
not be as complex or as extensive as that for an active
drug. However, the program described is not dissimilar
to the strategy used for an active drug. Furthermore,
acute dermal, irritation, and skin sensitization studies
are not routinely performed in new drug assessment
unless there are specific issues or questions about the
drug class. Finally, and most important, if a drug com-
pany was developing a drug with a completely new
excipient in the formulation, it is possible to include
the excipient alone as an extra dose group in the pre-
clinical studies. These studies would presumably use
the clinical formulation (containing the excipient). It
is vital that kinetics studies identify any drug-excipient
interaction. As for active drug, a sensitive analytical
method is needed to measure levels of excipient (if
possible) in plasma samples from toxicology studies.
If the impurity profile of the new excipient causes
concern, addition toxicological evaluation of each
impurity has to be carried out as well. It is crucial to
clarify the excipient impurity profile because even
established pharmacopoeia-listed materials such as
magnesium stearate can raise questions as to the safety
and toxicity of its impurities.[33]

In Japan, Uchiyama has recently published require-
ments for the safety evaluation of new excipients.[19]

These requirements include studies on acute, subacute,
and chronic toxicity, mutagenicity, effects on repro-
duction, dependency, antigenicity, carcinogenicity,
and local irritation (human patch test). The first five
of these tests are mandatory. With the exception of
the local irritation test, for which a domestic trial is
required, non-Japanese data are acceptable for
these studies. Even if a material has been used in a
pharmaceutical product outside Japan, the material is
treated as a new excipient if there has been no prior
use in Japan, although relevant overseas data for the
material are acceptable for regulatory submission. A
material is treated as a new excipient when the
route of administration differs or the dose level exceeds
that of prior use even after approval for the Japanese
market.[19]

Although not viewed as a typical excipient, the inha-
lation propellant HFA has been approved in both the
United States and Europe in recent years. Because of
concerns about ozone layer depletion defined in the
Montreal protocol, the need for a replacement for
chlorofluorocarbonates (CFCs) in metered-dose inha-
lers (MDIs) used by patients with asthmas led to the
development of two types of HFA (134a and 227) in
Europe.[34,35] Both compounds underwent extensive
preclinical testing in the early to mid-1990s. The
change from established CFC-containing drugs to
those with HFA requires toxicity-bridging studies.
From a regulatory point of view, these studies can
vary from 1 month to lifetime in duration. A recent
U.S. publication has revealed a number of preclinical
studies, including those for carcinogenicity, using
hydrochlorofluorocarbons (HCFCs) and hydrofluoro-
carbons (HFCs) as replacements for CFCs.[36] The
data show that the new HFA-134a and -227 excipients
are as safe for use in humans as the CFCs they are
replacing.[37,38] Using the example of HFA, it can be
seen that even with government pressure to change a
formulation, considerable time and effort are needed
for the development of a new excipient.

Finally, with regard to the development of new
materials for inhalation products, Wolff and Dorato
suggest acute or short-term toxicology studies of a
number of possible excipients in different formula-
tions.[34] This process will allow the narrowing to one
or two acceptable possibilities that can then undergo
more complete toxicological testing. The testing of
new inhalation excipients is also addressed in a guid-
ance from the FDA’s Center for Drug Evaluation
and Research (CDER).[39] A complete toxicological
evaluation is recommended for a new excipient with
unknown inhalation toxicology potential (such as a
new propellant) alone as well as bridging studies in ani-
mals with the new complete formulation. Such studies
are generally sufficient for regulatory approval.

Essentially New Excipients

Essentially new excipients can be thought of as
substances resulting from a structural modification of
an ‘‘approved’’ excipient, a recognized food additive,
a structurally modified food additive, or a constituent
of an over-the-counter (OTC) medicine. Food addi-
tives are similar to excipients in that they are used to
impart specific functional characteristics and are
usually added in low levels.[16] International organiza-
tions including the Joint Food and Agriculture Organ-
isation (FAO) and the World Health Organization
(WHO) Expert Committee (JECFA) have established
safety standards such as an acceptable daily intake
(ADI) or ‘‘generally recognized as safe’’ (GRAS) for
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a number of food additives, including materials that
have applications as excipients. Safety evaluation of
these additives involves a detailed risk-assessment
process, with ADI calculations having factors such as
100-fold-above-animal data as safety margins.

Although not covered by any regulatory guidance,
the safety of many food additives determined through
JECFA evaluation and long-term human exposure
allows for approval of these materials as new excipients
in drug formulations without the need for extensive
preclinical testing. Indeed, the FDA favors com-
mercially established food additives and GRAS
substances.[16] However, limitations and possible
significant financial investment exist because of the
possibility of long waiting periods for approval and
the fact that food additive data relate to oral adminis-
tration and are of little use for non-oral products.[11]

Additionally, problems may arise if the preclinical
data on which the assessment is made are old and
unreliable and raise specific toxicological concerns.
Considering all these factors, it is probable that a
robust expert review of available preclinical and
human exposure data for a food additive may satisfy
a regulatory body. As noted above, there is an indi-
cation in Europe that new pharmaceutical excipients
already used in food for orally administered products
or for topical cosmetics may not have to be considered
new chemical entities, and therefore full evaluation
may be bypassed.[29]

Other problems may arise if the level of the food
additive to be used as a proposed new excipient is
higher than the ADI value or if a food additive or an
established excipient are structurally (albeit simply)
modified. The new material may have a different or
more toxic profile. There are no easy solutions to these
situations for pharmaceutical companies. The regula-
tory answer will be that each material is assessed on
a case-by-case basis. However, some form of preclini-
cal testing will probably be required, and a possible
minimal program is given in Fig. 1. In this program,
an Ames study determines that the new excipient has
no genotoxicity potential, and a single-dose toxicity

study shows that there are no adverse effects after
administration of the material at the limit (high)
dose generally used in the pharmaceutical industry.
An investigative mass, balance, whole-body autoradio-
graphy study provides information on absorption,
distribution, metabolism, and excretion. This study
also involves an investigation of suitable labeling of
the material. An in vitro metabolism study (e.g., in
rat vs. human hepatocytes) may also be useful for
modified food additives and excipients to compare
the break-down process and to show possible differ-
ences between rat and human in these processes.

A 1-month toxicity study will establish whether the
limit dose is causing any form of high-dose toxicity or
metabolic overload. It may be useful to include toxico-
kinetic satellite animals in this study to demonstrate
what level of exposure to the excipient occurs in the
blood. Favorable findings from these studies can be
presented to the regulatory bodies and advice sought
as to whether additional testing is recommended. As
with other preclinical studies in drug development, all
these investigations should be performed according
to good laboratory practice (GLP).

In the United States, OTC products do not need
regulatory approval of submission of an NDA. Thus,
if an excipient has a record of safe use in an OTC
medicine, the FDA may accept the material, provided
the product manufacturer can demonstrate evidence
that the excipient is safe to use.[11] However, this
manner of approval is not guaranteed to be successful
and may not be useful for non-oral administration
routes.

In Japan, all these pathways to reduce ease the
burden of introducing new excipients are more com-
plex. If not already approved as a pharmaceutical
excipient in Japan, food additives for oral administra-
tion or cosmetic substances for external application in
drug formulations requires that they be treated as new
excipients.[19] For excipients already used in orally or
intravenously administered products, a change to an
externally applied product necessitates additional
safety testing. Studies include acute and subacute tox-
icity (including adsorption through the skin) and local
irritation investigations.[19]

Many excipients used by the pharmaceutical indus-
try in the last 15 years in sugar-free medical prepara-
tions probably come under the category of essentially
new excipients. Pressure for their introduction has been
encouraged by the definite relationship between the
dietary consumption of sucrose and the incidence of
dental caries.[40,41] These materials include intense
sweeteners such as saccharin and cyclamate plus bulk
sweeteners such as the polyols sorbitol, xylitol, and
lactitol. These materials are all either approved for
food use or have pharmacopoeia monographs in exist-
ence or in draft.[42] Literature reviews show number of

Test
Ames test

Acute oral toxicity study

Mass/balance/whole body autoradiography

(WBA) study and/or in-vitro metabolism

study

One-month repeat dose toxicity study

Fig. 1 Minimal preclinical testing strategy for an essentially
new excipient.
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preclinical safety studies for these excipients. Many of
these studies are related to specific toxicological con-
cerns such as bladder tumor formation with saccharin
use and adrenal glands and testes proliferation with
polyol use (Table 2).

The cyclodextrins (CDs) fall into the categories of
new and essentially new excipients. CDs are enzymati-
cally modified starches with many favorable properties
as excipients. The use of CDs in food products in the
late 1970s and 1980s, together with extensive preclini-
cal testing, has resulted in the inclusion of these materi-
als in marketed drugs.[32,62] Various companies now
market forms of CDs as safe and efficient delivery
systems for active drugs.

Established (‘‘Approved’’) Excipients

The presence of well known established excipients in a
new drug formulation does not necessarily mean that
regulatory authorities question will not their inclusion.
However, issues can be avoided if the excipient is
clearly characterized in the quality section of the doc-
umentation and addressed sufficiently in the preclinical
section. The preclinical assessment can take the form
of an expert review of available safety data that defines
safety margins between values reported in the literature
and the level(s) used in the new drug formulation. This
process is becoming easier for toxicologists as more
data on established excipients become available
through published literature reviews and/or publi-
cation of in-house studies. Examples include lactose,[58]

povidone or polyvinylpyrrolidone (PVP),[50,63]

saccharin,[64] polyethylene glycols (PEGs),[65] HFA-
134a,[66] and vaccine adjuvants/excipients.[67] Similarly,
the establishment of global standardized monographs
in major pharmacopoeias is helpful. However, it is sur-
prising how little useful toxicology data are available
for many well known materials such as maltodextrin,
peppermint oil, and menthol.

Problems can arise when the currently available
published data suggest that there may be potential tox-
icity concerns, especially when an excipient approved
for one dose route is applied to another route with a
different systemic exposure and target site. Scientific
discussions of the data on the relevance of animal find-
ings to humans, together with the establishment of
safety margins, are necessary. The absence of toxicity
findings in the new drug preclinical program that
includes the excipient can also be used in these discus-
sions. Examples of established excipients with reported
toxicological concerns and the relevance of these find-
ings to humans are given in Table 2. Another potential
issue for discussion arises if the level of excipient in the
new drug formulation exceeds that already known to
the regulatory agency for prior use.

A less important but interesting point is that many
of the established and pharmacopoeia-listed excipients
are not accompanied by strict standardized assay meth-
ods. In this situation, a ‘‘new’’ assay needs to be estab-
lished by the company with the new drug formulation
for characterization and/or plasma measurement of
the excipient.

The discussion above indicates that little or no extra
preclinical studies are required for well known excipi-
ents. From an unofficial FDA regulatory perspective,
this view is supported for inhalation excipients by De
George et al.,[39] who state that no additional toxi-
cology information is generally needed for qualitative
or quantitative changes of well characterized, non-
toxic excipients used in approved inhalation drug
products. A case-by-case assessment, however, will be
used for reformulations because excipient toxicity may
change. In addition, for excipients with previous use in
humans but limited inhalation toxicity information,
evaluation of inhalation toxic potential of the excipient
after repeated dosing is recommended.

ADVERSE EFFECTS OF EXCIPIENTS

By traditional definition, excipients should be inert
and display no pharmacological activity. However, a
number of clinically relevant adverse reactions are
known for various established excipients, albeit of
low occurrence and uncommon compared with the
overall prevalence of adverse drug reactions. This
area is covered extensively in the literature (e.g.,
Refs.[7,14,23,40,68–71]). Some examples are given in
Table 3. Groups susceptible to excipient toxicity include
low-birth-weight infants (particularly during the first 2
weeks of life) and patients with asthma.[69] It is interesting
that, as for many adverse effects, most of the reported
excipient-related findings in patients were not or could
not be predicted by the preclinical data.

In Europe, it is now a requirement to include
adverse excipient effects in the product leaflet in a con-
sumer-friendly manner;[14] information on ingredient
content is also required in Japan.[22] The fact that the
labeling of inactive ingredients remains voluntary in
the United States means that excipient-related adverse
reactions will continue to be reported. Wong[24] high-
lights a worst-case scenario by showing that a drug
can be marketed in various formulated dosage forms
such as tablets, injections, and oral solutions, with each
of these forms containing a different set of excipients
that are not disclosed on the package label. Because
the choice of excipients for any pharmaceutical prep-
aration is decided by each company, different manu-
facturers producing the same drug may use different
excipients in different proportions. Another potential

2776 Pharmaceutical Excipient Testing: Regulatory and Preclinical Perspective



P
ha

rm
a–

P
ha

rm
ac

ok
in

et
ic

s

T
a

b
le

2
T

o
x

ic
o

lo
g

ic
a

l
is

su
es

w
it

h
v

a
ri

o
u

s
ex

ci
p

ie
n

ts

E
x

ci
p

ie
n

t
T

o
x

ic
o

lo
g

ic
a

l
fi

n
d

in
g

R
el

ev
a

n
ce

to
h

u
m

a
n

s
R

ef
er

en
ce

L
a

ct
o

se
a

n
d

p
o

ly
o

ls
A

d
re

n
a

l
m

ed
u

ll
a

ry
p

ro
li

fe
ra

ti
v

e

ch
a

n
g

es
/

tu
m

o
rs

in
ra

ts

C
o

n
si

d
er

ed
to

b
e

ra
t-

sp
ec

ifi
c

a
n

d
ca

u
se

d
b

y
a

lt
er

ed
ca

lc
iu

m

h
o

m
eo

st
a

ti
s

a
tt

ri
b

u
ta

b
le

to
h

ig
h

d
o

se
le

v
el

s
g

iv
en

a
n

d
n

o
t

re
le

v
a

n
t

to
h

u
m

a
n

s

[4
3

–
4

5
]

L
a

ct
o

se
a

n
d

p
o

ly
o

ls
H

y
p

er
p

la
st

ic
/

n
eo

p
la

st
ic

ch
a

n
g

es
in

ra
t

te
st

es
S

ee
a

b
o

v
e

[4
6

]

S
a

cc
h

a
ri

n
P

ro
li

fe
ra

ti
v

e
ch

a
n

g
es

in
m

a
le

ra
t

b
la

d
d

er
ep

it
h

el
iu

m

C
o

n
si

d
er

ed
to

b
e

sp
ec

ie
s-

sp
ec

ifi
c

w
it

h
la

rg
e

d
o

se
s

u
se

d
.

M
ec

h
a

n
is

m
o

f
a

ct
io

n
m

a
y

in
v

o
lv

e
u

ri
n

a
ry

p
ro

te
in

s
n

o
t

n
o

rm
a

ll
y

fo
u

n
d

in
h

u
m

a
n

s

[2
3

,4
0

,4
7

–
4

9
]

P
V

P
A

cc
u

m
u

la
ti

o
n

in
th

e
re

ti
cu

lo
en

d
o

th
el

ia
l

sy
st

em
in

ro
d

en
ts

,
w

it
h

th
e

o
cc

u
rr

en
ce

o
f

‘‘
fo

a
m

ce
ll

s’
’

T
o

x
ic

o
lo

g
ic

a
l

si
g

n
ifi

ca
n

ce
is

u
n

cl
ea

r
fr

o
m

th
e

li
te

ra
tu

re
,

b
u

t
fi

n
d

in
g

s
m

a
y

b
e

re
la

te
d

to
h

ig
h

-d
o

se
re

g
im

en
s

u
se

d
.

N
o

a
d

v
er

se
ef

fe
ct

s
fr

o
m

lo
n

g
-t

er
m

st
o

ra
g

e
in

h
u

m
a

n
s.

T
h

er
e

is
a

ls
o

o
v

er
5

0
y

ea
rs

o
f

sa
fe

u
se

fo
r

P
V

P
in

h
u

m
a

n
s

[5
0

–
5

2
]

M
en

th
o

l
L

im
it

ed
se

n
si

ti
za

ti
o

n
re

a
ct

io
n

in
g

u
in

ea
p

ig
s

T
o

x
ic

o
lo

g
ic

a
l

si
g

n
ifi

ca
n

ce
is

n
o

t
cl

ea
r

fr
o

m
th

e
li

te
ra

tu
re

,
a

lt
h

o
u

g
h

v
er

y
in

fr
eq

u
en

t
h

u
m

a
n

a
ll

er
g

y
re

a
ct

io
n

s

a
re

re
p

o
rt

ed
in

th
e

p
re

se
n

ce
o

f
m

en
th

o
l[8

]

[5
3

]

L
im

o
n

en
e

H
y

a
li

n
e

d
ro

p
le

t
fo

rm
a

ti
o

n
in

m
a

le
ra

t
k

id
n

ey
C

o
n

si
d

er
ed

to
b

e
m

a
le

ra
t-

sp
ec

ifi
c

a
n

d
re

la
te

d
to

th
e

p
re

se
n

ce
/

a
cc

u
m

u
la

ti
o

n
o

f
a

lp
h

a
2
m-

g
lo

b
u

li
n

[5
4

–
5

6
]

T
a

lc
L

u
n

g
tu

m
o

rs
in

fe
m

a
le

ra
ts

R
el

a
te

d
to

h
ig

h
d

o
se

le
v

el
a

n
d

re
su

lt
in

g
ch

ro
n

ic
to

x
ic

it
y

[5
7

]

T
a

lc
A

d
re

n
a

l
g

la
n

d
n

eo
p

la
sm

s
(p

h
eo

ch
ro

m
o

cy
to

m
a

s)
in

ra
ts

R
ev

ie
w

o
f

d
a

ta
in

d
ic

a
te

s
th

a
t

tu
m

o
rs

w
er

e
n

o
t

tr
ea

tm
en

t-
re

la
te

d
[5

7
]

M
a

lt
o

d
ex

tr
in

M
in

im
a

l
re

v
er

si
b

le
la

ry
n

g
ea

l
ir

ri
ta

ti
o

n

(s
q

u
a

m
o

u
s

m
et

a
p

la
si

a
)

w
it

h
4
%

m
a

lt
o

x
d

ex
tr

in
in

ch
ro

n
ic

ra
t

in
h

a
la

ti
o

n
st

u
d

y

C
o

n
si

d
er

ed
to

b
e

a
b

a
ck

g
ro

u
n

d
fi

n
d

in
g

o
f

n
o

co
n

se
q

u
en

ce
to

h
u

m
a

n
s.

M
a

y
b

e
re

la
te

d
to

th
e

p
re

se
n

ce
o

f
p

ep
p

er
m

in
t

o
il

(1
%

)
in

d
o

si
n

g
p

re
p

a
ra

ti
o

n
.a

,b
L

o
ca

l
ir

ri
ta

ti
o

n
o

f
th

e
m

o
u

th
a

n
d

o
es

o
p

h
a

g
u

s
ca

n
o

cc
u

r
in

p
a

ti
en

ts
ta

k
in

g
p

ep
p

er
m

in
t

o
il

p
re

p
a

ra
ti

o
n

s[7
,1

0
]

P
er

so
n

a
l

o
b

se
rv

a
ti

o
n

C
F

C
s

C
a

rd
ia

c
a

rr
h

y
th

m
ia

s,
n

o
ta

b
ly

in
th

e
d

o
g

R
el

a
ti

v
el

y
g

o
o

d
sa

fe
ty

m
a

rg
in

s
a

n
d

lo
n

g
/

w
id

e
u

se
o

f
C

F
C

p
ro

p
el

la
n

ts
in

M
D

Is
h

a
s

sh
o

w
n

th
es

e
co

m
p

o
u

n
d

s
to

b
e

sa
fe

[3
4

]

a
M

in
im

a
l

la
ry

n
g

ea
l

sq
u

a
m

o
u

s
m

et
a

p
la

si
a

h
a

s
a

ls
o

b
ee

n
re

p
o

rt
ed

in
a

ch
ro

n
ic

ra
t

st
u

d
y

w
it

h
la

ct
o

se
[5

8
]

a
n

d
m

a
y

b
e

re
la

te
d

to
a

p
h

y
si

o
lo

g
ic

a
l

a
d

a
p

ti
v
e

re
sp

o
n

se
a

tt
ri

b
u

ta
b

le
to

th
e

in
h

a
la

ti
o

n
o

f

p
a

rt
ic

u
la

te
d

u
st

a
t

h
ig

h
le

v
el

s
o

v
er

lo
n

g
p

er
io

d
s.

C
er

ta
in

h
is

to
lo

g
ic

a
l

ch
a

n
g

es
in

th
e

re
sp

ir
a

to
ry

ep
it

h
el

iu
m

h
a

v
e

b
ee

n
d

efi
n

ed
a

s
a

d
a

p
ti

v
e

a
n

d
n

o
t

to
x

ic
.[5

9
,6

0
]

b
P

ep
p

er
m

in
t

o
il

co
n

ta
in

s
a

la
rg

e
p

er
ce

n
ta

g
e

o
f

m
en

th
o

l
(3

0
–
5
5

%
).

[1
]
A

n
y

q
u

es
ti

o
n

th
a

t
th

e
la

ry
n

g
ea

l
ir

ri
ta

ti
o

n
m

a
y

b
e

re
la

te
d

to
th

e
p

re
se

n
ce

o
f

m
en

th
o

l
w

it
h

in
p

ep
p

er
m

in
t

o
il

is
d

o
u

b
tf

u
l

b
ec

a
u

se
a

re
ce

n
t

ch
ro

n
ic

ra
t

in
h

a
la

ti
o

n
st

u
d

y
h

a
s

sh
o

w
n

th
a

t
5

0
0

0
p

p
m

o
f

m
en

th
o

l
h

a
d

n
o

su
b

st
a

n
ti

a
l

ef
fe

ct
o

n
th

e
h

is
to

p
a

th
o

lo
g

ic
a

l
ch

a
n

g
es

in
th

e
re

sp
ir

a
to

ry
tr

a
ct

n
o

rm
a

ll
y

a
ss

o
ci

a
te

d
w

it
h

in
h

a
la

ti
o

n
o

f

m
a

in
st

re
a

m
ci

g
a
re

tt
e

sm
o

k
e.

[6
1
]

Pharmaceutical Excipient Testing: Regulatory and Preclinical Perspective 2777



P
harm

a–
P

harm
acokinetics

T
a

b
le

3
A

d
v

er
se

ef
fe

ct
s

en
co

u
n

te
re

d
w

it
h

v
a

ri
o

u
s

p
h

a
rm

a
ce

u
ti

ca
l

ex
ci

p
ie

n
ts

E
x

ci
p

ie
n

t
(p

u
rp

o
se

)
M

a
jo

r
a

d
ve

rs
e

ev
en

t(
s)

R
ef

er
en

ce
s

B
en

za
lk

o
n

iu
m

ch
lo

ri
d

e
(b

a
ct

er
ia

l
p

re
se

rv
a

ti
v

e)
Ir

ri
ta

n
t

k
n

o
w

n
to

d
is

co
lo

r
so

ft
co

n
ta

ct
le

n
s;

ra
re

h
y

p
er

se
n

si
ti

v
it

y
,

b
ro

n
ch

o
co

n
st

ri
ct

io
n

[7
,1

4
,2

3
]

C
F

C
s

(p
ro

p
el

le
n

t)
B

ro
n

ch
o

sp
a

sm
[2

3
]

A
sp

a
rt

a
m

e
(a

rt
ifi

ci
a

l
sw

ee
te

n
er

)
H

ea
d

a
ch

e,
v

a
ri

o
u

s
n

eu
ro

p
sy

ch
ia

tr
ic

d
is

o
rd

er
s,

se
iz

u
re

s,
ra

re
h

y
p

er
se

n
si

ti
v

it
y

re
a

ct
io

n
s.

C
o

n
tr

a
in

d
ic

a
te

d
fo

r
p

a
ti

en
ts

w
it

h
p

h
en

y
lk

et
o

n
u

ri
a

[7
,2

3
,4

0
,7

0
]

S
a

cc
h

a
ri

n
(a

rt
ifi

ci
a

l
sw

ee
te

n
er

)
R

a
re

h
y

p
er

se
n

si
ti

v
it

y
,

p
h

o
to

se
n

si
ti

v
it

y
(w

it
h

cr
o

ss
-s

en
si

ti
v

it
y

in
p

a
ti

en
ts

w
it

h
su

lf
o

n
a

m
id

e
a

ll
er

g
y

)
[7

,2
3

,4
0

,7
0

]

B
en

zy
l

a
lc

o
h

o
l

(p
re

se
rv

a
ti

v
e)

R
a

re
h

y
p

er
se

n
si

ti
v

it
y

re
a

ct
io

n
s

in
cl

u
d

in
g

co
n

ta
ct

d
er

m
a

ti
ti

s.
C

o
n

tr
a

in
d

ic
a

te
d

fo
r

in
fa

n
ts

a
n

d
y

o
u

n
g

ch
il

d
re

n
b

ec
a

u
se

o
f

h
ig

h
d

o
se

le
v

el
to

x
ic

it
y

[7
,1

4
,4

0
,7

0
]

L
a

ct
o

se
(fi

ll
er

/
b

u
lk

in
g

a
g

en
t)

C
o

n
tr

a
in

d
ic

a
te

d
fo

r
p

a
ti

en
ts

w
it

h
la

ct
o

se
in

su
ffi

ci
en

cy
(d

ia
rr

h
ea

,
a

b
d

o
m

in
a

l
p

a
in

)
[1

4
,5

8
]

P
ro

p
y

le
n

e
g

ly
co

l
(s

o
lu

b
il

iz
er

)
C

N
S

to
x

ic
it

y
,

h
y

p
er

o
sm

o
la

li
ty

,
la

ct
ic

a
ci

d
o

si
s,

h
y

p
er

se
n

si
ti

v
it

y
in

cl
u

d
in

g
co

n
ta

ct
d

er
m

a
ti

ti
s

[7
,2

3
,7

0
]

B
en

zo
ic

a
ci

d
(p

re
se

rv
a

ti
v

e)
Ir

ri
ta

n
t;

m
a

y
h

a
v

e
ro

le
in

a
st

h
m

a
,

u
rt

ic
a

ri
a

,
a

n
a

p
h

y
la

x
is

,
v

a
sc

u
li

ti
s

[7
,1

4
,7

0
]

E
th

a
n

o
l

(v
eh

ic
le

)
Ir

ri
ta

ti
o

n
/

d
ry

sk
in

.
C

o
n

tr
a

in
d

ic
a

te
d

a
t

h
ig

h
d

o
se

le
v

el
s

w
it

h
li

v
er

d
is

ea
se

,

ep
il

ep
sy

,
a

lc
o

h
o

li
sm

,
p

re
g

n
a

n
t

w
o

m
en

,
ch

il
d

re
n

[1
4

]

P
o

ly
o

ls
(a

rt
ifi

ci
a

l
sw

ee
te

n
er

s)
D

ia
rr

h
ea

[1
4

,5
8

]

G
ly

ce
ro

l
(v

eh
ic

le
)

H
ea

d
a

ch
e,

st
o

m
a

ch
u

p
se

t,
d

ia
rr

h
ea

,
in

cr
ea

se
d

se
ru

m
o

sm
o

la
li

ty
,

ca
rd

ia
c

a
rr

h
y

th
m

ia
s

[7
,1

4
]

S
o

d
iu

m
a

n
d

p
o

ta
ss

iu
m

(s
u

p
p

le
m

en
t)

A
d

v
er

se
in

ca
se

s
o

f
lo

w
so

d
iu

m
/

p
o

ta
ss

iu
m

d
ie

t,
st

o
m

a
ch

u
p

se
t,

d
ia

rr
h

ea
.

P
h

le
b

it
is

a
n

d
in

je
ct

io
n

p
a

in
w

it
h

p
o

ta
ss

iu
m

[7
,1

4
]

S
u

lp
h

it
es

(a
n

ti
o

x
id

a
n

ts
)

A
ll

er
g

ic
h

y
p

er
ea

ct
io

n
s,

e.
g

.,
a

n
a

lp
h

y
la

x
is

,
b

ro
n

ch
o

sp
a

sm
,

g
a

st
ro

in
te

st
in

a
l

ir
ri

ta
ti

o
n

/
u

p
se

t

[7
,1

4
,2

3
,4

0
,7

0
]

G
u

m
s,

e.
g

.,
a

ra
b

ic
,

tr
a

g
a

ca
n

th
(e

m
u

ls
if

y
in

g
a

g
en

ts
)

R
a

re
h

y
p

er
se

n
si

ti
v

it
y

re
a

ct
io

n
s

[7
,7

0
]

C
re

m
o

p
h

o
r

E
L

–
p

o
ly

o
x

y
et

h
y

la
te

d
ca

st
o

r
o

il
(s

o
lv

en
t)

A
n

a
lp

h
y

la
ct

ic
re

a
ct

io
n

s,
n

a
u

se
a

,
v

o
m

it
in

g
,

co
li

c,
h

y
p

er
li

p
id

a
em

ia
s

[7
,1

4
,7

0
]

A
zo

d
y

es
e.

g
.,

ta
rt

ra
zi

n
e

(d
y

es
)

A
n

a
p

h
y

la
ct

o
id

re
a

ct
io

n
.

C
o

n
tr

a
in

d
ic

a
te

d
fo

r
a

sp
ir

in
-i

n
to

le
ra

n
t

in
d

iv
id

u
a

ls
[7

,2
3

,7
0

]

C
h

lo
ro

b
u

ta
n

o
l

(p
re

se
rv

a
ti

v
e)

A
n

a
p

h
y

la
ct

ic
sh

o
ck

/
h

y
p

er
se

n
si

ti
v

it
y

re
a

ct
io

n
s,

C
N

S
to

x
ic

it
y

[7
,7

0
]

F
o

rm
a

ld
eh

y
d

e
(p

re
se

rv
a

ti
v

e)
A

ll
er

g
ic

re
a

ct
io

n
s,

st
o

m
a

ch
u

p
se

t,
d

ia
rr

h
ea

,
ir

ri
ta

n
t,

ro
le

in
a

st
h

m
a

[7
,1

4
,7

0
]

A
lu

m
in

iu
m

h
y

d
ro

x
id

e
(a

d
ju

v
a

n
t/

a
d

so
rb

a
n

t)
A

lu
m

in
iu

m
a

ll
er

g
y

,
sk

in
n

o
d

u
le

s
[7

,7
0

]

M
et

h
y

lc
el

lu
lo

se
(s

ta
b

il
iz

er
/

su
sp

en
d

in
g

a
g

en
t)

In
te

st
in

a
l

u
p

se
t

[7
]

H
y

d
ro

x
y

et
h

y
lc

el
lu

lo
se

(s
ta

b
il

iz
er

/
su

sp
en

d
in

g
a

g
en

t)
O

cu
la

r
ir

ri
ta

ti
o

n
[7

]

G
lu

te
n

/
w

h
ea

t
st

a
rc

h
es

(b
in

d
er

s)
In

to
le

ra
n

ce
fo

r
p

a
ti

en
ts

w
it

h
co

li
a

c
d

is
ea

se
[1

4
,4

0
]

2778 Pharmaceutical Excipient Testing: Regulatory and Preclinical Perspective



P
ha

rm
a–

P
ha

rm
ac

ok
in

et
ic

s

issue is the quality of the excipients used in the
drug formulation. Inferior grades of excipients may
seriously jeopardize the quality and thus the potential
safety and efficacy of the final product.[24] Fortunately,
standardization of the quality of excipients in
pharmacopoeias reduces the significance of efficacy
as an issue, although the example of the use of counter-
feit excipients resulting in 90 pediatric fatalities in Haiti
in the mid-1990s should not be forgotten.[71]

Chowhan[33] points out the increasing awareness of
excipient manufacturers and users of the importance
and consequences of process changes. From a medical
perspective for drugs with technically inert ingredients
that are not necessarily pharmacologically inactive, full
information is needed to facilitate the assessment and
treatment of patient symptoms. Most excipient-related
toxicity is preventable when the formulation is
known.[69,72] However, difficulty in obtaining such
information from U.S. manufacturers continues to be
a problem.[73] Literature on the occurrence of well
known excipients in pharmaceutical products is avail-
able as an aid to physicians in selecting preparations
containing different excipients when an adverse reac-
tion occurs.[74,75]

Overall, even in early drug development, a consider-
ation of the excipient profile of the final product is
important. If use of the established excipients is
planned, an awareness of potential adverse effects in
humans is necessary. Development should use pharma-
copoeia-listed materials. For new excipients, this infor-
mation is not available, and safety will be assessed in
the preclinical evaluation. Extrapolation may only be
possible if the new excipient is in the same class or is
structurally similar to established materials, but such
a comparison would not necessarily be reliable.

DRUG-EXCIPIENT INTERACTIONS
AND AN ACTIVE ROLE FOR
EXCIPIENTS

That all excipients are neither truly inert nor inactive
is shown by the fact that drug-excipient interactions
can considerably affect the physiological availability
of many drug products.[76] By either accelerating or
retarding the release of the active ingredients, excipi-
ents can affect the therapeutic performance of the drug
by increased or reduced bioavailability.[24,69] Indeed,
relatively small variations in the physical properties
of an excipient can produce a significant difference in
the behavior of formulated products.[5] In turn, the
modified bioavailability may also result in adverse
reactions. For modern drug-delivery systems, certain
excipients can have a well defined function associated with
the need to achieve a specific drug bioavailability profile or

therapeutic effect.[11] Liposomes (phospholipid-based
vesicles) have been increasingly explored as novel
drug-delivery systems, and there are examples of
active excipient involvement, such as that with PVP-
and PEG-liposomes, in development.[77,78] Review of
the literature shows a surge in interest in using excipi-
ents in sustained-release formulations in the 1990s.
Various selective functional regions are identified,
such as colonic targeting. Currently, many of these
new formulations with an active role for the excipient
have only been tested using in vitro pharmaceutical
systems to establish release patterns, although the role
of materials such as methylcellulose in tablet formula-
tions for sustained release has been well established.[5]

It is beyond the scope of this article to review the
progress of these developments, but Naidoo[79] has
discussed the effect of excipients on controlled drug-
release properties of dosage forms. Reports on con-
trolled delivery of peptide drugs and vaccines using
active excipient properties are also available.[80,81]

Such roles may reflect the definition of an excipient
in the U.K. legislation on medicines as ‘‘any
substance which does not contribute directly to the
pharmacological action of the medicinal product
otherwise than by regulation of the release of the
active ingredients.’’[82]

Preclinical and clinical pharmacokinetics studies
with a new drug indicate systemic exposure after
administration of the therapeutic dose formulation.
Thus, even if there is an interaction from an established
or new excipient, adequate safety evaluation can be
assessed. However, it would be useful to demonstrate
to a regulator that possible interference of the active
drug by the rest of the formulation had been con-
sidered. If an excipient is added to the new drug form
for an active role, the proposed mechanism of action
will need to be discussed carefully.

CONCLUSIONS

Pharmaceutical excipients have a vital role in drug for-
mulations, a role that has tended to be neglected as evi-
denced by the lack of mechanisms to assess excipient
safety outside a new drug application process. Cur-
rently, it is assumed that an excipient is ‘‘approved’’
when the new drug formulation of which it is a
constituent receives regulatory acceptance. The exist-
ing system works for wellknown excipients that are
listed in international pharmacopoeias and for which
there are published safety data. However, drug compa-
nies are faced with a lack of information on the testing
needed for completely or essentially new excipients
(the latter category comprising recognized food addi-
tives, structurally altered approved excipients or food

Pharmaceutical Excipient Testing: Regulatory and Preclinical Perspective 2779



P
harm

a–
P

harm
acokinetics

additives, or constituents of OTC medicines). Existing
regulations and guidelines indicate that new excipients
be treated as new chemical entities and therefore, by
inference, undergo full toxicological evaluation. Other
drug requirements in Europe and Japan require that
information on excipients appear in patient literature,
although there is no similar legal requirement in the
United States.

For new (novel) excipients, drug companies need
to carefully assess the benefits of using the new sub-
stance in consideration of the extra workload, costs,
and possible regulatory delays or rejection. However,
now that an active role for excipients is recognized in
the form of sustained-release or drug-delivery systems,
there is more need for companies to use new excipients.
Thereplacement of CFCs with HFAs in inhalation
therapy, although driven by necessary government
demands, still involved extensive preclinical evaluation
of the new excipient propellants and the usual regulat-
ory approval times. Old CFC formulations with either
HFA-134a or -227 as the new excipient are still
being submitted and/or are under regulatory review
and need to include bridging toxicity studies. The
change from CFC has also meant modifications in
MDI structure that, in turn, can result in the need
for other formulation changes (and additional excipi-
ents). The publication of the IPEC recommendations
for safety evaluation of new excipients is helpful,
although there is still no official response from the
FDA. The suggested evaluation is not dissimilar to
the full preclinical program necessary for a new chemi-
cal entity. If a drug company decides to introduce a
new excipient, extensive preclinical data are probably
necessary. However, if preliminary investigations, such
as those given in Fig. 1, show that the material is safe
at high dose levels, the excipient can enter the full drug
development program as part of the formulation
and/or in the form of an extra dose group. Expert
evaluation of the data should identify any potential
problems.

The situation for developing essentially new excipi-
ents is different inasmuch as some data on the material
or a related material are available. Provided that these
data are expertly evaluated and/or supported by some
preliminary studies (as given in Fig. 1), along with the
usual new drug studies, regulators should not raise dis-
approval. Each excipient, however, will be assessed on
a case-by-case basis, with issues such as toxicological
findings in the ‘‘old’’ data and duration of use of the
excipient carefully assessed. As with new excipients,
the increased workload and costs, along with regula-
tory approval time, will need to be considered. The
cyclodextrins have entered pharmaceutical use by
means of being present in food products. However, this
process has taken many years and has involved exten-
sive preclinical testing. Other materials such as

saccharin have been established from food use, but
they have had to undergo severe regulatory challenge
over whether preclinical findings of bladder tumors
are relevant in human use.

Established excipients pose some issues for regula-
tory consideration. Such issues include the use of a well
known excipient by an ‘‘unapproved’’ route, for
example, inhalation of a material that has been used
in oral formulations. In these cases, some preliminary
toxicity studies may be necessary. Additionally, a well
designed scientific review of safety data on the excipi-
ent will be necessary, with old findings fully evaluated.

The acceptance that excipients are neither inert nor
inactive substance and may affect drug bioavailability
and cause adverse reactions (commonly hypersensitiv-
ity) means that even more consideration of these mate-
rials is needed when formulating new drugs. With these
facts in mind, regulators will expend greater efforts to
examine the ingredients in drug formulations. Further-
more, because there is no international requirement
to provide details of drug formulations to health
professionals (notably in the United States), adverse
reactions will continue to be reported, putting extra
pressure both on drug companies and on regulators.
Overall, the lack of regulatory guidance for excipient
development leads to confusion for drug companies.
Inview of international agreement in other areas of
drug development, an excipient-testing strategy would
be an excellent topic for International Conference on
Harmonization (ICH) consideration. Furthermore,
with more standardization of pharmacopoeia materi-
als, it may be possible to have excipients reviewed by
a committee of an international pharmacopoeia. Safety
data would be assessed by elected experts and pub-
lished. Hopefully, these data would be acceptable to
international regulatory bodies.
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INTRODUCTION

The pharmaceutical microbiologist has an important
role in product development, manufacturing process
development, ensuring control of microorganisms in
the manufacturing environment and routine raw
material, inprocess material, and product testing. The
involvement of experienced microbiologists in each
stage of the product life cycle is important to maintain
product quality. Typically, microbiologists are involved
in formulation, manufacturing process development,
and specification-setting decisions that can prevent
microbial contamination of pharmaceutical products.
In this chapter, the appropriate level of involvement of
microbiologists in establishing the quality, purity, effi-
cacy, and safety of pharmaceutical and over-the-counter
drug products is discussed, and areas of future challenge
to the pharmaceutical microbiologist are explored.

A review of the regulations governing the phar-
maceutical industry outlines some of the formal
responsibilities of the microbiologist. The U.S. Federal
Regulations that govern the pharmaceutical industry
are called Current Good Manufacturing Practices
(cGMPs). The U.S. Federal Food and Drug Adminis-
tration (FDA) was mandated by the 1962 New Drug
Amendments to the U.S. Federal Food, Drug, and
Cosmetics Act to promulgated regulations that had
the force of law to ensure that drug manufacturers
maintain the safety, identity, strength, quality, and
purity of their products. These official regulations were
published in the Federal Register, September 29, 1978,
as 21 C.F.R. Parts 211 through 226[1] as they pertain
to drugs. The regulations are considered minimum
requirements, and failure to comply with any part of
the regulations during the manufacture, processing,
packaging, or holding of a drug renders that product
to be adulterated under section 501(a)[2] (B) of the
Federal Food, Drug, and Cosmetics Act. The drug
product as well as the persons who are responsible
for the failure to comply with the regulations may be
subject to regulatory action.

Sections of the cGMPs most pertinent to the
pharmaceutical microbiologist include Subpart B
Organization and Personnel: 211.22 Responsibilities
of the Quality Control Unit and 211.25 Personnel

Qualifications; 211.113 Control of Microbiological
Contamination; and Subpart I Laboratory Controls:
211.167 Special Testing.

The cGMP regulations require that a pharmaceuti-
cal manufacturer have an independent quality control
unit responsible for approval or rejection of all compo-
nents, drug product containers, closures, in-process
materials, packaging materials, labels and drug pro-
ducts, review of production records for possible error,
and investigation of manufacturing deviations. The
quality control unit also reviews and approves all
specifications and procedures impacting on the pro-
ducts and leads the investigation of manufacturing
deviations and product failures.

The quality control unit must have access to an
adequate testing laboratory to aid in the approval of
the materials under its control. One of these laboratory
facilities would be suitably equipped and staffed to
conduct microbiological testing. The quality control unit
need not manage the microbiology laboratory. The
laboratory could be run by quality control, research
and development, even manufacturing or could be a
contract testing laboratory, provided it meets cGMP
requirements and is responsive to the needs of the quality
control unit. Although not a regulatory requirement, it is
industry practice to use the audit process as a tool to
ensure that the microbiology laboratory meets all regu-
latory requirements and internal company policies.

The 211.25 Personnel Qualifications requirement is
that all persons engaged in all phases of pharmaceuti-
cal manufacture have the education, training, and
experience to enable them to do their job and have a
working knowledge of the cGMP regulations that
applies equally to laboratory personnel. For example,
bench microbiologists should have a bachelor of
microbiology or allied life sciences degree and be
adequately trained in the laboratory procedures and
testing documentation conducted in the microbiology
laboratory. They need to be assigned responsibilities
in keeping with their level of skill and experience.
Microbiologists with supervisory or managerial respon-
sibilities need training in supervisory skills, scheduling,
budgeting, laboratory investigations, technical report
writing, pharmaceutical products, and the manufactur-
ing processes. They need to understand the requirements

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000418
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 2783



P
harm

a–
P

harm
acokinetics

of the quality control unit and ensure that the unit is
supplied with quality test results in a timely and cost-
effective manner. Since the pressures to manufacture,
test, and release products in a timely manner can be
considerable, they need to work well under pressure
and enjoy team work.

The educational background of bench microbiolo-
gists, supervisors, and managers is now even more
important, given, the current transition from classic
to nucleic acid-based testing methods.

The demands of microbiological testing require that
the core educational background of the staff, supervi-
sors, and managers be in microbiology. Training and
experience in aseptic techniques are necessary. Accord-
ing to the author, the skill sets of chemists, phar-
macists, and even biologists do not allow them to
readily act effectively as microbiologists without exten-
sive training. Course work invaluable to the pharma-
ceutical microbiologist includes:

� Isolation, enumeration, and identification of
bacteria and fungi;

� Pathogenic microbiology;
� Microbial physiology and biochemistry;
� Introductory chemistry including organic, inor-

ganic, and physical chemistry and quantitative
analysis;

� Introductory physics;
� Introductory mathematics;
� Introductory pharmaceutical manufacturing;
� Introductory statistics and probability; and
� Written and oral expression with emphasis on tech-

nical report writing.

According to 211.113, Control of Microbiological
Contamination, pharmaceutical manufacturers need
written procedures describing the systems designed to
prevent objectionable microorganisms in both non-
sterile and sterile drug products. All sterilization
processes used to manufacture parenteral drugs need
to be validated.

There needs to be a laboratory test for each batch of
drug product to determine that the product conforms
to specification, including the identity and strength of
each active ingredient, before release. Where sterility
and/or pyrogen testing are conducted on specific
batches of short-lived radiopharmaceuticals, such
batches may be released before completion of this test-
ing, provided such testing is completed as soon as possi-
ble. The 211.165 Testing and Release for Distribution
regulation states that there be appropriate laboratory
testing, as necessary, of each batch of drug product
required to be free of objectionable microorganisms.
This implies that each and every batch of product need
not undergo microbial evaluation.

The pharmaceutical microbiologist in product
development plays a major role in bring safe products
to the market. Typically, the Research & Development
(R&D) microbiologist is found in the analytical devel-
opment group. The role of the R&D microbiologist is
to develop and validate the microbial tests that may be
applied to the new pharmaceutical products to confirm
that they are not contaminated with an excessive
number of microorganisms or objectionable micro-
organisms that may infect patients or degrade the qual-
ity of the product during its shelf life.

These tests include compendial tests for microbial
limits, sterility, bacterial endotoxins, and antimicrobial
effectiveness.

These compendial tests need to be developed and
qualified for each new products before the phase II
clinical trials, which involve 100–200 subjects.
Considering the large investment to bring a new phar-
maceutical drug product to market, i.e., an estimated
U.S. $250–500 million, it is important not to jeopardize
the future of a new product or the subjects in the clini-
cal trial by administering a drug product that may be
contaminated with objectionable microorganisms.
However, for the results of microbial testing to have
any meaning, the microbial test needs to be qualified
as suitable for use with each product.

Many dosage forms have active pharmaceutical
ingredients or contain preservative systems that may
inhibit the recovery of any bioburden associated with
the product. This inhibition may be overcome by inac-
tivating the active ingredient or preservative system
with neutralizing agents, dilution to overcome the
inhibition, or a combination of both strategies. U.S.
Pharmacopoeia chapters 51, Antimicrobial Effective-
ness Test; 61 Microbial Limit Tests; and 71 Sterility
Testing[2] contain specific instructions on how to
qualify the test for use with specific pharmaceutical
drug products and the microorganisms to use during
this process.

A major concern for Pharmaceutical Operations,
i.e., Materials Management, Manufacturing, and QA,
is whether the R&D microbiologists develop microbial
tests that meet the QA requirements of robustness,
simplicity, and standard for ease of testing for the rou-
tine release testing of pharmaceutical products. Good
communications between the two microbiology groups
will ensure the smooth technology transfer of the most
appropriate tests from R&D to QA.

During development of the manufacturing process,
an experienced microbiologist should be consulted as
to the potential for microbial contamination of the pro-
duct. Issues may include the selection of appropriate
pharmaceutical ingredients, the ability of the manufac-
turing steps to control microbial contamination, the
validation of sterilization processes, the cleaning and
sanitization of process equipment, the adequacy of

2784 Pharmaceutical Quality Assurance Microbiology Laboratories



P
ha

rm
a–

P
ha

rm
ac

ok
in

et
ic

s

the water system, the holding times for intermediates,
the training of personnel, and the design of the
packaging.

CURRENT MICROBIOLOGICAL
TESTING PRACTICES

The compendial microbial methods currently used for
the routine testing of pharmaceutical products are
generally conservative and may be used to referee
disputes concerning the microbial contamination of
pharmaceutical products. The USP is recognized as
an official compendium by the U.S. Federal Food,
Drug and Cosmetic (FDC) Act. USP standards are
used to determine the identity, strength, quality, and
purity of pharmaceutical articles. The ‘‘General Chap-
ters’’ section of the USP includes requirements for
tests and assays and is numbered from 1 to 999,
whereas general information include chapters 1000
and above. Of particular interest to the pharmaceutical
microbiologist are USP 24 Informational Chapters
1116, Microbiological Evaluation of Clean Rooms
and other Controlled Environments; 1111 Microbio-
logical Attributes of Pharmaceutical Articles; 1225,
Validation of Compendial Methods; and 1231, Water
for Pharmaceutical Purposes.[3] Testing chapters perti-
nent to pharmaceutical microbiology and their JP and
Ph. Eur. counterparts are as follows:

USP Chapter 51, Antimicrobial
Effectiveness Test

Antimicrobial preservatives are substances added to
multiuse non-sterile liquids, ointments, and creams
and sterile injectable products to protect them from
microbial contamination that may be introduced inad-
vertently during use of the product (postmanufacturing).

The test for antimicrobial effectiveness is used to
demonstrate the effectiveness of any added antimicro-
bial preservative(s). Compendial references include
USP 24 Chapter 51, Antimicrobial Effectiveness Test;
JP XIII, General Information 3, Preservatives-
Effectiveness Tests; and Ph. Eur. 3rd Ed., Biological
Tests, 5.1.3., Efficacy of Antimicrobial Preservation.

USP Chapter 61, Microbial Limits Tests

The tests for microbial limits and recommendations for
microbial quality criteria of raw materials, excipients,
drug substances, and pharmaceutical products have
been established in pharmacopoeial compendia for
over 30 years. These tests are listed in USP 24, Chapter
61, Microbial Limits Tests; Ph. Eur. 3rd Ed., Biological
Tests 2.6.12 and 2.6.13, Microbial Contamination of

Products not Required to Comply with the Test for
Sterility (Total Viable Count, Tests for Specified Micro-
Organisms); and JP XIII 30, Microbial Limit Test.

USP Chapter 71, Sterility Test

The sterility test is applicable for determining whether
drug substances, preparations, or other pharmacopeial
articles are sterile as defined by the compendial
method. A satisfactory result indicates only that no
contaminating microorganisms have been found in
the sample examined according to the conditions of
the test. Therefore, the result is a function of the
efficiency of the adopted sampling plan. Compendial
references to sterility testing include USP 24, Chapter
71, Sterility Tests; Ph. Eur. 3rd Ed., Biological Tests
2.6.1., Sterility; and JP XIII 45, Sterility Test.

General Informational Chapter 1116,
Microbiological Evaluation of Clean Rooms
and Other Controlled Environments

The microbiological monitoring of air, surfaces, and
personnel in facilities used for sterile pharmaceutical
manufacturing is discussed in the USP 24 Informa-
tional Chapter 1116, Microbiological Evaluation of
Clean Rooms and Other Controlled Environments.
The chapter also covers the design and implementation
of a microbiological monitoring program and suggests
monitoring frequencies and microbiological accept-
ance criteria.

USP Informational Chapter 1231, Water
for Pharmaceutical Purposes

Types of water and methods and specifications for test-
ing them are listed in USP Informational Chapter
1231, Water for Pharmaceutical Purposes. The USP
also references Standard Methods for the Examination
of Water and Waste Water (APHA), 19th Ed., for
information on specific test methods.[4]

Other Testing Methods

New microbial testing methods are being introduced in
the marketplace based on advanced technologies.
These new tests represent improvements in the timeli-
ness and qualify of testing.

The USP 24 General Notices states that alternative
methods may be used to determine that products com-
ply with the pharmacopeial standards for advantages
in accuracy, sensitivity, precision, selectivity, and adap-
tability to automation or computerized data reduction
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or for any other special circumstances. Such alternative
or automated methods must be validated; however,
when disputed, the compendial method is conclusive
because it is the official or referee test. In addition,
USP Chapter 61, Microbial Limit Tests, states that
automated methods may be substituted, provided they
are validated and give equivalent or better results,
whereas USP Chapter 71, Sterility Tests, states that
alternative procedures may be used to demonstrate
that an article is sterile, provided the results obtained
are at least of equivalent reliability.

It is not required to have prior FDA approval to use
an alternate method to a compendial test. According to
21 CFR 314.70, ‘‘Supplements and Other Changes to an
Approved Application,’’ the addition or deletion of an
alternate analytical method does not require prior
approval and may be filed in the Annual Product
Report. However, we would need to document the
equivalency of the alternate method to the regulatory
or compendial test method and the validation report
must be available for an FDA investigator to inspect
at our manufacturing site. Where the test method is
particularly novel it may be advisable to include the test
in an NDA supplement so the FDA can review the new
method and your company can get prior FDA approval
before the new test method is implemented.

ORGANIZATION OF THE PHARMACEUTICAL
QUALITY ASSURANCE MICROBIOLOGICAL
TESTING LABORATORY

The microbiology manager has three major roles in the
QA organization. They are: 1) establishing, staffing,
and running the microbiological testing laboratory; 2)
monitoring pharmaceutical ingredients, water for phar-
maceutical purposes, the manufacturing environment,
and finished products submitted to the laboratory to
demonstrate control of microbial contamination of
the pharmaceutical products manufacturing at the site;
and 3) providing microbiological expertise to the QA
organization to prevent microbial contamination.

The microbiology manager is responsible for the
establishment of a suitably constructed and equipped
laboratory; recruiting and retaining an appropriately
educated, skilled, and experienced staff; and operating
the laboratory in compliance with all company policies
and cGMP regulations. The needs of business require
that microbial testing be conducted in a timely manner
so that products can be released to the market.

The microbiological monitoring program estab-
lished at a pharmaceutical manufacturing site will
depend on the range of products manufactured there.
Typical microbiological monitoring programs for
release testing and environmental monitoring for

non-sterile and sterile product manufacturing sites
are given in Table 1.

The general procedures to be followed when select-
ing a microbial testing strategy a Marketed Product
Stability Program for pharmaceutical drug products
based on cGMP and compendial requirements and
commitments made in regulatory filings are tabulated.

These approaches are in general accord with C.F.R.
21, Parts 211.113 Control of Microbiological Contami-
nation, Section (b); 211.137, Expiration dating;
211.167, Special Testing Requirements Section (a);
U.S.P. 24 51, Antimicrobial Effectiveness Testing, 61,
Microbial Limit Tests, 71, Sterility Tests, 85, Bacterial
Endotoxin Tests, General Informational Chapter 1151,
Pharmaceutical Dosage Forms and the June, 1998,
Draft FDA Stability Testing of Drug Substances and
Drug Products guidance document.[5] The tests that
may be included in the program include: 1) antimicro-
bial effectiveness testing; 2) Microbial Limit Testing;
3) Sterility Testing; 4) Bacterial Endotoxin Testing; and
5) Container-closure Integrity Testing.

Table 2 outlines a possible testing policy.

Antimicrobial Effectiveness Testing

The following principles apply to preservative effec-
tiveness testing in a pre- and postmarketed product
stability program.

1. The selection of the preservative system for mul-
tiuse new products is the responsibility of the
R&D formulation group. Typical shelf specifi-
cations are 80 to 120% LS. The appropriate pre-
servative system for the particular formulation
should be demonstrated to be effective by
microbial challenge down to at least 75% and
preferably to 50% of the target concentration.
It is recommended that during development,
the product be formulated with preservative
concentrations of 100, 75, and 50% of the
labeled amount and be subjected to Antimicro-
bial Effectiveness Testing to determine the low-
est effective preservative concentration.

2. The release and shelf-life specifications are
established based on both the premarketed sta-
bility data for the preservative system concentra-
tion and the Antimicrobial Effectiveness Test
results.

3. If the study outlined in item 1 was not conduc-
ted during product development, it is recom-
mended that QA and/or the Technical
Services groups undertake a study to justify
the current specifications and the elimination
of routine Antimicrobial Effectiveness Testing
in the Stability Program.
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4. All preservative systems for both parenteral and
non-sterile dosage forms should meet the 3 log
reduction at 14 days for bacteria., i.e., USP cate-
gory I requirements. EP/BP Antimicrobial
Effectiveness Testing would be run only if
requested by the Marketing Group.

5. Preservative effectiveness testing should be
included at the 3-, 12-, 24- and 36-month inter-
vals for pilot validation batches or of the first
three commercial batches of a new product only.

6. With subsequent batches, chemical assays
would be used only to confirm the preservative
level, because the effectiveness during shelf life
is being demonstrated. If the formulation is
changed, the preservative effectiveness must be
verified with at least one batch throughout the
shelf life.

7. The choice of additional challenge organism
used in formulation development will be
determined by 1) the range of activity of the pre-
servative system, i.e., if a preservative system
has reduced activity against Pseudomonas spp.,
additional organisms from these genera or
related genera could be added to the challenge
organisms; 2) the organisms considered objec-
tionable for that product and dosage form;
and 3) the frequency of isolation of organisms

from themanufacturing environmental and pro-
duct monitoring.

8. Repeat challenges should be limited to the
evaluation of preservative systems that cannot
be improved because of formulation difficulties
and limitation owing to the intended site of
use and products that may be misused during
multiple consumer use.

Microbial Limit Test

The following principles apply to microbial limit test-
ing within a pre- and post marketed product stability
program.

1. The inclusion of a routine Microbial Limit Test
in a marketed product stability protocol will
depend on the pharmaceutical dosage form.
Typically, the test would be used for only non-
sterile products, particularly oral liquids, nasal
sprays; and topical liquids, lotions and creams
that have a sufficient water activity to support
the growth of microorganisms. In contrast,
tablets, powder and liquid-filled capsules, topi-
cal ointments, vaginal and rectal suppositories,

Table 1 Sample microbiological monitoring programs

Dosage form Monitoring Frequency

Tablets and capsules Pharmaceutical ingredients Periodic after history is established; rule
accept on supplier certificate of analysis

Purified water Loop daily and taps weekly
Manufacturing environment Quarterly
Products Periodic after history is established owing to

low water activities of tablets and capsules

Topicals, otics, vaginal
and rectal products

Pharmaceutical ingredients As above
Purified water Loop daily and taps weekly
Manufacturing environment Weekly or monthly

Products Routine for products with high water activity;
periodic after history is established for
product with low water activity

Nasal sprays and inhalants Pharmaceutical ingredients As above

Purified water Loop daily and taps weekly
Manufacturing environment Daily or weekly
Products Routine for products with high water activity;

periodic after history is established for

product with low water activity

Injectable products,
ophthalmic products,
and inhalation solutions

Pharmaceutical ingredients As above
Purified water Loop and taps daily
Manufacturing environment Every shift in critical aseptic processing areas

Products Every batch with the exception of terminally
sterilized products approved for parametric
release
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non-aqueous liquids, and inhalation aerosols
with a water activity too low to allow for the
product to support the growth of micro-
organisms would not be routinely tested.

2. To establish a Microbial Limit Testing history,
all development, clinical, scale-up, and process
validation batches of new non-sterile dosage
forms would be tested to verify that the pharma-
ceutical ingredients, manufacturing process, and
packaging do not contribute the bioburden of
the product. After the testing history has been
established, products with a water activity
below 0.75 should not include Microbial Limit
Testing in the stability protocol.

Sterility Testing

The following principles apply to sterility testing
within a pre- and postmarketed product stability pro-
gram.

1. All injectable and ophthalmic products with the
exception of terminally sterilized product sub-
ject to parametric release should undergo Steril-
ity Testing at release.

2. Because the sterility assurance of an injectable or
ophthalmic product is established through media
fill or sterilization validation for aseptically filled
and terminally sterilized products, respectively,
Sterility Testing has been included in past
stability protocols as a measure of container-
closure integrity of the product throughout its
shelf life. If there is a continued need because
of previous regulatory commitments to include
Sterility Testing in a protocol, then testing at
release and expiry is recommended.

3. Whenever possible, Container-Closure Integrity
Testing should be substituted for Sterility Test-
ing as recommended in the draft FDA Stability
Guide.

Bacterial Endotoxin Test

The following principles apply to Endotoxin Testing in
a pre- and postmarketed product stability program.

1. All injectable products should be tested for
endotoxin at release.

2. Because, in the absence of bacterial growth in
the product, the endotoxin level will not
increase on storage during shelf life Bacterial
Endotoxin Testing is not indicated in the sta-
bility protocol. If there is a continued need to

include Endotoxin Testing in a protocol, then
testing at release and at expiry is recommended.

Container-Closure Integrity Test

The following principles apply to integrity testing a
pre- and postmarketed product stability program.

1. The integrity of the container-closure system as
a microbial barrier should be assessed using an
appropriately sensitive and adequately validated
Container-closure Integrity Test.

2. One of a number of physical Container-closure
Integrity tests may be selected and validated
against the Bacterial Liquid Immersion Test.
The Physical Leak Test should be correlated
to bacterial ingress.

3. The selection of the physical Container-closure
Integrity Test method should be made after con-
sideration of the container-closure type, the per-
formance criteria, and the available validated
test methods.

4. Test methods described in the literature include
bubble, helium mass spectrometry, liquid trace
(dye), head space analysis, vacuum/pressure
decay, weight loss/gain, and high-voltage leak
detection.[6]

5. The number of samples tested should reflect the
sampling requirements provided in the USP 71
Sterility Tests.

6. The testing should be performed annually and
at expiry.

The third role of supplying microbiological expertise
to the Manufacturing and Quality Assurance is impor-
tant because depth of experience in microbiology may
be lacking in these organizations in some companies.

Typically, the management of these organizations is
trained in chemistry, engineering, business, or phar-
macy. Microbiologists should assist management to
exercise the best judgment on microbiological issues.
Given that the ultimate objective is to prevent
microbial contamination of pharmaceutical and OTC
drug products, it is important that pharmaceutical
microbiologists be knowledgeable in the areas of
microbiological testing, infectious diseases, compendial
changes, regulatory issues, product formulation, and
manufacturing processes so they can give credible
advice.

A common practice in microbiological testing is that
pharmaceutical ingredients and products are tested
without full consideration of their significance. Some-
times, all raw materials purchased and product manu-
factured are submitted to the microbiology laboratory
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and tested, or if materials for testing are selected,
insufficient judgment is made with respect to whereas
materials are tested, i.e., materials with a low risk of
microbial contamination are tested whereas materials
with a high risk are not tested. Testing should always
reflect the risk of microbial contamination. An impor-
tant managerial tool to rationalize the microbial
testing is the reduced testing program. An important
aspect of a reduced pharmaceutical ingredient moni-
toring program, after supplier audit and an evaluation
of the equivalency of results from the supplier’s certifi-
cate of analysis and the manufacturing site microbio-
logical testing laboratory, is an understanding of the
potential risk of the microbial contamination of a
pharmaceutical ingredient, manufacturing environ-
ment, or pharmaceutical product. The microbiologist
needs to make a judgment based on the source of the
ingredient, how it is processed, its water activity and
testing history, and how it is used in formulations to
determine whether periodic microbial monitoring to
ensure that the testing laboratory confirms the
microbial results reported on the supplier certificate
of analysis is justified.

IMPLEMENTATION OF NEW
MICROBIOLOGICAL TESTING
METHODS

Opportunities exist to implement new microbiological
testing methods as alternatives to the compendial
methods to improve the quality of the test results
and reduce the product-release cycle time. Selection
of candidate test methods, proof of concept studies,
assay development and validation, regulatory approval,
and implementation of the new microbiological testing
methods are major issues that need to be addressed to
take advantage of the new technologies. These new
methodologies offer significant improvements in terms
of the speed, accuracy, precision, specificity, etc., with
which testing can be performed.

The majority of testing performed today relies on
century-old methods based on the recovery and growth
of microorganisms using solid or liquid microbiologi-
cal growth media. This is true in part because these
methods can be very effective and have a long history
of application. However, they are often limited by slow
microbial growth rates, unintended selectivity for
microorganisms that grow in nutrient-rich culture
media, and the inherent variability of microorganisms
in their response to culture methods. Despite the limita-
tions of current methods, acceptance of new and poten-
tially superior methods is often slow because of the
understandable conservative tendency of microbiologists.

This may be in part attributable to a lack of
clear guidance regarding the demonstration of their

equivalence to existing methods acceptable to
regulatory agencies and validation of the equipment
associated with the new methods.

Considerable guidance can be found regarding the
validation of chemical methods that is applicable to
microbial testing. Examples include USP Chapter
1225, ‘‘Validation of Compendial Methods,’’ and a
recent publication by the International Conference
on Harmonization (ICH), ‘‘Validation of Analytical
Methods.’’ These publications provide very specific
instructions regarding the demonstration of new ana-
lytical chemistry methods and their equivalence to
existing methods.

When instrumentation is developed for existing
microbiological methods to automate sample handling,
result reading, or data management, it is not difficult to
demonstrate the equivalency of the alternate method
using guidelines developed for chemical assays because
the test remains essentially the same. In a similar man-
ner, when a new technology continues to rely on the
measurement of microbial growth (e.g., impedance,
ATP bioluminescence, or other metabolic changes in
a microbial culture), equivalence can be readily demon-
strated. However, when a new method is based on
novel technology without direct ties to the existing
method (e.g., microbial identification by rRNA ampli-
fication versus patterns of biochemical reactions, or
counting fluorescent-labeled bacterial cells instead of
colony-forming units on an agar plate), demonstration
of equivalency may require a new application of the
validation principles, although the method provides
higher quality results. The principles that can be
applied to the validation of new microbiological testing
methods are found in the recently published PDA
Technical Report.[7]

For convenience, the technologies are divided into
growth-based technologies, viability-based technolo-
gies, cellular component or artifact-based technologies,
and nucleic acid-based technologies as shown in
Table 3.

IMPLEMENTATION OF A RISK-BASED
MICROBIOLOGICAL TESTING PROGRAM

A testing program to be both cost-effective and to con-
trol microbial contamination must reflect the potential
risks of microbial contamination of pharmaceutical
drug products. A knowledge of product formulation,
manufacturing processes, packaging, and ability of
product to support microbial growth can be applied
to develop rational specifications and a monitoring
program that reflects the potential risk to the consumer
of each dosage form. This emphasis on potential
risk will require that the pharmaceutical microbiolo-
gist most closely addresses products having a higher
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potential for microbial contamination to best serve the
needs of pharmaceutical companies and end-user of
products.

A recall is a removal or correction of a marketed
product by the pharmaceutical manufacturer when
that product violates the laws enforced by the FDA.
Unlike the FDA’s other methods for achieving com-
pliance such as seizures and court-ordered injunctions,
recalls are almost always voluntary. The FDA cannot
order a company to recall a product, except in some
cases involving infant formulas, biological products,
and devices that present a serious health hazard.
A class I recall occurs when there is a reasonable
probability that the use of or exposure to a violative
product will cause serious adverse health consequences
or death. A class II recall occurs when use of or
exposure to a violative product may cause temporary
or medically reversible adverse health consequences
or in which the probability of serious adverse health
consequences is remote. A class III recall occurs when

use of or exposure to a violative product is not likely to
cause adverse health consequences. When the center
receives the Recall Report from the FDA district
office, it evaluates the health hazard presented by the
product and categorizes it as class I, II, or III. The
classification is determined by an ad hoc Health
Hazard Evaluation Committee made up of FDA
scientists chosen for their expertise. Classification is
done on a case-by-case basis, considering the potential
consequences of a violation.

The average number of recalls per annum for
microbial contamination of non-sterile pharmaceutical
and OTC drug products is six (Table 4). The emphasis
on waterborne Gram-negative bacteria of the species
Bulkholderia (Pseudomonas) cepacia (nine recalls),
P. putida (three recalls), P. aeruginosa (three recalls),
Pseudomonas spp. (two recalls), and Ralstonia (P.)
pickettii (one recall) is notable and reflects the concern
for bacteria capable of growth in liquid oral dosage
forms that overwhelm the preservative system.

Table 3 Classification of new biological testing methods

Testing method Example technologies

Growth-based technologies ATP bioluminescenceImpedance/conductivity
Hydrophobic grid membrane filter methods

Viability-based technologies Direct epifluorescent filter
Microscopy membrane laser
Scanning fluorescence cytometry

Fluorescence flow cytometry

Cellular component or
artifact-based technologies

GL chromatographic fatty acid profiles
MALDI-TOF mass spectrometry
Fluorescence antibody techniques

Enzyme-linked immunosorbent assay
Limulus amebocyte lysate-endotoxin assay

Nucleic acid-based technologies Nucleic acid probe
Polymerase chain reaction–DNA

amplification16S rRNA sequencing
techniques Automated riboprinting

Table 4 Summary of the non-sterile pharmaceutical and OTC products recalled, 1991–1998,

by the FDA because of microbial contamination problems as to class of recall (n ¼ 46)

Year Recalls Class I Class II Class III % Pseudomonads

1998 7 2 3 2 57

1997 5 1 2 2 60

1996 4 1 2 1 75

1995 4 0 3 1 0

1994 8 1 4 3 38

1993 9 0 6 3 44

1992 6 1 5 0 33

1991 3 0 0 3 0

1991–98 46 6 25 15 38

(From Ref.[8].)
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Analyses of the underlying probable cause of the
microbial contamination of non-sterile products sug-
gest to this researcher that they are the result of: 1)
microbial contamination of water for pharmaceutical
purposes; 2) the use of pharmaceutical ingredients
with higher microbial counts; 3) failure of preservative
systems to protect liquid products; 4) microbial con-
tamination during the manufacturing process; or 5)
improper use and/or storage of the products during
shelf life.

The suitable water systems, the appropriate
management of the equipment, and the appropriate
monitoring programs were emphasized during past
regulatory inspections so that manufacturers have no
excuse for using unsuitable ingredient water during
the manufacture of products. In most cases, pharma-
ceutical ingredients of high microbial quality can be
selected for pharmaceutical manufacturing. More
emphasis must be placed on preservative systems
during formulation development, especially on oppor-
tunities to optimize a preservative system by manipu-
lating the pH, surfactant properties, and water
activity of formulations to make them unsuitable for
microbial growth. A comprehensive discussion of the
application of water activity determination in product
formulation and the development of microbial
monitoring programs has appeared recently in the
literature.[9]

A greater appreciation of the ability of different
manufacturing steps to affect the microbial content
of a formulation by formulators, microbiologists, and
manufacturing personnel would be helpful. Exposure
of pharmaceutical products to high humidity during
shelf life may increase the water activity of a liquid,
ointment, cream, or tablet, allowing for the growth
of microorganisms on the surface of the product. Thus
suitable packaging and appropriate patient handling of
the drug product are important.

FUTURE TRENDS IN THE MICROBIOLOGICAL
TESTING LABORATORY

The four major trends in the pharmaceutical micro-
biological testing laboratory are: 1) the drive to intro-
duce new microbiological testing technologies; 2) the
organization of the laboratory based on work stations;
3) the use of computerized information management
systems; and 4) the change of emphasis from testing to
prevention of microbial contamination.

If the pioneering German bacteriologist Robert
Koch visited a routine microbiological testing labora-
tory in the pharmaceutical, biotechnology, or medical
device industry, he would recognize that most of our
techniques were first developed or used in his labora-
tory during the last three decades of the 19th century.

These methods include the fixing and staining of
bacterial cells on glass slides for microscopic examina-
tion and photomicroscopy; growth of colonies in
solid media; streaking for isolation of pure cultures
in solid media; the use of agar-agar as a support for
microbiological media in Petri dishes; serial dilution
and plating in solid media to enumerate the microbial
population in water; monitoring bacteria in the air; the
classification of bacteria by their cellular morphology
and differential staining; sterilization of microbiologi-
cal media by filtration or steam sterilization; disinfec-
tant testing; and aerobic and anaerobic incubation. A
major trend is under way in the pharmaceutical QA
microbiological testing laboratory in which the classic
microbiological cultural methods developed in the late
19th century will be replaced for routine testing by
biochemical, fluorescent cytometric, and nucleic acid-
based techniques. Although many companies have
developed instruments to automate the running or
miniaturizing of existing test methods, technological
improvements are progressing rapidly, with new meth-
ods based on fluorescent laser detection and nucleic
acid-based detection. The future of microbiological
testing is in the commercialization of automated spe-
cific detection methods that will reduce our reliance
on cultural methods. This should result in routine test-
ing with significantly shorter test cycle times and higher
quality results.

Organization of the microbiology laboratory is
more and more frequently based on self-directed work
teams, with the widespread use of workstations based
on the newer testing technologies. The workstations
will reflect the product mix manufactured by the phar-
maceutical company. This will rationalize the deploy-
ment of lab personnel and the flow of materials and
information through the laboratory. Common work-
stations include: 1) sample receipt and distribution;
2) water for pharmaceutical monitoring; 3) microbial
limits of pharmaceutical ingredients and non-sterile
products; 4) antimicrobial effectiveness testing; 5)
microbial identification; 6) environmental monitoring;
7) growth promotion; 8) sterility testing; 9) microbial
assay of antibiotics and vitamins; and 10) information
management.

Each testing workstation manned by trained labora-
tory personnel who will rotate through the laboratory
contain dedicated testing equipment interfaced to
LIMS, media, reagents, and supplies, with accompany-
ing SOPs, training documents, and calibration and
preventative maintenance logs. Test specimens would
be received, inspected, and entered into the infor-
mation management system via keyboard or by bar
code scanning and distributed to the appropriate
workstation. The results would be generated at the
workstations, and test results will be reviewed and
transferred from the workstation into LIMS.
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In conclusion, the important role of the micro-
biologists in the pharmaceutical industry must be
reinforced. The need to involve experienced micro-
biologists in each stage of the product life cycle to
maintain product quality, safety, and efficacy is high-
lighted in this chapter.
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INTRODUCTION

The human genome project has generated data unpre-
cedented in its volume and in the promise that it holds
in providing a better understanding of the complexity
of biological systems. With the ultimate identification
of all of the genes in the human genome, a comprehen-
sive understanding of life’s organization at the molec-
ular level becomes a rational scientific goal. Such
information will ultimately transform the life sciences.
It seems likely that the impact of these data will be felt
most immediately in the pharmaceutical sciences
because as compared to many complex, multifaceted
health issues (for example, cancer, obesity, and cardio-
vascular disease), drug efficacy and toxicity are more
tractable problems. This is owing to the fact that many
drugs have relatively specific targets and are altered
(transported and metabolized) by one or a few genes.
In addition, there exists a wide body of pharmaco-
kinetic and pharmacodynamic data for many drugs,
which will aid greatly in interpreting the molecular
and genomic data now being collected. In this article,
we will discuss the role of these recent technologies in
the pharmaceutical sciences. Specifically we discuss
the application of genomic technologies in two major
areas: (i) to assess the importance of human genetic
variation in drug response and (ii) to identify networks
of genes, which determine the efficacy and toxicity
of drug therapies and to identify new therapeutic drug
targets.

TERMINOLOGY

The genomic revolution in the life sciences has spawned
a fair number of new terms representing not so much
new fields of science as expanded opportunities in
established fields. One of these, pharmacogenomics is
a recently coined term encompassing the application
of new genomic technologies and data to the pharmaceu-
tical sciences. It can be understood to be similar to other
fields spawned by the Omics revolution: proteomics
(measurement and characterization of plasma pro-
teins),[1] toxicogenomics (structure and response of the
genome following xenobiotic exposure),[2,3] and metabo-
lomics (analysis of the metabolites of an organism).[4,5]

All represent the infusion of genomic information and
technologies into already well-established fields.

While pharmacogenomics as a discipline is recent,
the application of genetics to pharmacology and the
pharmaceutical sciences is not new. The term, pharma-
cogenetics, was coined by Vogel[6] in 1959 following
an earlier summary concerning the relationship of
genetics (as understood to be the study of patterns of
inheritance) and interindividual drug response.[7]

The first book titled ‘‘Pharmacogenetics’’ appeared
in 1962,[8] with a number of books covering all aspects
of pharmacogenomics and pharmacogenetics now
available.[9–12] Kalow[13,14] provides an excellent his-
torical review of the development of pharmacogenetics
and pharmacogenomics. A simple literature search
shows the rapid increase in scientific papers in the fields
of pharmacogenetics and pharmacogenomics (Fig. 1).
The rapid increase in publications coincides with
technological developments in DNA sequencing, DNA
amplification using the polymerase chain reaction
(PCR), and microarrays.

PHARMACOGENETICS AND
PHARMACOGENOMICS

The terms pharmacogenetics and pharmacogenomics
are generally used interchangeably,[15,16] though phar-
macogenetics has often been limited to examinations
of genetic differences in single genes segregating in
populations (polymorphisms) and the importance
these differences have on individual variation in drug
response. The term ‘‘pharmacogenomics’’ has come
to include not only pharmacogenetics as defined above
but also the interaction of all the genes present in an
individual, a ‘‘whole genome view’’ of drug response.
This includes not only the interactions of many poly-
morphic genes as they affect drug response but also
the role gene interactions play in drug distribution,
metabolism, and elimination.

Any definition of pharmacogenomics should include
the application of genomic technologies and information
to the pharmaceutical sciences. Genomic technologies
such as high-throughput DNA sequencing and gene
expression studies using microarrays and quantitative
real-time PCR are fundamental tools in the discovery
and clinical assessment of genetic polymorphisms as well
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as identification of the network of genes and gene
interactions that affect the efficacy and toxicity of
drug therapies.[17–19] Thus pharmacogenomics can be
grouped into two relatively distinct, though intercon-
nected, endeavors:

1. The use of genomic technologies to elucidate the
molecular mechanisms underlying drug action,
efficacy, and toxicity with the goal of producing
improved therapeutic outcomes. The focus here
is on conducting gene expression studies whether
on the scale of the genome using microarrays or
‘‘DNA chips,’’ or on a smaller more directed
approaches using quantitative PCR technologies.

2. The examination of the role of human genetic
variation in explaining interindividual differences
in drug response. Much of research has been directed
in identifying and assessing the importance of gen-
etic differences (polymorphisms) in genes involved
in drug transport (including drug receptors), and
drug metabolism. The technologies here include
microarrays and real-time quantitative PCR.

DRUG TARGETS

The goal of this article is to examine the technologies
that underlie discovery of molecular mechanisms and
genetic specificity. Both endeavors are interconnected
in that genes identified in gene expression studies that
play an important role in drug response may prove
to be useful targets for studies to examine how poly-
morphisms in those genes affect drug response.
Similarly, genes implicated as playing a role in patient
drug response may identify new pathways associated
with the molecular response to a drug.

That different individuals respond differently to the
same drugs is a longstanding observation. Factors such
as diet, age, sex, concomitant diseases, and other med-
ications are all known to alter how a patient responds
to a drug. With the advent of the human genome project,
it is now becoming possible to assess the role genetics
play in patient variability in drug response. Specifically,
how genetic differences in genes that code for proteins
involved in drug metabolism, drug transport, or drug
receptors determine drug pharmacokinetics and phar-
macodynamics. Polymorphisms in humans (as is the case
for most organisms) consist largely of:

1. Small insertions or deletions (indels)—usually
10s–1000s of base pairs.

2. Microsatellites (simple sequence repeats, simple
tandem repeats)—regions of DNA composed of
short two, three, or four nucleotides repeated
2–50 times.

3. Single nucleotide repeats (SNPs)—single base
pair substitutions, estimated to occur every
100–300 bp. Any two individuals differ at �3
million sites in a genome of three billion bp.[20]

While all three types of polymorphisms have been
identified in human genes responsible for drug response,
SNPs are the most numerous and have become the target
of intense study.

Large-scale programs are underway to identify all
the SNPs segregating in human populations (SNP dis-
covery) to discover and document their effects.[21–23]

This area of pharmacogenomics is progressing rapidly
along a number of parallel research paths: (i) to iden-
tify new genes involved in drug response; (ii) to
uncover polymorphisms in these genes and the many
genes already known to play a role in drug response;
and (iii) to assess the clinical relevance if any of dis-
covered polymorphisms. These areas of research are
expanding at a pace that makes just keeping up with
the reviews difficult.[12,24–32] The best source for timely
information concerning genetic polymorphisms and
drug response are the databases accessible via the inter-
net. The two most comprehensive, up-to-date are the
Online Mendelian Inheritance in Man (OMIM)[33]

maintained by the National Center for Biotechnology
Information (NCBI) and the Pharmacogenomics and
Pharmacogenetics Knowledge Base (PharmGKB).[34]

The OMIM database is the repository for all data
concerning human genes and genetic diseases. OMIM
has textual information and references with links to
Medical Literature Analysis and Retrieval System
(MEDLINE) and all the many additional related
resources at NCBI including sequence data, genetic maps,
and SNP data. PharmGKB is an integrated database
providing clinical, pharmacokinetic, pharmacodynamic,
genotypic, and molecular function data for human

Fig. 1 Number of publications in pharmacogenomics and
pharmacogenetics (A) and pharmacogenomics alone (B).

Search conducted on PubMed, National Library of Medi-
cine. Publications were accepted if pharmacogenomics or
pharmacogenetics appeared anywhere in the citation.
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genetic polymorphisms and drugs. Both databases are
open to the public and are the best source for up-to-
date information concerning genes and drug response.

GENOTYPING

DNA sequencing is the predominant technology
employed for the discovery of SNPs and other poly-
morphisms. Sequencing efforts are most often directed
at exons and the flanking regions of specific genes or
gene families,[35–39] less so for the more difficult-
to-define regulatory regions upstream of the gene.[40,41]

Once polymorphisms are identified, it is necessary to
characterize their frequencies in human populations.
This is often accomplished by sequencing some subset
of the National Institute of General Medical Sciences
(NIGMS) Human Genetic cell repository (the Coriell
set) that includes samples for most of the distinct popula-
tions across the globe.

Genotyping techniques include older methods like
restriction fragment length polymorphism (RFLP)
analysis of PCR products[42,43] and PCR amplification
of microsatellites. For SNPs, several recent high-
throughput technologies are available including (i) quan-
titative PCR (discussed below) using fluorescent
probes;[44] (ii) microarrays (discussed below);[45–47] (iii)
pyrosequencing;[48] (iv) invader assays;[49,50] and (v) matrix-
assisted laser desorption/ionization-time-of-flight mass
spectrometry (MALDI-TOF).[51–53] The technologies
vary greatly in their speed, cost, and limitations.[54–58]

GENE EXPRESSION

Microarrays

Studies to identify and characterize patterns of gene
expression provide insight into the underlying bio-
chemical and molecular mechanisms of drug response.
In that drug response, like most human traits, is the
result of the interactions of multiple genes as well as
environmental factors, and is necessary to examine
actions of many genes simultaneously. Fortunately, the
technologies now exist to conduct such studies. The
genome-wide assessments of transcriptional events
involved in drug response will provide the new founda-
tions for more mechanistic-based studies of the molec-
ular and physiological basis of effects and disposition of
therapeutic agents. Genomic technologies like microar-
rays and real-time PCR are quickly becoming standard
exploratory tools in drug discovery,[59–61] drug develop-
ment,[62] and clinical trials. Microarrays allow for the
large scale and largely exploratory examination gene
expression, which can then be followed by more quanti-
tative measurements using real-time PCR.

Microarrays[63–65] are now widely available from a
number of commercial vendors and university core
facilities. Densities of gene targets on a single array
can range from 100s to well over 100,000 complemen-
tary DNAs (cDNAs) or oligonucleotides, providing an
estimate of gene expression ranging from nearly the
entire transcriptsome to smaller pathway-specific groups
of genes. Arrays can be composed of either short
(20–70 bp) oligonucleotides or longer PCR-generated
gene segments. The trend is toward short oligonucleo-
tides, as these can be chosen to be gene specific and
therefore lessen the chance cross talk among genes
having similar sequences (for example the P450 genes).
Gene-specific oligonucleotides can be synthesized
directly on silicon chips using photochemical tech-
nology, printed on nylon membranes using ink-jet
technology, or robotically spotted on glass slides or
nylon membranes. Larger gene segments (cDNAs) are
spotted onto glass slides or nylon membranes. These
arrays are then probed simultaneously with labeled
cDNAs reverse transcribed from the different mRNA
pools of interest. For some formats (Affmetrix�, Super-
Array’s Oligo GEArray), the cDNAs are used to
synthesize labeled cRNAs as probes. Labeling can be
done using isotope [P32 or P33 labeled Deoxycytidine
Triphosphate (dCTP)], fluorescent dyes (Cy3 or CY5),
or chemiluminescence (often biotin-labeled dUTPs).
Results of these array experiments consist of image files
containing intensity values (minus some assessment of
background) resulting from the hybridization of
labeled cDNAs or cRNAs to the ‘‘genes’’ on the array.
Typical experiments result in the measurement of gene
expression for 100s–1000s of genes replicated for each
treatment, time point, dosage, etc.

The statistical methods applied to microarray
analyses can be divided into two broad classifications
reflecting two different desired outcomes. The first
group of analyses concerns the identification of a
subset of genes from the many thousands assayed in
an experiment that exhibits significantly altered gene
expression owing to the experimental conditions. The
second broad group of analyses, often referred to as
‘‘data mining,’’ use intensive computational methods
(clustering algorithms, self-organizing maps, and prin-
cipal component analysis) to identify patterns of
gene expression. Within this second group, there are
generally two different types of analysis representing
distinctly different goals. In many cases, the goal is
to classify or cluster genes into groups showing similar
patterns of expression. Because these techniques do not
provide any additional information to the computa-
tional algorithm other than the normalized intensities
values, they are referred to as unsupervised approaches.
Examples include cluster analysis,[66] k-means cluster-
ing[67] and self-organizing maps.[68] In contrast to these
clustering methods, researchers often seek to group
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samples into functional classes (for example diseased
vs. normal tissues) based upon gene expression pat-
terns. The ultimate goal is to identify a subset of genes,
which will allow the researcher to make predictions or
assignments of unknown samples based upon gene
expression patterns. Because the algorithms are pro-
vided with both intensity data as well as additional data
in terms of classification groups, such methods are
referred to as supervised approaches.[69]

The interpretation of microarray data is compli-
cated by our incomplete knowledge of the complexity
of biological systems (for example, the multitude of
possible gene interactions) and our lack of a compre-
hensive understanding of life’s organization at the
molecular level. For example, the relationship between
assessed mRNA levels as identified in microarray
experiments and the concentrations of the respective
proteins may be complex, or more often unknown.[70,71]

Further, the analysis and interpretation of the results
from microarrays experiments are complicated by the
lack of standardization of both the collection of these
data and the statistical procedures used to assess signifi-
cance. This has resulted in reports of poor concordance
of microarray data generated from different platforms
(oligos and cDNA arrays) and manufacturers,[72–75]

though others[76,77] have reported good concordance
between different oligonucleotide array platforms and
quantitative PCR. As is the case for any new technology,
there is a need for caution in interpreting the data until
uniform methods of data collection and analysis are
standardized.[78]

Microarrays have become important tools in asses-
sing gene expression responses in chemotherapy,[79–83]

development of drug resistance,[84–87] pharmaco-
dynamics,[88] and transcriptional profiling to monitor
patient outcomes and drug efficacy.[89–91]

Quantitative Real-Time PCRs

Microarray experiments are, by their very nature,
exploratory exercises. The extreme complexity of life’s
processes combined with the many sources of error
associated with the microarray technology itself yields
data, which even under the most controlled conditions
are fuzzy. Microarray results should always be validated
using more quantitative methods before conclusions are
drawn for any specific gene. Recent technologies for
assessing specific mRNA levels for individual genes are
based upon the PCR. All procedures begin first with
the use of the enzyme reverse transcriptase (RT) to
convert the mRNA pool into a presumed representative
pool of cDNAs. Through the use of intercalating DNA
dyes or fluorogenic probes,[92] the amount of DNA
accumulating with each cycle of the PCR amplification
process can be quantified. Monitoring DNA quantities

in real time allows researchers to estimate the initial,
starting concentration of a given gene target based upon
the amplification profiles. Thus from tissue samples
as small as a few cells,[93] it is possible to estimate the
number of mRNAs present for a given gene. DNA dyes
like SYBR� Green I[94] are the simplest methodologies
to implement requiring only the addition of the dye to
an already optimized PCR protocol. However, DNA
dyes are non-specific, thus any PCR product will result
in a signal, and thus additional steps must be included
in the protocol to insure that only the PCR product of
interest is being synthesized and quantified. In contrast,
fluorogenic probes can be designed to anneal to only a
specific gene target. The design of fluorogenic probes
generally consists of two dyes, one of which reduces or
eliminates (quencher dye) the fluorescent signal of the
second dye (reporter dye) when held in close molecular
proximity to one another. This can be accomplished by
placing the two dyes on either end of a single oligonu-
cleotide that then hybridizes to the appropriate gene tar-
get within the region being amplified. Fluorescence
increases with each amplification cycle as the fluorescent
probe is cleaved by DNA polymerase during amplifi-
cation, thus freeing the dyes (TAQMAN assay)[95–97]

or when the probe assumes a hairpin loop conformation
when not bound to the PCR product (Molecular
Beacons).[98,99] Other techniques incorporate the dyes
into one of the PCR primers (Scorpion Primers)[100] or
incorporate self-quenching primers requiring with only
one fluorophore (LUX Primers).[101] Databases are
now available with fluorogenic probe and primer
sequences for a variety of genes in humans, mice/rats,
and other species.[102,103] Real-time quantitative PCR
has been used to examine the kinetics of gene expression
in response to specific drugs[104–106] and to examine the
role of drug transporters[107–111] and/or metabolizing
enzymes[112–115] in drug distribution. As noted above,
this technology’s real advantage is in confirming and
extending the findings of microarray studies. Because
PCR requires only minute samples, it is possible to assess
gene expression for specific tissues or cells. The reduced
costs of PCR assays also make it possible to monitor
gene expression across many more time points under
different dosage regimes. Finally, real-time PCR is also
rapidly becoming an important means of genotyping
for single nucleotide polymorphisms using allele-specific
primers.[116–118]

CONCLUSIONS

The technologies that are the driving force behind
pharmacogenomics hold great promise in ultimately
understanding the molecular mechanisms that underlie
drug action with the dual goals of identifying new
drug targets and improving the ones we have, and
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elucidating the role of genetics in interpatient vari-
ability in drug response. In early 2005, the technologies
for collecting the data on genomic scales far outpace
our ability to analyze them. Developments in data
handling and statistics are desperately needed and are
the basis for the growth of bioinformatics. It should
be kept in mind that given our extremely limited
knowledge of life’s workings on the molecular level,
the field of pharmacogenomics must be viewed as an
exploratory endeavor with all the seemingly contradic-
tory data that comes with nearly blind explorations.
Hopefully continued work will provide the under-
standing needed to unravel the nature of medical ther-
apeutics and the ailments that trouble humankind.
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Simulations in Drug Development
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Sally Y. Choe
Pfizer Global Research and Development, Ann Arbor, Michigan, U.S.A.

INTRODUCTION

Pharmaceutical industry is faced with more challenges
than ever in recent years. The drug industry continues
to consolidate and become more competitive.[1] Highly
publicized lawsuits have heightened sensitivities with
respect to the balance between acceptable efficacy and
safety. The U.S. Food and Drug Administration (FDA)
reports that about 22% of the drugs had labeling
changes after approval, most of which were safety-
motivated and net dosage decreases.[2–4] In addition,
the industry has been struggling to increase pro-
ductivity despite the advancement of basic research.[5]

In light of all these issues and the ever-increasing cost
of drug development ($800 million/yr[6]), the pharma-
ceutical industry is increasingly focusing on ways to
streamline the drug development process through more
efficiently designed clinical trials. Pharmacokinetic/
pharmacodynamic (PK/PD) modeling and simulation,
which generally have not been in wide use in drug
development in the past, are useful and important
tools that can improve the efficiency of the drug
development process, from preclinical stage to the
postmarketing phase and beyond.

The aim of this chapter is to provide a general
perspective on PK/PD modeling and simulation and
their applications in the drug development process. It
is intended as an introductory reading for those who
may not be intimately familiar with the concept and
benefits of PK/PD modeling and simulations rather
than providing intricate technical details. With the back-
ground information provided by this chapter, readers
are encouraged to move on to more advanced technical
references currently available for continued learning.

GENERAL PERSPECTIVE ON PK/PD
MODELING AND SIMULATION

Basic Concept of PK/PD

Pharmacokinetics describes the time course of drug
concentration in one or more biological specimen,

normally plasma, serum, or whole blood, which reflects
several processes including absorption, distribution,
metabolism, and elimination (Fig. 1).

The overall kinetic process often can be character-
ized using various mathematical models including
compartment models, non-compartment models, and
physiological-based models. We do not intend to have
a detailed discussion on pharmacokinetics in this
chapter. For further reading on pharmacokinetic prin-
ciples, we refer the readers to Gibaldi and Perrier, and
Rowland and Tozer.[7,8]

Pharmacodynamics describes the time course and
the magnitude of pharmacological response of drugs.
Based on the classic receptor-occupancy theory, after
drug molecules reach the target biophase, it binds to
the receptors to form the drug–receptor complex to exert
pharmacological response (Fig. 2).

Ariens introduced the concept that the pharmacologi-
cal response is directly proportional to the concentration
of drug–receptor complex.[9] Pharmacological responses
can generally be categorized into two groups: continuous
response (e.g., blood pressure and fasting blood glucose)
and discrete categorical response. The latter can be
further subcategorized into dichotomous response (e.g.,
response vs. no response), ordered categorical response
(e.g., Likert pain rating scale where higher numbers
represent greater pain), count response (e.g., number of
seizures per month), and time-to-event response (e.g.,
survival, time to deferverscence).

Pharmacokinetic/pharmacodynamic modeling relates
the dose or concentration (exposure) of a drug provided
by the kinetic model to its observed pharmacological
effects (response) by establishing an exposure–response
relationship. The conceptual diagram of a typical
PK/PD model is illustrated in Fig. 3.

PK/PD Models

Many PK/PD models have been developed to charac-
terize the exposure–response relationship for a variety
of classes of drugs. In the following section we provide
a brief discussion on some simple direct effect models
that assume a rapid equilibrium between plasma
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and biophase concentrations (steady-state) and time-
invariant pharmacodynamics, as well as some more
advanced non-steady-state and time-dependent models.

Simple direct effect models

Linear Model. In the simplest case, the observed
effect (E) is directly related to drug concentrations
(C) that can be described by the linear function

E ¼ S � C ð1Þ

where S is the slope parameter. If there is a baseline
effect (E0) when drug is absent, then the model may
be expressed as

E ¼ E0 þ S � C ð2Þ
The linear model is the special case of the Emax

model (discussed later) when the observed concentra-
tions are much lower than EC50. However, one should
be aware that the assumption of a direct proportionality
between effect and concentration is only valid within a
limited linear range of the effect–concentration curve.

Log-Linear Model. If the effect is measured over a
large concentration range, the relationship between
effect and concentration may appear curvilinear. The
log-linear model is given in Eq. (3)

E ¼ E0 þ S � log C ð3Þ

where S and E0 have the same interpretation as in the
linear model. One obvious limitation of this model is

that the pharmacologic effect cannot be estimated when
the concentration is zero because of the logarithmic
function.

Emax Model. Emax model was originally derived from
the classic drug–receptor occupancy theory. It
is an empirical function for describing a non-linear
concentration–effect relationship with the general form:

E ¼ Emax � C=ðC þ EC50Þ ð4Þ

where the effect E is a function of Emax, the maximum
effect due to drug, C, the drug concentration, and EC50,
the concentration required to achieve 50% of the
maximum effect. The Emax model describes the hyperbolic
shape of the response vs. drug concentration curve (Fig. 4).

In many cases, the baseline pharmacologic effect
(E0) exists when the drug is absent, and the equation
can be modified as follows:

E ¼ E0 þ Emax � C=ðC þ EC50Þ ð5Þ

Sigmoidal Emax Model. The sigmoidal Emax model,
originally derived based on oxygen–hemoglobin dis-
sociation kinetics,[10] is a generalization of the Emax

model. It describes the response vs. drug concentration
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curve for many drugs that appear to be S-shaped
(sigmoidal) rather than hyperbolic as described by the
simple Emax model (Fig. 5).

E ¼ Emax � Cg=ðCg þ EC
g
50Þ ð6Þ

where g represents a sigmoidicity factor or the steep-
ness of the curve: g ¼ 1 for the hyperbolic curve;
g > 1 for a steeper curve; and g < 1 for the smoother
curve. The sigmoidal Emax model is generally flexible in
describing the concentration–effect relationship for
many drugs with simple direct and reversible action.

Nonsteady and time-dependent models

An important assumption associated with the above-
mentioned simple direct effect models is that a rapid
equilibrium exists between plasma and effect site
concentrations. Accordingly, maximum effects are pre-
dicted to occur simultaneously with peak drug concen-
trations. For many drugs, however, there is a temporal
dissociation between the time course of concentration
and the time course of effect, a phenomenon resulting
in hysteresis observed in plots of effect vs. concen-
tration as illustrated in Fig. 6.

This temporal displacement may be related to a
slow biophase distribution process between plasma and
effect concentrations, and the specific mechanism of
drug action, such as an indirect effect or a signal
transduction process. Several models that have been
developed to account for this phenomenon are dis-
cussed below.

Biophase Distribution Model. Drug distribution to the
effect site may represent a rate-limiting step for drugs
in exerting their pharmacological effect. Holford and
Sheiner introduced a hypothetical effect–compartment
(Fig. 7), and proposed that a drug must first enter
this effect compartment from either the central or the
peripheral pharmacokinetic compartment before its
pharmacological response is exerted.[11–13]

Additionally, the drug influx into the effect com-
partment (Ce) from the pharmacokinetic compartment
(Cp) is assumed to follow a first-order process, but with
negligible mass transfer as described below:

dCe=dt ¼ K1e � Cp � Ke0 � Ce ð7Þ

where K1e and Ke0 are the first-order distribution rate
constants. Concentrations in the effect compartment
are then directly related to response through an60
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exposure–response model (e.g., linear or Emax model).
The effect compartment model has been successfully used
to characterize the PK/PD of several drugs, including
pancuronium, midazolam, and alprazolam.[14–16] In-
depth reviews of the effect compartment model are
readily available.[17,18]

Mechanism-Based Indirect Response Model. Aside
from the distribution process, temporal dissociation
between the time courses of concentration and effect
might also be caused by an indirect response mech-
anism. Indirect response modeling was first introduced
by Nagashima et al. for the anticoagulant effect of
warfarin.[19] Dayneka et al. later proposed four basic
models for indirect pharmacodynamic response.[20]

The indirect response model is based on the premise
that the drug response is indirectly mediated by either
inhibition or stimulation of the factors controlling
either the production (Kin) or the dissipation of response
(Kout) as illustrated in Fig. 8.

In the absence of drug, the rate of change in
response over time (dR/dt) can be described by a
differential equation as follows:

dR=dt ¼ kin � kout � R ð8Þ

where kin represents the zero-order constant for the
production of response and kout represents the first-
order rate constant for the dissipation of response.
Depending on whether kin or kout is either inhibited
or stimulated by the drug, the following four basic
models have been developed in which the drug effect
is mediated by an Emax-like model:

dR=dt ¼ kin � IðtÞ � kout � R

for the inhibition of kin ð9Þ

dR=dt ¼ kin � kout � IðtÞ � R

for the inhibition of kout ð10Þ

dR=dt ¼ kin � SðtÞ � kout � R

for the stimulation of kin ð11Þ

dR=dt ¼ kin � kout � SðtÞ � R

for the stimulation of kout ð12Þ

where S(t) and I(t) denote stimulation and inhibitory
functions, respectively, which can be described as Emax

models.
Indirect response modeling has been used success-

fully to describe the pharmacodynamics of many drugs,
especially in cases where endogenous mediators are
involved in the expression of the observed response.
These models may be appropriate for various classes of
drugs, including histamine H2-receptor antagonists (such
as cimetidine) that inhibit gastric acid secretion, and oral
hypoglycemic agents (such as tolbutamide) that lower
blood glucose level by stimulating insulin secretion.

Signal Transduction Model. The pharmacological
effects of drugs may be mediated by a time-dependent
signal transduction process, which involves multiple
steps. Sun and Jusko proposed a signal transduction
model to account for the delayed effect of pharmaco-
dynamic responses.[21] This model has been used to
characterize the parasympathomimetic activity of
scopolamine and atropine in rats.[22]

Tolerance Model. For some drugs, pharmacodynamic
parameters like Emax and EC50 may appear to vary over
time, resulting in changes in pharmacological response
despite the presence of constant concentrations at the
effect site. Tolerance is characterized by a reduction in
pharmacological response after repeated or continuous
drug exposure. The complex mechanism of tolerance
may involve receptor pool depletion, decrease in receptor
affinity, and up- or down-regulation.

The development of tolerance can have a significant
impact on the exposure response relationship and, if
not recognized, can contribute to poor clinical out-
come. Pharmacokinetic/pharmacodynamic modeling
can be a very useful tool to characterize the time course
and magnitude of tolerance development. Jonkers et al.
modeled the time course of hypokalema and b2-
adrenoreptor agonist terbutaline concentrations and
noted an increase in EC50 over time, which is likely
attributed to a decrease in the receptor number in
the presence of spare receptors.[23] Mathot and Geus
characterized the development of tolerance to the acid
inhibitory effect of ranitidine.[24] The derived model
indicated that ranitidine developed tolerance with
increased EC50 by 100% within 6–10 hr after prolonged
IV administration.

Pharmacokinetic/pharmacodynamic
modeling techniques

Pharmacokinetic/pharmacodynamic modeling is a
complex, iterative process involving multiple steps.
Once data are collected, exploratory graphic analyses
of the raw data are usually carried out to 1) detect out-
liers; 2) explore distribution of variables; and 3) assess

Kin

[Drug] [Drug]

Response

Stimulation
or

Inhibition

Stimulation
or

Inhibition

Kout

Fig. 8 Schematic presentation of indirect response model.
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correlation between variables for hidden structure
and/or relationships. Subsequently, data are fitted to
a selected mathematical model by optimizing an objec-
tive function that quantifies the variation between data
and model. Once the parameter estimates associated
with an optimal objective function are achieved, a
number of diagnostic assessments have to be per-
formed to ensure that the estimates are reasonable.
Questionable diagnostic results may call for reevalua-
tion of model assumptions, and/or investigation of
alternative models. At last, model evaluation on the
final model is performed to assess its goodness-of-fit,
reliability, stability, and/or predictive performance.

Population PK/PD modeling has been accepted as a
useful tool during drug development. One of the major
objectives of population PK/PD modeling is the char-
acterization of interindividual variability in PK/PD
parameters. This includes the search for covariates
such as patient weight, age, renal function, and disease
status that may significantly contribute to interindivi-
dual variability, thereby affecting drug PK/PD
relationship. The detection and quantification of covar-
iate effects may influence the dosage regimen design.

A variety of methods have been proposed for the
characterization of population PK/PD of drugs. The
choice of method is generally dependent on the data
type and the study objectives. The learning-oriented
studies during the early phases of clinical development
usually involve small homogenous groups of subjects,
often consisting of healthy volunteers. In general, these
studies are well controlled with extensive data taken
from each subject, which allows the characterization
of individual (PK/PD) profile. In contrast, confirma-
tory studies in the later phases of clinical development
often involve large numbers of heterogenous patient
populations. Study control is often difficult: usually
multicenter trials involving outpatients. Furthermore,
only a few samples can be taken per subject (sparse
data), which does not allow the characterization
of individual profile. Accordingly, PK/PD modeling
technique is also shifted from traditional analysis of
rich data sets in individuals to more sophisticated
population analysis approach to handle the sparse,
unbalanced, and fragmented data. A brief discussion
of some of the commonly used methods is given below.

Two-Stage Approach. The standard two-stage
approach can be used to estimate population model
parameters. In the first stage, individual parameters
are estimated for each subject. Using these estimates,
in the second stage, population mean values and inter-
individual variability of parameters are calculated. The
obvious advantage of the standard two-stage approach
is in its simplicity. However, this approach requires
extensive sampling for each individual in order to
estimate individual parameters. Further, it has been

shown from simulation studies that the standard two-
stage approach tends to overestimate parameter
dispersion.[25,26] Other modified two-stage approaches
are available, including the global two-stage approach,
the iterative two-stage approach, and the Bayesian
two-stage approach.[26–29]

Naı̈ve Pooled Approach. The naı̈ve pooled approach,
proposed by Sheiner and Beal, involves pooling all
the data from all individuals as if they were from a
single individual to obtain population parameter
estimates.[30] Generally, the naı̈ve pooled approach
performs well in estimating population pharmaco-
kinetic parameters from balanced pharmacokinetic
data with small between-subject variations, but tends
to confound individual differences and diverse sources
of variability, and it generally performs poorly when
dealing with imbalanced data.[31] Additionally,
caution is warranted when applying the naı̈ve pooled
approach for PD data analysis because it may produce
a distorted picture of the exposure–response relation-
ship and thereby could have safety implications when
applied to the treatment of individual patients.[32]

Hierarchical Non-linear Mixed-Effects Modeling. Un-
like the traditional approaches mentioned above,
which require data from extensive sampling, the hier-
archical non-linear mixed-effects model approach can
handle both sparse and intensive sampled data, making
it a powerful tool to study PK/PD in special popula-
tions, such as neonates, the elderly, and AIDS patients,
where the number of samples to be collected per sub-
ject is limited due to ethical and/or medical concerns.
The hierarchical non-linear mixed-effects models
analyze the data of all individuals at once, estimating
individual and population parameters, as well as the
interindividual, intraindividual residual, and interocca-
sion variabilities. It also allows the evaluation and
quantification of potential sources of variability in
pharmacokinetics and pharmacodynamics in the target
population. For example, the influence of patient
demographics (e.g., weight, gender, age, etc.) and
pathophysiological factors (e.g., hepatic function, renal
function, disease status, etc.) on drug PK and PD
disposition may be assessed through modeling. This
information is very important for the design of dosing
regimens and therapeutic drug monitoring.

The non-linear mixed effects model is the most
widely used method and has proven to be very useful
for continuous measures of drug effect, categorical
response data, and survival-type data.[33–37] The non-
linear mixed-effects modeling software (NONMEM)
introduced by Sheiner and Beal is one of the most com-
monly used programs for population analysis.[38] A
detailed review of software for performing population
PK/PD analysis is available.[39]
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Simulation

Pharmacokinetic/pharmacodynamic modeling is more
than an analytical tool for characterizing the exposure–
response relationship; it can also be used as a predictive
tool for exploring the exposure–response relationship
under various dose regimens, as well as for optimizing
further clinical trial designs. Given the critical impor-
tance of efficient and informative clinical study design
(e.g., number of dose levels, number of subjects,
number of samples per subject, sampling times, number
of subject per subpopulation, and distribution of
covariates) during the drug development process,
clinical trial simulation has emerged as an important
extension of PK/PD-based simulations. It provides a
way to integrate uncertainties into the design process
by answering ‘‘what if’’ question(s). To date, clinical
trial simulation has been predominantly applied in
Phase 2–Phase 4 clinical trials, but there has also been
an increase in the application of this methodology in
Phase 1 studies.

One key element involved in trial simulation is the
simulation model development. In general, a simula-
tion model consists of three components: a covariate
distribution model, an input–output model, and a trial
execution model.[40] The covariate distribution model
defines the expected distribution of demographic covar-
iates (e.g., age, weight, gender, and renal function) in
the target trial population. The input–output model
incorporates scientific knowledge about the drug and
disease collected during the preclinical and various
clinical development phases. This may include the
PK/PD model, the disease progression or placebo
effect model, and the covariate model relating covari-
ates to typical parameter values. A trial execution
model describes any deviation in the simulated clinical
trial design from the nominal clinical trial design due
to uncontrollable factors during the execution of the
study, such as patient dropouts, compliance, mistimed
observation, and missing samples.

Once the models are defined, simulation can be
carried out using a specific computer program that
incorporates the study design parameters along with
the simulation models. These virtual, in numero trials
may be repeated many times to provide probability dis-
tributions for trial performance evaluations. By vary-
ing the trial design parameters and assumptions (e.g.,
study design, dosing regimen, and patient selection),
stochastic simulations may reveal the impact of those
parameters and assumptions on trial outcome and per-
formance, and ultimately provide critical information
that helps select a design best suited to meet the study
objectives. The value of simulation in drug discovery
and development has not only attracted the attention
of the pharmaceutical industry, but also of the regula-
tory agencies.[41,42] A consensus document is available

to describe principles and good practice for modeling
and simulation of clinical trials, covering the areas of
planning, conduction, analysis, and reporting.[40]

A variety of software packages are available for
simulations, including SAS (SAS Institute, Cary,
North Carolina), NONMEM (UCSF, San Francisco,
California), Mathcad (Mathsoft Inc., Seattle, Washing-
ton), Splus (Insightful Corp., Seattle, Washington),
Pharsight Trial Designer (Pharsight Corp., Mountain
View, California), and MGA-ACSL.[43] A detailed
review of the history and evolution of clinical simula-
tion software is available.[44]

APPLICATIONS OF PK/PD MODELING AND
SIMULATIONS IN DRUG DEVELOPMENT

The paradigm in drug development is sequentially
divided into several phases starting with preclinical
assessment. After selection of a drug candidate based
on preclinical studies, clinical Phase 1 studies are
initiated to characterize the safety, tolerability, biomar-
ker, and pharmacokinetic profiles of the candidate,
typically in healthy subjects. Phase 2 studies test the
drug efficacy hypothesis in patients and explore dose
range, and Phase 3 studies aim to demonstrate efficacy
in the intended patient population in a statistically
robust manner.

Historically, this well-established approach often
relies on empirical decision-making, in which decisions
are made in a semiquantitative manner based on the
series of study results. As opposed to this, Sheiner
has advocated a novel approach to clinical trial design
that incorporates two successive ‘‘learning–confirming’’
cycles. He describes the drug development as an infor-
mation gathering process. The first cycle (Phases 1 and
2A) addresses the question of whether therapeutic
benefit can be reasonably expected with the candidate.
It comprises of learning safety, tolerability, and pharma-
cokinetic profile of the candidate and confirming that the
candidate has some desired, measurable pharmacologi-
cal response at a tolerable dose. A confirmative answer
in the first cycle provides the justification for a larger
second learning–confirming cycle (Phases 2B and 3).
The learning step of the second cycle aims at learning
what is an appropriate drug regimen to achieve accept-
able benefit/risk ratio, whereas the confirming step aims
at demonstrating acceptable benefit/risk in a statistically
robust manner.[45]

Pharmacokinetic/pharmacodynamic modeling and
simulation are vital tools in applying this learning-
confirming approach in drug development. The follow-
ing sections describe how PK/PD modeling and
simulation can be applied in each stage of drug devel-
opment. In addition, an example using docetaxel
is provided to illustrate how these approaches can
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be prospectively utilized throughout the entire drug
development process for one particular candidate.

Preclinical Phase

The incredible advances in discovery technology and
lead optimization over the past few years have enabled
the industry to generate more compounds than ever to
be tested in clinical investigations.[41,46] With this rush
of new compounds for evaluation, PK/PD modeling
and simulation touch various aspects of the preclinical
phase of drug development.

One of the major benefits that PK/PD modeling can
offer in the preclinical phase of drug development is
assisting with the identification of potential surrogates
or biomarkers for a particular mechanism of action.[41,47]

This can expedite the decision-making steps to get to the
clinical phase, and also allow an early read on the drug
candidate’s performance in the clinical phases of drug
development, especially when clinical effects of a new
drug are not easily measurable or are slow to develop.[48]

One good example of this is the identification and utiliza-
tion of Cmax/MIC or AUC24/MIC as an efficacy
surrogate of fluoroquinolone antibiotics.[49–52]

Pharmacokinetic/pharmacodynamic modeling can
also assist in identification of the appropriate animal
model in which to evaluate the mechanism of action.[48]

Cox and his colleagues have developed a tooth pulp
evoked potential (TPEP) rat model in order to investi-
gate the analgesic effects of opioid drugs. The authors
utilized a population sigmoidal Emax pharmacody-
namic model to characterize the relationship between
alfentanil exposure and TPEP effect in rats that
resulted in similar PD parameter estimates as pre-
viously observed in humans. Therefore, the TPEP rat
model was identified as an appropriate animal model
to develop future analgesics.[52]

Development of mechanism-based PK/PD models
for efficacy and toxicity early in the drug development
process is very useful and preferred over the develop-
ment of empirical models. Unlike empirical models,
mechanism-based PK/PD models take into account
the physiological processes behind the observed phar-
macological response, likely making it more ‘‘predic-
tive’’ for future study outcome.[3,47,53] For example,
Zuideveld and his colleagues successfully developed
and evaluated a semimechanistic set-point model
in rats for the characterization of 5-HT1A receptor
agonists such as R- and S-8-OH-DPAT, buspirone
and its metabolite, flexinoxan, WAY-100,635, and
WAY-100,135, using the hypothermic effect as a PD
marker.[54,55] Later, the investigators further developed
this semimechanistic model into a full mechanistic
model by replacing the empirical Hill equation portion
of the model with the operational model of agonism.

The Hill equation has only limited applicability as a
model to predict the expression of agonism, because
the parameters from this empirical equation depend
on both ‘‘drug-specific’’ and ‘‘system-related’’ proper-
ties, complicating the extrapolation and prediction
from in vitro to in vivo systems. With a fully mechan-
istic model, Zuideveld was better able to predict the in
vivo affinity and efficacy of 5-HT1A receptor agonists
from in vitro receptor binding assay.[56]

Understanding and developing the PK/PD relation-
ship early in the discovery stage can also provide a
quantitative way of selecting the best candidate.[57] In
the anticancer area, a typical way of selecting the most
potent candidate within a series of anticancer drug
candidates is to measure tumor volumes from in vivo
evaluation of the antitumor effect. Simeoni et al. points
out how this approach utilizes only partial information
by neglecting the time course of the tumor growth
and the selection is limited to a series of compounds
using the same dosing regimen. The authors emphasize
the use of a PK/PD model to link the dosing regimen
of a candidate and tumor growth dynamics in develop-
ing a signal transduction model. This model predicted
the tumor response from different dosing regimens of
different test compounds providing the quantitative
evidence to support the compound selection as well
as the dosing selection in future trials.[58]

Furthermore, for initial dose selection and the sub-
sequent escalation scheme in Phase 1 studies, there are
many examples in which PK/PD models enabled the
successful extrapolation of preclinical results in order
to predict the effective and toxicologic drug concentra-
tions for clinical investigations.[59,60] Gomeni and his
colleagues discuss one emerging technology called
computer-assisted drug development (CADD), which
integrates mathematical modeling and simulation from
preclinical data to design clinical trials. Illustrating
how clinical trials can be rationally and informatively
designed, the specific examples they list resulted in
the recommendation of a dose range of 1–60 mg
in the first-in-human study and a dose regimen of
30–60 mg once a day for a week for the proof of con-
cept study of a new CNS compound based on a collec-
tion of preclinical data and simulation, including in
vitro receptor affinity in rhesus monkey, projected
human and rhesus monkey PK parameters using allo-
metric scaling, PK/PD modeling results from rodents,
a positron-emission tomography study in rhesus
monkey, and PD simulation.[61] In another example,
the use of PK/PD modeling from a conscious dog
model predicted a better safety/efficacy profile of
fiduxosin in human as a new al-adrenoceptor antagon-
ist for the treatment of benign prostatic hyperplasia
(BPH). When fiduxosin’s potency was compared to
that of three other al-adrenoceptor antagonists, terazo-
sin, doxazosin, and tamsulosin using IC50 values from
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the sigmoidal Emax model of intraurethral pressure
(IUP) and mean arterial pressure, the findings showed
that fiduxosin could effectively treat BPH in human
with reduced cardiovascular side effects.[62]

Last, PK/PD modeling has been successfully applied
in assessing and predicting drug–drug interaction
potential as well as formulation development.[63–68]

Phase 1

The major objectives of Phase 1 studies are to determine
the PK profile, investigate the initial safety and tole-
rability, and assess the PD or biomarker response of
the drug candidate that may provide an early read of
activity/efficacy. Typically, Phase 1 starts with dose-
escalating studies in normal volunteers with rigorous
sampling. In addition, one may establish an initial
dose–concentration–effect relationship that offers the
opportunity to predict and assess drug tolerance and
safety in early clinical development.[60] Based on the
nature of studies that are conducted in Phase 1, this is
generally categorized as a learning phase of drug devel-
opment, but it can also be a confirming phase for predic-
tions that were made in the preclinical phase, especially
with regard to PK.[45] The knowledge gained in this
phase can be communicated back to the preclinical
phase in order to facilitate a more informed selection
of the next generation of drug candidates.

Phase 1 trials, as early as the first-in-human
study, can be viewed as a critical point for assessing
the therapeutic effectiveness of a drug and deciding
whether to invest further in the development process.[2]

Parasrampuria and colleagues demonstrated how the
first-in-human study of RWJ 67657, a p38 mitogen-
activated protein kinase inhibitor in potential treat-
ment of arthritis and Crohn’s disease, was utilized
to garner a preliminary assessment of the potential effi-
cacy of a novel drug from PD measurement. Further
results were used to guide dose selection for future
trials via a PK/PD modeling. This example also uti-
lized biomarkers—cytokines—as PD measurements
for an early read on the therapeutic benefit in a
diseased area that is mediated by these cytokines.[68]

Zannikos and colleagues illustrated how the appli-
cation of PK/PD modeling in a Phase 1 study can
identify issues or concerns, besides the potential effi-
cacy, that should he considered for further drug devel-
opment. Their Phase 1 study evaluated the PK of
ARA, an adenosine receptor agonist as well as the
mean percent change in plasma free fatty acid (FFA),
and led to the development of an Emax-based tolerance
model. This exercise demonstrated that ARA, which is
able to reduce circulating levels of FFA, should be
examined more carefully for potential desensitization
of adenosine receptor-mediated inhibition of lipolysis

in human before pursuing further development as an
antilipolytic agent.[69]

Additionally, quantitative dose–concentration–effect
relationships generated from PK/PD modeling in Phase
1 can be utilized in Phase 2 study design. Bouillon et al.
described their work on propofol, which is commonly
used for anesthesia and conscious sedation in sponta-
neously breathing patients. An informative study design
in healthy volunteers enabled the authors to investigate
the ventilatory depression induced by propofol. Using
the indirect response model, the authors identified the
optimal propofol dosage regimen to reduce the risk of
significant ventilatory depression for future clinical
trials.[70] Bos et al. presented another example of a popu-
lation PK analysis of Phase 1 study data that was used to
derive the optimal sampling strategy for estimating the
PK parameters most accurately in future Phase 2 trials
for a novel anthracycline analog. This effort not only
reduced the costs of determining drug concentrations,
but also reduced the inconvenience for patients and
staff.[71]

Pharmacokinetic/pharmacodynamic modeling can
also help explain or predict the clinical outcome
respective to gender differences or special populations
such as the renally or hepatically impaired. A PK/PD
study of morphine-6-glucuronide (M6G), a metabolite
of morphine and a m-opioid agonist, conducted in
healthy volunteers, addressed the effect of gender and
renal impairment on M6G-induced analgesia via
modeling and simulation, respectively. Previous animal
and human studies have reported the existence of gen-
der differences in opioid-induced analgesia. This study,
using PK/PD modeling, showed that M6G formation
from morphine was independent of gender, and that
gender differences observed in morphine analgesic or
respiratory effect, therefore, were not related to the
metabolism of morphine. Through the simulation,
the investigators also showed that the influence of
impaired renal clearance was significant on M6G con-
centration, thus affecting its analgesic contribution
after morphine administration.[72]

Pharmacokinetic/pharmacodynamic modeling is an
important tool in assessing drug–drug interaction
potential. Sale, Sadler and Stein described how
NONMEM analysis and Monte Carlo simulation,
based on data from previous PK drug interaction
studies, were used to predict amprenavir concentra-
tions for different dosing regimen combinations of
amprenavir and ritonavir.[73] Mertens et al. assessed
the influence of alfentanil on propofol pharmaco-
kinetics using mixed-effects modeling and simulations,
showing that heart rate is an important parameter in
determining the PK of propofol.[74] In both studies,
the failure to demonstrate efficacy in a certain regimen
combination was explained by simulation based on the
PK or the identification of important parameters that
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impacted the PK of combined drug yet are beyond the
scope of a typical PK interaction study.

Dosage form improvements often occur based on
the PK properties of the drug candidate. Hoffman and
his colleagues, however, emphasized the importance of
considering PK, PD, and the PK/PD relationship in
dosage form preparation. As an example candidate,
they chose amoxicillin, a beta-lactam antibiotic, and
showed how a review of the PK/PD relationship
helped optimize the dosing regimen by prolonging
the ‘‘time over MIC � 4,’’ a clinically relevant para-
meter.[75] Lötsch and colleagues performed population
PK and PK/PD modeling to explain the advantage
of fast onset formulation of diclofenac over the con-
ventional tablet for treatment of acute mild to moder-
ate pain. The highly variable PK of the tablet form,
with a short delay between the PK and PD effects,
guided the program to recommend the fast release
formulation for its better predictability with fast onset
of therapeutic effect, which is especially important for
a pain medication.[76]

Phase 2

Phase 2 trials are typically divided into two stages, each
with some specific objectives. The major objective of
the first stage, Phase 2A, is to test the efficacy hypoth-
esis of a drug candidate, demonstrating the proof of
concept. This stage ends the first learning–comfirming
cycle according to Sheiner.[45] The confirmed positive
output from this stage gives a justification for the
drug candidate to advance to the next cycle starting
with Phase 2B.

One of the major objectives of Phase 2B is to
develop the concentration–response relationship in
efficacy and safety by exploring a large range of doses
in the target patient population. The PK/PD relation-
ship that has evolved from the preclinical phase up to
Phase 2B is used to assist in designing the Phase 3 trial.

Magner et al., using PK/PD modeling, identified
some important parameters that contribute to the
intersubject variability observed in glycoprotein IIb/IIa
antagonist abciximab, a narrow therapeutic index drug.
They developed an integrated PK/PD model based on
the principles of target-mediated drug disposition,
successfully describing the free plasma abciximab con-
centrations and ex vivo pharmacodynamics collected
from patients undergoing percutaneous transluminal
coronary angioplasty. More specifically, the final model
predicted that maximum receptor density and drug
sensitivity were important parameters that may con-
tribute to intersubject variability.[77] This information
adds value to future clinical trial design and optimizing
the dose individualization. Cox et al. described the
population PK and PK/PD modeling of argatroban

in combination with a platelet glycoprotein IIb/IIIa
receptor antagonist in patients undergoing percu-
taneous coronary intervention. The population PK
parameters of argatroban in the patients were compa-
rable with the values reported from a previous healthy
volunteer study, but the relationship between argatroban
concentration and its effect, activating clotting time,
was best described by a sigmoidal Emax model, while
the relationship in healthy volunteers, as previously
reported, was linear.[78] This is a good example of how
modeling can help update the information for a drug
in development, as data in the target patient population
are added to that from healthy subjects.

Burger and his colleagues have illustrated an example
of bridging different populations with PK/PD modeling
to assess the dose adjustment need. They compared the
PK/PD relationships of indinavir, a human immuno-
deficiency virus protease inhibitor, with or without
ritonavir, in HIV-infected Thai patients to those in
Caucasian patients, and recommended no dose adjust-
ment despite the general lower body weight in the Thai
population.[79]

As an example of establishing a concentration–
response relationship in Phase 2 studies, Pillai and his
colleagues utilized a ‘‘kinetics of drug action’’ model
and simulation to recommend a novel intermittent oral
and IV ibandronate regimen for the treatment of
osteoporosis. The model characterized the relationship
between an ibandronate dose and the change of mCTX,
a sensitive biomarker of bone turnover, as a PD
response, and adequately described the time-course of
mCTX change. In that paper, utility of biomarkers was
demonstrated when clinical outcome is slow to come.[80]

Although clinical trial simulation efforts can start as
early as the discovery stage with in vitro and preclinical
data, simulating the confirmatory phase of a program—
Phase 3 trials based on data accumulated from all of
the previous learning phases, discovery, Phase 1, and
Phase 2 trials—can often answer some important ques-
tions in optimizing study design even more efficiently,
such as questions regarding adjustment of drug dosage
for patient subgroups, optimal administration regimen,
need for a new formulation, and effect of inclusion/
exclusion criteria.[81] Pfister and colleagues utilized
PK/PD modeling and simulation for a vasopeptidase
inhibitor, which inhibits both angiotensin-converting
enzyme and neutral endopeptidase 24.11, using com-
bined Phase 1 and Phase 2 data to give guidance on
dose regimen for future clinical trials. In this exercise,
they also utilized biomarkers such as plasma ACE
activity, plasma rennin activity, angiotensin II/
angiotensin I ratio, bradykinin, urine ANP, and cGMP
as the PD responses, making this study another good
example of utilizing biomarkers to make decisions in
drug development where the measurement of clinical
outcome might be difficult or inconvenient (in this
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case, hypertension, heart failure, and renoprotection).[82]

In another example, Lockwood et al. used clinical trial
simulation to evaluate the distribution of outcome from
two Phase 2 trials with pregabalin, a GABA-agonist for
the treatment of neuropathic pain, and used the simula-
tion results to select the appropriate dose for Phase 3
trials.[83] Work by Drusano et al. also described how
population PK modeling of three different doses of
GW 420867X, a new non-nucleoside reverse transcriptase
inhibitor, and Monte Carlo simulation based on the
results of the population PK modeling helped choose a
rational dose for further clinical trials.[84]

Phase 3

The major objective of Phase 3 studies is to provide
confirmatory evidence that demonstrates an acceptable
benefit/risk in a large target patient population. This
period provides the ideal condition for final characteri-
zation of the PK/PD in patients as well as for explaining
the sources of interindividual variability in response,
using population PK/PD approaches.

In order to understand the factors leading to phar-
macokinetic and pharmacodynamic variability that
impinge upon drug safety and efficacy, it is critical to
establish comprehensive patient profiles in Phase 3
studies. The study populations should be representa-
tive of the target patient population with respect to
demographics (such as gender, age, and weight),
environmental, and pathophysiological characteristics.
The final outcome of the PK/PD message provides
supportive evidence of efficacy and safety, as well as
dosing information for drug labeling.

Prior to launching large expensive Phase 3 clinical
trials, the drug development team must select the best
dose(s) and regimen(s) for evaluation in Phase 3. In
many cases, the best dose is not the dose that gives
the maximal beneficial effect. Safety must also be con-
sidered. The net benefit to the patient is the beneficial
response minus the adverse response, in other words,
the benefit to risk ratio. It is critical to investigate
the best compromise between efficacy and safety when
facing dose selection decisions for Phase 3 trials.
Chabaud et al. provided an example of how PK/PD
modeling and simulation can be utilized in choosing
the best regimen for a future Phase 3 trial of a bradycar-
dic agent with a potential indication in stable angina
pectoris.[85] The authors conducted Monte Carlo simu-
lations using a PK/PD model as well as a physiopatho-
logic mechanistic model developed based on Phase 1
data and literature references. The findings from this
model development and simulation process permitted
the prospective evaluation of dosing regimens, and
the number of patients to include in future clinical trial
and resulted in a conclusion that a daily dose of 20 mg

could be used safely and efficiently in a future Phase 3
trial, and that it is necessary to include 200 patients
per group in order to meet the therapeutic target.

Aside from providing supportive evidence of efficacy
and safety, PK/PD modeling also provides dosing infor-
mation for drug labeling. Based on population PK/PD
modeling, Minto, Schnider and Shafer identified age
and lean body mass as significant covariates for the
clearance of short-acting opiod remifentanil, and
developed a formula to relate remifentanil clearance to
age and body weight.[32,86] For clinicians’ convenience,
this relationship could be translated into a nomogram
for dose individualization. Based on this PK/PD model,
the authors conducted a series of simulations and
concluded that bolus doses should be halved and the
infusion rate decreased to one-third in the elderly as
compared to young patients.[86]

Selecting a clinical trial design is a rather complex
task. Gieschke, Reigner and Steimer presented an
example of how simulation can be used to improve
decision-making in drug clinical development. The
authors applied PK/PD-based simulation for an oral
anticancer agent to determine the optimal study design
and to evaluate the consequences of dose adaptation
rules on efficacy and adverse events.[87] The findings of
this simulation predicted that both continuous and
intermittent dosage regimens lead to comparable efficacy,
whereas continuous treatment is likely to cause a greater
risk of adverse effects. Accordingly, only an intermittent
dosage regimen was considered for future study.

NDA Review and Postmarketing Phase

The application of PK/PD modeling can be beneficial
during the life cycle of a drug; namely, during the
preparation and review of regulatory documents for
New Drug Application (NDA) submission, and during
post marketing surveillance.

Pharmacokinetic/pharmacodynamic modeling plays
an important role during the NDA submission and
review phase by integrating information from the pre-
clinical and development phases. Existence of a well-
defined PK/PD model furthermore enables the reviewer
to perform PK/PD simulations for various scenarios.
This ability helps the reviewer gain a deeper understand-
ing of the compound and provides a quantitative basis
for dose selection. Thus, PK/PD modeling can facilitate
the NDA review process and help resolve regulatory
issues.[47]

In addition to meeting current regulatory require-
ments, as a postmarketing strategy, population modeling
approaches can provide the clinician with relevant
information regarding dose individualization by charac-
terizing the variability associated with PK and PD and
by identifying subpopulations with special needs, thus
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leading to safer and more efficacious drug use.[88] The
concept of one dose fits all is an ideal but rarely attain-
able goal. The same dose administered to a variety
of patients is likely to produce a range of responses
due to interpatient, intrapatient, and interoccasion varia-
bility. The development of a population PK/PD model
permits the application of a Bayesian feedback approach
to obtain improved estimates of individual PK/PD
parameters in the light of observed response via thera-
peutic drug monitoring. This Bayesian adaptive control
approach is especially useful for drugs used for life-
threatening diseases with a proven PK/PD relationship,
a narrow therapeutic index, or large interpatient varia-
bility. For example, the use of the population approach
has been advocated for antibiotic dose regimen
individualization.[89]

Docetaxel Example

The clinical development of antineoplastic agent,
docetaxel (Taxotere�) provides an excellent example
of how modeling and simulation approach can be
implemented prospectively in the clinical development
and play a key role in developing the dosing recom-
mendation for labeling.[90] Throughout the various
phases of docetaxel clinical development, PK/PD
modeling and simulation were used to optimize the
design of the subsequent studies and to derive relevant
information from the collected data. Based on the data
from Phase 1 studies, a preliminary population PK
model of docetaxel was developed and used to design
a sparse sampling strategy for Phase 2 studies.[91] This
sampling design, which involved four randomized
sampling schedules, was then prospectively implemen-
ted in 24 Phase 2 studies. The influence of covariates
on PK variability was studied in a large number of
patients. Subsequent PK/PD analyses, performed
using the individual Bayesian PK parameter estimates
derived from the developed model showed that base-
line levels of alpha-1-acid glycoprotein (AAG) were
inversely correlated with clinical response and that
patients with a higher baseline AAG had a shorter
survival. Subsequently, trial simulations for Phase 3
studies were performed to assess whether patients with
high AAG would benefit from a higher dose.[92] The
simulations showed that survival was somewhat longer
in the higher-dose treatment arm, but the difference
was only significant in 6 out of 100 simulated trials.
Thus, higher doses were no further studied in the
high-AAG population. This exemplified the use of
simulations for dose optimization. Moreover, PK/PD
analyses demonstrated that the variability in clearance
was a significant predictor of several safety end points.
A subset of patients with clinical chemistry suggestive
of liver impairment (SGOT and/or SGPT >1.5 �

ULN concomitant with alkaline phosphatase >2.5 �
ULN) had a reduced docetaxil clearance, which
resulted in an increased risk of febrile neutropenia.[93]

Last, the findings of these PK/PD analyses were fully
integrated into the regulatory documents and resulted in
the following label information for docetaxel worldwide.
In the European ‘‘Summary of Product Characteristics’’
under the heading ‘‘Special Population,’’ it states:
‘‘Patients with liver impairment: Based on pharmaco-
kinetic data, in patients who have both elevations of
transaminases values (ALT and/or AST) greater than
1.5 times the upper limit of the normal range (ULN)
and increases in alkaline phosphatase greater than 2.5
times the ULN, the recommended dose of docetaxel is
75 mg/m2 (see ‘Pharmacokinetics Properties’ section).’’
The recommended dose is 100 mg/m2 in patients with
normal liver functions.

CONCLUSIONS

Today, a PK/PD modeling and simulation approach in
drug development has increasingly gained recognition
by the pharmaceutical industry, regulatory agencies,
and academic institutions, as a valuable tool to stream-
line the drug development process.

Application of PK/PD modeling in the preclinical
stage allows a better understanding of the mechanism
and intrinsic potency of drug candidates, providing an
opportunity for candidate selection in a quantitative
manner, as well as facilitating successful extrapolation
of preclinical results to clinical investigations. In clinical
drug development, PK/PD modeling and simulation
can potentially impact both internal and regulatory
decisions in drug development. PK/PD analyses on the
data from Phase 1 studies assist in characterizing PK,
safety, and tolerability of the drug candidate and provide
information for the rational design of all subsequent
clinical trials. In Phases 2 and 3, population PK/PD
modeling and simulation are frequently applied to assess
the concentration–response relationship in the target
patient population, identify and quantify the sources of
interindividual variabilities in PK and PD, and optimize
the clinical trial design. The information from these
modeling and simulation efforts can influence the final
labeling decisions, as well as dose individualization for
optimal therapeutic outcome to balance risk/benefit.

In summary, PK/PD modeling and simulations are
valuable tools that can improve decision-making at all
stages of drug development, thereby contributing to a
more efficient drug development process.
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Pharmacokinetics: Effects of Food and Fasting
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INTRODUCTION

Patient compliance may be improved when drug
administration is tied to meal timing and intake. How-
ever, depending on the drug, the composition and the
size of the meal, and the time of food intake relative
to dose administration, the pharmacokinetic properties
of the drug may be altered. These perturbations in the
pharmacokinetics of a drug as mediated by food
may cause a wide range of effects including increased
drug absorption, prolonged time to peak concentra-
tions, increased variability in drug exposure, decreased
drug absorption, or inhibition of metabolism and
elimination processes. Many times, these changes may
adversely influence the safety and efficacy of the drug
substance or product and they are highly undesirable.
For new chemical entities that have been approved
for marketing, the label alerts the patient and the
physician by including a statement under Dosage and
Administration on the extent of alterations in peak
concentrations (Cmax) and area under the plasma
concentration vs. time curve (AUC), potential clinical
significance and directions on time of dose administra-
tion relative to time of meal intake. The Food and
Drug Administration (FDA) has issued a draft
biopharmaceutics guidance for industry entitled
‘‘Food-Effect Bioavailability and Fed Bioequivalence
Studies: Study Design, Data Analysis, and Labeling’’
in October 2001. However, a final guidance has not
yet been issued to date.

A number of intrinsic and extrinsic factors influence
the pharmacokinetics of a drug in both the fasted and
the fed states. These include anatomical, pathological,
and physiological factors as well as the physical and
chemical properties of the drug, formulation, or excip-
ients. Because of the inherent complexities in pertur-
bations that food may cause in the pharmacokinetics,
safety, and efficacy of a drug, food-effect assessments
in early drug development are typically performed
proactively by pharmaceutical companies to facilitate
design of pivotal clinical efficacy studies and, eventu-
ally, the drug product label. This article will highlight
the factors influencing the pharmacokinetics of the
drug in the fasting and the fed conditions as well as

the importance of performing food-effect studies in
early drug development. This article will also provide
a pharmaceutical industry perspective on the models
that are presently available to predict the presence
and the extent of food-mediated alterations in absorp-
tion, metabolism, and clearance as they relate to a drug
development program. Although food intake can
affect the pharmacokinetics of a drug for a number
of routes of administration, the emphasis of this article
will be on drugs administered via the oral route of
administration.

EFFECTS OF FOOD ON THE
PHARMACOKINETICS OF A DRUG

Food has a myriad of effects on the pharmacokinetic
behavior of a drug substance regardless of therapeutic
class (Table 1). Key variables include the meal itself,
the composition of the meal, the drug, the formulation,
the concomitant medications, the time of day, and the
disease pathology. Such differences are often as a result
of altered physiological influences mediated by food.
Examples of these physiological effects include the
degree to which the gastric emptying rate is reduced,
the variations in the degree to which digestive enzymes
are secreted, the dynamics of an altered pH and the
consequences for ionized drugs in the gastrointestinal
(GI) tract, the biliary excretion, and the stimulation
of hepatic and/or splanchic blood flow. Other impor-
tant influences include physical interaction between
the elements of food and the drug itself, which can
interfere with absorption of a drug or merely act as a
barrier to absorption from gut mucosa. Fig. 1 is a rep-
resentative illustration of how a plasma concentration
vs. time profile appears for a drug given in the fasted
state and its effects (increased or decreased absorption)
in the presence of food. For a comprehensive review of
the effects of food on the pharmacokinetic behavior of
drugs, the reader is referred to authoritative reviews
published by Welling, Fleisher et al., and Singh.[1–5]

The discussion below is primarily centered on how this
knowledge can be integrated into rational drug devel-
opment. Examples are drawn from case studies of
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drugs in drug development, the issues of identifying
food effects early in the development, timing, design,
and conduct of such studies as well as the issues and
opportunities in this specific area of drug development.

HUMAN FOOD-EFFECT STUDIES AND
AVAILABLE PHARMACOKINETIC
METHODOLOGIES

The variation in the size and intake of food, the type of
food, ethnicity, the caloric value, the fat content, the
time gap between meals, and the intergastric volume
can influence the physiological environment wherein
the drug may find itself upon administration. All of
these factors may result in alterations in the bioavail-
ability of a given drug such as stimulation of biliary

secretion and splanchnic blood flow, changes in GI
pH, or delay in gastric emptying. In order to capture
these perturbations in bioavailability, the FDA recom-
mends a high-fat and high-calorie meal for testing the
effect of a meal on drug pharmacokinetics.[8] Histori-
cally, this meal has been considered a ‘‘worst case
scenario’’ for a drug–food interaction study. For new
chemical entities submitted for approval in the United
States, well-controlled pharmacokinetic studies are
performed using this ‘‘standard high-fat meal’’ as the
fed condition. One may argue that the above definition
of standard high-fat meal is probably not representa-
tive of a standard breakfast in the United States or
other parts of the world. Exceptions include vegetarian
or vegan meals, low-fat/low-calorie meals for diabetics
as recommended by the American Diabetic Associ-
ation (ADA), and meals that are specific for each
ethnic group. All of these differences compounded by
genetic predisposition to pharmacokinetics may pro-
foundly impact the pharmacokinetics of a drug and
its prescribing habit. Nonetheless, keeping the type
(or lack) of meal as a constant, one can eludicate the
effect of other variables (formulation, time of meal
intake relative to dose, etc.) on pharmacokinetics keep-
ing in mind that the meal should be reflective of one
that is used (recommended) during patient therapy.

There are two types of food-effect studies that are
often performed in humans. These studies are designed
to provide dosing recommendation with meals or to
provide a mechanistic investigation on the effect of
food on the pharmacokinetics of drugs. Examples of
the former include studies done in conformity with
the FDA guidance on food-effect studies or called
‘‘standard assessments.’’ Examples of the latter include
exploratory mechanistic studies to investigate gastric
emptying using tools, such as gamma-scintiography,
or modulating gastric pH using ranitidine coadminis-
tration, with the aim to provide/elucidate underlying
reasons for observed food effects.

Standard Food–Effect Assessments—
Regulatory and Product-Labeling
Considerations

The draft FDA guidance entitled ‘‘Food-Effect Bio-
availability and Fed Bioequivalence Studies: Study
Design, Data Analysis, and Labeling’’ provides spon-
sors with information on the design of appropriate
studies to assess impact of food-mediated alterations
in pharmacokinetics and to provide suitable dosing
guidelines on drug product label.[8] The guidance pro-
vides useful strategies for biowaivers if the drug in
question belongs to a particular Biopharmaceutics
Classification System (BCS) category.[6,7] For example,
for highly soluble and highly permeable drugs (i.e., BCS

Table 1 Partial list of drugs whose pharmacokinetics are

influenced by intake of food

� Abacavir

� Adinazolam

� 5-Aminosalicylic acid

� Atorvastatin

� Avitriptan

� Bromazepam

� Bumetanide

� Celecoxib

� CGP 43371

� Clodronate

� Cyclosporin

� Danazol

� Didanosine

� Erythromycin

� Fexofenadine

� Furosemide

� Ganciclovir

� Halofantrine

� Inidnavir

� Itraconazole

� Levofloxacin

� Methotrexate

� Nifedipine

� Pravastatin

� Rifabutin

� Stavudine

� Tacrine

� UFT/leucovorin

� Venlafaxine

� Zolmitriptan
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Class I), food effects should be inconsequential
(between test and reference products) due to the
inherent properties of the drug. The premise is that
the compound is minimally influenced by food as a
result of pH- or site-independent absorption and lack
of dissolution differences.

A suitable study design for definitively assessing the
influence of food on the pharmacokinetics of a drug
or drug product includes performing a single-dose,
randomized, balanced, two-period, two-treatment (fed
vs. fasted) crossover study, with an adequate washout
period between treatments. The number of subjects in
the study should provide adequate statistical power
for capturing small differences in exposure variables
[peak concentrations (Cmax), Tmax, and area under the
plasma concentration vs. time curve (AUC)]. The guid-
ance also asks for using the highest strength of the
formulation to be evaluated in such studies. For the
fasting treatment, at least a 10-hr fast prior to dosing
is recommended: ‘‘Following an overnight fast of at
least 10 hours, subject should take the drug product.
No food should be allowed for at least 4 hours post-
dose. Water can be allowed at libitum after 2 hours.
Scheduled standardized meals should be served
throughout the remaining study period.’’ The issue is
not the ‘‘number’’ of hours of predose fast time,
but the stomach volume. If it contains <50 mL (fasting

state depends on the volume present in the upper region
of the stomach), the stomach is in an interdigestive
state. It is generally recommended to have a postdose
fast time of about 4 h. For the fed treatment, the
regulatory guidance indicates a standard high-fat meal
composed of two eggs fried in butter, two strips of
bacon, two slices of toast with butter, 4 oz of hash
brown potatoes, and 8 oz of whole milk. The caloric
breakdown of this meal translates into approximately
150 cal from protein, 250 cal from carbohydrate, and
600 cal from fat. Standard pharmacokinetic calcula-
tions are performed using non-compartmental methods,
e.g., Cmax, AUC, Tmax, etc. The guidance provides
directions on how the data are applied to claim label
attributes; for example, the degree to which 90% confi-
dence intervals for the ratio of geometric means between
fasted and fed legs are contained relative to the bounds
of 80–125% for AUC or Cmax.[8]

One issue that routinely arises is how to provide the
FDA-recommended high-fat meal at non-U.S. investi-
gative sites, where this meal is not readily accessible.
Simple substitution of locally available food (e.g.,
sausage for bacon) that maintains the caloric break-
down of the FDA-recommended high-fat meal has
been an acceptable approach.

A second type of study involves applying food as a
covariate in population pharmacokinetic models.[9–11]

0.5
A B

C D

0.4

0.3

0.2

0.1

0

0.5

0.6

0.7

0.8

0.9

0.4

0.3

0.2

0.1

0

0.5

0.4

0.3

0.2

0.1

0
0 6 12 18 24 30

0 6 12 18 24 30

0.5

0.6

0.7

0.8

0.9

0.4

0.3

0.2

0.1

0
0 6 12 18 24 30

0 6 12 18 24 30

Fig. 1 (A) Representative plasma concentration vs. time profile of a drug A after oral dosing in the fasted state. (B) Food

decreases exposure (Cmax and AUC) of drug A. (C) Food increases exposure (Cmax) of drug A. (D) Food delays exposure but
does not decrease or increase exposure (Cmax or AUC) of drug A.
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This is an emerging area of interest that is gaining
regulatory concurrence. The advantages of using mul-
tilevel population pharmacokinetic models include the
determination of the extent of both interindividual and
intraindividual variability, the use of a limited sparse
sampling approach, and the use of multiple covariates
within a large Phase III trial setting. This strategy
allows the simultaneous analysis of relevant covariate
relationships (negative vs. positive correlation, pro-
portional correlation, etc.) influencing the key pharma-
cokinetic parameters as a function of body surface
area, age, weight, sex, hematological or biochemical
indices, creatinine clearance, and, more importantly,
any delays in drug absorption as mediated by food
intake. Such analyses can be performed using tools,
such as NONMEM, with standard conditional esti-
mation methods (first order, first-order conditional
estimate, or first-order conditional estimate with inter-
action, etc.). This allows for estimation of typical
values for key pharmacokinetic parameters, V/F, CL/F,
absorption rate constant, or lag time. Shepard et al. used
a sequential approach with an indicator variable to assess
the effect of food on the parameter of interest.[11] Their
model included Ka ¼ y1(1 � Q) þ y2Q, where Q
was an indicator variable with a value of 0 (fasted) or
1 (fed), and y1 and y2 were the parameters of interest,
with Ka ¼ y1 for fasted treatment and Ka ¼ y2 for
fed treatment.

A number of recent examples in the literature
describe the powerful use of population pharmaco-
kinetic strategies to maximize information pertaining
to food–effect behavior. These include a combination
of non-compartmental and population pharmaco-
kinetic analyses to answer a scientific question. For
example, Zhou et al. used non-compartmental analysis
to determine the extent of decrease in bioavailability of
a drug mediated by food and then showed, using
deconvolution and subsequent population pharmaco-
kinetic analysis to assess the impact of meal timing
on absorption, that the reduction in biovailability
under fed conditions was related to a reduction in the
extent of absorption and not to a reduction in the rate
of absorption.[10] The use of the population pharmaco-
kinetic approach in a multicenter trial in patients to
assess food effect using sparse sampling and several
categorical and continuous covariates is a more common
application of this strategy. However, it is not clear
that a population pharmacokinetic approach definitively
addresses a food interaction without a traditional Phase I
study.

Scintigraphic Assessments

The technique of gamma scintigraphy has been used
to evaluate biopharmaceutic properties of drug

substances administered orally in the fed and the fasted
states to evaluate food effects. Specifically, the pro-
cedure allows for studying GI transit of radiolabeled
drug formulations in the fed state. With this method,
one can understand the physiological processes by
which the GI tract manages food and how the stomach
empties meals of varying chemical composition. Such
type of studies may also reveal the potential sites of
absorption of an investigational product throughout
the GI tract and how this is impacted in the fed state.
This information is particularly useful when designing
modified-release formulations. Technitium (99mTc) is a
widely used nuclide in radiopharmaceuticals because of
its optimal energy, short half-life, and small radiation
dose needed. For a basic review on pharmaco-
scintigraphy tools available, the reader is referred to
an excellent review by Wilding, Coupe, and Davis.[12]

MODELS FOR ASSESSING IMPACT OF
FOOD ON THE PHARMACOKINETICS
OF A DRUG SUBSTANCE

In Vitro Models

Biorelevant dissolution models have been described in
the literature as a means to predict food-effect beha-
vior on the absorption of drugs.[13–17] Reppas et al.
have suggested several dissolution media that simulate
fasted and fed conditions in the human body.[14–17]

They used milk (3.5% fat) and United States Pharma-
copeia (USP)-simulated gastric fluid with and without
pepsin as dissolution media representing the fed and
the fasted states in the stomach, respectively. Dressman
and Reppas have showed that such biorelevant media
have distinct advantages over compendial media in
the prediction of food effects for poorly water-soluble
drugs.[15] An example of how dissolution tests may
be used to predict the in vivo effect of food on
drug absorption is highlighted in Fig. 2 for a BCS
class II (highly permeable, poorly water-soluble drug)
drug, danazol. Fig. 2A shows the dissolution profile of
danazol in different media, namely, water, simulated
intestinal fluid (SIF), FaSSIF, and FeSSIF.[17] FaSSIF
represents the fasted state in small intestine and
FeSSIF represents fed state in small intestine. From
these dissolution tests, it is clear that there is enhanced
dissolution in the simulated fed state relative to the
simulated fasted condition. Not surprisingly, the extent
of this in vitro increase is similar to the extent of
increase in danazol exposure in human subjects
observed in the fed state as shown in Fig. 2B.[18] The
mechanism of food effect is related to increased solubi-
lization mediated by bile salts for this steroid drug.[15]

This strategy appears to be predictive of drugs
that belong to the BCS Class II category and may

Pharmacokinetics: Effects of Food and Fasting 2819
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not be generally applicable to drugs belonging to other
categories.

In Vivo Models

A number of animal models have been used to describe
the fasting and the fed pharmacokinetics of drugs
with the aim of predicting human performance. These
include mice, rats, rabbits, guinea pigs, dogs, pigs,
monkeys, to name a common few. The discussion
below will address the relative merits and demerits of
rodents, dogs, and pigs as predictive models for
humans. It should be kept in mind that animal models
may be helpful in assessing large and overt food
interactions in oral bioavailability. However, relatively
small differences that may be ultimately important in

human studies and therapeutics will probably not be
detected.

Rodents

Rodents (mice, rats, guinea pigs) are generally not
preferred as models for assessing food effects for vari-
ous reasons, namely, differences in GI anatomy and
physiology, difficulties in administering ‘‘human’’
food, and lack of implementing a crossover design
assessment. Other potential caveats include differences
in the pharmacokinetic and the metabolism behavior
in rodents as compared to humans and non-human
primates that may negate assessment in this species.
Metabolic profiling of the investigational product in
a panel of animal models will reveal the suitability of
a particular species as a predictor of human pharma-
cokinetic behavior. Furthermore, the extent of serial
sampling is also constrained in smaller rodents such
as mice. However, rodents are one of the two species
commonly and typically used as a toxicology species
in drug development; it is of importance to assess the
impact of food not necessarily from the point of view
of predicting human food effect but more so in ensur-
ing adequate exposure multiples are obtained for toxi-
cokinetic purposes. Few authors have explored rat as a
model for predicting food-effect behavior.[19–21]

Dogs

Pentagastrin-pretreated dogs have been shown to be
useful in screening biopharmaceutic properties of new
formulations. Coupled with the features that a cross-
over study design can be easily applied and human
food easily administered to these animals, the dog
remains one of the commonly used models in assessing
the pharmacokinetics of drugs.[22,23] The disadvantages
of using a dog model include dissimilar GI physiology
and, hence, differences in pharmacokinetic behavior
(for the pentagastrin-untreated dogs), need for modu-
lation of GI physiology using pentagastrin and other
physiological agents, and dissimilar drug metabolism/
transport between dogs and humans for some com-
pounds. Additionally, dogs are relatively more sensitive
to physiological effects of certain pharmaceutical
excipients commonly employed in solubilization of
poorly water-soluble drugs (e.g., Polysorbate 80 and
resultant orthostatic hypotension).

Although gastric emptying time is relatively similar
between dogs and humans in the fasted state, the intes-
tinal transit time is almost twice as long in humans.[24]

These apparent differences can be offset by administer-
ing pentagastrin pretreatment which allows the gastric
acidity, the emptying time, and the small intestinal
transit time to closely approximate human conditions,
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i.e., approximately pH 2, 0.7 and 4 hr, respectively.[25]

Another approach to synchronize the gastric envir-
onment in dogs to closely mimic humans includes a
combined treatment of intramuscular pentagastrin
with intravenous atropine sulfate.[26]

Pentagastrin is an analog of gastrin that reproduci-
bly stimulates gastric acid secretion and is usually
administered intramuscularly prior to biopharmaceutic
experimentation in doses of approximately 6–10 mg/kg.
Conflicting results in the literature of drugs studied in
these pretreated dogs have negated the extensive use of
this model. For example, pentagastrin-pretreated dogs
were more predictive of the human bioavailability of
didanosine than the untreated dogs.[22] In contrast, data
from Kanerva et al.[27] suggest that the pentagastrin-
pretreated dog was unable to reliably predict the
absorption of deramciclane, an acid-labile drug.[27]

A typical design of a food-effect study in dogs is as
follows. Beagle dogs (usually n ¼ 6–8) are adminis-
tered a pharmacological dose of a drug formulation
(hard gelatin capsule or tablet) in a randomized or
non-randomized crossover design. Treatment legs
may include dosing after an overnight fast (fasted
state) and dosing with a low-fat meal, a high-fat meal,
or other specialized meals (fed state). The composition
of meals that have been administered to dogs can be
highly variable. For example, Paulson et al.[23] admin-
istered low-, medium-, and high-fat diets.[23] The low-
fat diet was composed of one slice of toasted white
bread spread with 0.5 oz of jelly, 8 oz of skim milk,
and 6 oz of orange juice. The medium-fat diet was com-
posed of one slice of toasted white bread with 0.5 oz
each of peanut butter and jelly, 1 oz of dry cereal (corn-
flakes), 8 oz of skim milk, 6 oz of orange juice, and one
banana. The high-fat diet was composed of two slices
of toasted white bread spread with 1.2 oz of butter,
two eggs fried in butter, two slices of cooked bacon,
2 oz of hash brown potatoes fried in butter, and 8 oz
of whole milk. These diets were homogenized then
administered either in a bowl or with a syringe to the
dogs. A suitable washout period separated the treat-
ment legs. Blood samples are collected at predeter-
mined intervals predrug and postdrug administration
and pharmacokinetic behavior assessed with and with-
out food.

Pigs and minipigs

The digestive tract of a minipig is anatomically and
physiologically similar to that of the human adult
digestive tract. In fact, the weanling minipig model
has a GI tract that is closely similar to children
between the age of 2 and 5 years.[28,29] Specifically,
the similarities exist for the gastric villi, the regulation
and the composition of gastric secretions, the transit
times as well as in the digestive and the absorptive

behaviors.[30–34] Regardless of these advantages, the
use of the minipig in pharmacokinetic assessments
has been relatively uncommon. One example of an
application to the assessment of food effects in minis-
wine is the study on the effect of various fat-content
diets on the bioavailability of theophylline following
a 400-mg single-dose Theo-24.[35] The observed simila-
rities in the pharmacokinetics of theophylline in pigs
and humans led Koritz et al. to suggest swine as a
predictive model for the assessment of theophylline
bioequivalence in humans.[36]

FOOD-EFFECT ASSESSMENT IN DRUG
DEVELOPMENT: KEY CONSIDERATIONS

Timing of Food-Effect Studies

There are generally two types of clinical pharmaco-
kinetic/pharmacodynamic (PK/PD) studies that may
be performed during drug development (Table 2).
One is a ‘‘pilot’’ study to obtain preliminary explora-
tory assessment used for facilitating internal decision
making for the progression of a compound and the
other is a more formal statistically powered ‘‘pivotal’’
study to provide dosing recommendation for purposes
of the drug product label. The key difference is that the
pilot study is often powered for large differences and
the pivotal study is powered for small differences for
a priori defined endpoint. The pilot study, which
usually uses a developmental formulation and a guess
of the therapeutic dose, can also provide valuable
information for developing a well-designed pivotal
study. Label-driven food-effect assessments are per-
formed in later stages of drug development, parti-
cularly when the ‘‘market’’ formulation is available

Table 2 Typical clinical pharmacology and PK/PD studies
in early drug development

I Clinical pharmacology studies
Single-ascending-dose safety, PK, and PD
Multiple-ascending-dose safety, PK, and PD

Proof of mechanism study
Proof of principle study

II Clinical PK/PD studies
Age and gender PK

Drug–drug interaction
Renal and hepatic impairment PK
BA/BE food and fasted PK
Dose proportionality and diurnal variation

Single- and multiple-dose PK/PD
14C ADME study
Tissue distribution (PET, gamma scintiography, etc.) PK

Pharmacokinetics: Effects of Food and Fasting 2821
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and the therapeutic dose is known from Phase III
efficacy studies. Appropriate recommendations for
performing such studies are available in the Guidance
for Industry issued by the FDA in the United States.

The exploratory assessment of food on the pharma-
cokinetics of new chemical entities in the drug develop-
ment chain of events varies largely within companies.
This is also driven by marketing considerations, com-
petitive advantage, flexibility for dosing options, and
the therapeutic index of the drug if known. Several
authors have suggested inclusion of an exploratory
assessment early in the drug development program
because appropriate formulation development may
be initiated for drugs exhibiting undesirable food
effects.[37,38] A caveat for this approach is the large
number of food-effect studies that may need to be
performed if multiple changes are made for the formu-
lation and/or the excipients within them. If multiple-
formulation switches occur in a program, it may be
worthwhile to delay the food-effect assessment to
discount the formulation as a variable.

A convenient method to examine food effects is the
inclusion of a food-effect assessment as part of the
first-in-man study once the maximum tolerated dose
(MTD) is identified. Depending on the drug bioavail-
ability characteristics in animals, physicochemical
properties of the drug and preliminary data on whether
the drug exhibits dissolution rate-limited absorption
behavior, a dose that is 1/2 to 1/4 of the MTD, may
initially be used for the preliminary food-effect assess-
ment. This method potentially avoids undesirably high
exposures of the drug when adequate safety data are
not available. Dose selection will also depend on the
predicted therapeutically relevant dose range, the lin-
earity in pharmacokinetic behavior, and the sensitivity
of the bioanalytical assay. Typically, the FIM study
design includes non-randomized, non-crossover, single-
ascending doses in eight subjects (six active, two
placebo), where doses are escalated until an MTD
is reached and dosing typically performed after an
overnight fast. For example, in the food-effect leg,
0.25–0.5 � MTD cohorts return for a second dose
after a washout period wherein dose is administered
with a standard high-fat meal. This allows within-
subject comparison of exposure with and without food,
but does not account for period effects. Hence, it is
not unusual to obtain inconclusive results with this
design. To lend rigor in the scientific assessment of food
effect, it may be more desirable to have the food-effect
assessment done as part of the first-in-man (FIM) study
using a randomized crossover design in eight active
subjects.

In general, however, it is recommended to perform
specific well-designed food-effect studies with adequate
power for large differences to capture meaningful
deviations in exposure.

Single vs. Multiple Dosing—Dose Selection

The selection of the appropriate dose in assessing the
effect of food on the pharmacokinetics of a drug is
an important consideration. Dose selection may be
based on several criteria, namely, therapeutically rele-
vant concentrations (if known), safety margin, linear
pharmacokinetics, etc. It is generally required to evalu-
ate a single dose of a drug for such an assessment.
However, depending on non-linear pharmacokinetic
behavior and the degree of accumulation (or induc-
tion) upon multiple dosing, a multiple dose may be a
better option. A multiple-dose study may also be more
meaningful if the primary or secondary objective is to
evaluate the effect of food on the safety or the pharma-
codynamics of a drug, where single-dose administra-
tion may not be sufficient to induce meaningful
perturbations in pharmacodynamics. An example of
this approach is in the multiple-dose administration
of the ‘‘statin’’ group of antihyperlipidemic agents
for assessing the effect of food on the lipid-lowering
efficacy [i.e., LDL-cholesterol (LDL-C) levels] given
the slow turnover rate of LDL-C.

Dose selection based on
pharmacokinetic profile

The oral absorption of certain highly permeable,
poorly water-soluble drugs with low oral bioavailabil-
ity in the fasted state may be profoundly influenced by
the intake of fatty meal. Dose selection for such drugs
can be challenging and important. For example, acitre-
tin is a retinoid indicated for the treatment of psoriasis.
Depending on the dose of acitretin used, food appears
to increase the absorption in a varying manner.
Figs. 3A and B highlights the relationship between
dose and treatment (fed vs. fasted) on the drug’s Cmax

and AUC. In the fasted state, both the Cmax and the
AUC reach a plateau at 50-mg dose with minor,
if any, increases in exposure at doses higher than
50 mg. In contrast, the drug exhibits almost dose-
proportional increases in Cmax and AUC over the
entire tested dose range up to 100 mg, when the drug
is administered with a high-fat meal.[39] When acitretin
is given with food, there is also a decrease in inter sub-
ject variability in exposure parameters. These results
have important implications for investigational agents
exhibiting dissolution rate-limited absorption during
drug development as this presents an opportunity for
key formulation development to increase bioavailabil-
ity if safety is not an issue and if formulation options
are available. This example also illustrates the need
for an early assessment of a food interaction study.
In acitretin, the patients in the Phase III pivotal studies
were instructed to take their daily acitretin dose with
the main meal of the day based on this information.
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Dose selection based on PK/PD relationship

A second more germane consideration is dose selection
based on PK/PD relationships. Depending on the
reference point on a PK/PD chart (Fig. 4), food may
have little or profound effect on either PK, PD, or
both. For example, drug A shows profound reductions
in Cmax and AUC, but blood pressure reduction is
relatively unaffected by food; it is conceivable that
the drug PD is at the maximal effect where large differ-
ences in PK leads to minor changes in PD. On the
other hand, if the dose of drug B was selected such that
its PD is at 50% of maximal effect, then there is much
larger PD differences for observed differences in drug
exposure.

An example of the former case (drug A behavior) is
illustrated in the effect of food on the PK and the PD of
pravastatin, a representative statin in the treatment of
hyperlipidemia. Although a low-fat, low-cholesterol
meal altered the pharmacokinetics of 20-mg pravastatin
significantly, no adverse impact on pharmacodynamics

(lipid-lowering efficacy) was observed.[40] Concomitant
intake of meals reduced pravastatin Cmax by 49% and
AUC by 31%, the change in LDL-C-lowering efficacy
was minimal (�37% with meal vs. � 36% 1-hr
premeal). The authors recommend administering pra-
vastatin without regard to meals. It is worth noting
here that the LDL-C-lowering efficacy of pravastatin
plateaus at ca. � 32% (20 mg) to ca. � 37% (80 mg)
changes from baseline; at � 37%, the PD is already
at the flat portion of the sigmoidal PK–PD curve
(Fig. 4).[41] Consequently, even with a change in PK
approximating 50%, there is minimal impact on PD.
It is unlikely that the PD would be influenced signifi-
cantly by food for compounds whose PD is at this flat
portion of the PK–PD curve than would be the case if
the dose selected represented a PD of 0.5 times maxi-
mal effect, where there is a much larger variability
for PD differences with variability in PK.

Type of Meals

Another key consideration when performing food-
effect studies is the type of meal utilized for assessing
effect of food on the pharmacokinetics of a drug.
Because of differing ethnicities, geographical regions,
and variations in the eating behavior of human beings
across the world, it is conceivable that the ‘‘standard’’
breakfast, lunch, and dinner will vary extensively. Then
it becomes increasingly difficult to assess the true sig-
nificance of food and its impact on PK/PD and to
develop dosing recommendations that are systemati-
cally applied to a drug that is prescribed globally.

In order to provide a systematic basis for capturing
food-mediated alterations in the pharmacokinetics
of drugs, the FDA draft guidance recommends a
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Fig. 3 (A) Relationship between dose and Cmax for acitretin.
(B) Relationship between dose and AUC for acitretin. (From

Ref.[39].)
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Fig. 4 Representative illustration of PK/PD relationship

for a hypothetical drug.
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standard high-fat meal as being composed of ‘‘2 eggs
fried in butter, 2 strips of bacon, 2 slices of toast with
butter, 4 ounces of hash brown potatoes, 8 ounces of
whole milk.’’ Differences in pharmacokinetic behavior
may be expected depending on the type of breakfast
utilized; for example, an English breakfast is different
in composition and caloric value to an American
breakfast or a special diet in adherence with ADA
recommendations. To derive meaningful data across
these varying types of meals, meals are often categor-
ized in terms of carbohydrate, protein, and fat content
as ‘‘high-fat,’’ ‘‘low-fat,’’ ‘‘high-protein,’’ or ‘‘high-
carbohydrate’’ diet. An alternate categorization is
based on the caloric value of the meal itself, as ‘‘low
calorie’’ or ‘‘high calorie.’’ The influence of differing
breakfast compositions and the influence of a solid
vs. a liquid (whole milk) meal were investigated by
Colburn et al. for etretinate.[42] The drug was adminis-
tered in the fasted state or in the fed state with a stan-
dard high-fat breakfast, a standard high-carbohydrate
breakfast, and whole milk (16 oz). Etretinate concen-
trations in plasma were greater when given with a
high-fat meal and whole milk compared to the fasted
state or when given with a high-carbohydrate meal.
Meals with differing fat contents can also influence
drug absorption and disposition by influencing physi-
ology. It is known that higher levels of fat may inhibit
gastric emptying. Moreover, the GI transit times are
different for solid and liquid meals and this may
impact the pharmacokinetics of a drug. Table 3 is a
partial list of some of the components in meals that
have an effect on drug absorption, metabolism, and
clearance. The lack of consistency in the scientific
literature on the type of meal used in the investigation
prohibits data comparisons across populations unless
such differing compositions are used in a single study.

Of more importance in relation to the influence of
food on absorption is the rate of blood flow in the
capillary system. Food may cause an increase in
splanchnic blood flow leading to alterations in drug

absorption, depending on the ingredients present in
the food that is ingested. Closely tied into this principle
is the extent to which a given drug is extracted by first-
pass metabolism when traversing through the liver via
the portal circulation. Both the type and the size of
meal can influence splanchnic blood flow. Using a
non-invasive technique for the assessment of hepatic
haemodynamics using radiocolloid imaging, Walmsley
et al. assessed the influence of meal on hepatic, mesen-
teric, and splenic arterial effective blood flows.[43] They
showed that both the total effective liver blood flow
and the mesenteric arterial effective flow increased by
28–69% after eating. It is known that long-chain fatty
acids stimulate human intestinal blood flow.[44]

It has become increasingly evident that several
ingredients in food or components of a meal can influ-
ence drug metabolism and clearance via inhibition of
cytochrome P450 isozymes or modulation of drug
transporters such as p-glycoprotein.[45–53] These ingre-
dients include vegetables and fruit products and com-
ponents such as St. John’s wort, garlic, grapefruit
juice, certain type of orange juices, apple juice, red,
black, or white pepper.[45–53] Red wine and green tea
also have ingredients that can alter the metabolism/
clearance of a drug. In order to differentiate these
influences from those arising from the altered GI
physiology, the drug development program may need
to include separate food and metabolism–transporter
interaction studies to assess the overall impact on dosing
recommendations.

Time of Meal Consumption
Relative to Dose

The time of meal consumption relative to dose has
important implications for compounds whose pharma-
cokinetics are severely impacted by food. The extent of
food-mediated alterations in pharmacokinetics are
influenced by the time interval between ingestion of
food and intake of drug. Notably, as the time elapsed
between meal ingestion and drug intake becomes
longer, the less severe the effect of food on the pharma-
cokinetics of a drug would presumably be. Consider
the following example. If one were to fix the meal
intake as a constant and to vary the time of intake of
a meal, then differences in the rate and the extent of
drug absorption may be observed. Fig. 5 relates
AUC as a function of time of meal intake for tacroli-
mus (FK506, Prograf) following a single 5-mg oral
dose.[54] The treatments were: A) 10-hr fast; B) drug
intake 1 hr before breakfast; C) drug intake immedi-
ately following consumption of the breakfast; and D)
drug intake 1.5 hr after beginning consumption of the
breakfast. As expected, tacrolimus absorption was
the highest in the fasted state.[54] The lowest impact

Table 3 Partial list of ingredients of meals that influence
drug absorption, metabolism, and elimination

� High-fat-containing products

� Juices
Orange juice
Grapefruit juice
Apple juice

� Red wine

� Black pepper

� Tea

� Garlic

� Broccoli
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on bioavailability was when taking the drug 1 hr prior
to a meal; the highest impact was when tacrolimus
was ingested immediately after a meal (treatments
C and D).

Marathe et al. have investigated the effect of food
on the pharmacokinetics of avitriptan in a systematic
manner as part of the avitriptan drug development
program. In the first study,[55] they showed that
concomitant ingestion of food significantly reduced
avitriptan bioavailability. Specifically, mean Cmax and
AUC were reduced 70% and 45%, respectively, while
Tmax was delayed from 45 min to 2 hr when avitriptan
was administered as a 50 mg capsule 5 min after a stan-
dard high-fat meal. Because avitriptan was developed
as a treatment for migraine, this dramatic food effect
has important implications for the developability of
the drug for this indication. In the second study,
Marathe et al. designed a meal-timing study where
avitriptan was administered after an overnight fast
and at 0.5, 1, 2, and 4 hr after intake of a standard
high-fat meal.[56] There was a meaningful relationship
between avitriptan bioavailability as a function of time
interval between dose and meal intake with the impact
of food decreasing over time. Mean Cmax decreased by
61%, 58%, 50%, and 35% after 0.5-, 1, 2-, and 4-hr
postmeal, respectively; mean AUC decreased by 35%,
31%, 34%, and 19% after 0.5-, 1, 2-, and 4-hr postmeal,
respectively. Median Tmax values were 0.5 hr (fasted),
1.5 hr (0.5- and 1-hr postmeal), 1.25 hr (2-hr postmeal),
and 0.75 hr (4-hr postmeal). In a later study by the
same authors, scintigraphic analysis showed that avi-
triptan was rapidly absorbed from the upper small
intestine after emptying from the stomach.[57] Gastric
emptying was slow and continuous in the fed state
leading to extended absorption. The authors also
attributed the high intrasubject variability in Cmax

and AUC to variability in gastric emptying under
fasted and fed conditions.

A similar study was reported by Laitinen et al.[58] on
the effect of time of meal on the bioavailability of the
bisphosphonate drug clodronate.[58] Exposure (AUC)
was the highest when clodronate was administered
2-hr premeal, followed by a 1-hr premeal (91% of
2-hr premeal AUC), a 0.5-hr premeal (69% of 2-hr pre-
meal AUC), with meal (10% of 2-hr premeal AUC),
and a 2-hr postmeal (34% of 2-hr premeal AUC).
Although the 2-hr premeal does not present a ‘‘true’’
fasting state, there was a measurable difference between
these short time intervals premeal and postmeal leading
the investigators to conclude that clodronate be admi-
nistered at least 0.5 hr prior to breakfast. The closeness
of this prescribed time of drug intake to the meal
ensures some balance of patient compliance with mini-
mally acceptable compromise on the impact on drug
absorption.

For a drug with a wide therapeutic margin, such
variations in drug absorption relative to timing of a
meal may be inconsequential in terms of clinical rel-
evance; however, the same cannot be said for a drug
with narrow therapeutic margin.

Type of Formulation

The type of formulation used, the excipients contained
in the formulation as well as the particle size of the
drug substance all may influence drug absorption
and, thus, confound the observed food-effect behavior
for a given drug.[59–63] For example, a highly water-
soluble drug may be formulated in a tablet that con-
tains a poorly water-soluble polymer excipient that
influences release of the drug from the matrix and
subsequent dissolution properties of the tablet. Certain
hydrophilic polymers, such as hydroxypropylmethyl-
cellulose, have been implicated in dose dumping of
modified- or controlled-release formulations in the
presence of food. The use of varying excipients within
formulations are often the cause of conflicting data for
observed food effects. Whereas some excipients, such
as mannitol, influence drug absorption by altering
transit times, others, such as PEG-300, Cremophor
EL, and Polysorbate 80, inhibit p-glycoprotein and
other drug transporters.[59,60,63]

In a drug development program, it is sometimes
necessary to change the formulation depending on
drug development timelines and availability of drug
substances to meet the needs of clinical pharmacology
and PK/PD studies in a timely manner. For example,
the formulation may change from an aqueous suspen-
sion in the first-in-man study to a capsule formulation
in proof-of-concept study to, eventually, a market for-
mulation that would be a tablet formulation. Each
time such formulation changes are made, a new
food-effect study may need to be performed to assess
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Fig. 5. Relationship of time of meal and drug AUC. (From
Ref.[54].)
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the influence of the altered formulation on the
observed food effect to design the Phase III study in
an optimal manner. To minimize the number of
food-effect studies performed due to formulation
changes, it is essential to maintain consistent formu-
lation strategy across the drug development phase.
Inclusion of excipients should occur based on informed
input from a variety of functional areas including
pharmaceutical sciences, clinical pharmacology, clini-
cal PK/PD, and drug safety. A pivotal food-effect
study needs to be performed using the same formu-
lation used in Phase III pivotal efficacy trials or the
market formulation so that appropriate dosing recom-
mendations with regard to meals are provided.

Site of Drug Absorption

Absorption of drugs from the GI tract differs exten-
sively depending on the intrinsic properties of the drug.
For example, a drug may be absorbed from the upper
GI tract or throughout the GI tract. This will have
important implications for food effects as well as for
other applications such as developing modified-release
formulations or demonstrating bioequivalence of a test
formulation vs. the reference formulation. For a drug
that has an absorption window of the upper GI tract,
a delay in Tmax as mediated by food may lead to
suboptimal absorption.

CONCLUSIONS

It is very clear that food can have significant pharma-
cokinetic and pharmacodynamic consequences for
drug substances. Although not discussed in this article,
food can also have deleterious effects on efficacy and
safety of a product. A growing body of literature
now points at many pharmaceutical excipients that
are typically used in drug development cycle to influ-
ence drug disposition by modulating metabolism and
efflux properties of drugs. Whether the information
on food effects is derived for internal company
decision making and developability considerations or
for dosing recommendations with the final market
formulation, understanding the myriad and often
complex actions mediated by food is critical in drug
development. A rationale selection of available choices
within the context of a well-designed and adequately
powered clinical study will provide important clues
for the drug development scientist to: 1) enable well-
designed late-stage clinical efficacy trials; 2) optimize
the formulations for early- and midstage developmen-
tal compounds; and 3) provide prescribing options
to the physician for optimal patient compliance on
soon-to-be-marketed products.
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INTRODUCTION

The purpose of a pharmacopeia and particularly of the
European Pharmacopeia is to promote public health
by providing common standards recognized by health
authorities and all those concerned with the quality
of medicines. Such standards are to be of appropriate
quality as a basis for the safe use of medicines by
patients and consumers. Their existence facilitates the
free movement of medicinal products in Europe and
ensures the quality of medicinal products exported
from Europe.

As noted previously the status of the European
Pharmacopeia is based on the existence of an inter-
national convention created under the aegis of the
Council of Europe.[1] The primary characteristics and
goals of the European Pharmacopeia are described
in this convention. The following chapters present its
evolution in the area of the quality of medicines to
fullfil the needs of European and International Harmo-
nization for both regulatory authorities and industries.

THE THIRD EDITION AND ITS
CHARACTERISTICS

The European Pharmacopeia plays an important role,
not only for well known products manufactured for
many years but also for new types of medicines by:

1. elaborating unified specifications for substances
from different sources;

2. publishing validated methods;
3. providing common reference substances;
4. producing monographs that are clear (description

of impurities controlled by the monograph); and
5. providing a forum for users and other organiza-

tions.

The 3rd Edition was published in 1996, and an
annual supplement is published in midyear (supple-
ment 1998 in 1997, supplement 1999 in 1998, supplement
2000 in 1999). All new editions of the European Pharma-
copeia now include the year their texts entered into force
in their titles; this should make them easier to use. Each
supplement is cumulative and replaces the previous

one and includes on average approximately 100 new
monographs and more than 150 revised texts.

It is available in both print and electronic versions
that are published by the European Directorate for
the Quality of Medicines (EDQM) of the Council of
Europe.[2]

Content

The 3rd Edition includes an introductory chapter
(General Notices), a chapter on general methods and
texts and reagents, followed by monographs in alpha-
betical order on all type of substances used in the prep-
aration of drug products including excipients[3] and
herbal drugs.[4] A few monographs on preparations
such as radiopharmaceuticals, vaccines, and some
hormone preparations (e.g., insulin) are included. There
is also a monograph on homeopathic preparations.

The last chapter of the book is focused on general
monographs for dosage forms.

We comment here on the main categories of mono-
graphs.

General notices

This introductory chapter summaries the characteris-
tics of the legalities of the European Pharmacopeia
and gives the principal definitions. It explains the legal
significance of each part of the Pharmacopeia and the
role of each section of a monograph. This chapter is
essential reading when reference must to be made to
a monograph of the European Pharmacopeia.

Monographs on chemical substances

All such monographs are presented in the same format,
which is described in the ‘‘Technical Guide for the
Elaboration of Monographs of the European Pharma-
copeia.’’[5] This guide contains the same concepts as
those defined in Community guidelines, which them-
selves contain the guidelines adopted jointly at the
international level, via the International Conference on
Harmonisation (ICH). Hence, the two guidelines on
analytical validation are integrated into this technical
guide and are even supplemented by specific chapters
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on the principal methods of analysis (such as spectro-
photometry and liquid chromatography, etc.).

The ICH guideline on impurities is also integrated
into the technical guide, and the guideline on residual
solvents has been integrated into a general chapter of
the European Pharmacopeia.

European Pharmacopeia monographs on chemical
substances have therefore been modified in connection
with these changes for better control of the impurity
profile of substances produced by numerous manufac-
turers using diverse methods of synthesis. Each revised
or new monograph now contains an impurities section
at the end that describes the list of impurities known to
be detectable by the monograph. Whenever necessary,
this impurities section consists of two parts: the list of
qualified impurities and the list of impurities that can
be detected analytically by the monograph but that
are not qualified according to the ICH guideline. The
list of impurities includes both the chemical nomencla-
ture and the graphic formula, which makes the section
easier to use.

In addition, the presentation of monographs has
now been supplemented by the establishment of a pro-
cedure for Certification of Suitability of Monographs
(see later), thus fully satisfying the requirements of
Directives 75/318/EEC for medicines for human
use[6] and 81/852/EEC for medicines for veterinary
use,[7] and the EU note for guidance, ‘‘Summary of
Requirements on Active Substances in Part II of the
Dossier.’’[8]

Finally, the identification section of these mono-
graphs has also been modified to clarify the presen-
tation of monographs that give alternative series of
identification tests. The status of this section is clearly
defined in the general notices. They specify that when
there are two identification series, the first, more com-
plete series will be fully implemented by manufacturers
of active substances; the second series is an alternative
with less sophisticated analytical methods, but its use
requires that the product be traceable from the manu-
facturer (which carried out all the methods described in
the first series) to the user.

Monographs on biological substances

All types of biological medicines such as hormones,[9]

vaccines for human use,[10–12] vaccines for veterinary
use,[13] and blood products[14] are covered in specific
monographs.

Important conceptual changes have also been made
to the establishment of this type of monograph to
satisfy the needs of Community licensing and to keep
up with progress in that field. The following changes
merit special attention:

1. the introduction of a production section;

2. the replacement, whenever possible, of tests
involving the use of laboratory animals; and

3. the elimination of the test for abnormal toxicity
and its replacement by the test for endotoxins
(LAL).

The role of the production section is described in
the General Notices. The requirement described in this
section applies primarily to the manufacturers of
the substance in question and to the body of inspectors
responsible for checking compliance with the prescrip-
tions of the European Pharmacopeia or with the
information given in the licensing dossier.

The tests described in this section cannot necessarily
be carried out on the finished product by outside ana-
lysts, as with the tests described in the sections on
identification, tests, and assay. Nevertheless, they play
a major role to guarantee the quality of the substances
in question.

In recent years, the European Pharmacopeia
Commission has elaborated a policy of replacing the
use of animals in quality control testing of medicines
in parallel with the application of the corresponding
Convention of the Council of Europe. A sizeable pro-
gram has been set up to apply the 3-R concept (refine,
reduce, replace). To this end, the Council of Europe,
represented by the EDQM, and the Commission of
the European Communities are now working on an
extensive standardization programme[15] to set up
collaborative studies to:

1. evaluate, develop, and improve the standardiza-
tion of test methods for biologicals;

2. prepare European working standards;
3. apply the 3-R concept to replace the use of

laboratory animals; and
4. continue the harmonization of test methods for

biologicals in Europe and, if possible, the world,
in collaboration with the World Health Organi-
zation (WHO).

These collaborative studies have led to the establish-
ment of European working standards. Consequently,
the titers and potencies of biological products will be
expressed with respect to the same reference standard.
The existence of reference standards recognized
throughout Europe enables national control agencies
and manufacturers to avoid costly duplications of
work on secondary standards that could otherwise lead
to disagreements.

Collaborative studies are also aimed at the vali-
dation of alternative reference methods. Comparative
tests of various analytical or operating procedures
can be used to validate a method of choice or even to
establish a close correlation among a method involving
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tests on animals, an in vitro biological method, and a
method based on physicochemical analysis, thus facili-
tating the replacement of one method by another in
the future.

To facilitate communication and understanding
among partners, the results of collaborative studies
are published in special issues of Pharmeuropa.[16]

Monographs on dosage forms

A new chapter has been introduced that brings
together all the monographs describing dosage forms,
and whenever necessary, the monographs have been
supplemented by technological tests and harmonized
so that the chapter constitutes a coherent whole.

It should be noted that this chapter and the previous
EEC guideline published in 1991 on ‘‘authorised terms
for dosage forms, routes of administration and
containers’’ were revised together by the European
Pharmacopeia Commission at the request of the
Commission of the European Communities.

Thus, both tasks were carried out in parallel and
coherently: on the one hand, the revision of all the
monographs of the European Pharmacopeia and on
the other hand, the revision of the Community guide-
line on authorized terms.

This guideline has been replaced by a revised
version elaborated in the European Pharmacopeia
called ‘‘Standard Terms;’’[17] it has been translated into
all the languages of the Community. Indeed, not only
does this document give the terms in the languages
of the Community, but it also includes terms in
the national languages of several delegations to the
European Pharmacopeia that are not members of
the European Union but that also wish to provide a
translation in their language. The revised document will
therefore list terms in 21 European languages (Bulgarian,
Croatian, Czech, Danish, Dutch, English, Finnish, French,
German, Greek, Hungarian, Icelandic, Norwegian,
Italian, Polish, Portuguese, Slovak, Slovenian, Spanish,
Swedish, and Turkish).

This relatively large document, which covers both
human and veterinary medicines, is published as a
special issue of Pharmeuropa. The first version was
published in November 1996, then revised yearly; the-
next revised version was published in February 2000.
This will produce a harmonious and coherent whole
that can be used throughout Europe. The terms are
mandatory for applications and summaries of product
characteristics for EU centrally and decentrally
authorizedproducts.

The list can be extended on request if justification is
provided. A specific procedure has been set up.[17]

Forms are also available on the EDQM Web site.

General monograph on methods of manufacture

Another way to address the quality of the monograph
is to apply the concept developed in the 1980s and
1990s, which is that one cannot control the quality of a
product simply by testing the finished product. One is
controlling only what is being sought. The quality of
a product has to be included from the very beginning
and maintained throughout the manufacturing process.

To avoid repeating key points of policy in its texts,
the European Pharmacopeia Commission’s current
approach is to prepare general monographs that cover
all the specific monographs but that can also be
referred to for substances that have no monograph in
the European Pharmacopeia. Thus, new general
monographs on the method of production have been
prepared, such as the monograph ‘‘Products of Fer-
mentation,’’[18] ‘‘Products of r-DNA Technology,’’[19]

and ‘‘Products with Risk of Transmitting Spongiform
Encephalopathy.’’[20]

In addition, compilers of the European Pharmaco-
peia have been asked to add a production section to
the monographs for specific substances. The pro-
duction section gives key points but not all the details
that refer to a specific manufacturer. In addition to the
production section in specific monographs, general
concepts in line with new ICH guidelines are also
identified. Such details are described in the application
for a Certificate of Suitability by each manufacturer
(see above).

Revision of Monographs

The European Pharmacopeia Commission is very
attentive to updating its monographs. Revisions can
be made at any time if a pharmacopeial or licensing
authority requests a particular change. The European
Pharmacopeia Commission has defined its criteria for
revision of monographs when:

1. poor quality products appear on the market;
2. a request is made in connection with the certifi-

cation procedure;
3. there is a public health risk (presence of non-

qualified impurities, risk of falsification, etc.);
4. the analytical methods are no longer adequate;
5. certain tests in a monograph are no longer

applicable;
6. reagents are unavailable; and
7. the patent is close to the expiry date.

In addition, a more extensive program of revisions
corresponding to new developments in methods is car-
ried out every 5 years. Such revisions take account of
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new guidelines from the licensing authorities and the
need for harmonization within families of substances.

How and by Whom Are Texts Elaborated?

The European Pharmacopeia is elaborated by a Com-
mission made up of national delegations from regulat-
ory authorities, with decisions requiring a unanimous
vote by the delegations.[1] (Today, the Convention
has been signed by 27 European countriesb including
all EU members and by the EU Commission itself.
Nine other Europeanc and eight Non-European coun-
tries are also observers.)

The monographs are elaborated by the groups of
experts appointed by the European Pharmacopeia
Commission based on proposals by the national dele-
gations. The experts participating in this work are from
industry, universities, and national control laboratories.

The European Pharmacopeia has progressively
been replacing the national pharmacopeias. Neverthe-
less, we need to emphasize the major role played by
the national pharmacopeia secretariats in the elabor-
ation of the common European work. Indeed, they
are in the best position to identify national needs and
to organize:

1. consultation with the pharmaceutical, chemical,
and biological industries that manufacture in
their territories (consolidated comments sent to
the secretariats of the European Pharmacopeia);

2. consultation with other governmental organiza-
tions impacted by the work (e.g., ministries of
industry or agriculture); and

3. collaboration with other departments in medicine-
related agencies such as licensing authorities,
national control laboratories, and inspection.

Finally, the national secretariats play an important
role in providing information at the national level on
how European rules are elaborated, and any national
text is prepared and revised in compliance with the
European Pharmacopeia.

Before final adoption, all texts and monographs
are published in Pharmeuropa for 4 months of
public inquiry. For European countries, comments
should be sent through the national secretariat; for

non-European companies, comments should be sent
directly to the EDQM-Council of Europe (B.P. 907,
F-67029 Strasbourg Cedex, France). Pharmeuropa,
the users’s forum is a quarterly publication prepared
and published by the EDQM.

Implementation by the Parties

The European Pharmacopeia is a common supra-
national document that supersedes any national texts
for the signatory parties. A common implementation
date is adopted by the European Pharmacopoiea Com-
mission for each supplement/edition (or individual
text for rapid revision) that enters into force by means
of a resolution of the Council of Europe/Public Health
Committee.

Although the signatory parties are bound by the
texts and specifications of the European Pharmacopeia
published by the Council of Europe, they are free to
implement then in ways that are compatible with their
technical, legal, and administrative regulations. Thus,
different procedures are used in different countries.

A majority of members implement directly the
volume published by the Council of Europe; others
continue to issue a national pharmacopeia that
republishes all or some of the harmonized European
texts translated if necessary into the national language or
style (Austria, Bulgaria, the Czech Republic, Germany,
Greece, Hungary, Portugal, Spain, Switzerland, and the
United Kingdom). In all cases, it is the European text
that is implemented and made legally binding, super-
seding any translation in cases of doubt.

CERTIFICATION OF SUITABILITY
OF MONOGRAPHS

This unprecedented procedure for Certification of Suit-
ability of Monographs of the European Pharmacopeia
was established a few years ago.[21] Why? For centu-
ries, pharmacopeias were designed to be references that
were complete and obligatory in themselves. However,
in the 20th century, with the growth of world trade, the
EU licensing authorities found that they increasingly
had to ask manufacturers to provide in their licensing
applications complete details on the synthesis of their
product to demonstrate that the product was suitably
controlled by the European Pharmacopeia mono-
graph. Thus, it then became apparent that it was absol-
utely necessary to reconsider how this essential
information could be made available to those who
needed it without duplication of work by the Pharma-
copeia compilers and licensing authorities.

To solve this problem, it was necessary not only
to adapt the content of monographs to new needs

bAustria, Belgium, Bosnia-Herzegovina, Croatia, Cyprus, Czech

Republic, Denmark, Finland, France, The Former Yugoslav Republic

of Macedonia, Germany, Greece, Hungary, Iceland, Ireland, Italy,

Luxembourg, the Netherlands, Norway, Portugal, Slovakia, Slovenia,

Spain, Sweden, Switzerland, Turkey, the United Kingdom of Great

Britain and Northern Ireland and the European Union.
cAlbania, Bulgaria, Estonia, Latvia, Lituania, Malta, Poland, Rumania,

Ukraine.
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but also to set up a procedure for Certification of Suit-
ability that would establish a link between licensing
and the Pharmacopeia in this area.

As noted above, the content of monographs was
supplemented where relevant by production and impu-
rities sections to make these monographs more com-
plete and clear.[22]

The certification procedure is a complement and
bridge between the public standards described in the
European Pharmacopeia and the need to prepare a file
for licensing. This procedure is a result of much com-
mon discussion and agreement among the partners
concerned. It was in fact made to measure its collabor-
ation not only with the European regulatory authori-
ties so that they could rely on it totally and recognize
unreservedly its validity but also with the industries
so that they could be absolutely sure of the protection
of industrial property.

On the basis of the data collected during the elabor-
ation of the monograph and the specific data provided
by a specific manufacturer on a specific substance, the
Certificate of Suitability certifies that both types of
data make it possible to conclude that the quality of
the substance corresponds to the quality defined in
the European Pharmacopeia monograph.

In principle, a certificate can be granted for any sub-
stance (active substances, excipients) such as organic or
inorganic substances, substances produced by fermen-
tation as indirect gene products, and products with risk
of TSE for which a monograph published in the
European Pharmacopeia exists. Excluded, however,
are biological substances such as proteins, products
obtained from human tissues, vaccines, blood products,
and preparations.

The certificate, granted for 5 years, may include
additional specifications (methods and limits) when
monograph specifications do not fully control the purity
of the substance (e.g., control of residual solvents, specific
impurities, etc.).

The procedure is described in Resolution AP-CSP
(99) 4, together with the content of the file to be sub-
mitted.[23] This procedure, lists of certificates granted
(420 at the end of January 2000), and lists of assessors
are published regularly in Pharmeuropa and on the
EDQM Web site (http://www.pheur.org, direct link
with the Certification Unit: cert@pheur.org).

Certificate of Suitability vs. European
Drug Master File

Although both procedures have the same aim and
require dossiers with exactly the same contents, the cer-
tification procedure is especially designed to cover
substances for which there is a monograph in the
European Pharmacopeia, whereas the European Drug

Master File procedure is aimed at substances for which
there is no European Pharmacopeia monograph.

In conclusion, a procedure makes it possible to
avoid duplication of work not only by manufacturers
of raw materials and manufacturers of medicines
(finished products) when they prepare licensing dos-
siers but also by the licensing authorities and pharma-
copeia authorities when they assess these dossiers.
Differences among the various European licensing
authorities in approach and assessment of compliance
with European Pharmacopeia monographs are also
avoided, and clearer communications are facilitated.
Finally, the procedure allows European Pharmacopeia
monographs to be constantly updated to keep up with
new developments in the world market.

TOWARD THE 4TH EDITION

European Pharmacopeia authorities have decided to
publish a fourth edition. For this purpose, both the
technical guide and the style guide have been revised,
and more general monographs have been or will be
elaborated.

Technical Guide

This guide[5] is intended for the experts who participate
in the elaboration of European Pharmacopeia mono-
graphs; it establishes the general rules to be followed.
This document specifies the philosophy behind the
choice of techniques for identification testing of a sub-
stance and for the determination of the limit contents
of impurities and the methods used to detect them.

The 2nd Edition had been revised particularly to be
in line with the ICH guideline. The 3rd Edition was
published in February 2000.

Style Guide

This is an internal guide for professionals of the
European Pharmacopeia and for the secretariat to
make the monograph style more uniform in English
and French, the two official languages of the Council
of Europe. The aim is to provide the means of drafting
clear, unambiguous texts. The style, which will appear
in the 4th Edition, is more telegraphic than that used in
the 3rd Edition.

General Monographs

The fundamental goal of the European Pharmacopeia
is to promote the harmonization of standards for med-
icinal products in the member states and in view of
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this, the European Pharmacopeia Commission consid-
ers that it is desirable and possible to extend the scope
of general monographs to encourage a convergence of
approach by licensing authorities and thus avoid
future difficulties in harmonization.

The European Pharmacopeia contains a number of
general monographs that cover categories of
products defined by the:

1. presentation of the medicinal product (dosage
form monographs such as ‘‘Tablets,’’ ‘‘Eye-
drops,’’ etc.);

2. nature of the product (radiopharmaceutical pre-
parations, vaccines for human use, etc.); and

3. methods of production (products of fermen-
tation, products of rDNA technology, products
with TSE risks).

New general monograph on substances for pharma-
ceutical use (active substances and excipients)[24] had
been prepared to include in the European Pharmaco-
peia the ICH guideline for residual solvents and the
ICH qualification threshold for new impurities without
revising each individual monograph concerned. In
addition, the monographs are used to simplify the
Pharmacopeia requirements concerning sterility, bac-
terial endotoxins, and pyrogens tests contained in indi-
vidual monographs. However, because it is the policy
of the Commission to add these requirements when-
ever it is considered to be appropriate, a general regu-
lation will now replace the regulations in individual
monographs.

Furthermore, the monograph gives a definition of
the terms ‘‘active substance’’ and ‘‘excipients;’’ it
explains the policy of the Commission concerning
polymorphic forms, active substances of special grade,
processing of active substances with and without the
addition of excipients, and the two sets of identification
tests that may be contained in a monograph.

The status of these general monographs will be
defined in the chapter, ‘‘General Notices.’’

International Harmonization with USP and JP

This review will not be completed without highlighting
the close relationship that has developed since 1990
among the European, Japanese, and U.S. pharmaco-
peias. They cofounded the Pharmacopeial Discussion
Group, which is working diligently for harmonization
at the world level and which participates in the
ICH program.[25–27] This group meets regularly (twice
a year) in Europe, Japan, and the United States.
Approximately 50 monographs on excipients and 20
general methods of analysis proposed by national asso-
ciations of manufacturers of pharmaceutical products

have been selected for convergence and harmonization
in the three pharmacopeias.

A special section of the European Pharmacopeia
quarterly journal Pharmeuropa is now dedicated to
this activity. Joint open conferences organized by
the five pharmacopeias, in Verona, Italy (on bio-
technology products in April 1993); St. Petersburg,
FL (on excipients in 1994); Barcelona, Spain (on
microbiological tests in 1996); Seville, Spain (on
dosage-form pharmacotechnological tests in 1998);
and Strasbourg, France (on new trends in biologicals
in 1999) regularly brought together specialists from
all over the world.
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Pharmacopeial Standards: Japanese Pharmacopeia

Mitsuru Uchiyama
Society of Japanese Pharmacopeia, Tokyo, Japan

INTRODUCTION

The Pharmacopeia of Japan (JP), which dates back to
1886, provides the official standards and test methods
for regulating the properties and quality of drugs
important for medical treatment. In general, the stan-
dards set forth in the JP affect not only those articles
included in the JP but all drugs and drug products in
circulation in Japan. The JP has played an important
role in ensuring and improving drug quality through
all phases of development, application, evaluation,
distribution, inspection, and consumption before and
after manufacture. Thus, revision of the Pharmacopeia
must occur within a structure and system that are
unaffected by bias and undue influence of any party
for its standards to be recognized as credible and
reliable for ensuring drug quality.

FRAMEWORK

The JP is currently published by the Ministry of Health
and Welfare through the Committee on the JP of the
Central Pharmaceutical Affairs Council (CPAC),
pursuant to the Pharmaceutical Affairs Law. The
Committee on the JP includes a subcommittee consist-
ing of 12 advisory panels, each concentrating on one of
the following subject areas: principles of revision;
selection of articles; medicinal chemicals; biologics
and biologicals; general test methods; physical test
methods; biological test methods; preparations; crude
drugs; nomenclature; and pharmaceutical excipients.

The panel members are scientists from national
institutes, universities, and prefectural laboratories,
who are appointed every 2 years by the Minister of
Health and Welfare. As a rule, a panel member is
not appointed for more than 8 consecutive years. A
certain number of liaison members from industry serve
on 10 of the 12 panels. In contrast, the panels respon-
sible for nomenclature and selection of articles do not
include liaison members from industry.

The JP secretariat is part of the Evaluation and
Licensing Division of the Pharmaceutical and Medical
Safety Bureau of the Ministry. The secretariat works
under the scientific and technical support of the
National Institute of Health Sciences (NIHS). The
Pharmaceutical and Medical Safety Bureau is a new

organization, established in July 1998, as a result of
a reorganization of the former Pharmaceutical Affairs
Bureau. The CPAC itself will be terminated in January
2001 in response to further reorganization of gov-
ernment offices and will resume operation as the
council responsible for both pharmaceutical and food
sanitation affairs.

REVISION PROCESS

Revision Cycle

The Pharmaceutical Affairs Law stipulates that the JP
be revised at least once every 10 years. However,
beginning in 1967, because of the rapid progress and
changes in medicinal and pharmaceutical research
and development, the revision cycle of the JP has
been reduced to once every 5 years. Thus, the 11th
and 12th editions were published in 1986 and 1991,
respectively, and the most recent edition, the 13th,
was published in April 1996. An English version has
subsequently been released. In the event of a discrep-
ancy between the Japanese original and its English
translation, the former is considered official. The
English version of the JP is available through Yakuji
Nippo, Ltd. (Kanda Izumicho 1, Chiyoda, Tokyo
101-8648, Japan).[1]

A supplement, the first in JP history, was published
in October 1988, 2 years after publication of the 11th
edition. The Ministry published two supplements to
the 12th edition in October 1993 and December 1994,
respectively. The first and second supplements to the
13th edition became available in December 1997 and
December 1999, respectively. The 14th edition will be
published in April 2001.

Principle of Revision

The current fundamental goal and most important
consideration of the JP revision, to which the
evaluation of new drug quality also conforms, is to
obtain pharmaceuticals of consistent quality, but not
necessarily of higher purity, to provide maximum
benefit to the consumer. The specification should be
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sufficient to at least identify and ensure adequate
quality, and the analytical procedures should be accu-
rate and easy to perform. However, a proper balance
between accuracy and ease of use needs to be main-
tained to allow for this analysis. Although extremely
high accuracy is not necessary, the limit of detection
or the limit of quantitation, as well as the recovery in
purity tests, should be validated by sufficient data.
Hazardous chemicals should be avoided, and experi-
mental testing on animals should be minimized.

Revision Process

Proposals for revision of the JP monographs or test
methods can be submitted through the JP secretariat
in the Pharmaceutical and Medical Safety Bureau
by any concerned individual or organization. The pro-
posed monograph, either for a new entry or for a
revision, is then drafted by a panel member or an
industry professional. New or revised test methods
are handled in a similar manner. To accomplish this,
panels are assisted by the Japanese Pharmaceutical
Manufacturers’ Associations of Tokyo and of Osaka,
the Japan Pharmaceutical Excipients Council, the
Crude Drugs Association of Tokyo, the Federation of
Crude Drugs Association of Japan, and the Japanese
Society of Hospital Pharmacists.

The draft monograph is reviewed by the two panels
on Medicinal Chemicals. The Panel on Medicinal
Chemicals I adopts new entries, whereas the Panel on
Medicinal Chemicals II revises existing monographs.
The drafts for traditional medicines and pharmaceuti-
cal excipients are reviewed by the Panel on Crude
Drugs and the Panel on Pharmaceutical Excipients,
respectively. Nomenclature and chemical structures
are examined by the Panel on Nomenclature once the
draft monograph has been finalized. Additions or
changes to the three general test methods (chemical,
physical, and biological) and reagents are addressed
by the corresponding panel for each test method.

The establishment of reference standards is adopted
at the suggestion of the related panels after due con-
sideration of the opinion of the NIHS, which is directly
responsible for establishing those reference standards
in cooperation with the Society of Japanese Pharma-
copoeia. The Society of Japanese Pharmacopeia
(Shibuya 2-12-19, Shibuya, Tokyo 150-0002, Japan) is
a non-profit private organization that carries out
activities in support of MHW administration and regu-
lation of pharmaceuticals. The Society plays several
roles and, in particular, makes reference standards
available including a part of the pharmacopeial refer-
ence standards. It also distributes Pharmacopeia and
related informative documents, such as the JP Forum,
and convenes public meetings and symposia.

JP Forum

After finalization by each panel, all drafts for revision
are opened for public comment through the JP Forum,
a vehicle for notification and commentary.[2] The JP
Forum is published quarterly by the Society of Japanese
Pharmacopeia under the auspices of the JP secretariat.
The JP Forum was first published in January 1992 as a
medium for both local and international communi-
cation. It will continue to provide a more open revision
process for the JP and announce revisions and future
directions of the JP committees. The JP Forum is issued
in Japanese, primarily for domestic users, but articles
related to the international community and commen-
tary will be issued in English concurrently with the
Japanese version. Therefore, we anticipate that the JP
Forum will aid in the process of international harmoni-
zation and will promote a better understanding of and
increased trust in the JP.

After comments are reviewed and changes are
made, the revised draft is reviewed by the Committee
on the Japanese Pharmacopeia and then by the Execu-
tive Committee of the Central Pharmaceutical Affairs
Council before it is submitted for publication in the JP.

Time Frame

Regarding the interval between new drug approval and
the adoption of a pharmacopeial monograph in Japan,
the first monograph generally does not appear in the
JP until publication of the outcome of its reevaluation.
The term of current reevaluation for a new active
ingredient is generally 6 years after approval. The
reevaluation period is needed to ensure the safety
and efficacy of new drugs. For a particular drug, such
as an orphan drug, the reevaluation period is 10 years
after approval.

In addition, not all new drugs are listed in the JP,
and the Panel on the Selection of Articles decides
which drugs should be listed based on their importance
in terms of medical treatment. The innovators some-
times do not want their drugs to be listed in the JP,
concerned that such listings will trigger the intro-
duction of generic brands. As a result, the JP contains
fewer monographs than does the U.S. Pharmacopeia–
National Formulary (USP–NF). The JP 13 contains
1292 monographs, which is approximately one-third
the number included in the USP–NF.

SIZE, SCOPE, AND PRESENTATION OF JP 13

The JP 13 is a single volume comprising two parts.
Part 1 includes 824 monographs of widely used drug
substances and their preparations, for 532 organic
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and inorganic chemical ingredients, 187 preparations
(single-ingredient dosage forms), 91 antibiotics, 11
radiopharmaceuticals, and 3 medicinal gases. Part 2
includes 468 articles, for 106 mixed preparations, 132
pharmaceutical excipients, 172 traditional (crude) drugs,
30 biologics, 21 miscellaneous substances of plant or
animal origin, and 7 surgical dressings. In addition to
the monographs, the JP contains sections on notices
of importance, rules, standards, test methods, and
apparatus commonly applicable to any of its articles.
There are 131 JP Reference Standards.

The General Notices in the JP provide specific
definitions. Some examples are:

1. definitions of standard temperature, ordinary
temperature, room temperature, and lukewarm
as 20, 15–25, 1–30, and 30–40�C, respectively;

2. the term ‘‘in vacuum’’ indicating, unless
otherwise specified, a pressure not exceeding
15 mm Hg;

3. the tabulation of the degree of coarseness or
fineness of a powdered medicine; and

4. that in the monograph, if the upper limit of the
content of an ingredient determined by assay is
not specified but expressed simply as not less
than a certain percentage, 101.0% should be
understood as the upper limit.

The dosage form monograph in the JP has a section
on methods of preparation that refers to the General
Rules for Preparations, which gives definitions, meth-
ods of preparation, storage, and other information
on 28 different dosage forms. The insoluble particulate
matter test, included as a subsection in the section
Injection, is currently under discussion among pharma-
copeia compilers for the purpose of establishing inter-
national harmonization.

The General Tests, Processes, and Apparatus
section contains 60 test methods, such as fluorometry
and electrometric titration, dissolution and disinte-
gration tests, content uniformity, and a bacterial endo-
toxin test. Qualitative tests, reagents and test solutions,
and standard solutions are also included. The Infrared
Reference Spectra of 124 chemical entities are included
in an appendix and will be updated in subsequent
editions.

The JP monographs consist of the drug name,
description, identification, rational values, and purity,
as well as special tests if any, tests for preparation, and
assay. No specifications are given in the JP 13 under
monographs for antibiotics, biologics, and radiophar-
maceuticals. Howerer, they may be found in Require-
ments for Antibiotic Products of Japan 1993 (formerly
the Japanese Minimum Requirements of Antibiotic
Products) and other corresponding compendia.

NON-PHARMACOPEIAL STANDARDS
FOR PHARMACEUTICALS IN JAPAN

In addition to the Pharmacopeia of Japan, there are
several compendia, standards, and guides in which
Japanese standards for pharmaceuticals are published.
The following are standards determined for drugs
under the provisions noted above, although the specifi-
cations and standards included in these compendia are
mandatory. As presented above, some of the mono-
graphs in the following compendia are quoted in the JP:

� Requirements for Antibiotic Products of Japan
1993 (to be combined with the JP; antibiotic sub-
stance will be included in JP 14, due for release in
2001, and antibiotic products will be compiled in
the Japanese Pharmaceutical Codex).

� Minimum Requirements for Biological Products.
� Minimum Requirements for Blood Grouping Sera.
� Radiopharmaceutical Standards.

Several standards are published as advisements
from the Pharmaceutical Affairs Bureau that set
voluntary standards for various pharmaceuticals to
ensure and improve their quality. Because the stan-
dards and specifications in these guides are voluntary,
there is no overlap with the JP monographs.

� Japanese Pharmaceutical Codex, which contains
monographs for 682 active ingredients and 175
pharmaceutical preparations.[3]

� Japanese Pharmaceutical Excipients, which has 206
monographs for pharmaceutical excipient.

� Standards for Crude Drugs.
� Standards for Raw Materials for Clinical Diagnos-

tics.
� Guideline for Radiopharmaceuticals for In Vitro

Diagnostics.
� Insecticide Standards.

IMPLICATIONS OF PHARMACOPEIA IN THE
REGULATORY PROCEDURES

Given that ensuring drug quality, efficacy, and con-
sumer safety is a common objective for both pharma-
copeial standards and drug quality regulation, the
basic policy of one is not inconsistent in principle with
that of the other. The JP Committee and regulatory
agencies will enjoy a more harmonious relationship
as they continue to develop closer contacts, both legal
and otherwise. The JP secretariat belongs to the same
Pharmaceutical and Medical Safety Bureau of the
Ministry that oversees new drug approvals. Further-
more, several members of the JP Committee are also
members of the NIHS, which shares some responsibility
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for reviewing new drug applications (NDAs) and for
establishing guidelines for the technical requirements
governing NDAs. These guidelines are updated when-
ever the JP is revised. History suggests that the revision
of the JP and the revision of guidelines can be easily
synchronized by the regulatory agencies that work
closely together.[4,5]

Conformity of NDA Dossier
with Pharmacopeia

In the NDA procedures, specifications and methodolo-
gies should be based, as much as possible, on the entries
in the JP, and careful attention must be given to the
terminology used in the JP. In principle, reagents, test
solutions, and testing apparatus used in proposed
methodologies should be the same as those in the JP.
When those used are not in the JP, their quality, formu-
las, schematics, and dimensions, etc. are to be entered
on an attached sheet in accordance with the entries
for such items in the JP. If the reference standards used
are not specified in the JP or by the NIHS, details of the
specifications and test methods must still be attached.

How Revisions of the JP Affect Drugs
on the Market

As noted above, pharmacopeial descriptions are
mandatory for all drugs, regardless of whether they
are listed in the JP or are in the process of being
evaluated as a new drug. It follows, therefore, that
revisions of the JP will greatly influence the standards
for those pharmaceuticals. Revisions of the JP affects
three areas of products already on the market:

1. In cases in which a new pharmacopeial mono-
graph is established, the NDA holder of a parti-
cular drug is required to apply for permission to
change approved items, such as specifications
and test methods, to ensure that the drug satisfies
the pharmacopeial monograph. A grace period of
1.5 years is allowed under current regulations for
those products already on the market to comply
with new pharmacopeial standards.

2. Whenever the standards in a monograph gov-
erning content, properties, testing, and purity
limits for purity are revised, all related drug pro-
ducts currently in circulation must be changed
to comply with the new standards in the JP.
Manufacturers are responsible for ensuring that
their products comply with the new standards.
If these products do not comply, manufacturers
are required to standardize the quality of their
products to the level of the new standards
within the grace period of 1.5 years.

3. When there are changes in the general notice,
general rules for preparations, and specified test
apparatus and test conditions in the General
Tests, Processes, and Apparatus, previously
approved drug products in some cases no longer
conform to the specifications for which they
were originally approved. For example, if the
pH value of the medium in a disintegration test
for a solid preparation changes, some products
may yield different results under the new pH
value requirement. In such a case, changing part
of the formulation is recommended so that the
product can comply with the specifications
under the new test conditions. These situations
occasionally present obstacles for later inter-
national harmonization of general test methods.
It is necessary to overcome such obstacles by
taking regulatory measures.

INTERNATIONAL HARMONIZATION

Role of Pharmacopeia in the International
Conference on Harmonization (ICH) Activities

The JP compilers are now part of an international
harmonization effort with compilers of the U.S.
Pharmacopeia and the European Pharmacopeia.
Pharmacopeias were taken up as an Expert Working
Group (EWG) subject at an earlier stage of the ICH.
However, pharmacopeial harmonization should attempt
to facilitate the international circulation of drugs and to
improve drug quality rather than to simply facilitate the
approval of new drugs. Furthermore, the Pharmacopeial
Discussion Group (PDG), which consists of European,
U.S. and Japanese pharmacopeia compilers and which
was established in 1989 before the ICH, has held meet-
ings periodically in parallel with the ICH to investigate
a wide range of problems related to pharmacopeia and
to work on the harmonization of all the monograph
specifications and general test methods according to a
long-term schedule. The PDG agreed with the ICH
Steering Committee in that it felt it more appropriate
to present a regular progress report at each ICH meeting
from the PDG rather than to retain it as an EWG topic.

PDG Policy

To date, in its action plan for harmonization, the PDG
has placed a high priority on the monographs of major
excipients that can be used for a number of new drug
products as well as on important general test methods.
The PDG has established its general policy for
harmonization, in which it is shown that the goal of
harmonization is to bring the policies, standards,
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monograph specifications, analytical methods, and
acceptance criteria of pharmacopeias into agreement.
Nonetheless, the PDG recognizes that such unity may
not always be obtained. Where unity cannot be achieved,
harmonization means agreement based on objective
comparability and a clear statement of any differences.
The goal, therefore, is harmony, not unison.[6]

In harmonization of analytical methods, the ideal
approach is to establish a single method that satisfies
the criteria for validation of all pharmacopeias. How-
ever, this is not always possible because of a number
of unavoidable differences in the technical circum-
stances of each nation. When different tests or methods
yield the same results, provisions have already been
made in the three pharmacopeias to allow for alterna-
tive methods. In such cases, alternative methods should
be subjected to validation via a comparison with the
standard analytical procedure.

It is undoubtedly impossible to achieve harmoniza-
tion of quality for new drugs without harmonization of
compendial standards and methodology. The PDG
will continue to proceed with what it believes to be
the correct approach to pharmacopeial harmonization
and to contribute to advancing effective harmonization
for the quality of new drugs and products.

Mutual Agreement

In the licensing process, it is essential for each regula-
tory authority to recognize as equivalent those test
procedures that have been harmonized and adopted
as validated methods by the PDG. This concept is
already included in the Japanese Guidelines for Prep-
aration of Section B of the Documents Accompanying
New Drug Applications as of September 1995; in its
assertion that, ‘‘The analytical procedures in the
Japanese Pharmacopeia and other compendia and
those which are accepted through international harmo-
nization are considered to be validated methods.’’

The ICH step 4 guidelines on specifications, Q6A,
October 6, 1999, notes in the item concerning pharma-
copeia that:

References to certain procedures are found in pharma-

copeias in each region. Wherever they are appropriate,
pharmacopeial procedures should be utilized. Whereas
differences in pharmacopeial procedures and/or

acceptance criteria have existed among the regions, a
harmonized specification is possible only if the proce-
dures and acceptance criteria defined are acceptable
to regulatory authorities in all regions. The full utility

of this guideline is dependent on the successful com-
pletion of harmonization of pharmacopeial procedures
for several attributes commonly considered in the

specification for new drug substances or new drug
products.[7]

In this manner, key objectives of harmonization will
be attained only when the PDG is able to achieve
mutually agreeable standards and test methods, which
provide the same conclusions when performed on the
same specimens, even if they use different specifica-
tions, procedures, or reagents. We should continue to
take necessary steps to deepen international
cooperation and to obtain harmonized compendial
standards and methodology, using the PDG as the
forum for harmonization of drug quality.

CONCLUSIONS

This article describes the development of JP standards
and their international harmonization and the relation-
ship of the JP with drug regulatory procedures in
Japan. It also notes that the JP has been playing a basic
and leading role in ensuring and improving the quality
of drugs in Japan. The pharmacopeias of every country
must constitute the basic technical foundation for
the nation’s drug quality standards and contribute to
the promotion of public health by providing better
pharmaceuticals to the public in the most efficient
manner. The role of any pharmacopeia is not only to
define objectives for drug quality control based on
the establishment of standards, test methods, and
acceptance criteria, but also to provide means to
implement the international harmonization of pharma-
ceutical regulation.
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INTRODUCTION

United States Pharmacopeia (USP) and National For-
mulary (NF) standards and specifications relate to the
quality, purity and strength, packaging, and labeling
of medicines and related articles. aThe standards are
public standards, and new and revised standards
are published regularly. Official drug names and defini-
tions are established, as well as tests or assay proce-
dures that allow determination of compliance with
the standards. But do the compendia reflect the state
of pharmaceutical technology?

Resolutions adopted by the 1995 USP Convention
are indicative of the interest and professional expertise
shown by delegates. The General Committee of Revision
elected by the Convention included categories of expert-
ise critical to a modern pharmacopeia. From the 138
standards-related members, 20 Division of Standards
Development subcommittees were organized, along with
a joint standards-information Nomenclature Commit-
tee, to carry out the continuous revision process.

The USP24-NF19 contains 3777 monographs and
164 general chapters.[1] There are 543 new mono-
graphs, 504 in the USP and 39 in the NF. Continuous
revision led to many new or improved requirements;
3941 individual revisions were processed through
Pharmacopeial Forum (PF) during the 5-year cycle.
Obsolete material deleted during the preparation of
this volume included 130 USP and 12 NF monographs,
and 4 general chapters.

USP and Legal Recognition

Unlike all other pharmacopeias, the USP and NF are
not produced by government. The USP and NF are
published by the U.S. Pharmacopeial Convention,
Inc., a voluntary, not-for-profit institution that holds

the public trust. Standards established in the USP
and the NF are recognized by law and can be enforced
by federal and state authorities. References to the USP
and NF occur in numerous statutes regulating articles
used in medical and pharmacy practice. The most sig-
nificant is recognition of the official compendia in the
Federal Food, Drug, and Cosmetic Act. These statutes
usually empower the governmental agency to enforce
the law using certain defined aspects of the compendia.
Most commonly recognized are USP and NF stan-
dards for determining the identity, strength, quality,
and purity of the articles and specifications for pack-
aging and labeling. The Pure Food and Drug Law
enacted by Congress in 1906 is a landmark in U.S.
history. At that time, the USP-NF standards were
given legal status, and the federal government was
empowered, now resident in the FDA, to enforce
USP requirements.

Congress reaffirmed this authority in 1938, and even
the sweeping 1962 amendments did not alter this essen-
tial fact. During the 1995–2000 cycle, two statutes, the
Dietary Supplements for Health and Education Act of
1994 (DSHEA) and the Food and Drug Administra-
tion Modernization Act of 1997 (FDAMA), extended
the use of the USP and NF by amending the Federal
Food, Drug, and Cosmetic Act. DSHEA specifically
provided that a dietary supplement represented as con-
forming to the specifications of an official compendium
will be deemed misbranded if it fails to do so. FDAMA
requires pharmacists compounding drug products to
use bulk drug substances that comply with the stan-
dards contained in a USP or NF monograph and the
General Chapter on Pharmacy Compounding. Thus,
the USP and NF are not published in response to
any statute, but statutory recognition places burdens
on the USP and NF with regard to clarity and
precision of presentation.

Separate from recognition by drug laws of the
various nations and use by registration or related
authorities, pharmacopeial requirements are used by
commercial codes in that a request for a standardized
article should be satisfied only by the article that meets
those standards.

Pharmacopeias historically came before government
regulations because rules or specifications had to be

Throughout this article, the abbreviation USP, when used alone,

signifies the U.S. Pharmacopeial Convention, Inc. The abbreviation

USP followed by Roman numerals signifies a particular revision of

the Pharmacopeia. The abbreviation USP-NF is used to signify

the U.S. Pharmacopeia-National Formulary and are taken to be

USP24 and NF19, unless otherwise specified.
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established before they could be supervised and
enforced by the government. In recent decades, how-
ever, governments will not permit marketing of drugs
unless these are duly registered or scrutinized for qual-
ity. Approval of new drugs is most widely appreciated,
but international commerce also places such demands
on a continuing basis. Compendial standards are a
regular feature of all these governmental processes,
usually by way of reference in one document or
another.

Mission

The mission of the USP is to promote the public health
through establishing and disseminating legally recog-
nized standards of quality and information for the
use of medicines and related articles by healthcare
professionals, patients, and consumers.

U.S. Pharmacopeial Convention

The U.S. Pharmacopeial Convention (USPC) consists
of delegates of nearly 400 organizations, including
colleges of pharmacy and medicine, professional asso-
ciations, and some federal agencies. The Convention
arose from a national convention called by Dr. Lyman
Spalding in 1817 to develop national drug standards
for the polyglot, rapidly expanding developing nation.
It met in 1820 and published that year the first U.S.
Pharmacopeia (Fig. 1). The present revision is USP24
and NF19.[1] Between 1888 and 1975, the NF had been
published separately by the American Pharmaceutical
Association. It was acquired by the USPC in
1975, along with the assets of the Drug Standards
Laboratory that was a joint body funded by USP,
the American Pharmaceutical Association, and the
American Medical Association.

Essential aspects of compendial standards are
intrinsic in the history and composition of the Con-
vention. USP standards are meant to describe an
acceptable article from the point of view of the phys-
ician–pharmacist–patient interfaces; and they are
inherently time-of-use (that is, shelf life) requirements.
Another outcome of this focus is that practical, medi-
cally significant aspects are dominant in assigning
requirements and the limits therein. Compendial
standards are always established from the viewpoints
of the medical and pharmaceutical professions, which
in the United States are represented by the USPC.

General Committee of Revision

The Quinquennial USP Convention in 1995 elected a
Committee of Revision of 138 outstanding scientists
and practitioners in the various disciplines relating to
quality standards and drug information. Approxi-
mately 1000 prospective experts made themselves
available when both standards and information pro-
grams are considered. These experts are volunteers
from industry, academia, and government. Of these,
100 were experts in public standards. The other 38
accepted assignments in the Drug Information
Division. Each elected standards-setting expert
was assigned to one or more of 20 subcommittees
(Table 1). The 20 subcommittee chairpersons and the
chair of the Committee of Revision make up the
Division of Standards Development Executive Com-
mittee. The entire Committee adopts ‘‘Rules and Pro-
cedures’’[2,3] by which revision proceeds. A portion of
the compendia is delegated to each subcommittee
and, in agreement with its chairman, to each subcom-
mittee member. Responsibilities are distributed for
the more than 3700 monographs and the more than
160 general tests and information chapters. Every

THE FIRST U.S. PHARMACOPEIA, 1820

It is the object of a Pharmacopeia to select from among substances which
possess medicinal power, those, the utility of which is most fully established and 
best understood; and to form from them preparations and compositions, in which 
their powers may be exerted to the greatest advantage. It should likewise 
distinguish those articles by convenient and definite names, such as may prevent
trouble or uncertainty in the intercourse of physicians and apothecaries.

The value of a Pharmacopeia depends upon the fidelity with which it conforms 
to the best state of medical knowledge of the day. Its usefulness depends upon the 
sanction it receives from the medical community and the public; and the extent  to
which it governs the language and practice of those for whose use it is intended.

Preface Statement

Fig. 1 U.S. Pharmacopeia Preface Statement, 1820.
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sentence in the USP and NF and every standard and its
recognition are reexamined during each revision cycle.
And every addition or change is given advance public
notice and opportunity for comment.

The listing of subcommittee titles in Table 1 indi-
cates the present scope of Committee interest and
activity. The simple fact that a subcommittee has been
created to deal with a subject area is a statement of its
importance and implies thatthere are priorities in
that area on the agenda of the Committee. As these
interests change, the alterations are reflected in the
USP periodical, Pharmacopeial Forum, discussed
below. As outlined in the ‘‘Rules and Procedures’’
and noted above, any actions of subcommittees, or
considered revisions to or adoptions of standards, are
published for public evaluation and comment and are
subject to mechanisms for appeal or request for post-
ponement.

Council of Experts

The year 2000 USP Convention has adopted new
structures and processes for setting public standards.
The Council of Experts replaces the historic General
Committee of Revision. The resultant array of expert
bodies and responsibilities is not available at this
writing but may be found in Pharmacopeial Forum
in 2000.

Headquarters

The USPC occupies several headquarters buildings
complete with laboratories in Rockville, MD. It
employs a staff of approximately 300 scientists, editors,
and other employees to support the work of the
Committee of Revision (Council of Experts). Novem-
ber 1998 saw the opening of the Reference Standards
Center, a facility housing the Reference Standards
Laboratory and the Reference Standards Operations
unit. The USP Research and Development Laboratory
remains in the 1989 headquarters building. As a pub-
lisher, the USPC performs its own phototypesetting,
and its extensive in-house editing and production
capability have been important to the timely publi-
cation of the standards. A modernization program is
in progress to take advantage of the rapidly changing
world of information-based products and technologies.

Financial Aspects

Independent standards setting is possible only because
support for the program is undistorted by the impact
of standards on the governing bodies that ensure
adequate funds. Funding is not dependent on those
elements on which the standards impinge. Direct and
narrow-based economic support from either government
or industry would place standards setting in a less free

Table 1 USP Subcommittees and chairs, 1995–2000

Subcommittee Chairperson

Antibiotics Henry S.I. Tan, Ph.D.

Biopolymers, Bioproducts, and Vaccines Everett Flanigan, Ph.D.

Biotechnology and Gene Therapy Robert L. Garnick, Ph.D.

Chemistry 1 Stanley L. Hem, Ph.D.

Chemistry 2 Dennis K.J. Gorecki, Ph.D.

Chemistry 3 Judy P. Boehlert, Ph.D.

Chemistry 4 Elliott T. Weisman

Chemistry 5 Edward G. Lovering, Ph.D.

Dissolution and Bioavailability Thomas S. Foster, Pharm.D.

Excipients 1 (Monographs) Zak T. Chowhan, Ph.D.

Excipients 2 (Methods) Gregory E. Amidon, Ph.D.

General Chapters Thomas P. Layloff, Ph.D.

Microbiology Joseph E. Knapp, Ph.D.

Multisource Products Issues James T. Stewart, Ph.D.

Natural Products Paul Kucera, Ph.D.

Nonprescription Drugs and Nutritional Supplements David B. Roll, Ph.D.

Packaging, Storage, and Distribution Thomas Medwick, Ph.D.

Radiopharmaceuticals Dennis P. Swanson, M.S., R.Ph.

Toxicity, Biocompatability, and Cell Culture Sharon J. Northup, Ph.D.

Water and Parenterals James C. Boylan, Ph.D.
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or dampened environment. Opposed priorities or
response to adverse impacts cannot be isolated from
direct support. Financial independence is the compo-
nent on which the USP program turns. Neither govern-
ment nor industry gives direct supporting funds to the
USPC for standards-setting activities or programs.
Because these two are the major sources of funds for
most nonprofit institutions, the corollary is that the
USPC lacks immense reserves on which to draw and
must be prudent in its expenditures. The USPC gener-
ates adequate income to meet its challenge as a public
trust and to support growth and some ancillary pro-
grams noted here. Revenues for the USPC come from
the following significant sources: sale of Reference
Standards and publications. The committee members,
advisory panelists, trustees, and convention delegates
serve without monetary compensation, out of their
sense of public service and professional responsibility.

PROGRAMS AND PUBLICATIONS

Pharmacopeial Forum and
Continuous Revision

Pharmacopeial Forum, with the ability to publish
official supplements twice yearly, has brought to
fruition a dominant feature of the USP continuous
revision. Only in this way can the USP keep pace with
the progress of pharmaceutical technology and thereby
escape the doom of continuing obsolescence. As the art
of pharmacy, whether in design, manufacturing, or
testing, became ever more the science of pharmacy,
the compendia kept pace. An electronic, web-based
product became available in 2000.

The bimonthly Pharmacopeial Forum, called ‘‘the
journal of drug standards development and official
compendia revision,’’ presents proposed new or
revised USP and NF standards for public review and
comment. Pharmacopeial Forum enables the reviewer
to see at a glance both the text that is proposed for
deletion and the text that is proposed for addition or
modification. Pharmacopeial Forum is offered by
subscription to all interested parties. Thus, interested
scientists and practitioners from the general public
other than the Committee of Revision and its advisory
panels have access to the latest proposed revisions in
the official standards and tests and can readily transmit
their comments, suggestions, and data to USP head-
quarters for consideration by the Revision Committee.

In addition to presenting proposals recommended by
the Committee of Revision in a section entitled ‘‘In-
process Revision,’’ the Pharmacopeial Forum contains
several other sections. The ‘‘Headquarters Column’’
gives information on publication deadlines, news, or
statements of the Pharmacopeial Convention and the

Committee of Revision, summaries of issues discussed
by the Drug Standards Division Executive Committee,
and various tabulations or lists that aid in keeping track
of the multifaceted revision program. A section called
‘‘Stimuli to the Revision Process’’ publishes reports or
statements of authoritative committees, scientific articles
relevant to compendial issues, general commentaries by
interested parties, and collations of comments received
in response to policy initiatives. A recent addition is a
section on International Harmonization.

Pharmacopeial Forum is intended to promote public
comment at the earliest possible stage in standards devel-
opment. Industry is the largest single participant in that
activity. This periodical has been shown to stimulate
comment and therefore can be credited with increasing
thepace of revision. What comes to mind is an analogy
of USP revision to a thixotropic gel—as the pressure
is increased, so is the flow. This periodical operates in
tandem with the program of Open Conferences to ensure
vigorous participation in standards setting.

Related Publications

Efforts are under way to make the USP-NF more
useful worldwide. Incorporation of monographs
for multi-vitamin products, biotechnology-derived
products, veterinary drugs, and botanicals and other
dietary supplements help. The USAN and USP
Dictionary of Drug Names has wide international
applicability, thereby making it a repository of Inter-
national Names & Nomenclature (INN) and British
Adopted Names (BAN), as well as U.S. Adopted
Names (USAN). Pharmacopeial Forum now contains
announcements of proposals from the Japanese Phar-
macopeia and European Pharmacopeia for revision of
standards for international harmonization.

Open Conferences and Meetings

Consistent with the USP policy of emphasis on public
participation in standards setting, open conferences
and meetings are held to allow interactive examination
of selected topics. Twenty-five of these conferences
were held between 1980 and 1999, with an average
attendance of approximately 150. Roundtable format
is used to get maximum participation policy initiatives
as well as proposed standards revisions on the table.

International Training and
Outreach Programs

USP standards and information are recognized and
used by many countries,[19,21] and the USP seeks to
encourage, enhance, and facilitate their use. Examples
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of USP programs to train non-U.S. scientists and to
seek their advice on how USP programs and products
can be made more useful to other countries include
sponsorship of visiting scientists and scholars, support-
ing doctoral and postdoctoral fellowships, cosponsor-
ship of meetings and conferences, and formation of
the International Health Advisory Panel.

Visiting Scientists and Scholars Program

Since 1990, the USP has substantially expanded its
program for visiting scientists and scholars. Originally
conceived as a program to train scientists from pharma-
copeias and official control laboratories, the program
has been expanded to include scientists who spend up
to 4 months in the USP Drug Research and Testing
Laboratory or in the secretariat for the USP-NF within
the standards development divisions to gain experience
in laboratory techniques or pharmacopeial revision pro-
cedures, as well as scholars from regulatory agencies and
drug information centers around the world interested in
the work of the information-development divisions in
compiling and updating the USP DI database and
USP information products.

Since 1990, the USP has hosted visiting scientists
and scholars from China (13), Indonesia (2), Argentina
(5), Nigeria (3), Poland (2), Romania (2), Turkey (2),
Russia (2), and 1 each from Germany, Japan, Thai-
land, Korea, Kenya, Italy, and Kyrghyzstan.

Fellowship Program

The Fellowship Program is directed primarily at pre- and
postdoctoral U.S. students. The USP has awarded 160
fellowships since 1981. The USP Fellowship Program
also grants awards to non-U.S. students and post-
doctoral fellows at U.S. universities and at universities
outside the United States, provided the criteria for award
can be satisfied. Currently the USP grants 10 fellowships
annually: 6 in drug standards and 4 in drug information.
Stipends are $15,000 per year, and a fellow may compete
for support for a second year. Eligibility criteria require,
among other factors, that the fellowship application be
signed by a member of the USP Committee of Revi-
sion, an advisory panel, or the board of trustees at the
institution where the applicant is studying. Applications
are reviewed for technical merit and relevance to USP
standards and information programs by committees of
members of the Committee of Revision from the stan-
dards and information divisions.

Asian edition

In response to globalization and increasing use of the
USP-NF abroad and to the foreign exchange picture,

USP23-NF18 and USP24-NF19 both were published
in Mumbai (Bombay) India simultaneous with the
main publication in the United States.

Spanish language version of the USP-NF

The Spanish language edition of USP 23-NF 18 was
published in 1995 as a DOS-based electronic product.
In 1998, the product was converted to a Windows-
based electronic product. Work on the translation of
USP-NF text began in 1993 with the exploration of
machine translation software suitable for use in the
translation of the characteristic text of the USP-NF.
The software selected was ENG-SPAN-AMSM from
the Pan American Health Organization. This was
fortified by a microdictionary and software macros
specific to the compendia. Since the initial release in
1995, the USP has released Supplements for the
Spanish language edition concurrent with the release
of the English language Supplements. The database
continues to be kept abreast of revisions to the USP
and NF, but it was not marketed after 1998.

NATURE OF COMPENDIAL STANDARDS

Scope

The first USP begins, ‘‘It is the object of a Pharma-
copeia to select from among substances H those, the
utility of which is most fully established and best
understood’’ (Fig. 1). Subsequent USP Conventions
have broadened that to encompass all safe and effec-
tive medicines and some related articles. Recognition
by the USP is not based on the identity of the manufac-
turer, the environment in which used, or the existence
of borders or restrictions on commerce. Articles are
adopted into the USP and receive standards scientifi-
cally appropriate to the articles, irrespective of whether
the article is over-the-counter or prescription only and
whether the article is used at home, in the practi-
tioner’s facility, in the hospital, or even in a licensed
facility. The same modern standards are applied, and
the public is offered the same parameters of strength,
quality, and purity. Also, the same opportunities exist
for analytical challenge or regulatory compliance.

USP and NF Standards are
Public Standards

This distinction was expressed well by the late C.A.
Johnson of the British Pharmacopeia:[4]

The first point to be underlined is that the phar-
macopeia provides a collection of publicly available
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standards that are open for inspection and challenge

by all—a fundamental right in any civilized society.
The standards are established only after wide public
consultation—a procedure that deserves to be main-
tained and supported. Because of the public avail-

ability of standards for medicines any authority or,
indeed, any individual, may cause a random sample
of a medicine on the market to be challenged.

As noted previously, compendial standards arose
from the professions on behalf of the public. There
are no attempts at regulation by the USP of the daily
application of pharmaceutical technology. USP stan-
dards are not to be confused with such concepts as
the ‘‘product description.’’ As addressed below, com-
pendial standards are not manufacturing directions
as such and do not constitute the manufacturers’
release criteria. They define the acceptable article as
and when used.

Functions and Responsibilities of
Compendial Standards[5]

What are the functions of USP standards? First,
remember the nature of any standard. A standard is
a rule, a principle of orderliness, that implies: 1) an
element of agreement or acquiescence of most con-
cerned, 2) some authority, and 3) some benefit to be
gained by all concerned. To obtain this agreement in
a reasonably democratic way, as opposed by way of
authoritarian edict, there must be an element of
compromise. However, one fact cannot be ignored:
adoption of one rule implies rejection of alternative
rules. In a real sense, this is loss of freedom of choice.
The question comes—what do we get in trade? Why
standardize? Why go through the occasionally wrench-
ing experience of compromise? We get orderliness
instead of chaos, and where there is orderliness, and
only then, we get predictability. The essence of a
USP standard is predictable drug product quality.
The benefits of that predictability are settled on all
concerned: the public, the professionals, the manufac-
turers of quality products. Without predictability in
use, drugs would not have won the fullness of their
position in society today. Physical and chemical tests
and specifications are given for measurable quality
parameters. Official drug names and definitions are
established, which give a common vocabulary and a
clear understanding to communications within and
among the professions.

Why do we persist in saying ‘‘public’’ standards?
Because compendial standards, proposed and adopted,
are published and circulated in public. The standards
state to the public, manufacturers, and professions
what constitutes predictable drug product quality from
lot to lot and from manufacturer to manufacturer.

The parameters of that predictability are published
for all to see, for all to discuss, for all to grant their
element of agreement, or for that matter, for all to
contest publicly. Other agreements and other com-
promises, however reasonable and neatly filed away
and for whatever reason not available, cannot fill that
simple, rightful need of public information.

Codifying an element of predictability is not the
only function of public standards. The USP-NF
standards are enforceable by law, and are enforced
strongly. This is the second function of USP standards:
providing a basis for active protection of the public
from unacceptable articles, not merely establishing
ideals to be ignored when convenient. The USP and
NF give detailed tests or assay procedures that allow
determination of compliance with the standards;
indeed, to call for a quality level without supplying a
proof test would be unenforceable. Third, the quality
manufacturer knows that other manufacturers of the
same article must pass muster as well. Two less obvious
purposes should be noted. The participants in the
revision process also focus timely attention of industry
and government on important problems or new tech-
nologies. Also, to a large measure the compendia
define the state of the art of pharmaceutical analysis
and therefore have impact as well on general drug regis-
tration and nonofficial articles both here and abroad.

Beyond defining acceptable articles, what are the
responsibilities of USP and NF standards? The USP
must strike a balance between the right of all con-
cerned parties to act independently and efficiently
and the need to preserve the rights of the patient to
safety and quality. The USP and NF are responsible
first to the public. These compendia can encourage
the experts to make the quality judgments that the
public cannot. The USP and NF are responsible to
the practitioners of medicine and pharmacy who
understand and are bound by the need for standards.
The USP and NF are responsible to put forth stan-
dards that are meaningful to government and that
can be enforced. The USP and NF are responsible to
industry to put forth standards that are meaningful,
practical, and affordable. The goal of the USP and
NF is to set standards that are equal to the need, that
can be enforced, that can be met by capable manu-
facturers, and that, at least for the moment, satisfy
pharmaceutical scientists and practitioners.

Drug product quality in the United States is more
reliable, more predictable than other aspects of the sys-
tem of healthcare delivery as a whole. Adding tests or
tightening specifications at the manufacturer level that
does not help patients or professionals derive further
benefits from drugs does little except increase patient
or taxpayer drug bills. There is something to be said
for knowing when to stop. We must be able to recog-
nize diminishing return!
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Drug product quality stands out in sharpest detail
and is most highly visible to those of us in this tech-
nical community. Our concerns are those of the
specialist for his or her field. In contrast, consider the
heavy mist through which we gaze at problems of pre-
dictable therapy—not of differences in predictability
resulting from variations in lots or brands, but of
differences in pharmacogenetics; dietary habits such
as preferences in beverages or entrees; metabolism as
a function of disease, age, or sex; or, on a larger scale,
failures in patient compliance or drug interactions.

General Approaches to Standards[5]

We can recognize three distinct but interdependent,
effective standards: 1) USP-NF standards, 2) current
good manufacturing practices, and 3) in-house quality
assurance or process validation protocols. The three
programs are different but have the same objective:
drug product quality. The official standards are
developed to be meaningful in this multiple context.
In recent years, a similar array has occurred in most
developed nations, and this is rightfully seen as a
measure of success.

Currently, public standards tend to be performance
rather than design standards. To illustrate: Are only
automobile exhaust emissions measured as proof of
success in reducing pollution or is an ‘‘official engine,’’
complete with engineering drawings, promulgated? In
performance tests, desired attributes are tested for
postmanufacture. This is end-product testing. These
answer the fundamental question: How did it turn out?
Older monographs, with prescription-like formulas but
few tests, were essentially design standards. Only a few
such appear in USP24. The resurgence of pharmacy
dispensing now will result in more design-type stan-
dards. The trend toward performance tests has been
the case in all standards except, notably, plumbing
codes. One can imagine the difficulty of converting a
visit of the plumbing inspector from an examination
of allowable joints, angles, and materials to an experi-
ment in which recovery of a test specimen of a ham-
burger slurry is a pass/fail criterion. Pharmaceutical
technology now takes this one step further and recasts
the design standard as a ‘‘validated process’’ when the
demonstration by end-product testing can lead to
sufficient confidence in both the design and the process
off carrying out the design.

Design standards intrinsically must be more
detailed, more complex, more arbitrary, and more
authoritarian than performance standards. Specific
formulas can be specified by USP-NF, as can methods
of compounding or processes of manufacture if neces-
sary. However, end-product testing is believed by most
pharmaceutical scientists to be adequate public

standardization. That is what the patient does—end
product testing!

USP-NF standards are established with the specific
intent of serving as instruments of enforcement.
Because these standards may be the common ground
in a legal contest, the compendia publish both the
experimental details and the limits within which the
results must fall. Pass or fail—not how well, or by
how much. Is it or is it not an acceptable article?
Claims that a product ‘‘exceeds’’ USP specifications
distort standards concepts. The compendial standard
is that which any specimen of that article must meet
at any time during its valid life. Although not a cri-
terion aimed at use as a release standard, it is clearly
the ultimate element in assigning expiration dates. It
is the door at the end of a long hallway, not an immedi-
ate opening to the marketplace.

Limitations of Standards

Let us start with a truism. Quality is built into a pro-
duct; it cannot be tested into it. It is also true that
failure to build quality into a product can be tested
for, as can variations from a good norm. The last cen-
tury coped with a problem and a paradox: a redefini-
tion of what was good and, most significantly, what
was good enough.[6] In this way, statistical quality con-
trol developed. We accepted theideathat even if absol-
ute precision in manufacturing were possible (and it is
not), it would be superfluous. When we strive for pro-
duct uniformity, we still remember that quality will
vary, so that what we really aim for is standardization
of quality within limits. That is why ‘‘quality’’ requires
control. The object of control is to enableus to do what
we want to do, with economic limits.[6]

We accept the inevitability of imperfection, thus we
must accept the inevitable need for quality standards.
Thus must we also accept the imperfection of those
same quality standards. Compendial standards must
be what can be done; failure to publish a standard
because it is imperfect can be failure to serve the pub-
lic. I submit that a willingness to move forward in the
face of imperfections is consistent with the second
maxim stated by Descartes,[7] which applies to any
uncertain situation, to move resolutely and unswerv-
ingly in the most promising direction.

TECHNICAL FEATURES OF
COMPENDIAL STANDARDS

Pharmacopeias always have been as much statements
of current technology as of current therapy. Exam-
ination of an older pharmacopeia from any time or
place gives a fair measure of the contemporary drugs
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available, therapeutic strategies, and medical knowl-
edge. No less does such examination give a fair mea-
sure of the contemporary pharmaceutical technology.
Pharmacopeial standards arise from the contemporary,
controlling concepts of what constitutes good quality
and, further, how one achieves or demonstrates that
quality. However, selection requirements can come
only from processes and equipment in general use.
Available technology determines what is to be required
or standardized, just as it determines what can be
made.

A rough correlation existed between pharmacopeias
and pharmaceutical technology. At least that was so
until the modern drug era, when new drug
discoveries proceeded at rates that, in one generation,
rendered many pharmacopeias obsolete, especially
those that could not revise as frequently as is done
by the USP. Increased international trade and accept-
ance undercut the need for large numbers of national
pharmacopeias. Technology forged ahead on many
fronts in manufacturing processes and equipment,
dosage form design, new kinds of excipients, and new
analytical capabilities. Only a few pharmacopeias
continue to publish specifications of practical import
consistent with the state of pharmaceutical technology,
and these are primarily regional or international in
scope. Different adaptations to rapidly changing ther-
apy and technology account for some of the uneven-
ness in and among pharmacopeias and a consequent
need for harmonization. We report here on current
compendial specifications, what they are, by whom
and where they are established, and how and why they
are created.

Official Names

Pharmacopeias are an accumulation of responses to
problems in medicine, pharmacy, or pharmaceutical
technology as these presented themselves over the
years, even over centuries. From the beginning of phar-
macopeias, a fundamental function has been the estab-
lishment of names ‘‘such as may prevent trouble or
uncertainty in the intercourse of physicians and apoth-
ecaries’’ (Fig. 1). Different things should have different
names; that is a fundamental principle of compendial
standards. This applies to dosage forms as to well
as to molecules. This deeply rooted function seldom
gets much attention until someone wants to change
something. A recent case is the desire to change the
capability of consumers to identify the ingredients of
products through product labeling of all inactive ingre-
dients. The need for concise, unambiguous names for
these ingredients as well is inescapable of notice.

A cooperative effort since 1961 between the American
Medical Association and the USPC was augmented in

1964 by the addition of the American Pharmaceutical
Association, then the publisher of the NF, to form
what has been known since as the U.S. Adopted
Names (USAN) Council. The U.S. Food and Drug
Administration (FDA) was invited to join the Council
in 1967, and the FDA refers to USAN names in its
regulations. The Council consists of persons convers-
ant with the needs and problems of naming drugs
and an appeals body. The names determined by the
Council are incorporated, along with other names for
drugs (including public, proprietary, chemical, and
code-designated names), in an annual book, USAN
and the USP Dictionary of Drug Names, published
by the USPC.

Method and Specification Selection

The selection of USP methods and specifications can
be concluded to be practical consequences of what
has been successful in detecting drug product quality
variability and what can ensure demonstration that
variations in quality remain within acceptable limits.
USP methods are selected for their fitness for use for
that monograph application, just as USP Reference
Standards are adopted on the basis of suitability for
intended use in that monograph.

Tests and specifications, and reagents as such, were
introduced into the USP in the 1890s. The first truly
instrumental determination used was the Wild polaris-
trobometer for natural oils in 1890. Trends were estab-
lished in USP XV (1955) toward decreased monograph
prescriptions, or design standards, and, separately,
toward the increasing range of General Tests. The
USP now has more than 160 general chapters. There
are few analytical methods used in modern pharmaceu-
tical analysis that are not used by the compendia.

An interesting historical change in the orientation of
the USP is implicit in this discussion. Until the age of
instrumentation, there was an expectation that com-
pendial methods could be performed in a community
pharmacy. What became possible decided where it
could be done, and the focus moved out of the phar-
macy and into the central analytical laboratory.

Tremendous changes in the selection of compendial
methods have occurred in recent decades. Classic
physical and chemical measurements had long been
established as objective criteria for quality assurance
and for compliance testing, but these had significant
limitations for dosage forms, both as assays and as
limit tests. As recent decades have witnessed a torrent
of instrumental developments, it should be no surprise
that the compendia have experienced a resultant flood
of applications that use those instrumental methods
popular in the industry. The previous limiting factors,
the availability of instruments their and reliability
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(or certainty of repair) ceased to be a problem even
before the revolution in microelectronics.

The USP placed emphasis in the last 20 years on
stability-consciousness and impurity-consciousness in
preparing monographs. See 1086, Impurities in
Official Articles.[1] These major trends explain the
prominence of chromatography. It is obvious that
the major portion of recent revision revolves around
chromatography: high-pressure liquid chromato-
graphy (HPLC), gas-liquid chromatography (GLC),
and thin-layer chromatography (TLC) for identity
tests and reference standard evaluation; HPLC, GLC,
and TLC for purity or limit tests; and HPLC and
GLC for assays. Much effort is spent in evaluating
chromatographic systems and identifying System Suit-
ability Tests (see discussion below) to make these
methods more reliable. The amazing speed with which
HPLC was adopted as mature scientific measurement
is nowhere more evident than in drug analysis and,
therefore, in the USP. The USP 24/NF 19 contains
1800 HPLC/GLC and 740 TLC initial references.
Because of cross-referencing of substance methods in
dosage form monographs, the total number of chro-
matography-based requirements is much, much higher.

To a large extent, modern separation science has
solved a previous significant problem in compendial
method selection, that of interfering substances. The
USP does not lock all manufacturers into the same for-
mulation and manufacturing procedure, and the USP
allows considerable freedom as long as the substances
added in dosage forms do not interfere, which these
must not do,[8] with the official tests and assays.
Because the manufacturer can change the formula or
introduce new products, it is unreasonable to assume
that the USP would have tested every conceived and
about-to-be conceived product. Thus, in exchange for
the freedom of formulating, the individual manufac-
turers have the responsibility of keeping up with
proposals in the Pharmacopeial Forum and assessing
the applicability of proposed methods to their specific
existing products and their contemplated new pro-
ducts, i.e., validation for their formulations. Separation
science now available makes it likely that a method
workable for all can be identified.

Automated Methods

In considering the introduction of new test methods, it
has been necessary for the USP to recognize the appro-
priateness of automating compendial assays and tests.
The Committee of Revision prefers to adopt automa-
table procedures, especially for multiple-unit specimens
such as those arising from dissolution or content uni-
formity requirements. Thus, since the publication of
the USP XVIII in 1970, the General Notices to the

USP has included automated procedures in discussions
on the use of suitable alternative methods. The General
Notices to the USP24 state:[9]

Automated procedures employing the same basic
chemistry as those assay and test procedures given in
the monograph are recognized as being equivalent in

their suitability for determining compliance. Com-
pliance may be shown also by the use of alternative
methods, chosen for advantages in accuracy, sensi-
tivity, precision, selectivity, or adaptability to auto-

mation or computerized data reduction or in other
special circumstances. Since Pharmacopeial standards
and procedures are interrelated, only the result

obtained by the procedure given in this Pharmacopeia
is conclusive where a difference appears or in the event
of dispute.

Thus, the USP states explicitly what is to be done
and in what sequence but not by whom or by what.

Stability

Monographs do not include a specific section that
deals directly with this major aspect of drug product
quality, primarily because stability is related to a
number of factors including chemical structure,
formulation ingredients and processing, bioburden,
packaging materials and storage, repackaging, and
geography. Concern for stability is manifest in the
Pharmacopeia in at least seven ways: 1) the general
requirement for expiration dates; 2) monograph
packaging and storage requirements; 3) standards for
packaging materials and containers; 4) standards for
repackaging and storage; 5) limit tests for decompo-
sition products; 6) stability-indicating tests or assays;
and 7) the informational General Chapter, ‘‘Stability
Considerations in Dispensing Practice.’’ Underlying
these standards are standard definitions of storage
conditions. An emerging establishment of require-
ments for Labile preparations will add an eighth
stability-resultant category. New informational chap-
ters are likely to expand this list. Stability is not
causal—it is the effect of choices during formulation
development, packaging, and storage instructions.

Test Results, Statistics, and Standards[10]

Confusion of compendial standards with release tests
and with statistical sampling plans occasionally occurs.
Interpretation of results from official tests and assays
requires an understanding of the nature and style of
compendial standards. Tests and assays given in the
USP prescribe operation on a single specimen; that
is, the singlet determination. This is the minimum
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sample on which the attributes of a compendial article
should be measured. Some tests, such as those for
dissolution and uniformity of dosage units, require
multiple-dosage units in conjunction with a decision
scheme. It is to be understood that these tests, albeit
using a number of dosage units, are in fact the singlet
determinations of those particular attributes of the
specimen. These quantities should not be confused
with statistical sampling plans. The compendial proce-
dures demonstrate compliance of the attributes of an
article with compendial standards only for that speci-
men (of one or more dosage units) that is subjected
to analysis. Repeats, replications, and extrapolation
of results to larger populations are neither specified
nor proscribed by the compendia; such decisions are
dependent on the objectives of the testing.

Commercial or regulatory compliance testing, or
manufacturer’s release testing, may or may not require
examination of additional specimens, in accordance
with predetermined guidelines or sampling strategies.
Moreover, a statistical plan may be necessary to
relate the shelf life of the product, test results, and
release specifications to the ultimate compendial
specifications.

System Suitability Tests

System Suitability Tests are now characteristic of USP
methods.[10,11] They are based on the concept proposed
by this author in early 1971 that the instrument,
reagents, packings, conditions, procedural details,
detectors, electronic accessories, and even the analyst
constitute a single system that is therefore amenable
to an overall test of system function. Reliable chroma-
tographic performance, for example, may require
specifications for resolution, column efficiency, peak
tailing, precision of replications, or extremes of con-
ditions. Such tests obviate the necessity of specifying
a multitude of instrumental settings, model numbers,
names of manufacturers, packings and lot numbers,
and other physical-chemical and engineering charac-
teristics. Also avoided is the distribution of official lots
of chromatographic packings through the compendial
headquarters. System suitability tests were first made
official in the USP XIX and have come into general
application.

New Technology and USP Contents

During the revision cycle, the USP introduced a Web
site that contains up-to-date information about the
USP and its program as well as ordering instructions.
The USP home page is located at www.usp.org.

Law and regulations ensure the adequacy of the
premises, practices, and documentation of the

manufacture of drug substances and preparations
expected to result in articles that comply with pharma-
copeial standards. It was the practice of previous USP
revisions to publish and update the FDA Good Manu-
facturing Practices (GMPs) in a general information
chapter Good Manufacturing Practices (1077). This
was perceived to be a service to those in manufacturing
establishments and pharmacists. Rapid expansion of
the Internet and almost universal establishment of
Web sites by all institutions abrogates, in general, the
perceived need that necessitates this service. Therefore,
this revision cycle culminated in the deletion of federal
and other texts now reliably available at no cost
through the new technology. Federal documents can
be found on the U.S. Food and Drug Administration
Web site at www.fda.gov. Along with Good Manufac-
turing Practices (1077), two other general information
chapters based on federal regulations are deleted:
Federal Food Drug and Cosmetic Act Requirements
Relating to Drugs for Human Use (1076) and the
frequently revised Controlled Substance Act (1071).

Drug Release

Nowhere have the value and failures (and political
pressure) of pharmaceutical technology been more
apparent than in the complex of processes that
amount to release of active ingredient from its phar-
maceutical presentation. A major concern, now a gen-
eration old, was reliable release of drug from solid
oral dosage forms.[11] The USP and NF each intro-
duced dissolution tests in six monographs in 1970.
For some drugs, absorption is dissolution-rate con-
trolled, reduction in bioavailability results. This is
precisely a reduction in strength and has no addi-
tional resulting in medical significance. The problem
arises when two formulations of such a drug are
compared where dissolution rates are substantially
different—this is known as bioinequivalence. This
led to much commercial mischief and distortion of
scientific facts to achieve protection of existing pro-
ducts from competition. Some scientists emphasized
drug chemical properties as the central factor—
particle size or solubility, for example. Others pointed
to the inactive ingredients used in the processing of
compressed tablets—lubricants and disintegrants, for
example. Or there was emphasis on the process itself,
as in overcompression. Pragmatists noted the contin-
ued use of hydrophobic tablet coatings—shellac, for
example.

A drug release test, dissolution, was a satisfactory
standard every time there was a problem of any prac-
tical consequence. Of equal significance was the recog-
nition of the strength of dissolution testing as a tool
for quality control. Thus, equivalence in dissolution

2850 Pharmacopeial Standards: United States Pharmacopeia and National Formulary



P
ha

rm
ac

op
ei

al
–

P
il

ot

behavior was sought in light of both bioavailability
and quality control considerations. The USP 24 has
more than 600 monographs for tablets and capsules:
500 have an official dissolution requirement; 100 others
have a different performance test considered appropri-
ate for acceptable drug product quality.

For USP tablet and capsule monographs, we
know of none where two articles, fully in conformance,
have clinically significant inequivalence. Experience
has demonstrated that when a medically significant
difference in bioavailability has been found among
supposedly identical articles, a dissolution test has been
efficacious in discriminating among these articles.
Because the USP sets forth attributes of an acceptable
article, such a discriminating test is satisfactory
because the dissolution standard can exclude
definitively any unacceptable article. Therefore, no
compendial requirements for animal or human tests
of bioavailability were necessary. The practical
problem has been the obverse; that is, dissolution
tests are so discriminating of formulation factors that
may only sometimes affect bioavailability not uncom-
mon for a clinically acceptable article to perform
poorly in a typical dissolution test. In such cases, the
Committee of Revision has been mindful to include
as many acceptable articles as possible but, at the
same time, to exclude dissolution specifications so
generous as to raise reasonable scientific concern for
bioinequivalence.

There is no known medically significant bioinequi-
valence problem with articles of which 75% is dissolved
in water at 37�C for 45 minutes with the use of either
official apparatus at usual speed. A majority of mono-
graphs have that as the requirement, and this is called
‘‘First Case’’ in the Pharmacopeial Forum. Other arti-
cles for which there are no known or likely medically
significant bioavailability problems have required some
adjustment of medium or apparatus.

Details of tests and specifications can be found in
the USP. For ordinary tablets and capsules, the appar-
atus used (basket and paddle) affords low levels of
agitation appropriate for challenging drug products
with a significant potential for diminished physiologic
availability. Similarly, only the most discriminating
solvents are selected. See 1088, In Vitro and In Vivo
Evaluation of Dosage Forms. Extended-release formu-
lations present different standards problems. Pharma-
cologically sound judgment that a drug is acceptable
as an extended-release product obviates the necessarily
conservative choice of apparatus and conditions
applied to ordinary articles. Either the drug does not
have a significant absorption problem or its metabo-
lites are active, in which case a higher agitation appar-
atus may be necessary. A new apparatus is presently
under consideration to handle those cases in which
the current apparatus is unworkable.

Dietary Supplements

Dietary supplements are now covered by federal legis-
lation (see DSHEA under Legal Status of the Official
Compendia, above). They are a rapidly growing aspect
of consumer choice. The USP and NF made great
progress in this field in the years after the 1995 Con-
vention. The Convention debated vigorously on the
proper placement in the compendia, if any, necessi-
tated by the resurgence in the United States of the
use of botanicals, amino acids, and other substances.
These had fallen into disuse earlier in the century
(see 1995–2000 Resolutions in the Proceedings). The
feasibility of standards was established quickly, and
there developed a broad support for USP-NF mono-
graphs. The area of information for consumers and
practitioners has been the more contentious. The first
task was to identify the most widely used botanicals
having no counteracting safety concerns.

Dietary supplements are on a different legal footing
from drugs, being regulated as foods or under food
statutes. In contrast to drugs, supplements are not
required to comply with compendial requirements
unless labeled to be the official article, in which case
it is necessary to use compendial methods. Labels that
specify USP or NF in supplements are gaining momen-
tum. Although there is extensive analytical experience
with vitamins and minerals, problems in the analysis
of botanicals are likely to arise because a tradition
of testing is not widespread. Very complex mixtures
are the rule, and there is uncertainty as to the critical
components.

In response to a resolution adopted at the USPC’s
1995 Quinquennial Meeting, the Committee of
Revision addressed issues concerning natural products
of plant origin used as dietary supplements. The Sub-
committee on Natural Products, assisted by the Advis-
ory Panel on Analytical Methods for Identification and
Characterization of Natural Products, set priorities for
21 botanicals for standards development. The criteria
underlying the selection included absence of safety
risk; extent of use as reported by trade sources; positive
assessment by recognized pharmacognosists, usually
on a presumption of beneficial pharmacological action
and history of use in traditional medicine; and the abil-
ity of the article to be able to meet typical USP-NF
monograph requirements.

A new admission policy addresses botanicals used
as dietary supplements recommended for their official
adoption by the USP Committee of Revision. When
the FDA has approved a use or a USP DID advisory
panel has accepted a use, it is to the USP. If neither
condition is met, and there is no safety concern, the
article is admitted into the NF. If there is a safety con-
cern for an article, then no NF monograph is pub-
lished, and USP DID will publish a monograph that
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is negative on the use of this article. The first official
monograph resulting from the 1995 USPC appeared
in the Seventh Supplement to the USP in 1997. That
was Ginger, USP. A total of 18 monographs were
published through the First Supplement to the
USP24-NF19.

Compounding Pharmacy Monographs

A corresponding resurgence in compounding practice
has arisen from the unavailability of strengths or forms
suitable for special populations, especially pediatric
patients, and for short-life preparations such as a
buffered, diluted solution of sodium hydrochlorite.
The Advisory Panel on Pharmacy Compounding was
installed. Pharmacists from this Panel advised the
Subcommittee on Packaging, Storage, and Distribution
where most scientific questions on prescription stability,
packaging, and storage could best be resolved.

The USP laboratory evaluated all the monographs,
and its findings were published in PF. Ten official
monographs were published through the USP24-
NF19 Second Supplement. The International Associ-
ation of Compounding Pharmacists is playing a key
role in selecting among the many known formulas to
identify those of more medical merit and wider usage.
Additional monographs are expected to appear in sub-
sequent supplements. If acommercial article is avail-
able, no compounding USP monograph is needed. As
noted above (see Legal Status of the Official Compen-
dia), recent legislation supports and guides pharmacy
compounding.

Excipients

Standards for more than 350 excipients are published
by the USPC, primarily in the NF (approximate 270
versus 80 in the USP). Before 1975, the USP and NF
were published by different organizations; each had
monographs for drug substances, dosage forms, and
excipients. The USP adopted the medically best, and
the NF adopted those widely used. With the 1975
merger, it was decided to publish the so-called inactive
ingredients in the NF and, in addition, that both the
USP and NF publications would be bound together
in a single volume and have joint supplements.

The advance of pharmaceutical technology ever
forces forward new or refined excipients, some with
heretofore unexploited properties. Polymers are a case
in point and have been central to many of the techno-
logical advances of recent years. New and different
challenges for compendial standards are offered by
materials used in new wave formulations. Modern ana-
lytical chemistry allows rather thorough evaluation of
materials.

Excipients were a major, and the initial, component
of programs for international harmonization. The USP
focuses on functionality tests, such as for that com-
pressibility. These are available for many excipients.
Why incorporate functionality requirements into the
NF that assess parameters that are critical to a min-
ority of purchasers, thus restricting the channels of
commerce and probably raising everyone’s costs? If
viscosity range or degree of crystallinity is critical to
one formulation, isn’t that the problem for that for-
mulation? One solution would be to adopt a standard
test but to require that the product labeling state the
specification to be applied to the contents. The product
label would state the definitive parameter(s). The NF
is satisfied at present with an array of standards of
identity, purity, assay, moisture, packaging, storage
and labeling, and so forth that supports the name
and labeling of materials.

Reference Standards

In support of its program for public standards for
drugs, the USPC supplies the Reference Standards
required by the monograph standards, tests, and assays
of both the USP and the NF. Biologic assays in the
USP were the first to require use of reference materials.
Authoritative sources of these were needed, and the
first were adopted in 1926. As an index of the growth
of analytical science, 45 were needed in 1950 for the
USP and NF and 438 in 1980. As of 2000, there are
1400.

One cannot fail to note the vast expansion of the
collection in the last few decades. Surely this was not
fueled by additional biologic assays. Underlying the
initial growth phase was the widespread utilization of
spectrophotometry for identification and assay. Separ-
ation science was the second phase in pharmaceutical
industry control laboratories. As a corollary, USP
and NF method selection moved in the same direction.
Spectrophotometric identity tests and assays are more
reliable, especially for compliance testing, when per-
formed in the relative mode, which uses a reference
standard, rather than the absolute mode, which is the
norm in titrimetry. There is some residual difference
of opinion in other countries on this point, but that
is rendered moot by the widespread adoption of separ-
ation science by the pharmaceutical industry and, thus,
by the compendia. It is a characteristic of chromato-
graphic methods that a reference standard be required,
sometimes more than one for a procedure. The
accumulation of modern tests and assays results in
5 to 10 uses for many reference standards.

Two critical features of this program should be
remembered: all USP Reference Standards are
subjected to collaborative testing to generate a purity
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profile and then must be approved by the USP Refer-
ence Standards Committee, which is composed of
members from the Division of Standards Development
Executive Committee. Three or more laboratories test
each one. For this purpose, reference standard purity
is defined as known composition with respect to
intended use. Adoption of a chemical batch demands
a known purity profile, which is obtained by meaning-
ful experiments. Although the USP or NF monograph
requirements are met, testing usually ranges beyond
the monograph tests to construct a purity profile, parti-
cularly in the accumulation of more extensive chroma-
tographic characterization. In contrast to the highly
purified synthetic organic medicinals, heterogeneous
substances of natural origin continue to be used in
addition to the highly purified products of chemical
syntheses. Biotechnology-based products in particular
are chemically complex. These usually have counter-
parts in international standards, but the inherent
heterogeneity makes direct interchange unworkable. In
these cases, careful characterization of the compositional
and biologic profile allows for lot-to-lot consistency.

Existence of a reference standard used in a compen-
dial procedure can in effect transfer the quality standard
from print to the contents of the reference standard vial.
Specifically, the content of the drug product is assayed
relative to the USP Reference Standard, which is taken
to be 100%. The late C.A. Johnson was fond of stating
that the printed standard turning yellow was not the
same as a yellowing reference standard.

The Committee of Revision takes steps relative to
the continuing acceptability of any specific lot of a
USP Reference Standard. Publication of a list of cur-
rent items in each Pharmacopeial Forum keeps the
collection up to date in this regard, as well as indicates
which are new, have been deleted, or are unavailable.

PARTICIPATION

Food and Drug Administration

Close working relations with the FDA continued as a
hallmark of the revision program, both with individual
scientists and with FDA laboratories and centers. For-
mal liaison efforts were conducted primarily through
the Compendial Operations Staff in the Center for
Drug Evaluation and Research of the FDA. Staff are
responsible for obtaining and coordinating agency
comments on proposals appearing in the PF and for
serving as an official point of contact with the Center.
They have been effective in contributing many sugges-
tions for improvement as well as a greater degree of
consistency between the FDA and compendial require-
ments. Each subcommittee has an ad hoc reviewer
assigned by the FDA to ensure communications.

The National Center for Drug Analysis in St. Louis,
MO, was a constant, valued, and cooperative partici-
pant in the revision process for nearly 3 decades. This
laboratory continued from past cycles to do extensive
development and review of tests and assays. During
this cycle, it continued as the primary FDA participant
in the ongoing evaluation of established and pro-
posed new USP Reference Standards. Moreover, care-
ful review was given to many General Chapters and
issues in harmonization. The FDA is the single most
productive outside source of scientific data and
information.

Industrial Cooperation

The U.S. Pharmacopeia and scientists in industry
interact in a number of important ways.[13] The phar-
maceutical industry is highly quality conscious; thus
the program of a standards-setting body is of pervasive
interest. Many interfaces with industrial scientists can
be discerned: they use USP standards; serve as mem-
bers on the General Committee of Revision; serve as
members on the Board of Trustees and on appeals
bodies and as delegates to the USP Convention; they
propose revision and review revision proposals; they
serve on USP Advisory Panels, cooperating organiza-
tion committees, and panels; they help develop USP
Reference Standards; and they purchase USP publica-
tions and reference standards. Of these, the most impor-
tant is that they observe the standards, consistent with
the original intent (Fig. 1) of the U.S. Pharmacopeia.

Participation by individual

Nearly equal numbers of industrial and academic
scientists are involved with USP and NF standards
determinations, and 10 of 20 DSD Executive Commit-
tee members are industrial. An average of half of the
DSD Executive Committee consisted of industrial
scientists during the last three cycles. The DSD Execu-
tive Committee is the policy-setting body and
addresses all broad-interest topics. Pharmaceutical
technology is the predominant category of information
discussed. Other participants include government
scientists and medical and pharmacy practitioners.

Participation by manufacturers

Industrial participation on advisory panels, or the
General Committee of Revision itself, in addition to
industrial interaction on scientific proposals to and
from the USP, represents a substantial time demand
for any single company. The enormous amount of lab-
oratory work that supports the pharmaceutical and
analytical technology incorporated in USP and NF
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monographs should be emphasized. In terms of econ-
omic value, all other participation does not match
the cost of laboratory experiments performed by the
industry. Indeed, it is what can be done at the bench
and on the manufacturing floor that determines what
can or cannot appear in the U.S. Pharmacopeia.

It should not be concluded that the USP relies
entirely on comments from a single manufacturer.
There are other interested parties. Testing may be
performed as deemed necessary to supplement or cor-
roborate results reported by or disputed among manu-
facturers. USP laboratories develop data to enable the
Committee of Revision to decide on standards estab-
lishment and revision. Note that commercial products
are not tested by the USP to determine compliance
with official standards. Rather, USP testing is called
on as necessary to: 1) test methods that are considered
for new or revised standards in monographs; 2) test
products to generate data for the USP Committee of
Revision when information needed for standards
development and improvement is not forthcoming
from other sources; 3) participate in collaborative
studies; 4) test materials considered for use as USP
Reference Standards; and 5) test USP Reference
Standards periodically for degradation.

Industrial Organizations

Revision of the U.S. Pharmacopeia, particularly in
development of new General Chapters and tests and
assays for specialized products, continues to progress
through the strong and proactive participation by
industry.

No recent pharmacopeia was issued without notable
contributions by the Pharmaceutical Research Manu-
facturers of America through its standing technical
committees in quality control, statistics, and biologi-
cals. Careful reference to the PF also will reveal many
contributions by scientists from individual member
companies.

The Council for Responsible Nutrition (CRN) and
the Consumer Health Products Association (CHPA)
contribute to new standards for over-the-counter
articles. Growth continued on the multiple vitamin-
mineral combinations described by class monographs
for cough and cold remedies, which include a very
large number of products.

Parenteral Drug Association (PDA) members and
committees focus on standards for sterile products,
testing, and environments.

Self-Regulation

A continuing element of the USP seldom remarked
on[13] is the fact that our program of public standards

represents the substantial realization of self-regulation
by the pharmaceutical industry. Self-regulation is
an ideal. It is a natural ideal for free peoples and a
historic impulse in our national life. However, it is
not directly achievable as a uniform or practical
principle. Pressures of money and competition and
differing relative values get in the way. What is an
obvious improvement to one is an inconvenience or
an unreasonable expense to another. Unpopular
causes are not written into most corporate job des-
criptions, especially when the employer suffers the
costs of that employee’s self-regulatory campaign
and, more starkly, sees competition that gets a free
ride. In this regard, one should recall the extensive
industrial cooperation described above. This fact is
remarkable, and it is so important that all under-
stand this characteristic of the U.S. Pharmacopeia
repeated here.

What is necessary to achieve the ideal of self-
regulation is an instrument to transform individual
efforts. That instrument is a neutral but authoritative
institution. It can insulate individuals and diffuse res-
ponsibility whilemaintaining necessary accountability.
The truly knowledgeable can act on their natural
inclinations to self-regulate but remain insulated from
all negative counterforces. That is one primary reason
the USP is so productive, even though it is a small
organization.

The ideal of self-regulation realized through insti-
tutional transformation has another consequence. It
explains why USP standards are not limited in practice
to the ‘‘lowest common denominator’’ but are the
‘‘acceptable common denominator.’’ Although our
subcommittees strive for consensus when a number
of parties are involved, or acquiescence of one party,
USP standards are held to the more idealistic level
of knowledgeable self-regulation. Consensus is not
prerequisite.

Often quoted is de Tocqueville’s observation that
Americans like to form associations to accomplish
mutual purposes without the burden of additional
government. This is fueled by our spirit of voluntarism.
The USP effort, starting in 1820, certainly fits that
description.[14] However, why can’t trade associations
be the vehicles of effective self-regulation? All who
have worked with these know it cannot be done readily
when any member’s vested interest is seriously threa-
tened. Consensus in the strictest sense applies. The
same type of experts, if elected to the USP Committee
of Revision, can take that last essential step in self-
regulation: they can set meaningful end-product stan-
dards free of strict consensus. It is the majority vote
that decides. It is the unique nature of the USPC that
effects that transformation. It does what deserves to be
done, but without all the baggage that comes with
more government.
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To appreciate the impact of this element, consider
the sheer magnitude of the USP revision effort.
Table 2 gives summary facts about the magnitude of
recent USP activity. Each of these pharmacopeial revi-
sions involved industrial participation. Ask yourself:
How could so many things get done unless participants
of all types were willing or at least favorably disposed?
They are so disposed because in this quality-conscious
industry, people want standards and because most
would be willing to regulate themselves.

INTERNATIONAL RELATIONSHIPS

International Harmonization

The phenomenon of globalization of pharmaceutical
manufacturing and distribution, already evident in
the excipient monographs of the NF 18, continued
throughout the revision cycle leading to the USP
24-NF 19.

Although originally founded as an organization to
standardize medicines in the United States, the USP
and its products and services are now known and used
throughout the world. In today’s transnational and
multinational economy for pharmaceuticals, the USP
needs a strong international presence and influence
for its survival as well as for continued growth and
recognized leadership. Economic forces are driving
major trading parties to affiliate to reduce trade
barriers. Integral to this process is harmonization of
requirements, regulations, and standards governing
the approval and marketing of drugs, devices, etc., by
governments. In view of the contemporaneous publi-
cation of that chapter, also prepared here, only formal
publication agreements are discussed herein.

Two organizations account for harmonization of
new and revised standards: the Pharmacopeial
Discussion Group (PDG) and the International
Conference on Harmonisation (ICH). Primary impact
is attributed in this cycle again to the PDG consisting
of the USP with the Japanese and European phar-
macopeias. Joint open conferences held on an inter-
national basis were crucial to any progress here
because these ensured direct contact among experts
from the three pharmacopeias (see ‘‘Open Conferences
and Meetings,’’ earlier).

Harmonization is not a one-time event, and it does
not imply superimposability of texts. Residual dishar-
mony can exist at the end of any specific attempt to
harmonize standards. Iterations of harmonization,
already evident, will be the norm in the future. Refer
to the PF as the essential source of any future under-
standing or tracking of harmonization topics or
sequences.

One serious discrepancy exists between require-
ments in this Pharmacopeia and ICH guidelines
beyond the relative mandatory status. USP-NF
requirements are enforceable by U.S. federal and state
laws and regulations. The standards give the attributes
of acceptable articles already used in healthcare. A key
contrast can be seen in the strict focus of the ICH,
which is explicit in treating new drugs, that is, those
not yet in use. The situations differ dramatically in
practical consequences and breadth of application.
Therefore, the goal of harmonization in some cases is
not currently achievable because justification does
not exist to disturb many established products in favor
of the most recent new drug approval practices.

Foreign Use of the USP and NF

Evidence of the utility of the USP beyond North
America is found in the many orders received for
USPC publications (USP, Supplements, Pharmaco-
peial Forum) and reference standards. In return, the
contributions of foreign scientists in questioning exist-
ing standards and in commenting on Pharmacopeial
Forum proposals frequently reveal insights not other-
wise focused in domestic queries and comments.
Although many of these insights that originate in
foreign countries are passed to the USP through dom-
estic affiliates, committee members usually are aware
of the originator’s contribution. Foreign scientific
input is extensive and receives the same consideration
on merit as does domestic comment.

Limitations on foreign use of USP standards arise
from that same high technological level of the stan-
dards. Instruments cost, availability, and maintenance
prospects set high barriers where foreign exchange is a
problem for a country. Arranging for training of phar-
maceutical scientists, and then keeping them, is also a
limiting factor.

The Drug Information Division selects the person
from a large pool of candidates for nomination in
the particular class of service. For example, the nomi-
nating committees for the 1990–1995 Committee of
Revision screened a pool of over 1200 candidates
before they agreed on 228 nominees for 114 positions,
representing 45 classes of service.

The advisory panels have an even more active pro-
gram to identify highly qualified persons from other

Table 2 1990 to 2000 Committees of Revision

870 New monographs adopted

23 New general chapters adopted

270 Deleted monographs

9240 Individual revision actions proposed in
Pharmacopeial Forum
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countries. As the USP DI database becomes more
widely known and used outside the United States,
the USP seeks qualified persons from countries using
USP drug information to provide advice on the utility
of the information in those countries and advice on
how the drugs in the database are used in those coun-
tries. In this way, the database can be enriched and
made more useful to a greater number of countries.

OTHER PHARMACOPEIAS

International Pharmacopeia

The USP has established formal arrangements with
individual countries or pharmacopeias that are not
direct participants in harmonization, although the
practical effects may be the same. As noted above, har-
monization per se is the subject of a separate chapter in
the second edition of this Encyclopedia.

Canada

Canada has a special relationship with the USP. The
USP-NF has been officially recognized by statute as
a legal compendium in Canada since 1954. Approxi-
mately 95% of drugs claiming compliance with com-
pendial standards in Canada follow the USP-NF.
The USP is proud of its status in Canada and values
the contributions of its Canadian members. Represen-
tatives of the Therapeutic Products Programme (TPP)
of Health Canada and the Canadian Pharmaceutical
Association are members-at-large of the U.S. Pharma-
copeial Convention. Relations between the Health
Protection Branch and the USP are cordial; the USP
seeks to work closely with the TPP, as it does with
the FDA. Six Canadians were elected to the USP Com-
mittee of Revision for the 1995–2000 period, and 45
Canadians have been appointed to USP advisory
panels. Canadian pharmaceutical scientists, physicians,
pharmacists, and other healthcare professionals take an
active interest in the USP. In addition to the USP-NF
being official in Canada, the USP drug information
database USP DI covers all drugs on the Canadian
market as well as on the U.S. market.

Argentina, Mexico, and Brazil

The USP initiated discussions with compilers of
the three other active pharmacopeias in the Western
Hemisphere. USP scientists, practitioners, and
staff have been intimately involved in meetings
and programs, both in standards and in information.
These successful efforts put down the groundwork
for the first agreement with Argentina and subsequently

with Brazil and Mexico between the USP and other
Western Hemisphere pharmacopeias that allows use of
any part of the USP or NF, in English or Spanish, as
an aid to elaboration of a national pharmacopeia. Estab-
lishment of the same standards obviates the less desir-
able effort of harmonization. Adoption of the NAFTA
pact within Canada, Mexico, and the United States sti-
mulated progress on this bilateral basis.

The Farmacopea de los Estados Unidos Mexicanos
(FEUM) is the Mexican Pharmacopeia. Stimulated by
the signing of the North American Free Trade Agree-
ment (NAFTA), the USP and the FEUM initiated a
dialogue in January 1993 to explore opportunities for
harmonization. Originally conceived as a semiannual
meeting after the Pharmacopeial Discussion Group
(PDG) model, the USP has hosted five visiting scien-
tists from Latin America.

China

The Pharmacopeia of China contains volumes dealing
with both Western and traditional Chinese medicines.
A series of informal visits has taken place at the
initiation of the Chinese Pharmacopeia Commission
(ChPC). The USP has been host to visiting scientists
from China and has had seven scientists from the
Chinese Pharmacopeia in residence for periods up to
4 months each.

International Pharmacopeia

The World Health Organization (WHO) took over the
programs begun by the League of Nations, based on
the work of the Brussels conferences in the early
1900s. Special emphasis was directed at the establish-
ment of the International Pharmacopeia (IP). The IP
differs from national and regional pharmacopeias in
that it is not directly mandatory in few countries.
Focus is on the needs of developing countries where
acquisition and use of modern, automated analytical
technologies may be difficult. The IP provides analyti-
cal methodologies that can be used where more
advanced technologies are not readily available. The
WHO program for International Non-proprietary
Names is coordinated with the U.S. Adopted Names
Council. Over the years, members of the Committee
of Revision and members of the USP staff have served
on the Expert Committees on Specifications for Phar-
maceutical Preparations and Antibiotics, continuing
the USP’s long-standing commitment to WHO drug
quality programs.

In accordance with Article 41 of its Constitution,
the WHO published a first edition of the International
Pharmacopeia in 1952. Because no official national
representatives were part of the Commission, the

2856 Pharmacopeial Standards: United States Pharmacopeia and National Formulary



P
ha

rm
ac

op
ei

al
–

P
il

ot

International Pharmacopeia was considered not to
have legal force. That legal characteristic has contin-
ued. Nevertheless, the International Pharmacopeia
continues to attract the energies of pharmaceutical
scientists from many countries. The International
Pharmacopeia has been positioned to address national
needs not satisfied by the large regional pharmacopeias
such as the USP. The USP must be in accord with
well-equipped analytical laboratories, technologically
advanced manufacturers, highly varied and competi-
tive markets, and therapeutic strategies and expecta-
tions characteristic of our intensive, personalized
medical care. In contrast, the International Pharmaco-
peia seeks to publish standards using technology
appropriate to some small- and medium-sized quality
control laboratories.[20] Basic tests to check drug
identity and to exclude substantial decomposition are
notable and extensive achievements by WHO experts.
A scheme for certification of suppliers is also
published.

Color tests have fallen into disuse in North America
as convenient but analytically powerful instruments
have come in the budgetary range for control labora-
tories. This condition does not yet pertain to much
of the world. Attention to the provisions of the Inter-
national Pharmacopeia in those countries can make
important contributions to the drug product quality
received by their populations. To help realize this,
the WHO has supplied detailed guidance for staffing
and equipping small, medium, and large analytical
laboratories with increasing degrees of technology
and instrumentation.[20]

The present scope of the International Pharmaco-
peia continues to be that defined by Wieniawski,[21]

that of furnishing quality specifications for drug sub-
stances and general requirements for dosage forms.
Thus, no monographs for individual dosage forms
are published in the International Pharmacopeia.
WHO leadership may intend to include dosage forms
in the future, but a more definitive statement cannot be
made at this writing. The three volumes of the third edition
give standards for ‘‘essential’’ drug substances.[22]

European Pharmacopeia

European Pharmacopeia provisions now take pre-
cedence over all European national pharmacopeias.

British Pharmacopeia

Many similarities existed between the British Pharma-
copeia and the USP. Common elements of origin, con-
tinuing commerce, and a long history of cooperation
have resulted in close correspondence in critical details.

Both are legal instruments, both are recognized in the
laws of countries other than those of origin, both
establish standards for dosage forms as well as for bulk
pharmaceutical chemicals. Both use experts from
industry, academia, and government at all stages of
standards development. Also, for most of its history,
the British Pharmacopeia was not a direct government
effort.

Other National Pharmacopeias

There are national pharmacopeias established by
governments to meet perceived needs for compendial
standards for locally produced articles. A number of
these have published recent editions as evidence of con-
tinuing commitment, but it is often difficult to locate a
U.S. bookseller for these. Cities of publication are
Berlin, Paris, Prague, Rome, Tokyo, Peking, Seoul,
Stuttgart, and Taipei. Most countries require impor-
ted articles to conform to one or another widely
recognized pharmacopeia, such as the USP or the
British Pharmacopeia.

USP Products and Services in
Other Countries

Since 1982, the USP has developed distributorships in
other countries to meet the needs of customers more
directly. The Zentrallaboratorium Deutscher Apothe-
ker [Central Laboratory of the German Pharmacists
Association (ZL)] in Eschborn, Germany, was the first
distributor and now serves clients in Europe and in the
Middle East. The largest distributor is Promochem
GmbH, with headquarters in Wesel, Germany, and
branches throughout Europe. The British Pharmaceu-
tical Society distributes Reference Standards through-
out the United Kingdom. The Society for the
Japanese Pharmacopeia became a distributor in 1991.
In Canada, at least two firms distribute Reference
Standards. Distributor information appears in each
bimonthly Reference Standard Catalog published in
Pharmacopeial Forum.

Agency for International Development

The USP had a cooperative agreement with the U.S.
Agency for International Development (USAID)
since 1992 to assist developing countries in establishing
programs of pharmaceutical management (including
procurement, storage, and distribution) and control
(including country-specific formularies and drug
information resources). This program is jointly funded
by the USAID and the USP.

Pharmacopeial Standards: United States Pharmacopeia and National Formulary 2857



P
harm

acopeial–
P

ilot

U.S. Department of Commerce

In 1992, the Department of Commerce (DOC) estab-
lished the Special American Business Internship and
Training (SABIT) program to train scientists from
the newly independent states (NIS). The USP secured
an agreement whereby the DOC sponsors travel
expenses for six Russian scientists under the USP Visit-
ing Scientists Program to learn techniques in drug
analysis at the USP Drug Research and Testing Lab-
oratory. To date, two scientists have each completed
4-month training programs. The laboratory in which
these scientists will work will be established in Moscow
and funded by the World Bank. The International
Foundation for Drug Efficacy and Safety (IFDES), a
not-for-profit group chartered under Russian, Swiss,
German, and U.S. laws, is a voluntary group working
with the NIS to assist in restoring their programs of
drug supply regulation and quality control.

ARTICLE OF FURTHER INTEREST

Harmonization of Pharmacopeial Standards,
p. 1955.
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INTRODUCTION

Numerous compounds degrade when exposed to light.
Some light-sensitive drugs are rapidly affected, either
by natural light (particularly ultraviolet) or by artificial
light (e.g., fluorescent light). This may lead to a change
in the physicochemical properties of the product, e.g., a
precipitate is formed, the product becomes discolored
or cloudy, a loss in viscosity is observed, or the active
ingredient undergoes photodegradation, which may
not be visually detectable. The most obvious result of
drug photodecomposition is a loss of potency of the
product. Consequently, this can result in a drug prep-
aration that is therapeutically inactive. Although this
does not occur often, the study of photodegradation
is important because the decomposition products that
might occur in the formulation during storage may
be toxic. Such products may also develop by the action
of sunlight on the epidermal layers of the skin or in the
eye of patients receiving the drug and may thereby
cause photosensitivity reactions. Photostability testing
is therefore an essential part of product development
and is needed to ensure that satisfactory product
quality is maintained during practical usage.

In this chapter, various aspects of drug photoreac-
tivity are presented. Common photochemical reactions
by which drugs have been found to decompose are
described. The influence of formulation factors, e.g.,
excipients, on product stability is discussed. Finally,
variables that have to be considered in photostability
studies are noted.

PHOTOREACTIVITY OF DRUG SUBSTANCES

The photochemical reaction is a complex process.
During the last decade, a body of data relating to
drug degradation pathways has been accumulated
and recently reported.[1–3] The light-sensitive drug
molecules may be affected directly or indirectly by
irradiation, depending on how the radiant energy is
tranferred to the drug molecules. Primary photochemi-
cal reactions occur when the drug molecule itself
absorbs energy, i.e., when there is a certain overlap
between the absorption spectrum of the molecule and
the incident radiation. Many drug substances are
white, and thus the degradation depends primarily on

the amount of UV radiation absorbed by the material.
Colored substances absorb light in the visible region of
the spectrum. Degradation products formed during
shelf life can be colored and thereby change the overall
absorption characteristics of the formulation. Any
overlap of the product absorption spectrum with the
photon source impinging on it has the potential to
cause a photochemical change. One consequence may
be that a drug substance with an absorption spectrum
that does not overlap with the photon source still
photodecomposes in a formulated product. This takes
place in a process called photsensitization. The energy
absorbed by the non-drug molecule is imparted to
the active ingredient, which subsequently degrades. The
absorbing component is called a photosensitizer. The
sensitizer may transfer the absorbed energy completely
and not be altered itself in the process, but in many
cases it will undergo some degradation. Photochemical
stability of a drug compound in a formulation there-
fore cannot be predicted from only the absorption
spectrum/stability studies of the drug in a pure solvent.
Stability studies of the drug substance in the final
product must also be considered.

Light acts as a reactant and never as a catalyst in a
photochemical reaction. Light energy (a photon) is
absorbed by the promotion of an electron from an
initially occupied, low-energy orbital to a high-energy,
previously unoccupied orbital. The result is an electro-
nically excited molecule. In the singlet state, the
electron spins are paired (antiparallel), whereas in the
triplet state, the electron spins are unpaired (parallel).
Excited states are both better donors and better accep-
tors of electrons than are ground states. They are
unstable and often return to the ground state by dissi-
pating their energy as heat and/or light. In many cases,
the excited state leads to the formation of high-energy
products such as free radicals or radical ions. Photo-
chemical processes usually occur in two stages. The pri-
mary reaction is the reaction directly attributable to the
absorption of a photon, i.e., it involves the excited state.
This reaction does not depend on temperature for acti-
vation of the molecules. The primary photochemical
reaction, however, will often be followed by secondary
(thermal) reactions occurring from the intermediates
produced by the primary photochemical process (e.g.,
radicals, radical ions). These intermediates can eventu-
ally react through ‘‘dark’’ reactions to form the final,
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stable products. In some cases, the final products may
resemble the products of the purely thermal reaction
(dark reaction from the molecular ground state), but
this similarity is coincidental.

Drugs are usually stored in contact with atmos-
pheric oxygen and are always in contact with dissolved
oxygen in circulating blood and living tissues. Energy
transfer from an excited drug molecule will often lead
to the formation of reactive oxygen species (ROS).[4] A
type I photosensitized reaction proceeds through the
transfer of electrons or protons. The resulting cation
or neutral radical is likely to undergo further reactions.
In the absence of oxygen, dimerization or recombi-
nation can result. When oxygen is available in suf-
ficient concentrations, molecular oxygen will rapidly
add to the radical, leading to the formation of peroxy
radicals. These radicals are highly reactive and tend
to abstract a proton from neighboring molecules. This
sequence is often described as a chain reaction. In
another photosensitization mechanism, an electron is
transferred from an excited drug molecule to ground-
state oxygen to give an anion radical known as
superoxide. Superoxide is a powerful oxidizing agent
and very toxic to biological systems.

Most molecules are singlet in the ground state. The
oxygen molecule is unusual in that it is a triplet. In a
type II photosensitized reaction, energy transfer from
an excited drug molecule to ground state oxygen gives
excited oxygen in the singlet state. Singlet oxygen is
very reactive toward organic molecules and can lead
to the formation of hydroperoxides by addition to
olefinic bonds.

A relationship between structure and photoreactivity
can be difficult to predict, but certain structural types are
known to have a high possibility of photodecomposition.
Examples are shown in Table 1. Olefinic carbon–carbon
double bonds can undergo cis-trans isomerization and
may cyclize as a result; arylacetic acids are likely to

decarboxylate; and some amines N-Dealkylate and
haloaromatic compounds tend to dehalogenate. A drug
can also sensitize its own degradation or drugs in a mix-
ture can undergo cross-sensitization.[5] Unfortunately,
several pathways are reported for many drugs, compli-
cating the elucidation of mechanisms. An extensive list
of common photoreactions of drug substances was
compiled by Greenhill and McLelland.[1]

A drug that displays photochemical reactivity in vivo
may cause adverse photosensitivity effects in patients.
Sunlight penetrates the skin to a sufficient depth to
reach molecules circulating in the surface capillaries,
or it can react with compounds accumulated in the
eye. In both cases, sunlight may convert the drug to a
toxic decomposition product or induce the formation
of ROS. Singlet oxygen and superoxide are both toxic
to human tissues. Cutaneous photosensitization can be
classified as phototoxicity, in which the skin reactions
derive directly from photosensitized damage to the cellu-
lar components of the skin, and photoallergy, in which
the mechanisms of the immune systemare activated.
Phototoxic reactions may be oxygen-dependent (photo-
dynamic) or oxygen-independent (non-photodynamic).
In some cases, photodegradation products can circulate
in the blood stream and cause damage to deep-seated
organs. However, it should be noted that a combi-
nation of drugs and light can be beneficial, such as in
the treatment of vitiligo, psoriasis, and skin cancer
and in the development of site-specific drug-delivery
systems.

The rate of a photochemical reaction is in general
dependent on the rate at which light is absorbed by
the system (i.e., the number of photons absorbed per
second) and the efficiency of the photochemical pro-
cess (i.e., the quantum yield for the reaction). The
quantum yield is usually independent of wavelength.
A primary photochemical reaction follows first-order
kinetics in a formulation that contains the drug sub-
stance in a low concentration.[6] The kinetics is more
complicated at higher concentrations. Most of the light
will then be absorbed close to the sample surface. The
drug molecules inside the volume become protected
from irradiation and do not participate in the primary
reaction (inner filter effect). If the concentration of the
active compound is high (absorbance approaches 2),
the degradation kinetics may follow a pseudo-
zero-order rate. In this case, essentially all the light is
absorbed by the drug, and the rate-limiting factor is
the light intensity. It is, however, the overlap integral
that determines the rate of the reaction. Because of
a small overlap integral, first-order kinetics can be
observed even if the product contains a large amount
of the absorbing species. The rate of disappearance
of the drug in a sensitized reaction may be dependent
on both the drug and the sensitizer concentrations, i.e.,
the degradation process follows second-order kinetics.

Table 1 Chemical functions that are expected to introduce
photoreactivity

Carbonyl group

Nitroaromatic group

N-oxide function

Carbon-carbon double bond

Aryl halide

C–H bond a to an amine nitrogen

C–II bond at a benzylic position

Reactions with singlet oxygen

Alkenes

Polyenes

Phenol

Sulfides
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It is difficult to use reaction order to characterize photo-
degradation in the solid state. The photochemical
processes take place on the product surface, and the
change in total concentration measured as a function
of irradiation time does not necessarily follow any
particular reaction order model.[7]

INFLUENCE OF PRODUCT FORMULATION
ON DRUG PHOTOSTABILITY

Most photochemical reactions are affected by the
medium, i.e., both by excipients and by the type of for-
mulation.[8] Examples of formulation factors influen-
cing product photostability are given in Table 2. A
drug substance in an intravenous infusion product is
likely to be presented as a dilute solution, whereas
the active compound of a topical preparation repre-
sents a situation part way between the solution phase
and the solid state. Parenteral solutions ensure high
light impingement on the drug molecules owing to a
large surface-to-volume ratio and usually a low drug
concentration. In the solid state; the depth of light
penetration is determined by the characteristics of the
sample surface. For example, a capsule and a tablet
have different light-scattering characteristics and differ-
ent surface area-to-volume ratios.

Cosolvents, such as ethanol or higher alcohols, and
surfactants are often used in a formulation to enhance
the solubility of sparingly soluble compounds or to
modify the stability of the drug molecule. Cosolvents
will change the polarity and, in some cases, the viscosity
of the medium. This may influence the photochemical

reactivity of a compound. An increase in solubility will
change the sample absorbance. Dissolution of particle
aggregates leads to an increase in light impingement
on the separate drug molecules. Surfactants will form
micelles that can interact with drug molecules. This
can lead to a change in drug molar absorptivity or
in reactivity owing to a micro-environmental effect.
Cosolvents and surfactants can have a photostabilizing
or photodestabilizing effect on the product, as
demonstrated for phenobarbital and nitrofurazone,
respectively.[9,10]

For many drug substances, the photodegradation
process is highly dependent on the ionization form of
the molecule (e.g., ciprofloxacin, midazolam, and
chloroquine).[11–13] The dicationic form of the anti-
malarial drug mefloquine is almost not photolyzed,
whereas the monocationic and neutral forms of the
molecule readily undergo photodecomposition.[14] The
oxygen concentration plays an important role in the
process. Flushing the mefloquine samples with helium
during irradiation leads to a substantial increase in
the degradation rate. Destabilization by removal of
oxygen is also demonstrated for other drugs such as
nitrazepam.[15] For oxygen-sensitive compounds, a
stabilizing effect would ordinarily be obtained by
purging the solution and headspace with an inert gas.
However, it should be recalled that for reactions in
which oxygen participates only catalytically, even trace
amounts of residual oxygen may render the product
unstable. An increase in ionic strength is reported to
have a photostabilizing effect on certain drugs by
providing a protective film of solvated ions around
the reacting molecule.[16] This effect is not observed in

Table 2 Formulation factors that may influence the photostability of drugs

Solutions Solid preparations Miscellaneous

Drug concentration Crystal modification Cyclodextrins (type)

Solvent system Particle size Liposomes (type, charge)

Cosolvents Particle surface (porous, smooth) Micelles (type, charge)

Surfactants Emulsifying agent

pH Color Partition coefficient

Oxygen concentration Coating

Buffer salt (type, concentration) Thickness of powder bed

Ionic strength Container

Metal ions

Chelating agents

Antioxidants

Preservatives

Sweetening agents

Tonicity adjustors

Colors

Container
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mefloquine.[14] On the other hand, an increase in
degradation rate was measured as a function of phos-
phate ion concentration in the buffer system used.
The phosphate ion is known to influence the photo-
chemical properties of compounds (e.g., tyrosine) by
facilitating proton transfer from the excited state of
the reacting species.[17] Various types of buffer salts
exert different effects on the photodegradation process,
as demonstrated for the drug daunorubicin.[18] Buffer
salts such as citrate can also change the absorption
characteristics of the formulation by forming complexes
with other components present, leading to products that
absorb in the visible part of the spectrum.

In many cases, the degradation rate is highly depen-
dent on the presence of trace metals. A variety of
chelating agents and antioxidants is available for use
in pharmaceutical preparations. The most commonly
used in aqueous systems are bisulfite and EDTA.
Many drugs have shown reactivity toward bisulfite.
A significant photodestabilizing effect on epinephrine
has been demonstrated.[19] Fe(III)-EDTA chelates are
reduced by superoxide quite rapidly. EDTA therefore
will not inhibit degradation of drugs in systems in which
the iron-catalyzed Haber-Weiss reaction plays an impor-
tant role. The effect of antioxidants and chelating agents
on drug instability must be carefully evaluated before
use. Other excipients such as tonicity adjustors, colors
(see below), and sweetening agents could further interact
with commonly used stabilizers or influence the photo-
reactivity of the drug substance.[20–23]

Photoprotection by spectral overlay with suitable
excipients can stabilize various drugs and preparations.
Incorporation of the yellow compound curcumin in the
shell of soft gelatin capsules was demonstrated to have
a protective effect on drugs such as nifedipine, chlor-
amfenicol, frusemide, and clonazepam.[24] The addition
of colors is further shown to stabilize drugs in tablets,
solution, and topical preparations.[25] A mixture of
colors or pigments, however, can undergo catalytic
fading[26] or induce degradation of other components
in the formulations by radical formation.[27,28]

Photodegradation in the solid state takes place only
at the sample surface. The degradation rate is therefore
dependent on factors that will influence the depth of
light penetration, i.e., change the absorption and reflec-
tion at the surface (e.g., particle size, crystal modifi-
cation, color, thickness of powder bed, and coating
of the individual particles or the dosage form). Meflo-
quine, chloroquine, carbamazepine, and furosemide
are examples of drug substances that show different
decomposition rates dependent on their polymorphous
modification.[29–32]

A change in drug photoreactivity by complexation
with suitable carriers can be observed both in solution
and in the solid state. Metronidazole was found to be
less sensitive to irradiation after complex formation

with sodium urate.[33] The extent of photodegradation
of various drugs including phenothiazine has been
reduced by inclusion complexation with cyclodex-
trins.[34–36] There are marked differences in stabilizing
effect among various types of cyclodextrin. Liposomes
or a combination of liposomes and cyclodextrins are
also demonstrated to improve drug photostability.[37,38]

The method used most commonly to protect
photosensitive drugs is to place the preparation in a
protective market pack or in a colored or amber
immediate container. During storage and use, the pro-
tective market pack may be removed. In cases in which
the immedidate container is made of transparent glass
or plastic material, little protection against radiation is
obtained. Amber containers offer better protection but
vary in thickness, chemical nature (plastic), and degree
of coloration, which may influence their photoprotec-
tive properties. The stabilizing effect of amber glass as
the only means of photoprotection is not satisfactory
for highly photolabile drugs such as molsidomine.[39]

Even brown glass can offer inadequate protection, as
demonstrated for drugs like epinephrine, isoprenaline,
and levarterenol.[40] The destabilizing effect of the con-
tainer was attributed to release of alkali and traces of
heavy metal ions that import color to the glass.

PHOTOSTABILITY STUDIES

It is essential to obtain information about the photo-
reactivity of a drug molecule as early as possible in
the formulation process.[41] Knowledge about the
photochemical and photophysical properties of a drug
substance is important for the handling, packaging,
and labeling of the product. One approach to evaluate
overall photosensitivity is to design a photoassay, as
noted in an earlier report.[42] A basic protocol for
testing new drug substances and products for first sub-
missions is described in the ICH Guideline for photo-
stability testing, which has been implemented since
January 1998.[43] The Guideline notes that photostabil-
ity testing should be an integral part of stress testing.
Although the proposed test is reasonably simple to
conduct, there are some variables that have to be con-
trolled carefully during photostability studies. Problems
related to the application of the current guideline are
discussed in a recent review.[44] Important factors to con-
sider are irradiation source, irradiation level, calibration,
and presentation of the samples.[45–48]

Various irradiation sources can be used in the stabil-
ity studies of drugs and drug products. The source(s)
selected should be comparable in spectral distribution
with those to which products are exposed in practical
use. The portion of radiant energy from the sun reach-
ing the Earth includes the UVB (290–320 nm), UVA
(320–400 nm), and visible (VIS) light (400–700 nm)
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ranges. It may be difficult, however, to predict the
exact amount of UV and VIS irradiation to which
the product is exposed during shelf life. The irradiation
conditions therefore should provide a ‘‘worst-case’’
exposure. The ICH Guideline gives two options for
the selection of irradiation source. Option 1 addresses
exposure to outdoor daylight or window glass-filtered
daylight. In most cases, a source providing glass-
filtered daylight (ID65 according to ISO 10977) would
be appropriate. Option 1 can be achieved by use of a
fluorescent lamp that combines UV and VIS outputs
or by use of a xenon or metal halide lamp. To simulate
indoor conditions, it is necessary to use a window glass
filter in combination with sources producing significant
radiation below 320 nm (e.g., xenon and metal halide
lamps, near-UV fluorescent tubes). Option 2 in the
ICH Guideline addresses exposure to indoor fluores-
cent light (cool white). During shelf life the product
is likely to be exposed to a mixture of natural light
through window glass and artificial light (e.g., light
from a fluorescent tube). A UV source is therefore
added in Option 2 to cover the spectral region of
natural light that may reach the sample. According
to this option, the test is more severe than that for
indoor fluorescent light alone, but it does not
adequately simulate daylight through window glass.

The ICH Guideline recommends a total exposure of
200 Wh/m�2 in the UV range of 320 to 400 nm and 1.2
million lux hours in the VIS range (400–700 nm).
Foran average source simulating window glass-filtered
daylight, a total irradiance of 200 Wh/m�2 in the UV
region corresponds to approximately 0.45 million lux
hours in the visible region. A test run with the end cri-
terion of 1.2 million lux hours is therefore likely to
exceed the requirement of 200 Wh/m�2 with a factor
of up to 2.5 to 3 when a lamp according to Option 1
is selected, unless precautions are taken.[44] In this
context, Option 2 may be easier to handle because
the UV lamp can be turned off when the desired UV
exposure is obtained.

The ICH Guideline offers no guidance for the choice
of Option 1 or 2. Although the options are not scientifi-
cally equivalent, they could be regarded as equivalent
for purposes of a confirmatory study. It is important,
however, to combine the results with knowledge
already obtained from other tests before labeling
decisions are made.

The overall illumination is specified in the ICH
Guideline, whereas the irradiance level is not indicated.
An irradiance level that is high enough to accelerate
the test without causing unwanted temperature effects
must be selected. Tests conducted at significantly dif-
ferent irradiance levels could not be compared unless
correlation has been established. The distance between
the source and the sample surface should be defined to
keep the radiant intensity constant. The irradiance at

the specimen surface may also change as a function
of the sample location inside the test chamber. The
UV and visible levels should therefore be measured
across the test chamber to ensure that the samples
are placed at points of equal irradiance.

Even though the lamps are changed at defined
intervals as specified by the producer, it is essential to
calibrate the light source and periodically monitor
its irradiance to obtain the predetermined exposure
value. For instrumentation without a build-in sensor,
calibration can be performed manually. The ICH
Guideline recomends the use of a calibrated radi-
ometer or a validated actinometric system to monitor
the exposure in the UV region and a calibrated
luxmeter to determine the overall illumination in the
visible range. Neither will provide any information
about the spectral distribution of the irradiation
source. A UV filter radiometer is a broad-band meter
designed to measure incident radiation in the UV
region. An optical filter limits the spectral responsivity
to a certain band (e.g., UVB and UVA). Unfortu-
nately, there are no international standards for the
filters and radiometers from different manufacturers,
and therefore they may measure different fractions
of radiant energy. A luxmeter will measure light as
perceived by the human eye, i.e., it has a photopic
response curve. The phototopic sensitivity range of the
human eye is approximately 380 to 780 nm, with the
highest sensitivity at 555 nm. Neither the radiometer
nor the luxmeter have a constant spectral responsitivity
over the actual wavelength range (i.e., the relative
weighting given to the different wavelengths is not
constant). The devices should be calibrated by the manu-
facturer at regular intervals. If the meters are used as
received, they are well suited for measuring evenness of
irradiance across the sample area and changes in total
output with time. However, they cannot be used to give
an absolute measurement of irradiance or to compare
irradiance between sources unless they are calibrated
specifically for each source.[44] The ICH Guideline
proposes quinine actinometry as an alternative to the
radiometer for calibration in the UV range. The total
irradiance is then determined by using a reaction of
known photochemical efficiency.[47,49]

Samples may be placed in clear or amber glass, in
plastic, in marketed containers, or in a Petri dish dur-
ing exposure. The spectral transmittance characteris-
tics of the container will influence the results. For
example, the illuminance inside clear glass is higher than
that inside amber, blue, or green glass, and the spectral
distribution is different. Other factors to consider are
the orientation of the sample container (upright,
inverted, or sideways), thickness of the container
material, and surface area/volume (weight) ratio. It is
recommended in the ICH Guideline that the sample
thickness should not exceed 3 mm for drug substances
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in the solid form. Preparations such as tablets or
capsules should be spread in a single layer. The primary
disadvantage in using a protective container is that a
significant increase in temperature can be expected.
Therefore, dark controls should be placed alongside
the authentic sample. Stirring or shaking of samples
during exposure is not recommended for the purpose
of photostability testing, according to the ICH
Guideline.
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INTRODUCTION

Thirty years on from the explosion of commercially
successful applications of targeted and controlled
release pharmaceutical formulations, it is evident that
there remains a need for further refinements and inno-
vations in the field of drug delivery. Many of the larger
corporations focus on the use of novel technology for
extension of a product life cycle; however, in many
cases solubility and permeability issues limit the
application of such technologies. Additional complica-
tions arise due to inter- and intrasubject variability,
compliance, and chronobiological variation in disease
incidence.

Variability has many causes and an understanding
of the factors that predict that certain therapeutic
approaches will work better for some individuals than
in others is key. This article will consider a few such
examples from the literature and our own studies,
which we hope will illustrate how physiological factors
impact on disease treatment.

ORAL DRUG DELIVERY

In most cases, oral drug delivery is the cheapest and
most convenient method of dosing. Unfortunately, it
is difficult to achieve a precise control of the plasma-
concentration-time profile by this route due to marked
intra- and intersubject variation in gastrointestinal
transit even under the rigidly controlled conditions of
the clinical trial. Daily patterns of food intake, activity,
and posture are large contributors to this variation.
Drugs that are only absorbed from specific areas of
the gastrointestinal tract, i.e., have a narrow ‘‘window
of absorption,’’ will be most affected by alterations in
transit. The major determinants of this variation will
be the amount of food and drink consumed.

In the western world, the average adult consumes
and excretes between 1.5 and 2.5 L of fluid per day.
The liquid is consumed as beverages whose intake is
closely linked to the level of salt in the diet or as water in
the fluid component of food. In addition, metabolic pro-
cesses generate approximately 350 ml of water per day.

Water turnover in the epithelial tissues of the gut (secretion
and absorption) is estimated at 9 L per day and in view
of this prodigious flux, we might expect that most of
the internal cavities of the body have water in excess.

This is however, not true and certain environments
of the gut might be regarded as moist rather than
wet: for example, the oropharynx, the esophagus, and
most of the large bowel. This lack of water increases
the variability of drug delivery to these areas.

ESOPHAGEAL TRANSIT

For dosage forms to reach the stomach they must first
pass through the esophagus, a 25–30 cm long moist
hollow tube. It is commonly assumed that swallowed
dosage forms pass without hindrance into the stomach
unless an underlying esophageal condition is present.
Up to 60% of healthy subjects over the age of 60 years
report a problem in swallowing intact tablets.[1] To
assist swallowing of a tablet, patients are instructed
to take a dosage form with plenty of water. It might
be expected that simple encouragement and education
could encourage compliance. In practice, when
patients are presented with a 240-ml glass of water and
instructed to swallow a tablet ‘‘according to normal
practice,’’ they imbibe only two to three mouthfuls
(between 50 and 100 ml). Fig. 1 shows the variation
in water volume imbibed with a placebo tablet under
these conditions. These data suggest that patients are
unlikely to be concordant with physician’s or pharma-
cist’s instructions.

Water intake and posture are recognized as impor-
tant factors in avoiding ‘‘pill-erosion’’ of the esoph-
agus. This condition is usually caused by drugs that
are irritant, highly acidic or basic, e.g., NSAIDs, pot-
assium chloride, ferrous salts, tetracycline, and rifam-
picin.[2–4] If tablets are taken without water or when
semirecumbent, there is a risk that they may remain
lodged in the lower third of the esophagus. This
may result in mucosal damage as the formulation
starts to dissolve, causing a high local concentration
of drug and dehydrating the surface epithelium. In
addition, components of the formulation may help to
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form a strong bioadhesive bond between the unit and
the tissue surface, aiding retention.

Esophageal retention frequently occurs even in
clinical trials where correct dosing is carefully moni-
tored. Fig. 2 illustrates esophageal retention of a
radiolabelled fast-dissolving analgesic hard gel formu-
lation administered to a young volunteer. Subjects
received two doses of the radiolabelled formulation.
In this subject, the first dose cleared normally while
the second adhered to the lower third of the esoph-
agus leading to significant reduction in peak plasma
paracetamol concentration compared with other
volunteers (Fig. 3).

As we get older, the ability to swallow certain kinds
of formulations becomes problematic. In a series of
studies conducted at the Queen’s Medical Center,
Nottingham, it was found that elderly patients had
problems swallowing hard gelatin capsules. This
appears to be due to an inability to coordinate the crico-
pharyngeal reflex to both water and capsule bolus.[5,6]

GASTRIC EMPTYING

The process of gastric emptying is extremely complex
and is influenced by many factors such as presence of
food, food content, pH, and posture. Most drugs are
not absorbed from the stomach and are therefore
dependent on the gastric emptying process to deliver
them to their site of absorption. Consequently, the pro-
cess and factors that affect it have been extensively
studied with many conflicting views reported.

The stomach can exist in two states: fed and fasted.
The empty stomach has a volume of approximately
50 ml, that increases to about 1 L when full. The fate
of a dosage form is dependant on the state of the sto-
mach at time of administration.

In the fed state, the environment within the stomach
is infinitely variable in terms of food content. The
nature of food intake is not only specific to race and
geographic location but unique for each person and
can vary significantly on a day-to-day basis. An
average daily intake of 3–4 kg of food and drink is
typical and some 5 L of fluids such as saliva, gastric
juice, pancreatic juice, and other body liquids are
added to the stomach contents during the day. The
liquid–solid content within the stomach is a key factor
in determining the fate of ingested material. Liquids
and solids have separate and distinct emptying pat-
terns. Following a meal, liquids empty first in a mono-
exponential pattern, before the gastric emptying of
solids is initiated.

The stomach acts as sieve and a calorie regulator for
the small intestine: As a consequence, meals that con-
tain large fragments of food or are nutrient-dense will
take longer to empty and hence will delay the passage

Fig. 2 Radiolabelled hard gelatin capsule lodged in the
esophagus.
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of dose forms to the small intestine. Small tablets and
pellets mix and empty from the stomach with food,
but large non-disintegrating tablets are reliant upon
the migrating myoelectric complex (MMC, the pat-
terns of motor activity that act to move food through
the gastrointestinal tract) in the fasted pattern of
motility to empty them from the stomach. If the
stomach is maintained in the fed state by continuous
feeding then large dosage forms are retained in the
stomach for that period.

Often patients are instructed to take their medi-
cation ‘‘with a meal,’’ but instructions are never pre-
cise and this can be interpreted by the patient as
taking the medication immediately before, during the
meal, or just after the food. O’Reilly and co-workers[7]

demonstrated that the initial-gastric emptying rate of
multiparticulates dosed before a meal was faster than
for those dosed during and after food.

Gastric emptying follows a circadian rhythm with
slower emptying occurring in the afternoon compared
with the morning. Such variation can be very marked:
In a study by Ghoo and colleagues emptying of the
solid phase of the meal decreased by over 50% when
it was consumed in the evening.[8] The fasted pattern
of motility establishes itself overnight, as this is gener-
ally the longest period in which no food intake occurs.
MMC occur with the greatest frequency in the early
hours of the morning. Changes in MMCs probably
produce the largest physiological variability in oral
drug delivery.

FAT AND GASTRIC HOMOGENEITY

The fat content of food is one of, if not the, most
important influence on the rate of gastric emptying.
Within the stomach, fat will separate and form layers
exposing the pyloric–duodenal region to different
amounts of fat according to posture of the individual:
erect, supine, prone, or lying on one side. Since
digested fat has a marked inhibitory effect on gastric
emptying, retardation will occur to varying degrees.
Brown and colleagues found that fat quickly layered
in the proximal stomach away from the pylorus,
thus delaying gastric emptying.[9] The delaying effect
of lipid on gastric emptying is increased in the
elderly.[10]

If a dispersing phase such as minced meat is present,
the fat will spread more uniformly. Edelbroek and col-
leagues labelled the fat phase of a meal with Tc-99m-
thiocyanate, to compare the gastric emptying and
intragastric distribution of oil in a soup, based meal
with and without minced beef.[11] The emptying rate
of oil in the oil/soupmeal was about twice that for
oil consumed in the oil–soup–minced beef meal. These
results show that major differences in the intra-gastric

distribution of oil occur following incorporation of
predispersed solids into the meal.

The gastric residence of a meal with identical com-
position will be prolonged if the fat content is used
to fry the food rather than be ingested as the cold
oil. The behavior of oils within the stomach is also
affected by other constituents of the meal that are
present. The effect of fat on gastric emptying and
absorption of nutrients depends on the relation to
the other components of the meal when the fat is
consumed.

CARBOHYDRATE AND GASTRIC
HOMOGENEITY

A study conducted in our laboratories looking at the
absorption of a drug from low-volume, oil-filled soft
gelatin capsules resulted in a variable bioavailability
profile. Labelling the capsule with Tc-99m showed that
formulation emptied immediately to the duodenum
when given with fluid after a carbohydrate-based meal
(sandwich). This unusual behavior was also investi-
gated using magnetic resonance imaging (MRI). In this
case, it was not necessary to label the formulation as
the oil can be discriminated from the gastric contents
using a T1, weighted FLASH sequence.

In the clinical trial, oil filled gelatin capsules were
given immediately following a sandwich meal and the
subjects were imaged in the prone position. Fig. 4
shows a cross-section of the body at the level of the
upper abdomen: the agglomeration of the sandwich
by the pyloric antrum into a ‘‘doughball’’ can be
clearly seen. Following ingestion the meal is softened
by mastication to aid swallowing. Although the maxi-
mum rate of salivary secretion is less than 5 ml min�1,
the bread is sufficiently softened. This moistened bolus
is swallowed and the subsequent action of the stomach
consolidates the mass. Eventually, the material is
hydrated and the ball disperses. A small, almost buoyant
gelatin capsule taken after the meal virtually bounces
off the carbohydrate mass and exits from the stomach.
This was confirmed by the gamma scintigraphic imaging
study.

EFFECT OF POSTURE AND GRAVITY
ON GASTRIC EMPTYING

Many studies have provided evidence that changes in
posture can affect both the gastric emptying rates of
materials and the absorption characteristics of drugs.
Lying down decreases the rate of gastric emptying
when compared with sitting and a combination of
sitting and standing produces the most rapid gastric
emptying. Bland, unbuffered liquids, and pellet
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formulations empty more slowly from the stomach
when the subject is lying down compared with when
he is upright or sitting erect. For floating formulations,
such as raft-forming alginates, the buoyant raft emp-
ties faster than food in subjects lying on their left side
or their backs and slower in subjects lying on their
right side with the raft positioned in the greater curva-
ture. When the subjects lay on their left side the raft
was presented to the pylorus ahead of the meal and
so emptied first.

The time to maximum plasma-concentration (Tmax) of
coadministered soluble paracetamol and nifedipine is
significantly decreased when subjects are standing or
lying on their right side compared with when they lie
on their leftside.[12] These postures also resulted in a signi-
ficantly higher peak plasma-concentration and area
under the plasma-concentration–time curve of nifedipine.

GENDER AND PREGNANCY

Studies have examined the effect of gender and the
menstrual cycle on gastrointestinal transit. Gastric
emptying of both solids and liquids is reported to be
slower in women than men.[13] Premenopausal women
and postmenopausal women taking estrogen and
progesterone replacement were shown to have slower
gastric emptying of liquids than men. However,
while premenopausal women and postmenopausal
women taking hormone replacement therapy showed
slower gastric emptying of liquid, postmenopausal
women not taking hormones had a similar rate to
men.[14] It has been shown that females have faster
emptying times when in the ovular stage of the men-
strual cycle.

In women, pregnancy can drastically alter transit of
drugs in certain regions of the gastrointestinal tract,
although gastric emptying is not delayed.[15] Nausea
and vomiting occurs in 50–90% of pregnant women
and may be so severe that hospitalization is required
to prevent dehydration. Often pregnant women suffer
from heartburn and constipation, which is attributed
to decreased esophageal sphincter pressure and
impaired colonic motility.[16]

SOCIAL EFFECTS—SMOKING
AND ALCOHOL

Scintigraphic studies do not clarify the effect of smok-
ing on transit. One study reported that smoking or
chewing nicotine gum did not appear to affect eso-
phageal transit or the rate of liquid emptying; however,
solid emptying was delayed.[17] Other studies reported
delayed emptying on both liquids and solids, which
was associated with increased periods of retrograde
intragastric movement of solids from distal to proxi-
mal stomach.[18,19] This suggests an initial impairment
of antral function and/or a lack of antropyloroduode-
nal coordination once a contraction is initiated.

Strong alcoholic drinks such as whisky delay gastric
emptying. A study showed that administration of beer
or white wine significantly accelerated gastric emptying
compared with ethanol of the same concentration.[20]

This suggests that the observed effect is due to com-
pounds in the beer and white wine other than alcohol.
Gastric emptying is delayed in 24% of chronic alco-
holics.[21] Finally, smoking delays the gastric emptying
of alcohol indicating the possibilities of complex inter-
actions due to social activities.[22]

Fig. 4 MR images of the upper GI tract that show the compression of swallowed bread into a dough ball, viewed in (A) and (B)
horizontal and (C) sagittal section.
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SMALL INTESTINAL ABSORPTION,
FOOD, AND EXCIPIENTS

The small intestine is the main organ of digestion with
specialized sites of nutrient uptake and drug absorp-
tion. The small intestine is a convoluted tube about
5 m in length with three regions: duodenum, jejunum,
and ileum. During the fed phase the contractions serve
to mix chyme with enzymes and digestive secretions,
circulate the contents to facilitate contact with the
intestinal mucosa, and finally propel the contents
towards the large bowel. The major areas in which
digestion occurs are the jejunum and ileum, and diges-
tion of proteins and fats is largely complete as the
chyme enters the caecum. Small intestinal transit in
man has been measured by a wide variety of techniques
and is generally accepted to be around 4 h.

Components of food can alter drug absorption by
affecting drug solubility (Fig. 5). Recent findings sug-
gest that drinks such as grapefruit juice can increase
the bioavailability of certain drugs, by reducing presys-
temic intestinal metabolism.[23] The solubility of the
drug in the GI tract can also be enhanced when the
drug is highly soluble in a coadministered food compo-
nent. The solubility of dicumarol is five times higher in
defatted milk than in buffer at 37�C. This increase in
solubility and bioavailability is due to the main milk
protein casein. Griseofulvin absorption is also enhanced
by concomitant food intake, especially after ingestion
of heavy fat meals. This enhanced bioavailability is

probably due to the increased bile output and the pro-
longed gastric emptying.

Excipients such as mannitol can affect small intesti-
nal transit, which in turn can affect the absorption of
certain drugs. Oral solutions are rarely likely to fall
short of bioequivalence relative to solid oral formula-
tions, although during the development of a ranitidine
effervescent oral solution dosage form containing
sodium acid pyrophosphate (SAPP), a marked decrease
in absorption was observed in the extent of ranitidine
absorption from the liquid formulation relative to the
conventional oral tablet. The formulation contained
150 mg ranitidine with 1132 mg SAPP together with
1.5 MBq 111indium chloride solutions. Small intestinal
transit time was decreased to 56% in the presence of
the excipient. The rapid small intestinal transit associ-
ated with an excipient of a solution dosage form resulted
in a decreased extent of ranitidine absorption.[24]

Intestinal transit rate is highly dependent on the
motility state of the GI tract either fasted or fed partly
due to the higher viscosity of chyme in the fed state.
Blair and co-workers conducted a study in 20 men
(energy intake 1272–5342 kcal/day) and found that
higher calorific intake was associated with faster tran-
sit.[25] Exercise in moderation appears to have no effect
on transit.

THE COLONIC ENVIRONMENT

By the end of the small intestine, deposition is almost
complete and there is no need for intestinal secretions
to aid assimilation. The principal role of the colon is
to resorb water and reclaim sodium; however, complex
carbohydrate components of vegetable origin have
nutritional value but are relatively resistant to attack
from intestinal secretion. In the caecum, a complex
bacterial environment digests the soluble, fermentable
carbohydrates to yield short-chain fatty acids, which
are assimilated into the systemic circulation by the
colon, together with vitamin K released from the plant
material.

The presence of the complex carbohydrates pro-
vides the environment with a viscous hydrogel struc-
ture; water removal gradually yields a mass of
bacteria bound by undigested carbohydrates (cellu-
loses) to form the stool. The presence of a hydrogel
softens the mass and also provides water for dissolu-
tion. Carbon dioxide release is also a fermentation
product, and if the redox potential is sufficiently low,
bacteria can produce methane and hydrogen that can
be detected in the breath particularly after the ingestion
of pulses. In the upright position, the gas will rise to the
transverse colon: It is estimated that an adult produces
approximately 2–3 L per day on 20 g fermentable
fibre (most of which is eliminated in the breath).[26]

Fig. 5 Mean plasma quinine concentrations following dos-
ing with 50 mg of the dihydrochloride salt in the Pulsincap
after treatment with codeine or lactulose. Error bar shows
standard deviation.
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The presence of large volumes of gas appears to restrict
the availability of water past the hepatic flexure, and the
consequences of this must be carefully considered.

Residence of dosage forms is approximately
10–12 h in the proximal colon and 12 h in the descend-
ing and rectosigmoid colon regions, giving a whole
colon transit time of 24–48 h. The relative residence
time in the segments of the large bowel is highly
dependent upon feeding pattern. Administration of a
midday meal to a previously fasted subject may pro-
duce dramatic movement, shifting dosage forms from
the ascending to the descending colon. Dietary fibre
in the form of bran, wholemeal bread, and fruit and
vegetables reduces colonic transit time but increases
fecal weight by acting as a substrate for colonic
bacterial metabolism. For example, an additional
20 g/day of bran increases fecal weight by 127% and
decreases mean transit time from 73 � 24 to 43 �
7 h.[27] However, the same quantity of fibre given
in the form of cabbage, carrot, or apple produced a
smaller effect.

EFFECTS OF CHANGES TO THE
COLONIC ENVIRONMENT

Administration of osmotic laxatives such as lactulose
to healthy subjects increases defecation frequency,
producing a reversible syndrome that mimics irritable
bowel syndrome. Administration of 20 ml lactulose
three times per day creates a more fluid environment
as indicated by increased stool water content.[28] To
examine the effect of such an environment on drug
delivery we administered pulse release units (Pulsincap)
containing quinine dihydrochloride (50 mg) following
treatment with lactulose for 3 days.[29]

Plasma-concentration-time profiles following lactu-
lose treatment showed a faster Tmax, a higher Cmax,
and an increased AUC indicating significantly
improved absorption. These data correlated with a
higher dispersion score for the marker indicating that
the water content of the colon plays an important part
in determining the extent of absorption in man. This
will be especially important for pulsed release systems
in which the exterior is covered by an impermeable
coat. The sluggish mixing and the low availability of
water past the ascending colon could compromise
efficient release of the drug encapsulated in the system.

EFFECTS OF DISEASE ON
GASTROINTESTINAL TRANSIT

Esophageal transit time is adversely affected by
various disease states, for example, achalasia[30] sclero-
derma, esophageal carcinoma, Barrett’s esophagus,

cervical vertebropathy,[31] left side heart enlargement,
and reflux esophagitis. Abnormalities in esophageal
function can occur as a result of a variety of disease
such as chronic alcoholism and diabetes mellitus.[32]

Diseases that affect gastric motility and emptying
are predominantly diseases of the gastrointestinal tract
itself, although diseases such as diabetes that produce
neuropathy can also alter transit. Diseases associated
with accelerated transit can reduce the bioavailability
of drugs delivered in a controlled-release formulation
and conversely diseases that slow transit can enhance
absorption. Stasis or stagnation at a particular site is
always of concern since high local concentrations of
drug may result. Inhibition of motility, especially of
the stomach, is widely recognized as a consequence
of many acute illnesses such as severe pain of any origin,
trauma, major infections, and metabolic disturbances.

Some diseases only affect one of the phases of
gastric emptying. Generally, duodenal ulcers produce
accelerated emptying while gastric ulcers reduce antral
motility, producing normal emptying of liquids but
delayed emptying of solids. Emptying of a solid meal
is slowed in patients with pernicious anemia and
atrophic gastritis but in achlorhydric patients liquids
empty rapidly.

Gastroesophageal reflux is an extremely common
disease affecting between 10 and 20% of the general
population, although it is speculated that the incidence
is considerably higher since a large proportion of suf-
ferers self-medicate. The effect of this disease on gastric
emptying is unclear since some studies report no effect
on the emptying of liquids or mixed meals whilst others
demonstrate a delay. It is possible that the emptying of
solids in a mixed meal is selectively delayed, suggesting
impaired antral motility. This would lead to a greater
difference in emptying among liquids, pellets, and
tablets than in normal subjects.

There are conflicting reports as to the effect of
obesity on gastrointestinal transit. Some studies show
no effect, whilst others report delayed emptying of
solids particularly in men. This phenomenon is not
reversed after significant weight loss. The eating dis-
orders anorexia nervosa produces both delayed solid
and liquid emptying.[33] Voluntary suppression of
defecation also decreases gastric emptying rate.[34]

The effects of gastrointestinal disease on dosage form
performance have recently been reviewed by Milovic
and Stein; the reader is referred to this review for
further information.[35]

Diarrhea and constipation are associated with many
illnesses and always produce concern to the effective-
ness of therapeutic agents. Like gastroesophageal
reflux, the etiology of these conditions is diverse and
hence the effect on transit will vary. For example, in
a group of constipated patients, a scintigraphic study
using a water-soluble marker demonstrated a rapid
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and diffuse spread through the colon, 5/37 showed
normal transit, 26/37 showed that the major site of
hold-up was the transverse colon, and the splenic flex-
ure and 6/37 the hold-up was in the descending and
rectosigmoid colon.[36] Prodrugs such as sulfasalazine,
which rely on colonic bacteria to release the active moi-
ety, will be affected by diarrhea.[37]

Diseases such as diabetes, which have diverse
complications, can produce different changes in gas-
trointestinal motility in different patients. Delayed
esophageal transit is common, although it does not
tend to produce clinically significant problems. How-
ever, diabetic gastroparesis is a problem. These
patients demonstrate reduced postprandial antral
times compared with diabetic-without this compli-
cation, although overall transit is not different. There
was no correlation among disturbed gastric clearance,
impaired gall bladder contraction, and prolonged
colonic transit time in the patients with cardiovascular
autonomic neuropathy nor was there a correlation
between any disturbed motor function and age or
duration of diabetes.[38]

Patients with cystic fibrosis require pancreatic
enzyme supplements to aid food digestion. A recent
investigation in which enteric coated enzyme pellets
were labelled with 111indium and given to patients with
a pancake meal labelled with Tc-99m tin colloid
showed that the pellets passed through the intestine
ahead of food.[39] These data suggest that the incorrect
delivery of this enzyme might be responsible for malab-
sorption and the development of strictures in the proxi-
mal colon caused by the high-dose supplements
reaching this region before the food.

pH IN HEALTH AND DISEASE

Food affects bulk pH in the stomach by dilution,
buffering, and stimulating acid secretion. In the colon,
pH is affected by meals containing a high proportion
of fermentable fibre. The greatest secretory activity
occurs in the stomach within the first hour of eating
and the volume of gastric juices produced may be up
to twice that of the meal. Studies using a triple pH elec-
trode show that the peak buffering effects of food
occurs within 30 min of eating with recorded variations
in the stomach varying from pH 2 to around 4.5.[40]

Even small volumes of water taken with medications
can cause a temporary rise in pH due to neutralization
effects on the residual acid.

Content of the meal also affects gastric pH. For
example, a pure carbohydrate meal has no detectable
effect on acidity,[41] whereas a high protein meal
matched for calorific content confirming that it is not
the protein but its digestion products, the peptides,
and amino acids, which are the potent stimulators of

acid secretion. A liquid meal, rather than a mixed
phase meal, with a balance of carbohydrate and pro-
tein has a strong buffering effect but the pH falls rap-
idly as the liquid is emptied.

Some research workers have found that the basal
gastric pH can be surprisingly high. Spontaneous ach-
lorhydria has been observed in healthy subjects during
which they have temporary periods of profound
reduction in acid secretion and may have complete
anacidity.[42,43]

The pH in the small intestine is less variable than the
stomach or colon and is in the region of 5.0–6.5, rising
slowly along its length. The mean pH in the right colon
is 6.4 rising to 6.6 and 7.0 in the transverse, and des-
cending colon, respectively. The presence of ferment-
able dietary fibre produces a reduction in both
viscosity and pH in the colon.[44] Recent studies in
Japan suggest that patients with Crohn’s disease,
whether active or in remission, have wider fluctuations
in colonic pH, and values in the right and left colon are
much lower than would be expected on the basis of
control subjects.[45]

A circadian rhythm of basal gastric acidity is known
to occur with acid output being highest in the evening
and lowest in the morning. The daytime patterns of
gastric pH vary greatly between individuals, in part
due to the differences in the composition of meals,
the physiological responses of acid secretion and gas-
tric emptying provoked postprandially; however, it
has been found that the nocturnal patterns of gastric
acidity are very similar with very low pH between mid-
night and early morning.[41] The later in the day the
evening meal is taken, the later the nocturnal peak of
acidity occurs.[46] It is, therefore, important to standar-
dize the time for the evening meal when comparing the
nocturnal effects of antisecretory drugs.

pH AND GENDER

There is a sex-related difference in human gastric acid
secretion. Healthy women secrete significantly less
basal and pentagastrin-stimulated acid then men with
a median 24 h integrated acidity of 485 mmol h�1 vs.
842 mmol h�1. In a sample of 365 healthy subjects,
the average basal pH was 2.16 � 0.09 for men and
2.79 � 0.18 in women.[47]

pH AND AGE

It has always been assumed that gastric acid secretion
decreased with age, however, a recent study has
demonstrated that a group of healthy subjects with a
mean age of 51 years (range 44–71 years) had a higher
basal acid production than a group with a mean age
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of 33 years (range 23–42 years).[48] The age, related
increase in secretion was greater in men than women
but it was not correlated with height, weight, body sur-
face area, or fat-free body mass or by the increased
incidence of Helicobacter pylori infection.

Very few data are available on gastrointestinal pH
in children. In 12 healthy subjects aged 8–14 years,
the mean gastric pH was 1.5 and duodenal pH was
6.4, but this gradually rose in the small intestine reach-
ing a peak value of 7.4 in the distal ileum.[49] The pH
dropped to 5.9 as the pH radiotelemetry capsule
entered the caecum but increased to 6.5 in the rectum.
The median gastric residence time of the telemetry
capsule was 1.1 h, small intestinal transit time was
7.5 h, and colonic transit time was 17.2 h.

CONCLUSIONS

It is clear that numerous physiological factors and
disease states alter the gastrointestinal environment
and affect the transit and absorption of a formulation
through the gastrointestinal tract. An appreciation of
these physiological factors is essential for the optimiza-
tion of clinical studies. However, high individual varia-
bility will remain the major challenge in clinical trial
design.
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INTRODUCTION

A pilot plant design should support three key strategic
objectives:

� Formulation and process development
� Clinical supply manufacture
� Technology evaluation, scale-up, and transfer

Integration of these objectives serves to maximize
product development, speed, and efficiency. The pilot
plant is a ‘‘hybrid’’ clinical manufacturing and devel-
opment facility, which integrates early development
activities, clinical supply manufacture, technology
evaluation, scale-up, and transfer to production sites.
The manufacture of clinical supplies is an integral part
of the development process. As the clinical program
requirements increase, batch size increases, and critical
formulation and process performance information
can be obtained during manufacturing scale-up. This
information and experience contribute to smooth and
efficient production transfer.

Specific design layout depends on a number of
factors. The design may be constrained if the construc-
tion entails renovation or conversion of an existing
building comparedto designing a pilot plant on a new
site. The various technologies and systems, such as
fluid-bed granulators, microwave processors, lyophili-
zers, water systems, and dust collectors, have specific
design requirements and constraints that require
special consideration. Location of a new facility must
be evaluated early in the program.This evaluation
is essential in determining site–location factors, such
as proximity to development, production, clinical
packaging, and warehouse, as well as support staff
considerations, such as quality assurance (QA), quality
control (QC), validation, maintenance, calibration,
microbiology, and other functions.

The final design should result in a facility that
supports the key strategic objectives, is functional,
and has low maintenance and operating costs. The
interaction between the design firm, corporate engi-
neering, and the client is central to an operational design
and end user satisfaction. In addition to the architects
and engineers, the core multidisciplinary team should
include personnel from QA, QC, validation, mainte-
nance, calibration, pilot plant operations, formulation
development, information technology, purchasing,
environmental health, and safety. Security, telecommu-
nications, purchasing, and the insurance carrier should
assign members to the project who can serve as resources
for specific needs.

A design firm should be chosen according to the
range of services offered and experience in designing
good manufacturing practices (GMPs) facilities.
Selecting a firm that offers architectural, engineering,
and construction consulting, as well as life-safety
services is recommended. A pilot plant is a ‘‘hybrid’’
clinical manufacturing and development facility, and
overdesigning for waste treatment, safety, and fire
codes is highly likely if the proper experience and
interpretation of codes and operational aspects are
lacking. Visiting facilities the firm has designed is
useful to examine the quality of past designs and to
find out how well the firm fulfilled its obligations
and dealt with problems. Including key design firm
members in the contract is highly recommended.
Experienced design engineers and a staff with a proven
track record are considered to be most critical.

Early involvement of the Food and Drug Adminis-
tration (FDA) in reviewing the facility design is
advised. This allows the most current FDA interpret-
ation of GMPs to be incorporated into the facility
design. As the design is being finalized, it should be
presented to the local, district, and Washington FDA
offices for review and critique. Discussions concerning
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material flow, personnel flow, building surfaces, air
classification, and the validation master plan may be
a useful means of presenting the design and opening
a dialogue with the FDA. Extending aninvitation to
the local and district FDA personnel to visit the
facility during various phases of construction is also
recommended.

STRATEGIC OBJECTIVES

Formulation and Process Development

Strategic decisions regarding the dosage forms to be
developed in the pilot plant and the technologies
employed significantly affect the design.[1] These stra-
tegic decisions are often based on current production
technology, dosage form development, and assessment
of potential delivery system requirements to support
future line extensions and the pipeline of new chemical
entities (NCEs). Anassessment of the proportional uti-
lization of the various technologies and anticipated
processes is important in deciding how much space to
allocate to each in the layout.[2] During the transition
from the development scale to pilot scale to full-scale
manufacturing, identification andcontrolof critical com-
ponent, formulation, and process variables are essential
for final production. The facility and equipment should
be able to capture critical process information. The more
sophisticated the technology, the greater the need to
control and monitor critical parameters. It may also be
desirable to monitor and control these parameters from
remote locations.

Clinical Supply Manufacture

To manufacture clinical supplies, GMP-compliance
considerations must be the basis of the design features
of the pilot plant.[3] Integrated validation plans for the
equipment and facility should be available before the
basis of design is finalized. These design features must
meet safety and environmental facility requirements to
handle compounds for which only marginal informa-
tion is available regarding potential toxicity, potency,
and physicalchemical properties. Highly potent com-
pounds need to be handled and manufactured in an
isolated and contained environment requiring special
design controls.[4]

Clinical supply manufacture should be viewed as an
integral part of the product development process. As
the program requirements grow, the increased clinical
trial demand needs to be met by increased manufactur-
ing capacity. Critical formulation and process per-
formance information is gained during the scale-up
of clinical batches. Often there is a shortage of drug

substance, and the first opportunity for the formulation
scientist to scale-upaproduct is when clinical supply
requirements justify the need.

Pharmaco-economic studies that evaluate quality of
life and other medical outcome criteria enroll thou-
sands of patients and require millions of dosage units.
These larger batch requirements can be manufactured
in production or can be outsourced to a contract
resource organization (CRO). In either case, a certain
degree of control and flexibility is given up, which
may slow clinical programs. Having direct access and
control to a clinical manufacturing facility with large
scale capability allows flexibility and short turn around
times to meet clinical demands. During facility design,
strategic decisions regarding manufacturing capacity-
based on clinical needs significantly impact space and
equipment capacity.[1] Table 1 shows batch sizes and
production capacity based on typical unit weights that
could be used in determining design objectives.

Technology Evaluation, Scale-Up,
and Transfer

Flexibility in facility design can better accommodate
new technology evaluation. The technology may be
new to the company or novel to the industry and offers
advantages that current production and pilot plant
facilities lack. New technologies may increase pro-
duction speed, and provide continuous processing,
maintenance, scale-up, cleaning, and containment
improvement. Novel technologies may include evalua-
tion of the manufacture of novel delivery systems or
processes. In any case, a flexible pilot plant design

Table 1 Maximum batch manufacturing capabilities based

on typical unit weights

Technology Batch capacity (kg) Units per batch

Solids, 500 mg/unit 200 400,000
20 40,000

5 10,000

Semisolids, 50 g/unit 500 10,000
100 2,000
10 200

Liquids, 100 mL/unit 1000 10,000

100 2,000
10 100

Parenteral, 10 mL/unit 250 25,000
50 5,000

10 1,000

Aerosol, 20 g/unit 250 25,000
100 5,000
10 500
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(utilities and space) gives the development scientist and
technical operations personnel the opportunity to
collaborate in technology evaluation.[5]

Critical formulation and process performance
information can also be obtained in the pilot plant.[6]

As the clinical supply quantity requirements increase
and larger batches are needed, operations can be scaled
into larger equipment of the same or similar operating
principles. This makes it possible to identify critical
process variables and ranges and to study the effect
of scale. Fig. 1 shows fluid-bed granulator–dryers,
and Fig. 2 shows coating pans of different sizes. The
closer the pilot plant equipment resembles production
equipment with respect to design and scale, the fewer
trials, often with costly drug substance, are necessary
when transferring the process to production. Large-
scale equipment in the pilot plant should be at least
10% of the capacity used in production, but ideally
should approach 25–100% of the capacity of full-scale
equipment.

Typically, a combination of engineering models,
statistically designed experiments, and regression mod-
els can be used to define the manufacturing process
with respect to process parameters and ranges to
ensure adequatecontrol of the full scale process.[7]

The scaling experience improves the understanding of
the product and process scale parameters. This knowl-
edge contributes to a smooth and expedient production
transfer, providing a strong scientific rationale, which
leads to credible new drugapplications (NDAs) and
FDA pre-approval inspections (PAIs).

DESIGN AND GMP-COMPLIANCE
CONSIDERATIONS

Layout

In designing the facility and its layout, the impact on
GMPs must be kept in mind. The layout should
address the need for flexibility, restricted access,
personnel flow, and material flow.

Product development starts with many unknowns
that eventually, through well-designed development
programs, result in a value-added product. Because
of these unknowns, it is difficult to predict exactly what
kind of physical facilities will be required. Thus, there
is a need to incorporate as much flexibility into the
design as possible. The desired flexibility can be
achieved in a number of ways.For example, fixed pro-
cess equipment is kept to a minimum, while portable
equipment is installed whenever possible. Movement
of portable equipment is made easier by wide corridors
and 10 ft (3 m) door heights. In addition, the process
rooms can be designed for multipurpose use, which
adds flexibility. The concept of multipurpose process
rooms determines the degree of flexibility desired for
utilities, such as the range of power supplies and plant
systems including dust collection, vacuum cleaning,
water, static grounding, and compressed air.

Restricted access and personnel flow affect the lay-
out. The size of the facility and anticipated nominal
daily personnel level determine the size of restroom,
locker, gowning, and shower areas. The types of

Fig. 1 Fluid-bed granulator driers of 1, 5, and 50 kg capacity, which provide flexible clinical supplies manufacturing capacity
and can be used to understand critical process variables and scaling parameters.
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garments worn by personnel in the pilot plant should
be specified and provisions made for their cleaning,
disposal, and storage. Gowning and degowning proce-
dures should be investigated and formalized.

Material receipt, sampling, and quarantine processes
should be well planned. The material and components
used in manufacturing clinical supplies should enter
the facility through a controlled access area. Sampling
and quarantine procedures affect the facility layout
and design. Special precautions for sampling potent
(highly active) compounds should be considered. This
may require the use of specially designed rooms that
include air locks, gowning areas, and isolation sampling
methods. Delivery and shipping personnel should have
access restricted to the receiving and dock area. A
receiving office should be located immediately adjacent
to the actual receiving area. A restroom, telephone, and
seating area for the transportation personnel are other
design options. The type of lift trucks used requires
certain clearance heights and widths. Battery-operated
lift trucks require space forcharging the equipment,
and ventilation requirements must be evaluated. Receipt,
sampling, and quarantine storage of flammable solvents
require special consideration such as location, explosion-
proof lighting, and electrical connections. Solvent-
dispensing practices and spill containment procedures
are important parameters. Space is required for the
temporary holding of flammable waste products as well
as other waste.

The warehouse layout depends on the manufactur-
ing scale, type of products, and storage requirements.
Temperature and relative humidity set points and
ranges should be defined, as well as special storage con-
ditions, which require refrigerators, freezers, and con-
trolled access. Storage capacity and space constraints
may dictate high-density shelving and determine
pallet-stacking height. Storage within the facility is
best, but off-site storage for medium- to long-term

supplies or large quantity purchases may be a more
cost-effective alternative. The method of inventory
identification, status, and the selection of lift truck size
determine the design and capacity of the receiving,
shipping, and warehouse areas. Systems that meet
GMP identification and status requirements without
requiring storage of material of the same status in
the same location maximize space utilization.

Fig. 3 shows a pilot plant layout with restricted per-
sonnel access. This design would support the develop-
ment and clinical manufacture of solid dosage forms,
liquids, semisolids, aerosols, and sterile products.
Multipurpose rooms are incorporated in each area to
maximize the use of portable equipment, and scale fac-
tors similar to those shown in Table 1 are employed.
Isolation suites are indicated in the manufacturing
area; their purpose and design are discussed in more
detail later. The sterile area is isolated from the main
corridor by the interior corridor design. At the far left,
the main corridor provides access for future facility
expansion, if necessary.

Construction

As a multipurpose, multiproduct facility, the walls, ceil-
ings, and floors need to be constructed of readily clean-
able surfaces. Radial joints at the wall, ceiling, and floor
junction facilitate cleaning and wash-down. Cabinetry
should be of non-porous construction and haveslanted
tops to minimize dust collection and aid in cleaning.

Table 2 lists a number of available, acceptable, wall
and ceiling material compositions and their relative
attributes of purchase and installation costs, cleanabil-
ity, durability, resilience, and ease of repair. The
connections between the wall and window frames,
doorframes, and the floor need to be carefully
constructed to prevent moisture damage and enhance

Fig. 2 Coating pans of 1, 15, and 150 kg capacity.
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cleanability. Dry-wall fiberglass mats painted with
epoxy provide durable, cleanable surfaces at a lower
cost than many other options.

Floor selection criteria should include chemical resist-
ance, stain resistance, scuff and marring resistance,
ability to radius cove, durability, esthetics, and ease of
maintenance and repair. Table 3 lists several floor com-
positions and selection criteria. Special areas may require
static dissipative or conductive flooring in order to
minimize explosion potential with flammable material.

Metal or reinforced fiberglass doors and doorframes
are most desirable. Doorframes that terminate at the
top of the cove base allow easy cleaning. Top locking
of the inactive door is preferred for dual-panel doors
because this eliminates the need for floor penetrations
and cleaning concerns. The door closures should be
readily cleanable.

Light fixtures should be washable and allow for easy
maintenance. Frames are often sealed at the ceiling sur-
face to prevent moisture intrusion and microbiologic
growth. Lighting levels in the process areas should be
specified in the design. Switches in the hallway or auto-
matic switches facilitate cleaning operations and elimin-
ate the need for expensive explosion-proof devices.

The need for floor drains should be considered, as
well as the ability to collect wastewater for treatment
or incineration. If floor drains are installed, the floors
should slope toward the drain from all directions.
Drain cover materials should also be evaluated with
regard to quality, ease of sanitation, and cleaning.
Fig. 4 shows a multipurpose room with an easily
cleaned floor, dry-wall fiberglass mat with epoxy-
painted walls, floor drain, and utility panel. This room
also has self-contained hot- and cold-water wash-down
capability.

Building Systems and Utilities

The following building systems and utilities need to be
addressed at the design phase: HVAC (heating, venti-
lation, and air conditioning), pharmaceutical water
systems, compressed gases (nitrogen, air, respiratory
air), electrical outlets with various voltages, dust collec-
tion, vacuum cleaning, communication systems, emerg-
ency back-up power generation, environmental
monitoring, and control of temperature, relative
humidity, and differential pressure. The selection and

Fig. 3 A pilot plant layout.

Table 2 Ceiling and wall material compositionsa

Material

Cost of purchase

and installation Cleanability Durability Resiliency

Ease of

repair

Dry-wall with epoxy paint & & & & &

Dry-wall, fiberglass, and epoxy & &

Stelvatite & &

Vinyl (Kydex) & & & & &

Masonry and epoxy & & & &

Mansonry, plaster, and epoxy & & &

aKey: & better; intermediate; &worse.
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extent to which these systems and utilities are included
in the pilot plant design depend on the pharmaceutical
product produced, e.g., oral solid vs. sterile dosage
forms, and the technologies chosen.[8,9]

The pilot plant HVAC system must be suitable to
consistently produce a quality product and flexible
enough to accommodate different process areas and
dosage forms. Although not intended for universal
application, typical HVAC requirements have been
developed for the process areas in a pilot plant.[10] Dif-
ferent process areas might include manufacturing areas
such as dry, liquid, and sterile processing, general sup-
port areas of pharmacy, in-process and final storage,
and general laboratories including QC and inspection.
Other HVAC design considerations might include
noise level in occupied spaces, determination of allow-
able drift before recalibration of sensors and control-
lers, level of acceptable airborne contamination, and
maintenance.

If the most critical utilities used in the pharmaceuti-
cal pilot plant are those that come in contact with the
product, then water is most likely at the top of the list.
Water is commonly used during processing of the pro-
duct and also for cleaning of equipment and process
areas. Water quality can be divided into two subcate-
gories. The first is compendial, of which there are
two types, USP purified water and USP water for

injection (WFI). There are many different approaches
for designing compendial water systems. These systems
are, in general, among the most difficult building utili-
ties to commission and maintain. Critical assessment of
the volume demand and number of use points define
the system size. Smaller systems are easier to com-
mission and maintain and minimize the number of
use points. The quality of feed water should be assessed
to confirm that the water treatment could handle sea-
sonal variations. Excellent resources are available
regarding the design, construction, and operation of
compendial water systems, including clean steam.[11]

The second category of water is non-compendial.
Non-compendial water, often referred to as potable
water, is generally used for initial rinsing and cleaning
of process rooms and equipment. This water should
meet the Public Health Services Drinking Water Stan-
dards.[10] Non-compendial water is also used in the lab-
oratory environment and is usually referred to by the
final treatment step, e.g., reverse osmosis (RO) water
and deionized (DI) water.

Provisions should be considered for compressed
gases, such as nitrogen, which can be used in the pres-
ence of highly explosive dust or solvents as an inert gas
blanket or as the energy source in fluid air micronizers.
Compressed air is often used in explosion-proof envi-
ronments to operate pneumatic switches and as the
power source for mixers. Respiratory air may be
needed for work with highly active compounds. Com-
pressed gases and respiratory air should be free of oil
or other contaminants and meet stringent particulate
requirements. Piping for gas utilities may require
special consideration during fabrication to control par-
ticulate matter such as welding under inert atmos-
phere. Point of use filters can be used for other
process gases such as nitrogen and carbon dioxide.[10]

Respiratory air drops should be placed at locations
that provide easy access to the user. The system can
be designed with ‘‘quick disconnections’’ that are
keyed and color-coded for each type of compressed
gas to prevent inadvertent or inappropriate use.

The service and cleaning of dust-collection and
vacuum-cleaning units deserves special attention.

Table 3 Floor compositiona

Material

Cost of purchase

and installation Cleanability Durability Resiliency Ease of repair

Stain

resistance

Chemical

resistance

Concrete
(sealed)

& & & &

Epoxy terazzo & & & & & & &

Quarry tile & & & &

Concrete, epoxy coated & &

Sheet vinyl & & & &

aKey: & better; intermediate; &worse.

Fig. 4 Multipurpose room with an easily cleanable covered
terrazzo floor, dry-wall fiberglass mat with epoxy-painted
walls, floor drain, and utility panel. The room has a self-
contained hot and cold water wash-down capability.

2880 Pilot Plant Design



P
ha

rm
ac

op
ei

al
–

P
il

ot

Isolated ‘‘bag houses’’ designed with breathing air,
decontamination showers, and floor drains with shunt
valves that allow waste water to be pretreated should
be considered for dealing with highly active compounds.

A building monitoring and control system can range
from simple to complex, depending on the degree of
control desired. The simplest level can be used for
monitoring and controlling air temperature and rela-
tive humidity. Other areas where monitoring and con-
trol may be desirable include exhaust duct monitoring
for lower explosives limits in solvent processes, differ-
ential room pressures, differential pressure across high
efficiency particulate air (HEPA) filters, conductivity in
USP-WFI water systems, compressed air–nitrogen

pressures to detect leaks, oxygen monitoring in areas
using nitrogen, chilled process water and clean steam
pressure, a synchronized clocksystem, and environment
particulate monitoring in parenteral areas. A system
for monitoring and archiving critical environmental
and utilities data is shown in Fig. 5. This system allows
routine monitoring of critical instrument alarms and
provides continuous updates of environmental con-
ditions within and outside the facility. The system
identifies the specific process room number and the tem-
perature, percent relative humidity, and differential
pressure status. The information can be archived for
retrieval during an FDA inspection. Custom report
generation allows data arrangement for easy review.

Aspetic Area Partial View

DP.-0.05 DP.-0.05
DP.-0.05

DP.-0.05

DP.-0.05DP.-0.05

DP.-0.05

DP.-0.05

Water
status

Utility
status

Outside
conditions

Air
handling 

unit

Aseptic
area

Main
menu

Database
overview

Alarms

Differential
pressure

(DP)

A

B

Fig. 5 Facility monitoring and control room (A) and operator interface screen with aseptic area differential pressure readings
(B). Features that can be monitored via touch screen from the control room include water status, utility status, outside con-
ditions, air-handling units, and process areas in non-sterile and sterile locations.
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Service access to system utilities is an important
design consideration. Routine calibration, mainte-
nance, and repair are integral parts of maintaining a
GMP facility. Areas to store critical spare parts and
supplies should be included.

Equipment

Equipment can be viewed as fixed or portable; both
types should be easy to clean and maintain. Fixed
equipment has the largest impact on the building
design. Special considerations such as explosion proof-
ing, explosion relief, explosion containment, and the
need for uninterrupted power supply should be ident-
ified early in the design process. Dedicated process
air handlers may be required for fluid-bed granulator
dryers and tablet coaters. Clean-in-place (CIP) systems
may require special attention. Storage of portable
equipment, operating supplies, and spare parts is
important. The storage area for portable equipment
should be placed strategically to complement the
material and personnel flow plans.

SAFETY AND ENVIRONMENTAL
CONSIDERATIONS

Emergencies

Emergency communication notification systems, tele-
phones, smoke and gas detectors, and sprinkler
systems need to meet state and corporate fire and
emergency codes, as well as insurer’s requirements.[12]

Specific processes or technologies may require a wet
or pre-action sprinkler system. Local code, corporate
standards, or site preference determine the specific type
chosen. Consideration should be given to the manu-
facturing processes performed in the area. In a multi-
purpose facility, the issues should be addressed using
a ‘‘worst case’’ scenario. Pre-action (dry piping) sys-
tems may be desirable in a sterile product area where
accidental leakage could lead to microbiological con-
tamination and area shutdown. System drainage is
important and draining procedures should be
developed for accidental loss of air pressure within
the piping. Alternative methods of fire prevention, such
as fire-resistant construction, may be specified to
eliminate the need for sprinkler systems.[13] Windows
in the process rooms and hallways can be aligned in
such a way as to allow observation of operators from
several different vantage points. Safety glass can be
used to meet fire codes. Phones and intercom systems
can be used to enhance communications between
operators, support staff, and management. The selec-
tion of communication systems should be based on
ease of use and cleanability.

An emergency notification system should be
designed to attract the attention of operators who
may be wearing noise protection or breathing-air suits.
Visual flashing lights and a loud siren intercom system
are simple yet effective means of notifying employees
of an emergency situation. Pressurization of emergency
exits may be needed when an emergency alarm is actu-
ated.[12] ‘‘Man-down’’ type of emergency systems may
also warrant considerations.

Environmental Discharges

Pilot plant discharges into the environment must com-
ply with local, state, and federal regulations. Of parti-
cular concern are facilities that use organic solvents for
granulating or coating processes. Atmospheric dis-
charges from equipment such as incinerators, scrub-
bers, and dust collectors require permits from state
authorities and must comply with the federal Clean
Air Act.[14] Permits are required for the generation,
treatment, and recycling of hazardous wastes and emis-
sions.[14] Liquid discharges into the local water system
must meet limits set by the federal Clean Water Act, as
well as any other state and local regulations.[15] Iso-
lation and pretreatment or an alternate means of dis-
posal of wastewater will likely be required if highly
potent or toxic compounds are to be processed.

Handling and Prevention of Deflagrations
and Explosions

The potential for explosions is an ongoing concern in
pharmaceutical operations. Many pharmaceutical
dusts, airborne in sufficient concentration, are capable
of propagating a flame (deflagration) in the presence of
oxygen and an ignition source.[16] Hybrid mixtures of
dust and flammable vapors, such as may be encoun-
tered with solvent-based granulating or coating, can
create exceptionally explosive conditions. Explosion
prevention of solvent storage and dispensing areas
requires special attention to ventilation, grounding,
and dispensing methods. Static grounding and electri-
cal outlets rated for hazardous environments should
be included in all processing areas to eliminate poten-
tial ignition sources. In many circumstances, the poten-
tial for generating a deflagration is unavoidable, so the
pilot plant design must include methods for suppres-
sing, containing, isolating, or venting an explosion in
such a way as to protect operators and minimize dam-
age to the equipment and facility. The most commonly
used method, explosion venting, incorporates a blow-
off panel in the equipment or ductwork to safely vent
the explosion to the exterior of the plant. An explosion
suppression system should be used if any dust collec-
tors are to be placed within the interior of the building
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or if toxic materials, which cannot be vented outside
the building, are to be used.a For additional infor-
mation refer to the National Fire Protection Association
(NFPA) Codes 68, 69, 318, 497, and 654.[17–21]

Handling of Highly Potent or
Toxic Compounds

Building design, equipment design, and the use of
physical barriers and personal protective equipment
(PPE) are the primary methods of maintaining a safe
environment, inside and outside the facility, while
handling highly potent or toxic compounds. When
designing a pilot plant facility to be used for handling
highly potent and/or toxic compounds, numerous cri-
teria must be considered:

� Unit operations to be performed
� Range of batch sizes to be processed
� Capital expenditures and operational costs
� Anticipated occupational exposure limits (OELs) to

be encountered
� Employee safety and ergonomics
� Material, equipment, and personnel flow
� GMP requirements
� Cross-contamination risks
� Flexibility of the facility.

Containment of highly potent or toxic compounds
is most effectively accomplished by using a physical
barrier such as a glove box. A product or process that
can be isolated within a physical barrier can signifi-
cantly reduce the need for air handling capacity, mini-
mize cross-contamination potential, and reduce
employee exposure.[22]

In situations where it is not feasible to depend only
on physical barriers, an isolation suite can be designed
for working with these materials. Air locks and rooms
that have negative differential pressure to the main hall
ways are required, as well as HEPA-filtered inlet air
and double-HEPA-filtered exhaust air. An uninterrup-
ted power supply should be connected to the exhaust
air handler to maintain a negative differential pressure
if the suite is in operation during a power outage. If the
exhaust air handler fails, all plant air handlers should
be programmed to automatically turn off to minimize
the potential for a positive differential pressure to
develop. Each isolation suite may require a dedicated
HVAC system.[23]

The isolation suites can be designed with respiratory
air capability. The air suits should be cleanable, safe,

comfortable, and available in a variety of sizes. The
respiratory air compressor should be placed on an
uninterruptable power system.

Provisions should be made for water decontami-
nation showers and wastewater diversion. The decon-
tamination showers and rooms can have drains and
shunts to divert wastewater and treat it, if necessary,
before it is sent to the general waste stream. Fig. 6
shows an operator gowned in a breathing-air suit
and standing in the doorway of a water decontami-
nation shower, which can be programmed to deliver
a water wash followed by drying air for a predeter-
mined cycle time.

Fig. 7 illustrates the use of facility design, equipment
design, and personnel protection. The picture is taken
from an aerosol isolation suite where the manufactur-
ing process is performed in a totally enclosed system

Fig. 6 Operator gowned in a breathing-air suit and standing
in the doorway of decontamination shower.

Fig. 7 Aerosol isolation suite where manufacture takes
place in a totally enclosed system with clean-in-place capa-
bility. The operator is gowned in a washable suit and is wear-
ing a powered-air-purifying respirator.ahttp://www.fike.com/epvent.htm (accessed November 2001).
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with CIP capability. The operator is shown in a wash-
able Tyvek� suit,and is wearing a battery-powered,
air-purifying respirator.

The weighing, dispensing, sampling, and vacuum
dust-collection areas for highly active materials require
special design considerations. Fig. 8 shows a weighing
and dispensing room. The airflow has been validated
by video smoke and tracer gas tests. In addition, local
point containment is achieved by local exhaust units
that fit directly over the variously sized mauser drums.
Operators have access to breathing air suits if desired.
Fig. 9 shows a purpose-built containment unit used for
dispensing small quantities of highly active com-
pounds. The extracted dust is collected in a specially
designed bag house. The dust is remotely augered into

drums in a self-contained recovery room equipped with
air locks, respiratory air, and water decontamination
showers. The bag house exhaust air is filtered through
a bag-in/bag-out HEPA filter system.

OPERATIONAL COSTS

The operational costs vary greatly depending on the
types and extent of utilities, as well as the technology
incorporated. A sterile product facility is much more
expensive to operate than a pilot plant manufacturing
only solids. NCEs, which may present bioavailability
and/or stability challenges, may require the use of
newer, more expensive technologies. Operational costs
can be minimized if the pilot plant is on the same site
with a production facility where power-generation
capability and support staff functions, such as mainte-
nance, calibration, engineering, housekeeping, security,
validation, QA, microbiology, QC, shipping, receiving,
and training, can be shared. If the facility is isolated,
space requirements increase significantly and the
support overhead increases the operational costs.

The building and operating costs can often be justi-
fied based on the direct costs of product development
and clinical manufacture under contract. In addition,
delays in clinical programs can cost the company mil-
lions of dollars in lost revenue. However, if building or
operational costs cannot be justified, it may be more
effective to outsource work to a CRO.[24] This may
be especially true for new or smaller companies.[25–27]

In the past, CROs have been used by pharmaceuti-
cal companies to provide extra capacity in the later
stages of development. More recently, CROs have
expanded their role to include early stage development
and specialized technologies.[28]

Outsourcing to a CRO is not fail-safe. If it is to be a
successful partnership, both companies must explicitly
state the needs and expectations of each other. This
should include considerations of confidentiality and
ownership of intellectual property.[29,30]

CONCLUSIONS

The design and construction of pilot plant facilities
must be well thought out in order to accomplish the
strategic objectives desired. Flexibility in design is criti-
cal to allow product and process development, clinical
supplies manufacturing, and process technology scale-
up and evaluation to be carried out in an efficient,
scientific manner. In today’s business environment,
the well-designed pilot plant is necessary to shorten
the product development cycle, withthe ultimate goal
of getting new products and medicines to the market
rapidly and efficiently.

Fig. 9 Containment unit built for dispensing small quanti-
ties of highly active compounds.

Fig. 8 Weighing and dispensing room. Each mauser drum
has special extraction units that fit directly over the variously

sized drums.
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INTRODUCTION

Several attributes of the pilot plant allow it to serve
as a vital function in achieving the key strategic
objectives of:

� Formulation and process development.
� Clinical supply manufacture.
� Technology evaluation, scale-up, and transfer.

These attributes include: 1) a current good manufac-
turing practices (cGMPs) environment; 2) a flexible
highly trained staff; 3) equipment to support multiple
dosage form development; and 4) equipment at mul-
tiple scales based on similar operating principles to
those in production. These key attributes help define
current trends in pilot plant operation. Most of the
development and clinical manufacturing activities
should be condensed and performed under cGMPs.
The application of cGMPs early in the development
process is mandated by the current regulatory environ-
ment, while at the same time market competition is
demanding shorter development times. These aspects,
and the often limited availability of drug substance,
result in the necessity to obtain as much development
information as possible from each and every batch
manufactured in the pilot plant. Even batches targeted
solely for clinical supplies often incorporate some
aspect of experimental design, process optimization,
or scale-up in an effort to maximize the information
obtained during new product development.

In order to improve efficiencies within the pilot
plant, many firms are abandoning the practice of hav-
ing separate clinical supplies manufacturing staff and
formulation process development staff in favor of a
more flexible, responsive group capable of supporting
product development from beginning to end. The staff
must be trained in formulation development, process

development, scale-up, technology transfer, cGMP
compliance, and clinical supplies manufacturing. In
order to maximize development efficiency, it is crucial
to incorporate clinical supplies manufacture, process
development, scale-up, and technology transfer activi-
ties within the same departmental organization. To this
end, a matrix-management approach is often utilized
for project teams responsible for product development
activities.

Although the pilot plant must simulate the manu-
facturing environment in which the new product will
ultimately be produced, there are many differences
in operation because of the specific objectives of
the two types of facilities. The pilot plant facilitates
product development activities, whereas the manufac-
turing plant routinely fabricates products for the
marketplace. The pilot plant must be flexible in oper-
ation in order to accommodate the very nature of
product development, which is often at odds with the
routine required in a true manufacturing facility.

Recognizing and managing the difference in objec-
tives between the pilot plant and production facility
form the basis for success in pilot plant operation. This
chapter highlights the unique operational aspects of
the pilot plant environment.

VALIDATION

Most basic validation activities within the cGMP pilot
plant are identical to those expected in practice in a
manufacturing facility.[1–5] A validation master plan
should be developed that addresses the design specifi-
cations and qualification, installation qualification
(IQ), operational qualification (OQ), and performance
qualification (PQ) of all major utility systems, process
equipment, and computer control systems. Installation
and commissioning data should be retained as part of
an engineering documentation package. A workable

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120003782
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.2886



P
ha

rm
ac

op
ei

al
–

P
il

ot

change control system should be established. Process
areas should meet or exceed current Food and Drug
Administration (FDA) standards.

A fully validated pilot plant ensures compliance
with cGMPs, but more importantly, guarantees data
integrity during product development. Data generated
during this period in the pilot plant are typically used
to set product specifications and in-process controls,
as well as process variable control limits. Validation
of the utilities and equipment in the pilot plant ensures
that the facility adequately simulates the manufactur-
ing environment. This is especially true for automated
equipment and equipment requiring validation of com-
puter control systems.[6] The information collected
during product development in a validated facility pro-
vides the appropriate database for subsequent scale-up
and technology transfer to the manufacturing site.

There are several areas within the pilot plant
environment that routinely differ with respect to vali-
dation when compared to a production facility; these
include manufacturing process validation, cleaning
validation, and revalidation activities. Manufacturing
processes within the pilot plant environment are often
not repeated. A process may be implemented only once
before a change in scale, equipment, or process vari-
able is implemented. The usual manufacturing scenario
of performing process validation on three or more
identical sequential batches is often not relevant in
the pilot plant environment. In order to ensure that
each batch is acceptable, especially with respect
to clinical use, it is important to collect sufficient
in-process data to guarantee the quality of the batch.[7]

Data can be generated during the actual experimental
development work showing that the process achieves
what it purports to do, or extensive samples can be
collected from each batch as manufactured. A combi-
nation of experimental data and batch manufacturing
data may also serve to prove process integrity. Specifi-
cations should be set with respect to critical product
characteristics, such as content uniformity and potency.
The lack of a sufficient database and minimal experience
with a process early in development often require that
the specifications be set at the widest limits allowed by
current regulatory guidelines, e.g., USP specifications.
As experience with the product grows, and assuming
the database supports it, specifications may become
tighter as technology transfer proceeds.

Cleaning validation is different in the pilot plant
environment than in manufacturing.[8–10] Again, the
lack of process repetition often creates the need to ver-
ify that equipment is clean before and/or after the
manufacture of batches used in clinical studies on a
per batch basis. This can be accomplished by swab
testing critical product contact surfaces before and/
or after equipment use to ensure that residual drug
is absent or at an acceptably low level. Cleaning

techniques for new chemical entities (NCEs) must be
verified on materials of construction or based on solu-
bility before new compounds enter the pilot plant
environment. This information, combined with a
routine cleaning procedure, i.e., standard operating
procedure (SOP), for a particular piece of equipment,
may serve as an acceptable alternative to swabbing
after every batch.

Finally, utility and equipment revalidation or vali-
dation review may be structured differently than techni-
ques typically used in the manufacturing environment.
Unlike the production facility, the pilot plant may not
use every piece of equipment or system on a routine
basis. In fact, some equipment may remain idle for
significant periods of time. Revalidation may need to
be scheduled based on hours in use rather than a pro-
gram designed for periodic review. It should be pointed
out that some equipment or systems might need more
frequent revalidation activities because of lack of use.
No matter what basis is chosen, it is imperative that a
formal revalidation program be established in the pilot
plant environment.

TRAINING

The development of a training program for pilot plant
staff is complicated by the inherent diversity of opera-
tions and personnel. Unlike the production facility,
which is highly specialized and subject to infrequent
operation changes, the pilot plant must be prepared
to make a variety of dosage forms in response to a wide
range of product development programs. The diversity
of pilot plant operations, equipment, and personnel
requires a flexible entry, reinforcement, and remedial
training program. An extensive tracking system and
flexible scheduling system are also required. Most
importantly, the training program must be developed
to meet the changing priorities of the product develop-
ment cycle while maintaining cGMP compliance in the
manufacture of clinical supplies.

Training within the pilot plant can be broken down
into four major areas:

1. Compliance with quality standards, such as
cGMPs.

2. Safety and environmental responsibilities.
3. Compliance with SOPs.
4. Technical skills and knowledge.

The order in which these objectives are presented is
referred to as the ‘‘top-down approach’’ to training. It
has been used successfully in the pharmaceutical indus-
try.[11] A systematic approach to develop a cGMP
training program should include formal training plans,
written training manuals, effective training methods,
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assignment of responsibilities, written documentation
and periodic review, and written certification of
instructors.[12] A dynamic training process is extremely
important. Initial training must be reinforced with
current, up-to-date programs that address changes
in job requirements, performance expectations, and
technology.

Pilot Plant Staff

The staff operating the pilot plant is often diverse in
educational background, work experience, and func-
tion. The multidisciplines can be divided into the broad
categories of scientific groups, support groups, and
contractors. The last two groups can be further sub-
divided into technical and non-technical personnel.
Regardless of the category, a basic training program
should be defined for each. Access to specific areas of
the pilot plant may be based on the level of training
applied to a particular category of staff, e.g., sterile
environment.

Training for the scientific group, which includes
formulation and process development scientists, repre-
sents the majority of the training requirements. Person-
nel with diverse educational backgrounds may be
challenged to operate in different areas of the pilot
plant on a multitude of equipment in different dosage
form areas. The mindset of the scientist is experimen-
tation. The evaluation of formulations and processes
is the focus of their work. It is extremely important
that training be well defined to attain an adequate level
of competency, and that all required training be
completed prior to initiation of any pilot plant activity.
This ensures the safety of personnel and equipment
throughout the process and guarantees the manu-
facture of a quality product.

Cross-training scientific staff in the use of many
types of pilot plant equipment is vital to carrying out
efficient product development programs, but creates
significant difficulties with respect to training. Rein-
forcement training becomes paramount in order to
maintain the level of competency necessary to ensure
proper operation of equipment and compliance with
procedures. A well-trained individual who regularly
performs an operation obtains the type of reinforce-
ment necessary to successfully and correctly complete
a task. For this reason, it may be necessary to devote
highly trained scientific staff to operations in specific
areas of the pilot plant, e.g., the sterile process areas.
Other scientific staff with less expertise in a particular
operational area can assist in development activi-
ties based on a lower level of basic training, but may
be relegated to less technical operations compared to
those with routine experience. It may sometimes be

necessary to assign ‘‘experts’’ in a defined operational
area of the pilot plant based on the development activi-
ties required. On-the-job training with an experienced
guide or ‘‘expert’’ is a simple and effective approach
to entry and reinforcement training. Training provided
by the equipment manufacturer can be useful in the
completion of entry-level training and development
of reinforcement training programs for the scientific
and support staff.

The technical support groups must also be appro-
priately trained. They may represent equipment and
facility engineering, maintenance, and calibration
groups, as well as quality groups, i.e., QA/QC.
Although their educational backgrounds may be very
diverse, the focus of these groups is confined to pilot
plant operation rather than the experimental techni-
ques of the scientific staff. The greatest challenge with
respect to training equipment engineering, main-
tenance, and calibration groups is to impart knowledge
of how their responsibilities and actions in the pilot
plant affect the ultimate quality of the products manu-
factured for clinical use. The quality groups typically
have a good grasp on cGMPs and how their activities
within the pilot plant can affect product quality. Train-
ing of quality groups is often very specific with respect
to their responsibilities, but it is important that they
also receive appropriate basic training in cGMPs.[11]

The non-technical support groups represent individ-
uals responsible for cleaning and sanitation. Training
requirements are usually limited to access specific areas
of the pilot plant.

The importance of training temporary and contract
labor should not be overlooked. The time period and
frequency with which the contractor or temporary
employee will operate within the facility and the required
level of access should be used to define requirements.

Training Program

A pilot plant training program has several key aspects
that may require a different approach compared to
programs typically utilized in a production environ-
ment. These include identification of educational and
instructional training programs and development of
training manuals, individualized training syllabuses,
and a documentation and tracking system.

Educational and instructional training programs
should be defined for the facility based on the scope
of operation of each functional area. For both edu-
cational and instructional training, manuals should
be developed. The instructional training manuals can be
divided into entry, reinforcement, and remedial train-
ing. Entry-level trainingis targeted for a new or pro-
spective employee and should provide assurance that
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a certain skill level has been attained. Reinforcement-
level training is intended for an employee who has
already been trained in a certain area. This training
is intended to reinforce skills already acquired and to
prevent performance problems. Remedial training is
intended to correct identified skill deficiencies. The
training required for equipment may range from read-
ing the SOP and completing an evaluation form, e.g.,
test, for simple equipment to more extensive supervised
and documented practical experience with a qualified
trainer.

Pilot plant educational courses are usually tailored
to a general audience since they impact all personnel.
Instructional courses, however, may be very technical
and assume a certain level of competency. In all cases,
the evaluations developed as part of the training
manual should effectively assess the student’s level of
competency. Any deficiencies identified in the assess-
ment should be immediately corrected with additional
training.

New technologies, frequently encountered during
the development process, affect pilot plant training
programs. New technologies pose a special problem
because training must be conducted by a qualified indi-
vidual. Some new technologies can be studied at the
equipment supplier’s facility and subsequent initial
training can occur in the pilot plant with a representative
of the equipment manufacturer as trainer. For techno-
logies invented in the development group, it is recom-
mended that the inventor become the initial trainer.

The diversity of pilot plant operations to be
performed and the variety of personnel involved
require an individualized training syllabus for each
employee. The ‘‘top-down’’ approach mentioned pre-
viously works well in this regard. The focus is again
to complete the higher education courses before pro-
ceeding to the instructional or area-specific procedures.
Access to and operation within the pilot plant areas
can be controlled by successful completion of basic
requirements defined for each functional area. A sim-
ple way to identify and document each individual’s
training requirements is a checklist of courses and pro-
cedural training required based on the pilot plant area
and function within the area. The employee reviews the
checklist with management and identifies the training
required to work on a particular project within the
pilot plant. The result is a documented individualized
training syllabus. Once defined, the syllabus can be
used to train personnel to meet the resource needs
for the project.

All training must be documented and a tracking sys-
tem established by using the individualized syllabus to
identify initial and reinforcement training require-
ments. The syllabus can also be used for entry into a
database or one of the commercially available com-
puter tracking systems.

A master schedule of courses should be developed
for distribution to the pilot plant staff. Scheduling of
courses can be very resource demanding, depending
on the types of courses. Resources can be optimized
with the help of videos, computer-based training
(CBT), and well-designed self-study courses. However,
the benefits of group ‘‘on-the-job’’ training are impor-
tant in reinforcing the learning gained by self-study
courses.[13]

Training Media

Self-study programs have been used to successfully
meet the challenge of training a diverse pilot plant
staff. The computer industry has made significant
strides in learning retention with the aid of visualiza-
tion technologies based on increased information sto-
rage capabilities on compact discs.[14] The techniques
include interactive CBTs and interactive audio and
video compact discs (CD-I).[15] The former is enhanced
by interactive courseware, which stimulates interest
and documents completion of the course work. Distri-
bution of multimedia over local and wide area net-
works (LANS and WANS) offers additional
flexibility in that the operator can access the training
program from work and operational areas. The advan-
tages of these types of technology to pilot plant staff
include:

� Immediate availability of material for entry or
reinforcement training from various work locations

� Immediate retrieval of specified information
� Visual representation of procedures and operations
� Consistency of instruction
� Personalized learning rate
� Practice by performing simulated operations
� A more conducive environment for cross-training.

Although some of these advantages are limited by
current technologies, more sophisticated training
media based on enhanced visualization systems will
be available in the future.

ENGINEERING, MAINTENANCE,
AND CALIBRATION SUPPORT

As pilot plant facilities and operations become more
complex and technically diverse, the need for support
groups, such as engineering, maintenance, and cali-
bration, becomes critical to perform planned activities
in a cGMP-compliant manner.
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Engineering

Engineering and architectural support is obviously
required during the design, construction, commission-
ing, and validation of the pilot plant facility. However,
some larger facilities may require dedicated engineer-
ing support staff for the coordination, scheduling,
and direction of ongoing operations. The primary
objective of the engineering staff is to provide
timely support and direction in facility and equipment
requirements necessary to ensure the efficient implemen-
tation of drug development projects. Support provided
by the engineering staff may include:

� Equipment acquisition, installation, and repair
� Engineering documentation and control for new

systems and equipment.
� Management of the facility to ensure that critical

systems, e.g., environmental controls, utilities, etc.,
are operational for compliance with cGMPs

� Coordinating and scheduling equipment set-up and
related activities for development projects

� Ensuring a controlled inventory of critical spare
parts, e.g., tablet tooling

� Budgeting for equipment, technology upgrades, and
operating supplies

� Directing housekeeping activities.

Engineering support staff also play a pivotal role in
pilot plant operation by contributing to the selection
and evaluation of new process and material-handling
equipment, recommending containment techniques to
minimize exposure to potent drugs, and providing
support for new technologies which may be critical in
the development of an NCE. Equipment evaluation,
procurement, installation, and qualification can be
enhanced by the formation of project teams, which
include engineering and scientific staff, as well as mem-
bers from purchasing, validation, calibration, mainte-
nance, safety, environmental, quality assurance (QA),
and other necessary functions. A written procedure
outlining the roles and responsibilities of members of
the team can be critical to the successful implemen-
tation of a new facility and process technologies neces-
sary for product development.

For large facilities, internally developed or commer-
cially available computer software has been found use-
ful for the engineering support staff in scheduling
process equipment and space for development, mainte-
nance,calibration, and validation activities.a

Maintenance

A maintenance program is necessary within the pilot
plant to meet the requirements of cGMPs and to
ensure data integrity and equipment reliability during
the development process. The maintenance program
must be documented and written procedures estab-
lished. All maintenance activities on critical systems
and equipment must be documented, approved, and
archived for retrieval during FDA inspections. Changes
not considered routine must be documented and
approved through an established control procedure. It
is important to document critical changes to computer
systems or code necessary for maintenance activities.

Although the basis for a pilot plant maintenance
program is similar to that of a production facility,
there are several differences worth mentioning. The
pilot plant maintenance program may be more diverse
with respect to systems and equipment because of
the nature of product development. Furthermore,
equipment utilization within the pilot plant may be
less routine than in the manufacturing environment,
requiring a different approach to preventative mainte-
nance. A preventative maintenance program based on
hours of utilization may be warranted for some equip-
ment in the pilot plant rather than the typical sched-
uled approach, e.g., annual, semiannual, etc. Another
approach is to routinely review the utilization of
equipment in the pilot plant and reestablish the pre-
ventative maintenance program based on historical
data. This requires close interaction between engineer-
ing support and maintenance staff. The results are
significant improvements in resource utilization and
efficiency during preventative maintenance activities.

It is critical that the maintenance staff operating
within the pilot plant be responsive, well trained, and
has expert knowledge of equipment and systems in the
facility. Staff members should be keenly aware of how
changes to critical systems and equipment can affect pro-
duct quality. An effective written procedure is recom-
mended for communicating critical variances identified
during routine and non-routine maintenance activities.
Changes and variances must be communicated in a rapid
manner to the engineering support staff and ultimately to
the scientists in order to ensure the integrity of ongoing
development work. Quality staff should be rapidly noti-
fied if clinical batches are affected in any way so that
appropriate actions can be implemented.

A computer-based system for facility management,
control, and data archiving is useful for identifying critical
systems that may require maintenance, as well as trending
alarms and environmental data for routine review.[16]b

ahttp://www.sap.com/company/ (accessed November 2001).

bhttp://www.wonderware.com/home.htm (accessed November

2001).
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Vibration analysis systems have been found useful in
predicting maintenance and repair needs of motors and
other systems.[17]

Calibration

Routine calibration of critical instruments on systems
and equipment is required for compliance with
cGMPs, as well as for maintaining the integrity of data
generated during the development process. The pilot
plant environment is often more complex with respect
to instrumentation than that found in manufacturing.
A preponderance of data is often collected through
extensive instrumentation during product and process
development in order to determine critical and non-
critical process variables and control levels. Once this
information has been collected and analyzed in the
pilot plant, only process variables deemed critical and
their related instrumentation may be transferred to
the manufacturing environment. For these reasons,
pilot plant calibration staff must be well trained and
have expertise in a wide range of instrument technolo-
gies. As with maintenance personnel, they must be fully
aware of the effect of calibration-related activities on
product quality, and variances should be relayed to
appropriate engineering, scientific, and quality staff
via written procedures. Because of the extensive instru-
mentation on equipment and systems, it is important
that engineering, calibration, maintenance, and scien-
tific staff determine those that are critical to product
quality. Critical instruments should be routinely cali-
brated and identified as such to the user. Non-critical
instruments may be used to collect additional data.
They are often calibrated separately as part of the
routine preventative maintenance program.

MATERIAL CONTROL, INVENTORY,
AND DISPENSING

Material flow and control in the pilot plant require
flexibility, precision, and broad scope. There are major
differences between production and pilot plant facili-
ties with regard to these activities. For example, long-
range planning for the manufacture of development
and clinical batches is often limited, inventory is highly
varied and often not used repetitively as a result of
the experimental nature of development activities,
and material use and quality status must be considered
as dispensing is planned. Conventional paper tracking
systems can be used and are highly effective in many
manufacturing and pilot facilities, but it is desirable to
implement a more flexible and efficient computerized
system in the development-oriented environment of
the pilot plant. The system should distinguish between

various function-based user groups. Membership in a
particular group determines what system capabilities
are available to the user. The detailed description that
follows addresses how experimental and clinical supply
requirements can be controlled andseparated within the
pilot plant, allowing maximum flexibility of activities.

Inventory

Inventory can be maintained in a validated computer-
based inventory–ordering–dispensing system. Inven-
tory may consist of stock articles, which are kept on
hand for general use, and specialty articles, which are
ordered for a particular purpose. The former should
be automatically tested for approval, whereas the latter
can be received into inventory as either clinical or
experimental material. Clinical materials must be fully
tested and formally approved prior to use. Experi-
mental items are available for non-clinical work only.
This approach allows tracking of all lots received,
while minimizing resource requirements in the QA
and quality control (QC) areas.

Articles must be identified in the inventory database
with a unique code before they can be received into the
pilot plant.[18] Upon receipt, the materials should be
checked, verified, and labeled with inventory and quar-
antine labels. A receipt report is electronically received
by the QA group, which initiates appropriate sampling.
The sampled material, which to this point is kept in a
secure holding area, is moved to a warehouse upon
release by QA.[19] Any change of location is recorded
in the computer system.

Quantity, status, and location of inventory should
be ascertained using a statistically based method,
which can separate the inventory according to the fre-
quency ofusage. Articles with high activity are sampled
at a higher rate. Inventory accuracy, in terms of quan-
tity, must be maintained within predetermined levels,
for example, between 95% and 105% of the actual level,
or an investigation will be required to identify the
cause of the discrepancy.[20] This approach differs from
the cycle count methodology typically employed in a
manufacturing operation.[21]

Inventory quantity, status, and location should be
tracked at the container level. The system should allow
users to review inventories on-line, or in printed form,
via a series of predefined queries and reports or via
flexible queries, which may be generated on an ad
hoc basis. Access to the system should be available
via any number of remote terminals.

Orders

All orders must be placed through the computer sys-
tem. A batch or general order can be placed for any
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article defined in the inventory system directly from a
desktop computer. Placement of a batch order auto-
matically generates a batch number. General orders
are placed for all articles not used in a batch formulation.

The ordering mechanism should differentiate
between order types (experimental vs. clinical), which
will allow the system to check the intended use against
the material status. Should the material status not be
suitable for the intended use of the requested lot, e.g.,
quarantined or experimental material has been ordered
for clinical use, the user should be alerted immediately
to resolve the issue. A hold can be placed on the order,
pending attainment of the proper material status.
During this time, dispensing of the article in question
is blocked. The ordering procedure should be flexible to
the point that an individual placing an order may select
a dispensing weight variance, e.g., �1%, identify a
specific lot and container, or allow the system to pick
the lot and container automatically based on first
in, first out (FIFO) criteria. The order may also be
employed to describe use, reference a notebook number,
or conduct other activities.

The dispensing of designated materials, typically
drug substances, should require specific authorization
before the order can be completed. Materials that
require this degree of control are identified during
the definition stage, prior to formal receipt into the
facility. An order submitted for dispensing can be
printed in the dispensing area for scheduling by dispens-
ing personnel. Receipt of the order, projected dispens-
ing date, and completion for dispensing can be
confirmed and communicated to the requester via
electronic mail.

Labeling

The system must provide the ability to print various
inventory, sample, and pre- and post-dispensing labels.
All labels should include a bar code and printed text
with the pertinent batch and/or lot information.
Labels must comply with GMP–GLP (good labora-
tory practices) requirements to meet the needs of
both laboratories and clinical manufacturing. Labels
should be available in multiple sizes to accommodate
laboratory sample containers as well as production
drums.

Future Systems

The electronic inventory, ordering, and dispensing
system is the first step in creating a computer-based
system to support the areas requiring GMP docu-
mentation, and/or manually intensive operations,
which provide a disproportionatelysmall return on

the effort invested. Future improvements to the system
include:

1. An electronic interface between the user, the
inventory system, QA, and purchasing to sup-
port a paperless purchase order.

2. Electronic logbooks.
3. Electronic batch records.

Implementation will improve efficiency as well as
quality compliance by consistent application of regu-
latory guidelines. Ancillary benefits include the ability
to retrieve documentation quickly for an FDA inspec-
tion and the development of accessible product histor-
ies, which can be electronically passed to operations as
products move from development to commercial sites.

PROCESS AND MANUFACTURING
ACTIVITIES

Pilot plant processes and manufacturing activities
include formulation and process development studies,
clinical supply manufacture, and technology evalu-
ation, scale-up, and transfer. Packaging for stability
and clinical studies may also occur in the pilot plant,
but these activities are often performed in separate,
well-defined facilities. It is beyond the scope of this
article to discuss all of these areas in detail. Since pilot
plant construction is often driven by the strategic
necessities defined earlier, only these areas are addressed.

Formulation and Process Development

Scientific staff must be able to access the pilot plant
and operate in an experimental mode using procedures
and processes without compromising the cGMP integ-
rity of the facility.[22] Procedures should be flexible
enough to allow development batches to be manu-
factured in a fashion considered efficient by the
development scientist. As previously discussed, it is
important to have a detailed material control,
inventory, and dispensing system in place to address
differences in materials for experimental and clinical
manufacturing. In-process and finished products
should be labeled and recognizable with respect to
experimental vs. clinical materials. For some early
development work or evaluation of new technologies,
equipment may be utilized before being fully validated.
Research notebooks, rather than formalized batch
records, are a necessity in the development environ-
ment. Quality group involvement with the manufacture
of experimental batches may be limited. Typically,
procedures that address the operational aspects of the
facility are equivalent no matter what the manufacturing
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activity. For example, equipment and room logs,
cleaning procedures, training in equipment operation
for safety purposes, and environmental monitoring
programs should be transparent with respect to manu-
facturing activities.

Clinical Supplies

A key activity in a well-designed pilot plant is the
manufacture of clinical supplies. A pilot plant should
be flexible in design in order to accommodate a wide
range of dosage forms. Flexibility provides the follow-
ing advantages, which are directly applicable to clinical

supply and ‘‘comparator’’ (positive clinical control)
manufacture:

1. The optimum dosage form is chosen for devel-
opment based on physical, chemical, or biologi-
cal attributes of a new compound.

2. Different dosage forms can be developed in
response to different patient demographics.

3. Comparator dosage forms can be developed
which are different than forms routinely manu-
factured.

Efficient clinical supply manufacturing requires a
wide range of equipment sizes, preferably of identical

Fig. 1 Sterile dosage form processing equipment useful for clinical supply manufacture in the pilot plant. (A) Vial and ampule
washer (Metromatic. Oyster Bay, NY). (B) Steam sterilizer (Amsco Finn-Aqua, Apex, NC). (C) Vial filler (TL Systems Corp.,
Minneapolis). (D)Lyophilizer (Edwards High Vacuum International, Tonawanda, NY). (E) Vial capper (The West Co., Phoenix-
ville, PA).

Pilot Plant Operation 2893



P
harm

acopeial–
P

ilot

design, to handle requirements based on bulk drug
supply. Clinical supply needs can quickly move from
a few hundred dosage units in Phase I–II studies to
millions of dosage units for Phase III–IV studies. The
ability to rapidly scale processes is directly linked to
the availability of similar, if not identical, equipment at
the large scale. As clinical supply needs continue to grow,
production of a few large batches compared to several
smaller batches results in a substantial savings in time
and resources for processing, testing, and documenta-
tion. The generic regulatory requirement that biobatches
of solid, oral dosage forms one-tenth of the planned
commercial batch size, or at least a minimum of
100,000 dosage units, highlights the advantage of pro-
ducing large batches of clinical supplies in the pilot plant.

The quickest route of entry into a clinical trial is
often through the use of a sterile parenteral dosage
form. An ampule may be desirable early in development

because only one material has to be considered for
product compatibility, allowing rapid development and
entry into clinical studies. The sterile process areas
within a pilot plant should be operated with the same
degree of control as those found in a routine manu-
facturing facility. Because of the unique environment,
training required, and specialized operating procedures,
sterile process areas within the pilot plant should
strictly adhere to defined regulatory requirements and
be operated under cGMPs.[23] The microbiological
integrity of the area must be maintained by regular
cleaning and sanitation. The sanitation program may
revolve around the utilization of the area. Periods
of heavy use may require more frequent sanitation.
Ultimately, the environmental monitoring program
determines the frequency required.

Because the scientific staff may utilize the sterile pro-
cess area on an infrequent basis, training is critical.[24]

Fig. 2 Encapsulation equipment useful for clinical supply manufacture in the pilot plant. (A) Manual encapsulation equipment
(Dott. Bonapace & C., Milano, Italy). (B) Semiautomated encapsulation equipment (Elanco Qualicaps, Indianapolis). (C) Auto-
mated encapsulation equipment (MG America, Inc., Fairfield, NJ).
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Staff expecting to work in the area should be thor-
oughly trained and participate in regularly scheduled
bacteria–growth–media fills. Since batch sizes may be
smaller than those typically found in production, the
number of units filled during bacteria–growth–media
simulations may be based on the actual scale and pro-
cess time of the product manufactured in the pilot plant
environment. It is recommended that at least 3000 units
be filled to meet current regulatory guidelines if the
scale of equipment warrants.[23]

A range of process equipment should be available
for the manufacture of sterile clinical supplies:

1. Glass and stopper washing and siliconization
equipment.

2. Dry heat and steam sterilizers.
3. Ampule and vial fillers.
4. Freeze dryers.
5. Capping equipment.

The process equipment should cover a wide range of
sizes, units, volumes, and operating conditions, e.g.,
speeds, for maximum flexibility in relationship to batch
size and sterile dosage form requirements. Examples of
pilot plant equipment utilized for the manufacture of
sterile products are shown in Fig. 1.

As in a routine production facility, programs for
environmental monitoring of viable and non-viable
particulates, bioburden, and pyrogen loads of incoming
materials should be established. Prewashed and steril-
ized components may be useful in improving operating
efficiency.

The ability to manufacture a wide range of solid and
non-sterile liquid dosage forms within the pilot plant is
required for efficient clinical supply development.
Areas within the pilot plant dedicated to non-sterile
manufacturing should be of flexible design. Operation
in these areas should meet the same standards of
cGMP required in a routine manufacturing facility.
Flexibility in equipment size is required to meet
demands based on drug availability. Since many clini-
cal supplies are double-blinded with the help of encap-
sulation technology, equipment should be capable of
filling and overfilling powders, granules, beads, and
tablets into hard gelatin capsules. Fig. 2 shows typical
encapsulation equipment for the manufacture of clini-
cal supplies.

Aerosol and semisolid dosage forms may be
required in some clinical trials. Aerosol manufacturing
needs semiautomatic and automatic equipment (Fig. 3)
with the capability to produce from 100 to 10,000 units
in order to meet clinical supply demands.

All of the above mentioned dosage forms may be
utilized in clinical trials as the developed product or
as a clinical comparator. Clinical ‘‘comparators’’

(positive clinical controls) are an outgrowth of the
regulatory environment in which Phase III clinical
studies must include the comparison of the generally
recognized therapeutic treatment with the NCE being
developed and a placebo. To avoid bias in the clinical
program, the comparator and placebo products are
blinded, that is, manufactured in such a way that they
are virtually indistinguishable from each other. For
products that differ in dosage form, a double-dummy
design is often employed. For example, if an NCE is
being developed as a tablet and the desired comparator
is marketed as a metered-dose inhaler (MDI), identical
placebos of each product would be produced. The
patient in the clinic would receive an active MDI along
with placebo tablets or vice versa. The blinding of com-
parator agents often mimics the development program
for an NCE, but with greatly reduced timing. The
blinding process typically requires limited preformula-
tion studies, formulation studies, process development
and optimization, scale-up and regulatory documenta-
tion. Depending on the process, in vivo bioequivalence
studies may also be required to ensure that blinding

Fig. 3 Aerosol filling equipment useful for clinical supply
manufacture in the pilot plant. (A) Manual filling equipment.

(B) Automated rotary filling equipment (both D. H. Indus-
tries Limited, Barking Essex, UK).
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does not alter drug availability. Fig. 4 gives the details
of the activities involved with the development of
blinded clinical comparators. Blinding techniques for
common dosage forms are shown in Table 1.

A matrix team approach has been utilized success-
fully by the authors to optimize the interfacing between
development groups, support groups, and customers
(medical or marketing groups) when preparing to
manufacture new clinical supplies or comparators.
This ensures that the finished products meet the custo-
mer’s needs. Fig. 5 is aprocess map showing key matrix
groups and activities typically involved with supplying
clinical dosage forms. The breadth and scope of
clinical supplies manufacturing, packaging, and ship-
ping activities can become remarkably complex as
illustrated by the following detailed description of a
single block activity taken from Fig. 5 (preparation
for manufacturing and packaging):

� Finalization of dosage formulas
� Development, validation, and transfer of analytical

methods
� Final product specifications
� Schedule of manufacturing
� Secrecy agreements and statement of work and ser-

vice contracts for contractors
� In-process tests and specifications
� Cleaning of manufacturing facility
� Cleaning of equipment
� Swabbing of equipment for residuals
� Testing of equipment by microbiological means
� Testing of facility by microbiological means
� Sampling requirements
� Swab results

� GMP validation audit (contractor)
� Product–item code identification
� Raw materials order
� Certificates of analysis (COAs) for raw materials
� Raw materials receiving and sampling
� Testing of raw materials and recommendation for

release
� Raw materials release
� Packaging materials order
� COAs for packaging components
� Release of packaging components.

Once a specific clinical product or comparator is
developed, it may become more efficient and cost effec-
tive to manufacture and stock bulk supplies from the
pilot plant when it is known that they will be routinely
used in future clinical studies.

Technology Evaluation, Scale-Up,
and Transfers

The pilot plant and its staff play a critical role in tech-
nology evaluation, scale-up, and transfer activities of
new products. These activities begin early in the devel-
opment cycle and include technical aspects of process
development and scale-up, organization and responsi-
bilities of technology-transfer teams, documentation
of the transfer process, and often preparation for an
FDA pre-approval inspection (PAI). A properly
designed and operated pilot plant can enhance the col-
lection of scientific data necessary to support internal
transfer activities, as well as regulatory submissions
and FDA PAIs.[25]

Comparator Need
Identified

Limited
Preformulation

Studies

·Excipient
 Compatability

·Short Term
 Stability

·Overencapsulation

·Optimization

·Bioavailability

·Excipient
 Effects

·Testing of Innovator
 Product

·Blending
 Properties

·Process
 Validation

·Tableting or
 Encapsulation
 Properties·Solubility Data

 for Cleaning
 Methods

Process
Development/
Optimization

Formulation
Studies

Process
Scale-up

CMC Section
for IND

Amendment

Fig. 4 Typical activities in the development of blinded clinical comparators.
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Following are four key technical aspects that must
be addressed during scale-up in the pilot plant:

1. Identification and control of critical component
and formulation variables early in development.

2. Pilot plant equipment that simulates as closely
as possible equipment used at the manufactur-
ing site.

3. Identification of critical process parameters and
operating ranges with pilot plant equipment
through the use of engineering and regression
models, i.e., statistically designed experiments.

4. Collection of product and process data to
adequately characterize each unit operation.

The facility design plays a critical role in addressing
each of these technical aspects. However, scientific and
pilot plant staff involved in manufacturing operations
within the pilot facility also play a key role in ensuring
the smooth and timely transfer of process technology
to the manufacturing site.

In the past, the transfer of formulation and manu-
facturing technology was sometimes discretely passed

from development staff to manufacturing staff with
little interaction or foresight. Nowadays, however, it
is commonly recognized that interaction of these
groups at an early development stage is critical in
obtaining an efficient and successful transfer. Scientific
and pilot plant staff play a key role in demonstrating
new product manufacturing techniques to production
personnel in the pilot plant environment. A team-
oriented approach to the manufacture of pilot or
large-scale batches in the pilot plant will allow key
production site personnel to view and comment on
the process and make specific recommendations for
improvement based on knowledge of the manufactur-
ing site. An example of the matrix team approach to
the transfer of manufacturing technology, key develop-
ment, and production milestones, and the activities
related to these milestones, is presented in Fig. 6.
Interactions between pilot plant staff that begin during
product development and carry through production
start-up ensure a smooth transition of the product to
the marketplace.[26]

Precise documentation of manufacturing trials at
both the pilot plant and the production facility, with

Table 1 Blinding techniques for common clinical dosage forms manufactured in the pilot plant

Techniques Purpose

Solidsa

Overencapsulation of intact tablet or capsule and filler Stability testing and comparative dissolution

Film coating to obscure logos and proprietary color Stability testing and comparative dissolution

Milling of dosage form and recompression on standard tooling Stability testing and bioequivalency test

Milling of dosage form and encapsulation of powder Stability testing and bioequivalency test

Encapsulation of tablet granulation Stability testing and comparative dissolution

Sugar coating of tablets to obscure engravings Stability testing and comparative dissolution

Liquidsb

Repackage product and produce matching placebo Stability testing

Obliterate all product labeling and packaging matching
placebo in identical container dosage system

Stability testing of placebo

Metered-Dose Inhalersc

Obliterate all product labeling and produce matching placebo
utilizing identical valve and canister, (utilize active product

actuators for active and placebo products)

Stability testing of placebo only

Powder (for reconstitution)d

Obliterate all labeling and product packaging for a
matching placebo powder

Stability testing for palcebo only

Repackage product into standard packaging and produce
packaging for a matching placebo powder

Stability testing for active placebo

aFor critical studies, bioequivalency testing should be considered in all cases. All techniques typically require the development of a matching

placebo dosage form. Overencapsulation of a bead-filled capsule may necessitate a bead-filled placebo to match the rattling sound of the active

product.
bColor, clarity, viscosity, smell, taste, and identical packaging are critical blinding parameters.
cCanister pressure, fill weight, actuation sound, and taste are critical blinding parameters.
dPowder color, texture, particle size, fill weight, smell, case of reconstitution, reconstitution volume, viscosity, taste, color stability after reconstitu-

tion, and physical stability of suspension are critical blinding parameters.
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Fig. 5 Process map depicting key functional areas and matrix-related activities involved with supplying clinical dosage forms
from the pilot plant.

Fig. 6 The relationship of key groups, activities, and development milestones typically experienced during the transfer of for-
mulation and process technology from the pilot plant to the production facility.
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comparison of the results, assists in the development of
a rationale relating biobatches and stability batches
manufactured at the pilot scale to full scale product
manufactured at the production site. Establishing the
link between pilot and production scale batches is
often critical in obtaining a successful FDA PAI.

QA–QC

As the size and complexity of the pilot plant increases,
it may become necessary to have dedicated staff in the
QC and QA areas to ensure compliance with cGMP
and other regulatory requirements.

QA

The FDA promulgated that when the drug develop-
ment process reaches the stage where product is man-
ufactured for human use, compliance with cGMP is
required.[27] The facility should be validated with
respect to utilities, equipment, and procedures and
meet necessary regulatory requirements. Activities of
the pilot plant QA scientist may differ from those per-
formed at the production facility. The QA scientist
should establish the procedural systems required to
operate the pilot plant in a cGMP-compliant manner
during the drug development process, especially with
respect to clinical supply manufacturing. The QA
scientist responsible for pilot plant activities should
have a firm grasp on the breadth and scope of new pro-
duct development activities and how regulatory
requirements should be applied in the development
atmosphere of the pilot plant. It is recommended that
QA personnel be included as part of the team respon-
sible for new product development in order to main-
tain an awareness of specific project activities in the
pilot plant and provide expertise when necessary.
Other QA activities similar to those in the production
environment include documentation control of the
production process and QC laboratory, raw material
control, in-process material control, addressing devia-
tions, overseeing production cleaning and processing,
assessing of product quality, and establishing training
programs for the pilot plant.[28] It is particularly
important for smooth operation of the pilot plant that
systems, procedures, and communication links be
established in all these areas and that pilot plant staff
be fully aware of and trained in each.

QC

The QC function responsible for activities in the pilot
plant may be structured somewhat differently than
that found in a production operation. Release testing

of finished products and materials may be undertaken
by the analytical chemistry group responsible for the
development of methods for an NCE. Release testing
of materials and products for clinical studies in which
methods have been formally developed may be under-
taken by a separate QC group. For larger, more com-
plex pilot plants, it becomes necessary to have a pilot
plant QC function dedicated to the facility and respon-
sible for physical, chemical, and microbiological testing
of finished clinical products, components, and raw
materials; physical, chemical and microbiological
environmental sampling, testing, and trending within
the pilot plant, e.g., water, compressed gases, air; and
testing for validation and revalidation programs. It
is also advantageous to have the QC team perform
in-process testing during development, scale-up, and
technology transfer activities. The QC personnel may
become involved with project teams responsible for
new product development and lend their expertise
when required.

CONCLUSIONS

The pilot plant is designed with basic strategic objec-
tives in mind. As the facility becomes larger and more
complex, organizational support is required from a
number of technical disciplines. Although many activi-
ties are similar to those required in a production
facility, it is imperative to recognize that basic differ-
ences exist between theresearch and development
(R&D) environment and the manufacturing environ-
ment. Organization of personnel and definition of
activities revolve around the development of new
compounds and products rather than routine manu-
facturing. Successful operation of the pilot plant
requires that these differences be taken into account,
structured, and managed toward efficient new product
development while meeting the rigorous scientific and
regulatory standards required for the pharmaceutical
industry.
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HISTORY OF PLANTS AS DRUGS

Phytomedicine, the use of plants or plant parts to
evoke a therapeutic cure or to treat an ailment, has
been part of humankind’s attempt to free itself of dis-
ease for several thousand years. Some references sug-
gest that Neanderthals may have been one of the first
phytomedicinal practitioners. Archeologists exhuming
relics from lake beds in the Middle East have found
evidence suggesting that early human’s carried plant
parts for more than just food or clothing. Some of
the earliest writings found in Babylonian clay tablets
from 3000 B.C. are about plants used for ceremonies,
magic, and medicine. During the next thousand years,
parallel cultures in China, India, and Egypt developed
written records of medicinal herbs. Among other early
historical documentation, the ancient Middle Easterners
appear to have been the one of the first to rigorously
document the use of plants for various diseases, compil-
ing the first known pharmacopoeia, entitled the Materia
Medica. The Greek historian Herodotus recounts how
the Egyptians worshiped certain plants, believing that
the some plants held the secret to a healthy life and
longevity. Not to be outdone by the Egyptian peoples,
the Greeks incorporated various plants and flowers
into various aspects of Greek mythology. One of the
largest compilations, dating approximately 600 B.C., is
credited to a series of Chinese emperors and provides
detailed instructions about the use, benefits, and pre-
paration of herbs.

Scholars throughout the centuries have made valiant
attempts to demystify herbs; however, people contin-
ued to hold deep beliefs about the significance of plants.
The Doctrine of Signatures, dating from the first
century A.D., suggests that some aspect of the plant’s
appearance provided clues to its medicinal properties.
This belief remained popular for 15 centuries and is
noted in many Asian and Western cultures, including
that of the Native Americans.

In the beginning, these primitive medicinals were
used primarily in their natural form and incorporated
into compresses and poultices. Much of the knowledge
obtained from these first pharmaceuticals was put to

use by Native Americans and early American colonists.
Not surprisingly, plants were manipulated into some-
what more complex formulations known as decoctions
and infusions, the fundamental herbal preparations
resembling modern-day teas. Typically, these botanical
remedies were given to folks suffering from illness
without regard to prior investigation. Formulas for
various ailments were passed down from household to
household much like recipes in a cookbook.

As science emerged after the 17th century, plants
were classified and demystified. New technical skills
permitted analysis of the plant’s components so that
standardized tinctures and extract could be prepared.
Extraction of the relevant chemicals from these plants
became popular around the turn of the 19th century.
Active principal components such as opium and
digitalis were isolated and applied therapeutically,
although still lacking much in the way of formal prior
investigation. As science advanced, medicines were
synthesized and herbalism declined. Newly developed
principles of organic chemistry made it possible to
replicate plant-produced chemicals, paving the way
for creative manipulation of these molecular entities,
leading to the synthesis of new compounds that
preserved the beneficial properties of the natural chem-
ical, but minimized its toxic effects. The conception of
local anesthetic agents from the naturally occurring
alkaloid cocaine and the creation of the aspirin from
natural salicylic acid in willow bark are important
hallmarks that characterize the beginning of the era
of ‘‘allopathic’’ medicines.

Many medicines that we use today were isolated
from plant sources (Table 1). Examination of today’s
allopathic medications reveals that approximately
25–33% of currently available modern medicines in
the United States have their origin in plants, animal, or
mineral systems. These include aspirin, digoxin, quinine,
colchicine, and vinca alkaloids, to name a few.

The focus on synthesized and biotechnolgy medi-
cines has continued. However, in the latter part of
the 20th century, there has been an intense renewed
interest in herbalism. The United States, however,
appears to be one of the last countries to embrace this
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practice of phytomedicine. The practice of phyto-
medicine has remained primarily outside the main-
stream of contemporary American medical practice.
Germany, the Orient, and several European countries
(Italy, Spain, the Netherlands, Belgium, and others)
have taken a more aggressive approach. Eighty percent
of the world’s population reportedly uses herbs for
medicinal purposes.[1] One of the most famous coun-
tries for this is Germany, which, by recent estimates,
has allowed some 600–700 herbal products to be mar-
keted in that country. Approximately 70% of German
physicians now prescribe phytopharmaceuticals to
their patients, which serves to maintain one of the
worlds’ largest markets for herbal drugs.[2] Further-
more, the Commision E, a branch of German govern-
ment somewhat similar to the U.S. Food and Drug
Administration (FDA), has compiled therapeutic
monographs for several hundred herbal medicines that
discuss their general safety and efficacy.

Despite a sluggish start, the commercialized herbal
industry is now blossoming in the United States. More
than 500 different herbs are currently marketed in the
United States, responsible for over 3.2 billion in sales
in 1997.[3] Limited regulatory guidelines and direct-
to-consumer advertising have created a booming her-
bal market. Products are readily available in health
food stores, supermarkets, and pharmacies, through

mail-order catalogs, and via the Internet. Safety and
efficacy data for these products are extremely limited.
Varro E. Tyler, a well known author and researcher
once said, ‘‘More misinformation regarding the effi-
cacy of herbs is currently being placed before con-
sumers than at any previous time, including the
turn-of-the century heyday of patent medicines.’’ With
the exceptions of the German Commission E mono-
graphs and some emerging studies, a critical evaluation
of these entities is lacking. This presents both opportu-
nities for research and challenges to modern science,
medicine, and pharmacy.

TERMINOLOGY

Herbal products are considered a type of alternative
medicine (e.g., herbal medicines, Chinese herbs,
homeopathy, acupuncture, biofeedback, color therapy,
music therapy, hypnotherapy, aromatherapy, Ayurve-
dic medicine, massage, therapeutic touch, Bach flower
remedies, chiropractic, reflexology, naturopathy, and
more). According to the Office of Alternative Medicine
of the National Institutes of Health (NIH), character-
istics of alternatives medicine include treatments that
lack sufficient documentation in the United States for
safety and effectiveness against specific disease and

Table 1 Some contemporary pharmaceuticals of plant origin

Modern drug name Therapeutic indications Botanical name Common plant name

Capsaicin Topical analgesic Capsicum annum Red pepper plant

Cascara sagrada Laxative Rhamnus purshiana Cascara sagrada

Colchicine Gout; anti-inflammatory Colchicum autumnale Autumn crocus

Digoxin Cardiac inotroph for heart
failure/arrythmia

Digitalis purpurea Foxglove

Ephedrine and
pseudoephedrine

Sympathomimetic/decongestant Ephedra sinica Mahuang

Methysergide Vasoconstrictor for headaches Claviceps purpurea Ergot

Opiates (i.e., morphine,

codeine)

Narcotic analgesics Papaver somniferum Poppy

Pilocarpine Cholinergic agent used
for glaucoma

Pilocarpus jaborandi Jaborandi tree

Podophyllum Antimitotic for venereal warts Podophyllum peltatum Mayapple

Qunidine and quinine Antiarrythmic/antimalarial
agent

Cinchona pubescens Quinine tree

Reserpine Antidepressant Rauvolfia serpentina Rauwolfia

Senna concentrate Laxative Cassia senna Senna

Taxol Chemotherapeutic drug Taxus brevifolia Pacific yew

Vincristine and vinblastine Chemotherapeutic drug Catharanthus roseus Madagascar

periwinkle

Warfarin Blood thinner for clots Melilotus officinalis Sweet clover

Yohimbine Treatment of impotence Pausinystalia johimbe Yohimbe
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conditions and are not generally taught in U.S. medical
schools or reimbursable by health insurance providers.
Although uncertainty exists about the safety and efficacy
of herbal products, there is even confusion about the
terms used to describe such products. Some products
are not herbs (i.e., saw palmetto is a tree) or botanicals
(melatonin, glucosamine). Thus, further clarification is
necessary.

Herbs are specifically defined as non-woody,
low-growing plants such as basil and parsley. Herbal
medicine is considered to be the use of crude drugs
of plant origin to treat illness or to promote health.
A more correct term for this would be botanical medi-
cine. Phytomedicinals are those common preparations,
including capsules, tablets, tinctures, and fluidextracts
that have been prepared from plant sources. This
should be distinguished from plant-derived drugs that
have been isolated, purified, and standardized from
plant sources.

The words ‘‘natural’’ and ‘‘organic’’ are quite
appealing to the consumer. Synthetic is often con-
sidered less desirable. Many believe that natural is
better, safer, or not foreign to the body, but quite the
opposite may exist. Native is identical to what is pro-
duced by or present in the body. Natural products
refers to substances that are use to promote health or
treat illness derived from plant, mineral, or animal
sources. Organic refers to the level of pesticides or
chemicals used in the growing process. For example,
insulin from pork or beef sources is natural, but not
native. Recombinant insulin is synthetic, but native.
Thus, synthetic, as in synthetic insulin or estrogen,
does not necessarily mean foreign or less desirable.

Two other broad terms that are used quite fre-
quently are nutraceuticals and dietary supplements.
Nutraceuticals include food, dietary supplements, and
medical or functional foods that have a health or
medical benefit including the prevention or treatment
of disease. The newest term, introduced by the Dietary
Supplement Health and Education Act of 1994
(DSHEA) is dietary supplement. A dietary supplement
is neither a food nor a drug, according to the FDA.
This term encompasses vitamins, minerals, herbs or
other botanicals, amino acids, and any other dietary
substance for use by humans to supplement the diet
and promote health.

TRENDS IN HERBAL USE

The prevalence of alternative medicine use in the
United States is steadily increasing. One may even
describe the phenomenon as an explosion. A landmark
survey published in 1993 estimated that 33.8% of
Americans used one type of alternative therapy.[4]

A follow-up survey released in 1997 reported that

frequency to be 42.1%, with 12.1% taking herbal
medicine.[5] In over 50% of the cases, use of alternative
medicine was not supervised by the primary medical
physician, and only 38.5% of consumers reported such
use to their physicians.

Why do individuals seek alternative medicine?
Many individuals are seeking health promotion and
disease prevention and believe that the ‘‘natural’’
way may be the best. For many people, conventional
therapies may not be available or ineffective or may
carry significant risk that the user may not be willing
to accept. Some have tried several conventional thera-
pies without relief and look to alternative medicine as
the only remaining option. Additionally, extensive
direct to consumer advertising and limited regulatory
oversight have fueled the expansion of the alternative
medicine industry.

Recent surveys have revealed some characteristics
of alternative medicine consumers.[5] Approximately
50% of consumers are between the ages of 35 and 49
and have a college-level education. Income levels
exceeded $50,000 for 48.1% of alternative medicine
consumers. This may not be surprising because most
insurance companies do not reimburse for such pro-
ducts. There appears to be a regional difference with
use of alternative medicine, with over 50% of consu-
mers living in the western portion of the United States.
An earlier survey revealed that alternative medicine
consumers were more likely to have one or more health
conditions and less likely to be enrolled in an HMO.
Furthermore, they had twice as many visits to
traditional medicine providers and had a higher level
of unmet medical need.

REGULATORY ISSUES REGARDING HERBALS

A major contention of the herbal medicine advocacy is
the notion that because these entities are natural pro-
ducts, they are somehow safer and better for human
consumption. However, the vast majority of alterna-
tive medicine products are essentially unregulated and
not yet required to demonstrate efficacy, safety, or
quality before becoming commercially available.[6,7] Cur-
rently, in the United States, there exists continued debate
on what role the FDA should have in regulating and
approving alternative medicines.[7,8]

The regulatory status of herbal medicine has chan-
ged over the past century. At one time, the United
States Pharmacopeia, (USP), 1st Edition contained
mostly herbal medicines. The first attempt by the
U.S. government to regulate any ‘‘medicine’’ was the
Food and Drugs Act of 1906, which simply prohibited
the adulteration and/or misbranding of drugs. The act
focused primarily on the quality of products being
marketed but neglected the safety and efficacy of the
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medicines themselves. The Food and Drugs Act itself
arose from public pressure imposed on the government
after a series of fraudulent incidents involving patent
medicine manufacturers and meat-packing firms were
exposed and widely publicized.

The FDA was established by Congress in 1928, but
it had been granted little authority and even less guid-
ance with regard to how to proceed. The issue of pro-
duct safety was finally addressed in the late 1930s after
Elixir of Sulfanilamide contributed to the deaths of
more than 100 people. With the 1938 Food, Drug
and Cosmetic Act (FDCA), drugs were required to
demonstrate safety before marketing. The FDCA
defined drugs as substances, other than foods, that
are recognized in USP/National Formulary and are
intended to treat or prevent disease or affect body
structure. In effect, herbs not included in the USP/NF
were now considered food substances. Herbs that
had been in the USP/NF were viewed as exempt and
held official drug status until more recently.

As a result of Kefauver–Harris Amendment in
1962, drugs were required to demonstrate efficacy
before marketing. The FDA presently regulates the
pharmaceutical industry by requiring new product
manufacturers to file a New Drug Application
(NDA) for each new entity, which must include
scientifically sound laboratory and clinical trials
that demonstrate a drug product’s safety and efficacy.
Herbals and other products that lacked safety and
efficacy data were considered over-the-counter agents.
In 1972, panels were formed to evaluate the active
components of these over-the-counter agents. The
results of this effort were released in 1990. Products
were classified as category I, II, or III. Category I pro-
ducts were generally recognized as safe and effective
and were not misbranded. Category II and III sub-
stances were considered to be unsafe, ineffective,
misbranded, or lacking sufficient data.[7] Only a few
herbals, such as senna, earned category I status.
Because it was not cost-effective for most companies
to present data, most substances now were considered
foods of food additives that could not present labeling
claims.

Although most herbals packaging could not be
labeled with therapeutic claims, products continued
to be sold with be readily available literature, pamph-
lets, and advertisements touting the benefits of these
substances. The Nutrition Labeling and Education
Act of 1990 sought to improve labeling and education
about food products and dietary supplements. At one
point, there was even some consideration given to
removing such products from the market. Concern
over the ability to market herbal products led to exten-
sive lobbying in Congress, which resulted in the Diet-
ary Supplement, Health and Education Act of 1994
(DSHEA).

The DSHEA classified herbal products as dietary
supplements intended to supplement the diet. Also
included in the definition of dietary supplement were
vitamins, minerals, botanicals, amino acids, and other
substances intended to supplement the diet. Dietary
supplements were not considered foods or drugs and
therefore were exempt for FDA oversight and the pre-
market approval process. For all products introduced
before October 1994, the burden of proof to demon-
strate safety was now in the hands of the FDA and
not in the hands of the manufacturer. Products intro-
duced after October 1994 must be proven safe by the
manufacturer. Manufacturers are currently not
required to submit safety and efficacy data, and there
are no good manufacturing standards (GMP) in place.
However, the FDA does have the authority to establish
GMP standards, and they are currently under develop-
ment. Preliminary proposals indicate these GMP
standards will more likely reflect GMP for food rather
than for drugs.

The Office of Alternative Medicines (OAM) was
also established at this time for the study and compi-
lation of data on alternative medicines. The OAM
functions within the NIH, and it is hoped that the
OAM can further clarify the role of alternative medi-
cines such as herbal remedies in this country. In other
countries, similar committees (such as Commission E
in Germany) have reviewed the safety and efficacy of
herbs and published the results so that product debates
can be resolved.

Although there is limited information regarding the
therapeutic efficacy and standards for herbals some
resources do exist. The most widely recognized source
is the German E Commission E monographs, which
contain information on more than 300 herbal pro-
ducts. Other well referenced resources include the
American Herbal Pharmacopeia, the British Herbal
Pharmacopeia (BHP), the British Herbal Compen-
dium, the European Scientific Cooperative for Phyto-
medicines (ESCOP), the U.S. Pharmacopeia, and the
World Health Organization (WHO).

At this time, consumers cannot be assured of pur-
chasing a product that meets any regulatory standard,
despite what may be listed on the label. Because they
are derived from plant sources, the ability to standar-
dizes herbal content from lot to lot is confounded by
many variables. Growing conditions, storage, harvest-
ing, preparation, and processing all may affect the
quality of the final product. Additionally, the actual
active ingredient of many of these plant products
may be unknown.

In review, alternative medicines have been exempted
from demonstrating efficacy (Kefauver-Harris Amend-
ment) by being classified as dietary supplements (Diet-
ary Supplement Health and Education Act). This
means that herbal products cannot make therapeutic
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claims on the label or package but may distribute
third-party information regarding therapeutic claims,
as long as this information is not misleading or
product-specific.

LABELING ISSUES REGARDING HERBALS

Although the FDA lists many herbs as safe, herbal
manufacturers cannot legally claim therapeutic efficacy
of their product for a disease state without the evidence
to support this claim. Dietary supplements may claim
effects on structure and function of the body and
may have authorized health claims. They cannot be
labeled as intending to treat, prevent, mitigate, cure,
or diagnose any disease. Dietary supplements may
not be represented as food and cannot use the term
‘‘significant scientific agreement’’ when making a
claim. Supplement manufacturers are required to have
data on file to substantiate any ‘‘structure/function’’
claims that the manufacturer makes about the product.
Examples of structure/function claims might include
statements such as ‘‘helps you relax,’’ ‘‘supports
prostate health,’’ ‘‘for liver maintenance,’’ or ‘‘helps
promote cardiovascular health.’’ Claims that would
not be allowed include such statements as ‘‘lowers
cholesterol,’’ ‘‘improves benign prostatic hypertro-
phy,’’ or ‘‘treats immunodeficiency.’’ The FDA may
ban dietary supplements if they pose an imminent haz-
ard and may ban claims that are inherently misleading.
Although the FDA regulates labeling, advertising of
dietary supplements fall under the purview of the Fed-
eral Trade Commission. The FDA has suggested that
manufacturers not make any claims with respect to
their products and use in pregnancy. Additional
rulings from the FDA are expected in the near future
with respect to dietary supplements and their use in
pregnancy.

THE MAKING OF A CRUDE DRUG

Approximately 250,000 species of flowering plants
exist in the world today. Only a small percentage has
been studied adequately for pharmacological activity.
Based on past performance, it is reasonable to suggest
that many valuable agents await being discovered in
plants that we have not yet screened for therapeutic
potential. Anecdotal reports of therapeutic efficacy
and local folk medicine lore are a means to identify
potentially valuable plant entities.

The term ‘‘pharmacognosy’’ refers to the study of
chemicals from ‘‘natural’’ sources for medicinal appli-
cation. Although this frequently refers to the study of
chemical entities in higher plants, lower plants (fungi,

molds, and yeast); animals; marine animals; fish;
insects; and minerals are also fair game for evaluation
of potential medicinal agents. In most industrialized
nations, crude drugs (natural substances that are only
collected and dried before manufacturing) are seldom
used as the chief therapeutic agent. Usually, important
chemical constituents of the plant are identified,
removed, derived, or modified and applied therapeuti-
cally in a consistent pharmaceutical vehicle in an effort
to enhance the ‘‘natural’’ benefits and reduce any
inherent risk.

Many plants can be grown in similar climates that
resemble the plant’s native land. Compatibility of the
plant to a particular region and the cost of harvesting
the plant in that same area are two criteria that deter-
mine the availability of crude drugs in a particular
country. Additionally, national and international
restrictions on the collection of wild plants tend to
limit availability of plant resources and escalate cost
of production. These factors also force countries to
specialize in producing only certain types of phyto-
medicinal resources.

Despite the tendency for a country to produce only
certain phytosubstrates, the quality of crude drugs
is often suspect. By the time a crude drug arrives at
the manufacturing process, it has been exposed to vari-
ous opportunities for adulteration, deterioration, and
contamination.

During the collection or harvesting phase, skilled
labor can be an important factor that influences qual-
ity of the harvest of wild plants. Deliberate adulter-
ation most frequently occurs with expensive natural
substances or natural substances in short supply.
Mechanical devices may be more economical in the
collection of some plants but may be of little use when
only particular parts of another plant are desired.
Cultivated plants ensure a more reliable source of the
desired plant with less risk of substitution. Environ-
mental conditions (temperature, rainfall, day length
and sunlight, altitude, atmosphere, and soil) can dra-
matically affect quality, concentration, and presence
of active constituents in plants. The age of the plant
can also be an important determinant of the quality
of active constituents in a crude drug.

At this stage, before drying, any insect-infested or
disease-infested part of the plant should be removed.
‘‘Garbling’’ is the term for this semiskilled process of
removing unwanted material (dirt, debris, and
unnecessary plant parts) from the plant before drying
and again before packaging and storage.

Drying can take from a few hours to a few weeks.
This depends on the relative humidity of the local cli-
mate and the physical nature of the plant constituents.
Drying by artificial heat (hot water pipes, stoves, and
continuous belt dryers) carries the advantage of
shorter drying times. Veterans of the process have
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learned when to stop the drying phase to prevent plant
parts from becoming too brittle and overdried.

Deterioration of the dried product can occur as
moisture from the surrounding air (usually approxi-
mately 10–15%) and light return to the plant after dry-
ing. Return of moisture to the product provides a more
favorable environment for contamination from molds,
bacteria, and insects. Some processes introduce sterili-
zation as a way to minimize microbial contamination.
Proper storage and preservation must take place to
ensure that quality of the product is maintained until
delivery to the manufacturing facility where the crude
drug undergoes a variety of grinding, crushing, extrac-
tion, and distillation procedures before being formed
into an herbal pharmaceutical.

STANDARDIZATION OF DIETARY
SUPPLEMENTS

Official standards are absolutely necessary to ensure
the quality, reliability, and homogeneity of herbal pro-
ducts for consumers. Standardized products are para-
mount to those in healthcare planning to conduct
clinical research with these products. Independent
laboratories and university-affiliated research reports
have documented the considerable variation that exists
in terms of quality and reliability in these products.
Abroad, the ESCOP, composed of manufacturers of
herbal medicines and herbal associations, is working
with European research groups to develop quality-
control standards for the production of natural pro-
ducts. This committee is developing monographs for
incorporation into such references as the British
Herbal Pharmacopoeia and the British Herbal
Compendium.

Likewise, in 1995, the USP commissioned an advi-
sory panel on natural products whose mission was to
establish standards and develop information concern-
ing herbal or ‘‘dietary’’ supplements. Supplement
monographs created by this endeavor address various
issues associated with the standardization of individual
herbals. The following list of section headings outlines
the information found in each of the monographs:

1. Title—identifies the most commonly accepted
name of the entity.

2. Definition—describes plant parts used, genus,
species, authority, and family of the botanical.

3. Packaging and storage—cites appropriate pack-
aging and storing conditions designed to pro-
mote integrity of the product.

4. Labeling—states requirements for label
nomenclature.

5. Reference standards—identifies appropriate
reference standards.

6. Botanic characteristics—describes visible and
microscopic shape and structure characteristics
of the whole plant or plant parts.

7. Identification—describes pharmacognostic tests
useful in the identification of the entity.

8. Total ash—sets limits for the amount of inor-
ganic residue remaining after incineration.

9. Acid-insoluble ash—sets limits for the amount
of foreign inorganic residue remaining after
boiling the total ash with 3N hydrochloric acid
(an indication of how much dirt and soil remain
in sample).

10. Water-soluble ash—sets limits for the residue
remaining after boiling the total ash with water.

11. Foreign organic matter—limits the amount of
non-drug-containing matter.

12. Loss on drying—sets criteria for loss limits of
water, volatile oils, or other volatile chemical
compounds.

13. Water content—limits variation in the water
content of dried botanicals.

14. Alcohol-soluble/water-soluble extractives—sets
thresholds for minimum acceptable amount of
aqueous-, alcohol-, or aqueous alcohol-soluble
extractives.

15. Volatile oil—describes the quantity of volatile
oil present in the botanical.

16. Heavy metals—limits heavy metals present in
the botanical.

17. Pesticide residue—sets strict limits of pesticide
content.

18. Microbial limits—sets limits of total bacteria
and mold count.

19. Marker substances and content tests—establish
standards for quantitative chemical analysis of
botanical for the presence of certain marker
substances that aid in proper identification.

RISKS AND REALITIES OF
HERBAL MEDICINES

Herbal drugs have many unknown and undocumented
risks, side effects, and drug interactions. Like con-
temporary, rigorously tested pharmaceuticals, herbal
medicines have some risk associated with their
consumption. The fact that a plant is completely
‘‘natural’’ does not necessarily make that plant entirely
risk-free. Several plants, when consumed in their most
natural form, can cause grave illness or even death to
humans and animals. A partial list of some of these
natural herbal agents with the potential to harm is
listed in Table 2. Herbalists, scientists, and the general
public routinely avoid many of the plants listed in
Table 2 because of their impending risks. However,
hundreds of additional herbs and alternative medicines
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Table 2 Examples of plants with the potential to harm

Common name Botanical name Reported toxic events

American mistletoe Phoradendron flavescens Hypertension and hypertensive crisis

American yew Taxus canadensis Cytotoxic

Arnica Arnica montana Violent gastroenteritis, nervous disorders, muscle weakness, collapse

Autumn crocus Colchicum autumnale GI toxicity, vomiting, neurologic toxicity, kidney failure

Belladonna Atropa beladonna Anticholinergic toxicity

Betal palm Areca catechu Teratogen

Bird’s foot trefoil Lotus corniculatus Cyanide poisoning, convulsions, paralysis, coma, death

Bittersweet nightshade Solanum dulcamara Cardiac toxicity

Black nightshade Solanum americanum Cardiac toxicity

Black locust Robina pseudoacacia Bradycardia, nausea, vomiting, dizziness

Bloodroot Sanquinaria canadensis Destroys tissue on application

Blue flag Iris versicolor Nausea, vomiting, and diarrhea

Broom Cytisus scoparius Diarrhea, GI toxicity/dehydration

Calabar bean Physostigma venenosum Cholinergic toxicity

Castor oil plant Ricinus communis GI toxicity/dehydration

Celandine Chelidonium majus

Chapparral Larrea trindentata Fulminant hepatic failure

Chinese lantern Physalis alkekengi

Comfrey Symphytum officinale Hepatotoxicity

Cotton Gossypium hirsutum Hypokalemia, male sterility, heart failure at high doses

Daffodil Narcissus pseudonarcissus CNS depression, miotic, coma, salivation, vomiting, death

Death camas Zigadenus elegans

Desert plume Stanleya pinnata

Ergot Claviceps purpurea Hallucinations, hypertension, tissue ischemia, St. Anthony’s fire

Figwort Scrophularia nodosa

Foxglove Digitalis purpurea Bradycardia, heart block, arrythmia

Goldenseal Hydrastis candensis Hyperreflexia, hypertension, convulsions, respiratory failure

Green false hellebore Veratrum viride

Heliotrope Heliotropium europaeum Hepatotoxicity

Hedge mustard Sisymbrium officinale Cardiac toxicity, heart failure

Hemp dogbane Apocynum cannabinum Cardiac stimulant, arrythmias

Henbane Hyoscyamus niger Anticholinergic toxicity

Horse chestnut Aesculus hippocastanum Bleeding

Indian pink Spigelia marilandica Overdoses have caused fatalities

Indian tobacco Lobelia inflata Vomiting, paralysis, hypothermia, collapse, coma, death

Jalap root Exagonium purga Dramatic purgative cathartic

Jimsonweed Daturia stramonium Anticholinergic toxicity, hallucinations

Larkspur Delphinium ajacis

Life root Senecio longilobus Hepatic failure from hepatic veno-occlusive disease

Lily of the valley Convallaria majalis Cardiac toxicity

Marsh marigold Caltha palustris Second most common killer of livestock (accidental ingestion)

Mayapple Podophyllum peltatum Severe GI irritation

Monkshood, wolfsbane Aconitum spp. Cardiotoxicity, neurotoxicity, hypotension, arrythmias

Moonseed Menispermum canadense Tachycardia, severe vomiting, purging

(Continued)
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exist, much of their toxicologic profiles untested and
undescribed. Adverse reactions with herbal medicines
can be directly related to exposure of chemical compo-
nents of the plant (intrinsic) or to inappropriate or
incorrect manufacturing/production procedures dur-
ing preparation of a dietary or herbal supplement
(extrinsic).[9] Drug interactions, toxicity from high con-
centrations, or undesirable effects from simple inges-
tion of the chemicals of the herbal supplement are
considered typical intrinsic misadventures.

Although laws do not require reporting of adverse
events of dietary supplements to the FDA at this time,
many untoward events have been documented. The
FDA has created MEDWATCH [(800) FDA-1088]
to receive and compile reports of adverse reactions
from pharmaceuticals. Healthcare providers are
encouraged to report to this organization any and all
adverse events related to dietary supplements and their
consumption.

A review of adverse events related to herbal medi-
cines reported in the medical literature from 1992 to
1996 has been compiled.[10] This report highlights cases
of hypersensitivity reactions, hepatotoxic reactions,
and various types of renal damage associated with
various herbal products. Some Chinese herbal prepara-
tions appear to be notorious for causing nephro-
pathy.[11–13] One of the more infamous adverse events
related to the consumption of a dietary supplement
was associated with the amino-acid L-tryptophan, tou-
ted for it’s ability to reduce pain and promote sleep.

During the late 1980s, it was discovered that excipients
or tablet ‘‘fillers’’ contained in a few L-tryptophan
products caused a rare, but reportedly fatal, syndrome
(eosinophilia-myalgia syndrome). Additionally, popular
dietary supplements and weight-loss products contain-
ing ephedra alkaloids have become a recent cause of
adverse effects (e.g., increased blood pressure, tremor,
arrhythmia, seizure, stroke, heart attack, and death), as
supported by several hundred incident reports to the
FDA between 1993 and 1997.[14] Furthermore, a study
designed to assess the prevalence of herbal product use
and it’s associated morbidity in a population of adults
with asthma found an increase in the number of hospi-
talizations attributed to patients who self-medicated
with herbal products and black coffee or tea.[15] In
a large retrospective study of admissions to a Taiwan
hospital, 4% were found to be drug-related. Herbal
medications ranked third as the drug category most
responsible for adverse effects.[16]

Herbal-Drug Interactions

Potential drug interactions are usually either unknown
or unconsidered. Many herbs contain naturally occur-
ring coumarins and cardiac glycosides, chemicals that
potentiate hypoglycemia or hyperglycemia and pro-
mote sedation, or various other actions that can
endanger the lives of patients taking prescription med-
ications. Recently, two reports strongly suggest that a

Table 2 Examples of plants with the potential to harm (Continued)

Common name Botanical name Reported toxic events

Morning glory Ipomoea purpurea Potential for hallucinations/psychosis

Mountain laurel Kalmia latifolia

Periwinkle Vinca major, vinca minor Cytotoxicity, renal failure, hepatic failure, neurological damage

Poison hemlock Conicum maculatum Birth defects, ‘‘crooked calf disease’’

Pokeweed Phytolacca americana

Queen’s delight Stillingia sylvatica GI toxicity, mutagenic

Red baneberry Actea rubra

Rosebay rhododendron Rhododendron maximum

Strychnine tree Strychnos nux-vomica CNS stimulation leading to seizures and cardiac arrest

Tall buttercup Ranunculus acris

Wallflower Cheiranthus cheiri Cardiac toxicity, heart failure, bradycardia

White false hellebore Veratrum album

Wild cherry Prunus virginiana Dyspnea, vertigo, convulsions

Wild licorice Glycyrrhiza lepidota Hypotension, hypernatremia, hypertension, muscle weakness

Wintercress Barbarea vulgaris Renal damage in animals

Wormseed Chenopodium ambrosioides Nausea, dizziness, convulsions, paralysis

Wormwood Artemisia absinthium Rhabdomyolysis, renal failure, seizures, ‘‘absinthism,’’ mental doze

Yellow jessamine Gelsemium sempervirens Paralysis and death
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potential drug interaction exists between some drugs
when used in combination with St. John’s Wort.[17,18]

It appears that St. John’s Wort may act as an enzyme
inducer of the cytochrome P-450 system. Subsequently,
drugs that undergo metabolism by the CYP-450 3A
isoenzyme must be used more cautiously when taken
in combination with St. John’s Wort. Not surprisingly,
metabolism-oriented interactions are not the only type
of drug interactions reported with herbal medicines. A
case report of malabsorption of levothyroxine has been
reported because of the ingestion of a combination her-
bal remedy.[19] Some recent reviews cite potential risks
related to herb-anesthesia interactions and other pre-
operative concerns with herbal medicines.[20]

Propagation of Herbal Medicine
Misinformation

Inadequate or inappropriate dissemination of infor-
mation to the lay public, combined with less-than-
stringent regulation, leads unwary consumers down
the path of dangerous adverse events related to the
consumption of herbal medicines. Successful dietary
supplement and herbal manufacturers spend several
million dollars each year on advertising. Existing regu-
lations and product labeling of herbal supplements fail
to provide ample warning of risks to consumers. In
many cases, product advertising could be considered
misleading, or at least questionable, despite FDA
restrictions to limit manufacturer claims that relate
only to proper health maintenance.[10] The awesome
marketing power of the Internet has by far the greatest
potential to magnify and express the unknown dangers
of herbs, if information regarding commercializa-
tion and marketing of alternative medicines is left
unreviewed. Herbal products otherwise unobtainable in
the United States have been purchased over the Internet
and have been associated with substantial morbidity in
uninformed consumers.[21]

Misbranding, Substitution, Contamination,
and Adulteration

Generally, dietary supplement and herbal medicine
manufacturers are not required to meet the same stand-
ards and regulations that apply to the pharmaceutical
superpowers.

In the spring of 1998, the FDA issued a warning
regarding an herbal medicine called Sleeping Buddha.
Apparently, the product contained an unlabeled seda-
tive, the benzodiazepine estazolam. Fortunately, no
misadventures with this product were reported. At
about the same time, the FDA issued another warning
regarding an herb called plantain. This plant contains

digitalis-like glycosides and, therefore, consumption
could be problematic for elderly patients or patients
with cardiac disease. Potential dangers of this sort fall
in the category of extrinsic misadventures. These are
usually related to a lack of standardization, contami-
nation, adulteration, or substitution of the products, in
addition to either misidentification or misbranding of
the supplement. Additionally, adulteration of Chinese
herbs with mefenamic acid has been responsible for cases
of herbal nephropathy.[12] A more detailed discussion
of misbranding, adulteration, and the like has already
been published.[9]

Many plants can vary considerably as to their quan-
tities of active chemical constituents. This variability
may depend on the time of year of harvest; age of
the plant; method of pollination; and/or conditions
of watering, wind, weather, and soil. These variables
can lead to considerable differences in the finished
product after manufacturing.

Additionally, consumers are often exposed to a
variety of compounds when they ingest herbal sup-
plements. Supplement manufacturers do not always
separate out the active chemical ingredients of the
plant; subsequently consumers ingest many different
chemicals that occur ‘‘naturally’’ in the plant along
with the reportedly active constituent.

Additional concerns arise from the notable lack of
stability testing of the product, because these data
are usually not available on the label or otherwise.
Various contaminants (i.e., heavy metals, aspirin, caf-
feine, theophylline, diuretics, corticosteroids, benzodia-
zepines, atropine, and others) have been discovered in
reportedly ‘‘pure’’ herbal products.[10]

Lack of Consensus on Usage
and Monitoring

There exists an overwhelming lack of consensus as to
how an herbal medicine should be ingested or applied
therapeutically. Recommended doses vary consider-
ably from source to source, even among noted advo-
cates in the field. No standards exist for monitoring
adverse events or effectiveness.

Delay in Time to Proven Therapy

The time an individual spends evaluating a desired
response from an herbal supplement could be spent
seeking professional medical advice and proven phar-
macotherapy. In cases such as severe depression,
extreme mental illness, or other life-threatening dis-
eases, the delay in seeking professional help could be
the difference between life and death.
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Abuse of Herbal Medicines

Unlike their prescription-only counterparts, herbal
medicines can be purchased and consumed freely by
virtually anyone. This can take place without fore-
thought or advice, without restriction or limitation,
without even something as insignificant as confirming
a person’s age or identification. Yet, in stark contrast,
we require that individuals be of a certain age before
purchasing cigarettes or alcohol. Individuals wishing
to purchase these chemicals must be able to demon-
strate proof of the minimum age requirement by dis-
playing a valid identification card. This is likely
required of minors because society believes they are
not mature enough and perhaps lack ‘‘sufficient edu-
cation’’ before the designated age to handle the poten-
tial dangers and responsibilities that accompany use of
chemicals (cigarettes and alcohol) that can intoxicate,
addict, or even cause physiological damage. Herbal
medicines, like cigarettes and alcohol, are not without
the potential for abuse, the potential to harm, and in
some cases, the potential to addict or intoxicate. A
similar corollary to the minor purchasing cigarettes
or alcohol can be envisioned, analogous to a unin-
formed or misinformed consumer purchasing herbal
medicines.

One such example is the opium poppy plant, which
has been used to treat pain for centuries. Its derivatives
continue to be used in modern medicine, yet its poten-
tial for abuse is also well documented. No one would
argue that this plant should be regulated because of
its potential for abuse. The same can be said of the
leaves of the coca shrub, which have been chewed by
the Incas and their descendants for countless genera-
tions to help them work in the high altitudes of the
Andes Mountains. In many cultures, traditional hea-
lers and religious leaders have used psychoactive plants
as part of their rituals, yet the perception remains that
plants are safe and pose no danger for abuse or depen-
dence. Many plants may have been safely used for hun-
dreds of years in controlled settings such as religious
rituals, but when used indiscriminately by the general
public, they can lead to problems. A good example is
the herbal anxiolytic kava, which is currently being
promoted heavily. It has been used traditionally in
Polynesia for hundreds of years without any reported
adverse consequences, yet it is now known to increase
the effects of alcohol and even by itself can lead to
intoxicating effects.[22–24] Its users continue to consume
kava even after they develop adverse effects such as the
skin reaction, which can occur from chronic use. Like
many drugs with abuse potential, not everyone abuses
a substance to the same degree. However, as its use
becomes more prevalent, more and more cases of mis-
use will continue to appear. The abuse potential of
many drugs is not identified immediately but rather

after controlled clinical trials. Unfortunately, as noted
above, herbal products do not have to undergo these
rigorous trials before being marketed and thus pro-
blems can be identified only after many people experi-
ence an adverse effect such as dependence.

Cost

Although herbal medicines tend to be less expensive
than their FDA-labeled counterparts, the cost can still
be substantial if examined over several weeks to
months. Costs related to delayed effective therapy, side
effects, drug interactions, and hospital admissions
might also be considered in this regard. As herbal
medicine becomes more popular and as herbal medi-
cine manufacturers spend more and more on advertis-
ing, the margin of cost difference between the two
types of drugs will diminish.

SPEAKING THE LANGUAGE—A BRIEF
LOOK AT SOME ‘‘ALTERNATIVE’’
TERMINOLOGY

In this section, we define some terminology commonly
used when discussing alternative medications.
Throughout the Encyclopedia, we have attempted to
replace this terminology with more readily recogniz-
able medical terms. However, in the event that the
reader comes across an unfamiliar term, we hope to
have included the definition for that term here in this
section. We have made some assumptions as to what
we thought might be unknown by the average health-
care practitioner not skilled in alternative medicine.
The information contained in this section is purely
informative and not meant to be instructional or con-
sidered factual in any way.

Alternative Remedy Formulations

Compresses and poultices

A compress is clean linen soaked in an infusion or
decoction, whereas a poultice is a solid material (pow-
dered or fresh dried herb, often fashioned into a paste),
that is then typically placed over a wound in an effort
to accelerate the healing process. In some cases, a
covering of wax paper and warmth from a hot water
bottle is thought to be beneficial.

Decoctions

A decoction is a water-based preparation, much like a
tea. Its use is thought to be more potent with hard,
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woody plants that require higher heat to release their
active constituents. Dried herb is placed into boiling
water for 10–15 min and then strained before consuming.

Extracts

Extracts are concentrated solutions—occasionally con-
centrated solid or powdered extracts are produced—of
chemical constituents of the plant. These are obtained
using alcohol-based (organic) or water-based (aque-
ous) solvent extraction of the plant, after which the
solvent is partially or completely removed from the
solution.

Infusions

Making an infusion is essentially synonymous with
making a tea. Infusions can be hot or cold and are
particularly favored for chemical compounds that are
thought to be heat-labile. Leaves, flowers, or tender
stalks are often prepared for consumption using this
process. The solution is typically strained free of debris
before consumption. This type of infusion is not be
confused with a sterile intravenous infusion adminis-
tered in contemporary medicine.

Tinctures

These are a form of weakly concentrated alcoholic
extract of a plant. Occasionally, vinegar or glycerin
extracts have been used. Tinctures typically do not
need heat to help extract active constituents of the
plant, but they do need the solvent and a longer period
to extract the active ingredients.

Alternative remedy therapeutic effects (not neces-
sarily proven) include:

1. Alteratives—otherwise known as ‘‘blood cleans-
ers,’’ which promote health and vitality.

2. Adaptogens—enable the body to deal with
stress more effectively.

3. Anticatarrhals—help the body remove edema,
congestion, and mucous, typically associated
with sinus and respiratory infections/conditions.

4. Astringents—shrink and toughen skin cells,
reduce secretions and discharges.

5. Bitters—Supposedly stimulate digestion
through ‘‘taste sensation.’’

6. Carminatives—serve to promote normal bowel
function by stimulating peristalsis and ‘‘relax-
ing’’ the gastrointestinal tract.

7. Cholagogues—stimulate secretion of bile from
gall-bladder, also produce a laxative effect.

8. Demulcents—internal use soothes and protects
inflamed/irritated tissue.

9. Emmenagogues—promote normal menstrual
flow.

10. Emollients—external application soothes and
protects inflamed/irritated skin.

11. Galactogogues—increase lactation in breast-
feeding women.

12. Sialagogues—stimulate flow of saliva.
13. Styptics—stops external bleeding through

‘‘astringent’’ properties.
14. Tonics—agents that ‘‘strengthen’’ an organ or

organ system.

Chemical Constituents of Plants

Alkaloids

These naturally occurring nitrogen-containing chemi-
cals (amines) have very diverse in pharmacological
effects. Examples include codeine, morphine, caffeine,
and emetine.

Anthraquinones

Constituents that typically exhibit laxative effects.
Examples are alloin, emodin, barrbaloin, rhein, and
chrysophanol.

Bitter principles

Diverse in structure, these include iridoids and terpenes
thought to promote normal bowel function.

Coumarins

These are naturally occurring anticoagulants.

Flavonoids

Examples include vitamin P and hesperidin. They per-
form a wide range of activities.

Glycosides

Sugar-containing compounds, glycosides perform vari-
ous activities. Examples include digitalis glycosides,
sennosides, and cascarosides.

Phenols

Phenols are weak acids that exhibit analgesic and anti-
septic properties. Examples are salicylic acid and
eugenol.
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Saponins

These are constituents that form foams when agitated
in water-based solutions. They are thought to have
antiinflammatory, hemolytic, and expectorant effects.
Saponins are found in extracts of yucca, sarsaparilla,
alfalfa, fenugreek, licorice, and ginseng.

Tannins

Tannins have astringent properties but have the poten-
tial to produce liver damage at high concentrations.
They are thought to be useful in the treatment of burns
and wounds.

Volatile oils (essential oils)

Composed of complex organic compounds (phenols,
acids, alcohols, ethers, ketones, and aldehydes), vola-
tile oils evaporate when exposed to air. Volatile oils
are found in many plants and may produce the aroma
of the plant. Volatile oils exhibit various properties;
but some common oils are antiseptic or local irritants,
or sedative. Oils of peppermint, clove, cinnamon,
garlic, and thyme are volatile oils.

CONCLUSIONS

Precedent suggests it may be foolish to ignore promis-
ing chemical constituents in the herbal compendium.
Experts in pharmacognosy (the study of drugs that
originate from plant and animal systems) suggest that
only a small percentage of plants have been thoroughly
investigated for pharmacological activity. Today’s
major pharmaceutical companies appear to have for-
gotten this fertile reservoir of unique chemical entities
in favor of spin-offs of existing successful agents and
new compounds in biotechnology. Our previous prac-
tice of developing new medicines from plants has
helped many people and, in some cases, brought about
the synthesis of even more valuable compounds than
those taken directly from the plant itself. With global
public interest in the area of alternative and com-
plementary medicine at an all-time high, it is imperative
for the safety of patients that we investigate these com-
pounds thoroughly and provide relevant clinical data
with respect to herbal medicines and their derivatives.
Pharmaceutical companies may wish to redirect some
attention toward these botanical chemicals. Patients
can only make informed decisions about their health
care if indeed healthcare providers themselves are truly
informed.

REFERENCES

1. Atherton, D. Towards the safer use of traditional remedies.
Br. Med. J. 1994, 308, 673–674.

2. Alschuler, L.; et al. Herbal medicine: what works, what’s
safe. Patient Care 1997, (October), 49–68.

3. Bartels, C.L.; Miller, S.J. Herbal and related remedies. Nut.
Clin. Pract. 1998, 17, 5–19.

4. Eisenberg, D.M.; Kessler, R.C.; Foster, C.; et al.
Unconventional medicine in the United States: prevalence,
costs, and patterns of use. N. Engl. J. Med. 1993, 328,
246–252.

5. Eisenberg, D.M.; Davis, R.B.; Ettner, S.L.; et al. Trends in
alternative medicine use in the United States, 1990–
1997: results of a follow-up national survey. J. Am. Med.
Assoc. 1998, 280, 1569–1575.

6. Tyler, V.E. The honest herbal. In A Sensible Guide to the
Use of Herbs and Related Remedies, 3rd Ed.; Pharmaceu-
tical Product Press: New York, 1993.

7. Castleman, M. The Healing Herbs: The Ultimate Guide to
the Curative Power of Nature’s Medicine; Rodale Press:
Emmau, PA, 1991.

8. Sale, J.D. Overview of Legislative Developments Concern-
ing Alternative Health Care in the United States; John E.
Fetzer Institutes: Kalamazoo, MI, 1994.

9. Drew, A.K.; Myers, S.P. Safety issues in herbal medicine:
implications for the health professions. Med. J. Aust.
1997, 166, 538–541.

10. Ernst, E. Harmless herbs. A review of the recent literature.
Am. J. Med. 1998, 104, 170–178.

11. Lord, G.M.; Tagore, R.; Cook, T.; et al. Nephropathy
caused by Chinese herbs in the UK. Lancet 1999, 354,
481–482.

12. Abt, A.B.; Oh, J.Y.; Huntington, R.A.; et al. Chinese herbal
medicine induced acute renal failure. Arch. Intern. Med.
1995, 155, 211–212.

13. Vanherweghem, J.L. Aristolochia nephropathy in humans:
an outbreak in Belgium. J. Am. Soc. Nephrol. 1993,
4, 327.

14. Nightingale, S.L. New safety measures are proposed for
dietary supplements containing ephedrine alkaloids. J.
Am. Med. Assoc. 1997, 278, 15.

15. Blanc, P.D.; et al. Use of herbal products, coffee or black
tea and over the counter medications as self-treatments
among adults with asthma. J. Allergy. Clin. Immunol.
1997, 100, 789–791.

16. Lin, S.H.; Lin, M.S. A survey on drug-related hospitaliza-
tion in a community teaching hospital. Int. J. Clin. Pharma-
col. Ther. Toxicol. 1993, 31, 66–69.

17. Piscatelli, S.C.; Burnstein, A.H.; Chaitt, D.; et al. Indinavir
concentration and St. John’s Wort. Lancet 2000, 355,
547–548.

18. Ruschitzka, F.; Meier, P.; Turina, M.; et al. Acute heart
transplant rejection due to St. John’s Wort. Lancet 2000,
355, 548–549.

19. Geatti, O.; Barkan, A.; Turrin, D.; et al. L-Thyroxine
malabsorption due to the ingestion of herbal remedies.
Thyroidol. Clin. Exp. 1993, 5, 97–102.

20. Murphy, J.M. Preoperative considerations with herbal
medicines. AORNJ 1999, 69 (1), 173–183.

21. Weisbord, S.D.; et al. Poison on line: acute renal failure
caused by oil of wormwood purchased through the internet.
N. Engl. J. Med. 1997, 337, 825–827.

22. Cantor, C. Kava and alcohol. Med. J. Aust. 1997, 167 (10),
560.

23. Spillane, P.K.; et al. Neurological manifestations of kava
intoxication. Med. J. Aust. 1997, 167 (3), 172–173.

24. Heiligenstein, E.; et al. Over-the-counter psychotropics:
a review of melatonin, St. John’s Wort, valerian and
kava-kava. J. Am. Coll. Health 1998, 46 (6), 271–276.

2912 Plants as Drugs



P
la

nt
s–

P
ow

de
rs

Polymeric Delivery Systems for Poorly Soluble Drugs

Kang Moo Huh
Departments of Pharmaceutics and Biomedical Engineering, Purdue University,
West Lafayette, Indiana, U.S.A.

Sang Cheon Lee
Korea Institute of Ceramic Engineering and Technology, Seoul, South Korea

Tooru Ooya
Japan Advanced Institute of Science and Technology, Ishikawa, Japan

Kinam Park
Departments of Pharmaceutics and Biomedical Engineering, Purdue University,
West Lafayette, Indiana, U.S.A.

INTRODUCTION

Many existing drugs are poorly water soluble, and this
limits their clinical applications. A large number of
newly developed drug candidates are frequently found
to be poorly water soluble, making it difficult to test
their bioefficacy and to produce formulations with suf-
ficiently high bioavailability.[1] Increasing the aqueous
solubility of poorly soluble drugs has been one of the
most important issues in drug discovery and delivery,
because the clinical applications of many drugs are
limited by their poor water solubility.

There have been various approaches for increasing
the aqueous solubility of poorly soluble drugs, and
they are usually based on the use of low molecular
weight surfactants or their assemblies. Recent advances
in polymer science have produced various polymeric
systems specifically designed for delivery of poorly sol-
uble drugs. Of the many polymeric systems, polymer
micelles have been extensively studied as a promising
drug formulation that can effectively dissolve various
types of hydrophobic drugs with high drug-loading
capacity for increased bioavailability. Polymer micelles
can dissolve hydrophobic drugs via a self-assembling
process of amphiphilic block copolymers in aqueous
solution. Hydrophobic drugs can be dissolved or physi-
cally entrapped in the core of polymer micelles at
concentrations that can exceed their intrinsic water
solubility by orders of magnitude. Polymer micelles
can be kept as freeze-dried powders that are stable for
long periods of time. The polymer micelles in the pow-
der state can be reconstructed by adding water before
use. Recently, new polymeric systems known as the
hydrotropic polymers have been introduced. They can
increase the solubility of poorly soluble drugs by several
orders of magnitude. The monomers of those hydrotropic

polymers were designed based on the molecular struc-
tures of low molecular weight hydrotropic agents (or
hydrotropes), which are effective in solubilizing poorly
soluble drugs. This approach of synthesizing hydro-
tropic polymers based on the effective low molecular
weight hydrotropes is unique. To date, various polymeric
solubilizing systems, such as hydrotropic polymers,
dendrimers, and polymeric micelles, have been used
to increase the solubility of poorly soluble drugs. This
article introduces applications of such polymeric systems
for delivery of poorly soluble drugs.

BACKGROUND

Limitation of Poorly Soluble Drugs

Poor water solubility of drugs often causes significant
problems in producing formulations of a sufficiently
high bioavailability, preventing effective use of the
drugs. Paclitaxel, which is one of the most successful
chemotherapeutic drugs, is a good model drug for
describing the problems with poorly water-soluble
drugs.[2] Owing to its poor water solubility, the only
commercial paclitaxel product (Taxol�) is currently
formulated in a concentrated solution containing
6 mg paclitaxel in 1 ml of Cremophor EL (polyoxyl
35 castor oil) and dehydrated alcohol, which must be
further diluted 5- to 20-fold with 0.9% sodium chloride
or other aqueous solutions before intravenous (IV)
administration.[3] Despite excellent efficacy of the for-
mulation, it resulted in serious side effects, such as
hypersensitivity reactions, neurotoxicity, and nephro-
toxicity, owing to the presence of Cremophor EL.[3]

Several alternative approaches to solubilize paclitaxel
have been tried, but with limited success.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120028568
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 2913



P
lants–P

ow
ders

In addition to paclitaxel, there exist many poorly
soluble drugs that have difficulty in designing clinically
useful formulations. Examples are alprostadil, amphoter-
icin B, camptothecin, cosalane, chloramphenicol, cyclos-
porine, dexamethasone, diazepam, digoxin, epirubicin,
griseofulvin, glucocorticosteroids, HIV-1 protease
inhibitors, hydrocortisone, indomethacin, palmitoylrhi-
zoxin, p-boronophenylalanine, phenytoin, pregnanolone,
propofol, and tolbutaide.[4–10] Development of drug
formulations for poorly soluble drugs is undoubtedly
very important for producing patient-friendly formula-
tions with high bioavailability.

Typical Methods for Drug Solubilization

During the last two decades, significant efforts have
been made in the development of solubilization sys-
tems for poorly soluble drugs. As listed in Table 1,
various methods have been explored to increase water
solubilities of poorly soluble drugs.

The prodrug and analogue approaches are highly
viable, and a number of systems have been studied.[11–14]

Despite improved solubility properties, the main limi-
tation of these approaches is that the prodrugs and
analogues are not the same as the original drugs, and
thus are regarded as new chemical entities. Because
many drugs are weak acids or bases, their solubility
may be increased by adjustment of pH and/or incor-
poration of buffers.[15] Such increase in solubility,
however, is usually limited to less than 10 times.
Poorly soluble drugs have been often formulated into
surface-stabilized micron- (<10 mm) or submicron-size
particulates.[16] The most common way to produce a
drug in small particle size is the comminution of pre-
viously formed larger particles using milling processes
such as jet milling, pearl-ball milling, or high-pressure
homogenization.[17] An alternative way to produce
small particles is to use controlled processes, including
spray drying, precipitation from supercritical fluid,
and controlled crystallization. The limitation of this
approach is that the increase in water solubility is

usually limited to several folds, and a high amount of
stabilizing agents is required to stabilize small particles
with the high specific surface area. Cosolvents are
defined as water-miscible organic solvents that are
used to increase the solubility of poorly soluble sub-
stances.[18] Cosolvent systems can increase the drug
solubility significantly, but the choices of solvents
are limited to ethylene glycol, dimethylsulfoxide,
N,N-dimethylformamide, Cremophor EL, and ethanol.
Emulsion is a dispersion of drops of a liquid in another
immiscible liquid. Emulsifiers, which are, in general,
surfactants, are added to prevent the droplets from
coalescence. Liposomes and micelles also have been
studied quite extensively for delivery of poorly soluble
drugs.[18,19] The main limitation of this approach is that
they tend to have poor stability.[7] The complexation
approach has been frequently applied using several host
molecules, such as cyclodextrins, capable of complexing
with drug molecules.[20] The drug molecules of interest
need to be fit into the hydrophobic cavity of cyclodex-
trins and other complexing agents. Solid dispersion is
a dispersion of a poorly soluble drug in an inert
polymeric carrier (e.g., polyvinylpyrrolidone) at the
solid state prepared by the melting or solvent method.
This method requires melting of the drug or the
use of organic solvents.[21–24] Hydrotropic agents
(hydrotropes) have been often used to increase water
solubility of poorly soluble drugs. For instance, N,N-
diethylnicotinamide (DENA) was reported to be an
effective hydrotropic agent for paclitaxel and increase
the solubility by several orders of magnitude.[25]

However, very high concentrations of hydrotropic
agents are required, and this may limit clinical applica-
tions. It is possible to combine two solubilizing agents
with different mechanisms, e.g., poly(ethylene glycol)
(PEG) with a molecular weight of 400 and cyclodextrin,
to achieve synergistic effects.[26]

Each method listed in Table 1 has advantages and
limitations, and there has been no universal formulation
approach that can be applicable to various types of
hydrophobic drugs. A solubilization method appropri-
ate for a given drug has to be chosen depending on the
physicochemical properties of the drug and the require-
ments for the final formulation such as the desired
concentration, dose, stability, etc.

POLYMERIC SYSTEMS FOR POORLY
SOLUBLE DRUGS

Polymer Micelles

Polymer micelles for drug delivery

Polymer micelles are supramolecular assemblies of
amphiphilic block copolymers that have a characteristic

Table 1 Methods commonly used to increase the
water-solubility of hydrophobic drugs

Synthesis of prodrugs and analogues

Use of buffers

Physical modification of the drugs (particle size, crystallinity,
and crystal form)

Use of cosolvents

Making emulsions, micelles, and liposomes

Complexation approach

Solid dispersion technology

Use of hydrotropes (hydrotropic agents)
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core-shell structure with a size less than 100 nm. As
shown in Fig. 1, amphiphilic block copolymers with a
balanced hydrophilic/hydrophobic property can self-
assemble in aqueous solutions to form spherical micelles.
They are generally more stable than low molecular
weight micelles owing to the presence of long hydro-
phobic polymer blocks.

Polymer micelles have been extensively investigated
as drug carriers for more than two decades.[27–30]

Polymer micelles are known to possess a number of
advantages as a drug carrier for poorly soluble drugs
over other drug carrier systems. Linear polymeric
carriers tend to precipitate in water owing to a
localized hydrophobicity caused by interactions
between the drug and the hydrophobic portion of
the polymer chain.[29] Polymer micelles with charac-
teristic core-shell structure, however, are more stable
in water owing to protection of the hydrophobic
core by the hydrophilic shell. In addition, polymer
micelles have the appropriate size for long circulation
half-life in blood, high water solubility, high structural
stability, high carrying capacity of hydrophobic
drugs, and separated functionality of outer shell and
inner core.[31]

The outer shell of hydrophilic polymer chains
ensures water solubility and colloidal stability of
micelle. The hydrophilic shell around the micellar core
can prevent aggregation or precipitation of the loaded
drug, protein adsorption, and cellular adhesion.[30]

Biodistribution of polymer micelles is mainly deter-
mined by the nature of the hydrophilic shell. The
micelle core serves as a loading space that can accom-
modate various poorly soluble drugs. There are a large
number of variables, which influence the loading
capacity and other micellar properties. Many structur-
al variables, such as the chemical composition, total
molecular weight, and block length ratios, can be easily
changed, and this allows control of the size and
morphology of the micelles.

Amphiphilic block copolymers

Amphiphilic block copolymers have both hydrophilic
and hydrophobic segments. The presence of two seg-
ments with vastly different water solubility results in
spontaneous organization into the core-shell struc-
ture.[32] The hydrophilic polymer segment forms a
hydrophilic shell, which serves as a stabilizing interface
for the hydrophobic core. PEG has been used most
widely as a shell-forming block because of its unique
solution properties, such as high water solubility and
significant chain mobility for steric repulsion, as well
as biocompatibility. In addition to PEG, poly(2-
ethyl-2-oxazoline) (PEtOz) has also been used to form
hydrophilic shell that could form complexes via strong
hydrogen bonding with poly(carboxylic acid)s, such as
poly(acrylic acid) or poly(methacrylic acid).[33] Use of
poly(acrylic acid) as a hydrophilic polymer could lead
to a bioadhesive outer shell.[34] Poly(N-isopropylacryl-
amide) that exhibits a reversible thermoresponsive
phase transition at 32�C in aqueous media was used
for preparing thermoresponsive polymer micelles.[35]

Despite the presence of numerous hydrophilic polymers
available to date, only a small number of hydrophilic
polymers have been used as shell-forming polymers.

Unlike hydrophilic segment, however, the choice for
hydrophobic blocks is relatively diverse. Typical exam-
ples include poly(propylene oxide),[36] polystyrene,[37]

poly(lactic acid),[38] poly(glycolic acid), poly(e-capro-
lactone) (PCL),[39] and poly(b-benzyl-L-aspartate).[40]

Block copolymers with biodegradable core-forming
blocks, such as polyesters and poly(aminoacid)s, are
of interest because they may undergo hydrolytic and/
or enzymatic degradation, producing biocompatible
monomers. Poly(aminoacid)s are degradable into
amino acids, which are natural components of the
body. Biodegradable hydrophobic segments are widely
used in preparation of polymer micelles for pharma-
ceutical and biomedical applications.[29]

Fig. 1 Self-assembly of amphiphilic block copolymers to a micellar structure in aqueous solution.
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Drug solubilization and loading methods

Effective drug loading into the polymer micelle cores is
important for clinical applications. In principle, a drug
can be loaded into polymer micelles by simply dissolv-
ing the polymer and the drug in water. Unfortunately,
however, such direct solubilization is applicable only to
highly hydrophilic block copolymers and does not pro-
ceed often to any significant extent, leading to low
drug-loading capacity and efficiency.[41] Furthermore,
most amphiphilic block copolymers developed for
micelle formation are barely water soluble. For this
reason, in many cases, both drug and polymer need
to be dissolved in an organic solvent first.

Several methods for effective solubilization of drugs
into polymer micelles have been developed (Fig. 2).
The dialysis method (Fig. 2A) is most widely used for
many polymeric micelle systems. The first step involves
the dissolution of both polymer and drug in a water-
miscible organic solvent such as acetonitrile, acetone,
dimethylformamide, or ethanol. Then, the polymer–
drug solution is dialyzed against water. As the organic

solvent is removed from the dialysis bag and replaced
by water, the hydrophobic segments of polymer chains
begin to self-assemble to form the micellar core. At the
same time, drug molecules also participate in the core-
forming process to be incorporated in the hydrophobic
cores. The limitation of the dialysis method is that the
process requires a large volume of water and a long
processing time (more than two days), with possible
drug loss.[42]

The solid dispersion method (Fig. 2B) was used for
solubilization of paclitaxel into PEG-poly(D,L-lactide)
diblock copolymer micelles.[43] Paclitaxel and the poly-
mer were dissolved in acetonitrile followed by evapor-
ation of the solvent under a stream of nitrogen at 60�C
to obtain a gel-like polymer–drug matrix. Dissolution
of the solid matrix in water at about 60�C with stirring
led to formation of drug-loaded micelles. Because a
heating is needed to completely dissolve the polymer–
drug matrix, this method may not be not desirable
for thermally unstable drugs.

The oil-in-water (o/w) emulsion method (Fig. 2C) was
proposed by Kwon et al. to improve the drug-loading

Fig. 2 Typical methods used for drug solubilization in polymeric micelles.
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efficiency.[44] In this method, the drug is first solubilized
in a water-immiscible volatile solvent such as chloroform
and added to aqueous polymer solution, forming the o/w
emulsion. The o/w emulsion is kept in an open atmos-
phere, allowing evaporation of the volatile solvent.
Drug-loaded micelles are formed as the volatile solvent
evaporates. This method may lead to higher loading
efficiency, but the use of toxic volatile solvents would
not be desirable.

Recently, a novel one-step drug-loading procedure
has been developed.[42] In this procedure, both the poly-
mer and the drug are dissolved in a water/tert-butanol
mixture and subsequently freeze dried. Drug-loaded
polymer micelles could be obtained by rehydrating
the freeze-dried cake in an injectable vehicle. This
procedure is simple and thus can be very useful, as long
as the freeze drying process is available and the hydro-
phobic drugs are soluble in the water/tert-butanol
mixture.

In most polymer micelles, poorly soluble drugs can
be incorporated into the micelle cores by hydrophobic
interaction and other additional interactions such as
the metal–ligand coordination bond[45,46] and the elec-
trostatic interaction.[47] It is believed that drugs that
are more compatible with the cores of the polymer
micelles can be dissolved to the higher extent.[48]

Although the interaction between the core-forming
polymer and the drug plays an important role in drug
solubilization into micellar structure, there are other
factors, which influence the solubilizing properties of
polymer micelles. Such factors include the drug proper-
ties, the hydrophobic block length of the copolymer,
the total copolymer molecular weight, the drug con-
centration, and, to a lesser extent, the nature and block
length of the shell-forming polymer.[28] In addition, the
drug-loading method applied and the solvent used
influence the loading amount (or the content) of the
drug. Table 2 shows the change in the loading content
of paclitaxel according to the drug-loading methods
and the polymer structural variations.[41,43,44,49–52]

Hydrotropic Polymers and Hydrogels

Hydrotropic agents for drug solubilization

Hydrotropic agents (or hydrotropes) are a diverse class
of water-soluble compounds that, at high concentra-
tions, enhance the water solubility of poorly soluble
solutes.[53] The hydrotrope approach has a great poten-
tial for delivery of poorly soluble drugs. Using hydro-
tropes is one of the easiest ways of increasing water
solubility of poorly soluble drugs, because it only
requires mixing the drugs with hydrotropes in water.
Hydrotropes have been used to enhance the water solu-
bility of poorly soluble drugs, and, in many instances,
the water-solubility of drugs increased by orders of
magnitude.[54] The use of hydrotropes offers many ben-
efits over other solubilization methods such as micellar
solubilization, miscibility, cosolvency, and salting-in.[55]

For this reason, various hydrotropes have been utilized
to enhance the aqueous solubility of many hydrophobic
drugs. Table 3 lists typical examples of hydrotropic
agents used to enhance the aqueous solubility of poorly
soluble drugs.[53,56–68]

The term ‘‘hydrotropy’’ does not mean a specific
mechanism, but represents a collective solubilization
phenomenon, which is still incompletely understood.
There have been various theoretical and experimental
studies aiming at explanation of hydrotropic solubi-
lization.[56,58,69] Most of proposed mechanisms of
hydrotropic solubilization can be classified into the
following two schemes: complexation between hydro-
tropes and solutes, and self-association of hydrotropes.
The first one involves the complex formation between a
hydrotrope and a solute. For example, nicotinamide has
been shown to enhance the solubilities of a wide variety
of hydrophobic drugs through complexation.[58,59,70] It
was shown by molecular orbital calculations that the
complex formation of heteroaromatic drug molecules
with nicotinamide occurred through p-donor and
p-acceptor mechanism.[70] Studies using nicotinamide

Table 2 Typical amphiphilic polymers and their drug-loading capacity

Polymer micelle Block length (g/mol) Loading method Loading content, (% w/w)

poly(D,L-lactic acid) (PDLLA)-PEG 2000–2000 Solid dispersion 25

PDLLA-PEG 1300–2000 Solid dispersion 25

PDLLA-PEG 2100–5000 Solid dispersion 10

PCL-PetOz 1400–6200 Dialysis 2.4

PCL-PetOz 2600–6200 Dialysis 6.2

PCL-PetOz 3300–6200 Dialysis 7.6

PCL-PEG 5500–5000 Dialysis 21

poly(phenyl alanine) (PPhe)-PEG 1100–5000 Solid dispersion 9

PDENA-PEG 4500–5000 Dialysis 37
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and its derivatives, such as N-methylnicotinamide and
DENA, showed that the aromaticity of the pyridine ring,
which might promote the stacking of molecules through
its planarity, was the most significant contributor in
complexation.[57] The ability of aromatic amide ligands
to enhance the aqueous solubilities of tested drugs was
higher than those of the aliphatic amide ligands.[57]

On the other hand, it was also demonstrated that
the hydrophobicity of ligands including nicotinamide
was the general determinant of water-soluble complex
formation, and donor–acceptor interactions did not con-
trol complex formation.[71] The other proposed mech-
anism for hydrotropic solubilization is self-association
of the hydrotrope in an aqueous phase. This view is
supported by experimental data proving that some
hydrotropes including nicotinamide and aromatic sulfo-
nates associate in aqueous solutions.[54,71] Studies on the
nicotinamide–riboflavin system showed that the self-
association of nicotinamide contributed to the solubility
increase of riboflavin rather than complexation between
two species.[54]

In general, each hydrotrope is specific in increasing
the water solubility of selected hydrophobic drugs,
and, thus, there is no universal hydrotrope that can
be applicable to all types of hydrophobic drugs. The
same hydrotrope, however, should be effective for the
hydrophobic drugs with similar chemical structures.
To find good hydrotropic agents for a hydrophobic
drug of interest, it is important to investigate first the
structural requirements for effective solubilization.
The structure-activity relationship for the hydrotropic
solubilization of paclitaxel was studied using more than
60 candidate hydrotropic agents and their analogues.[25]

Several effective hydrotropic structures were identified
for their ability to solubilize paclitaxel, and some of them
are shown in Fig. 3. Among them, DENA was found to
be the most effective hydrotropic agent for paclitaxel.
The solubility of paclitaxel was increased to 39 mg/ml

and 512 mg/ml at the DENA concentration of 3.5 M
and 5.95 M, respectively, which are �5–6 orders of
magnitude greater than the intrinsic solubility of 0.30 �
0.02mg/ml. PNA, N-allylnicotinamide, and sodium
salicylate were also found to have high-solubilizing
capacity for paclitaxel. This information can be used to
find other hydrotropic compounds and to design new
hydrotropic analogues that are effective for paclitaxel
and other poorly soluble drugs.

Hydrotropic polymers

Despite their ability to increase the paclitaxel solubility
by several orders of magnitude, the hydrotropes have a
limitation in developing effective formulations. The
main concern is that the use of such high concentra-
tions of low molecular weight hydrotropes may result
in coabsorption of a significant amount of the hydro-
tropes along with the drug. In addition, hydrotropic
properties may be lost when the hydrotropic solution
is diluted, resulting in precipitation of the dissolved

Table 3 Hydrotropes used for solubilizaton fo poorly water-soluble drugs

Hydrotropes Drugs

Nicotinamide Riboflavin, allopurinol, diazepam, Nifedipine, progesterone,
oxamniquine, moricizine, testosterone, griseofulvin,
17-b-estradiol, indomethacin

N,N-diethylnicotinamide Diazepam, griseofulvin, nifedipine

Sodium benzoate Indomethacin, nifedipine, allopurinol, ketoprofen,

oxamniquine, nalidixic acid, Carbamazepine, etoposide

Sodium p-aminobenzoate Phenacetin

Sodium salicylate Ketoprofen, nifedipine, piroxicam, etoposide, indomethacin

Resorcinol Riboflavin, nalidixic acid

Piperazine Nimesulide

Sodium butyl monoglycol sulfate 6-aminopenicillanic acid

Lysine, urea, gentisic acid ethanolamide Acetazolamide

Fig. 3 Hydrotropic agents identified for paclitaxel solubili-
zation: N,N-diethylnicotinamide (A); N-picolylnicotinamide
(PNA) (B); N-allylnicotinamide (C); and sodium salicylate (D).
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drug. For this reason, the concept of transforming low
molecular weight hydrotropes into the polymeric forms
was proposed. The first question to answer was whether
the polymeric form of hydrotropes maintained their
hydrotropic properties.

A number of new polymerizable monomers were
synthesized by modification of PNA and DENA.[25,72]

Various types of polymeric structures containing PNA
moieties were tested for their hydrotropic properties.
The pendent hydrotropic PNA moieties were attached
to the polymer backbone through either an oligo(ethy-
lene glycol) or a phenyl group as a spacer. The PNA
moiety was bound to the polymer backbone either
at 2-position or at 6-position of the pyridine ring of
nicotinamide to result in poly(2-(4-vinylbenzyloxy)-N-
PNA) (P(2-VBOPNA)) or poly(6-(4-vinylbenzyloxy)-
N-PNA) (P(6-VBOPNA)), respectively. Fig. 4 shows
various types of hydrotropic monomers and a typical
synthetic procedure for P(2-VBOPNA).[73]

It is important to ensure that the modified forms,
both monomers and polymers, of hydrotropic agents
maintain their hydrotropic properties. Fig. 5A shows
the enhancement of aqueous solubility of paclitaxel
as a function of the concentration of 2-VBOPNA,
6-VBOPNA, and PNA. Two monomers, 2-VBOPNA

and 6-VBOPNA, with a vinylbenzyloxy group linked
to 2- and 6-position of pyridine ring, retained the
hydrotropic property for paclitaxel. Of the two mono-
mers, 2-VBOPNA was more effective than 6-VBOPNA
for the tested concentration range. Fig. 5B shows the
enhancement in the paclitaxel solubility by monomeric
and polymeric form of 2-VBOPNA. It is noted that the
polymer increased the paclitaxel solubility substantially
higher as compared with its monomeric counterpart.
The effect of the polymeric form was more pronounced
at the low concentration range.

While the structure of the hydrotropic moiety of the
polymer is the most important factor in hydrotropy,
other factors can also contribute to the overall hydro-
tropic property of the polymers. The spacer between
the polymer backbone and the hydrotropic moiety
is one key factor affecting the overall hydrotropy.
Two different hydrotropic polymers based on N-PNA
have different hydrotropic properties depending on
the nature of the spacer. The paclitaxel solubility
in P(6-VBOPNA) increased to a larger extent than
in poly(6-allyloxy-N-PNA) (P(6-APNA)), where the
aromatic spacer was replaced with a linear chain.

Hydrotropic copolymers can also be synthesized
using two different hydrotropic monomers. The concept

Fig. 4 Various hydrotropic monomers (A), and an exemplary synthetic scheme of a hydrotropic polymer, poly(2-(4-vinylbenzyloxy)-
N-picolylnicotinamide) [P(2-VBOPNA)] (B).
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of using two different hydrotropes on the same polymer
backbone is based on facilitated hydrotropy, where the
use of combination of different hydrotropes is known
to yield higher hydrotropic property, as compared with
individual hydrotropes.[74] The maximum synergistic
hydrotropic effect would be obtained by optimizing
the factors such as type and length of spacers, orienta-
tions of a hydrotrope, and combination of different
hydrotropes.

Hydrotropic hydrogels

Because hydrotropic polymers can be diluted when
introduced into aqueous solution, cross-linked hydro-
tropic polymers, i.e., hydrotropic hydrogels, were
prepared. Hydrotropic hydrogels are prepared by poly-
merization of hydrotropic monomers in the presence of
cross-linking agents. Despite the cross-linking of linear
hydrotropic polymer chains, the hydrogels maintained
the hydrotropic property. The hydrotropic hydrogel

systems provide several advantages.[73] Owing to their
cross-linked nature, hydrotropic hydrogels maintain
the local high concentration of hydrotropic moieties,
even in excess amounts of water. The hydrogels may
swell but do not dissolve, and thus the local concen-
tration of hydrotropic moieties is not diluted as much
as in non-cross-linked polymers. Because hydrogels
can be dried and processed as a particulate form, they
may offer a simple way of formulating poorly soluble
drugs. In one approach, paclitaxel was dissolved
directly into 2-VBOPNA (1.2 M) to make the final

Fig. 5 Aqueous solubility of paclitaxel as a function of the
concentration of 2-VBOPNA, 6-VBOPNA and PNA (A),
and in the presence of P(2-VBOPNA) and 2-VBOPNA (B).

(Modified from Ref.[73].)

Table 4 Hydrotropic properties of 2-VBOPNA used for

hydrogel synthesis

Hydrotropes

Drug solubility � SD

(mg/ml)

Paclitaxel

None (solubility in pure water) 0.0003
2-VBOPNA (0.66 M) 0.519

Griseofulvin

None (solubility in pure water) 0.007 � 0.000
2-VBOPNA (0.5 M) 0.343 � 0.019

Progesterone

None (solubility in pure water) 0.001 � 0.000
2-VBOPNA (0.5 M) 0.683 � 0.022

Fig. 6 Chemical structure of hydrotropic amphiphilic block
copolymer (A) and self-assembly into micellar structure in
aqueous medium (B). (Modified from Ref.[52].)
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concentration of 1.2 mg/ml before formation of the
2-VBOPNA hydrogel. The formed hydrogel kept its
transparency, indicating that paclitaxel existed in the
dissolved state. Table 4 shows examples of hydrotropic
hydrogels used for solubilization of poorly water-
soluble drugs, paclitaxel, griseofulvin, and progesterone.

Hydrotropic polymer micelles

The studies on hydrotropic polymers and hydrogels led
to the development of hydrotropic polymer micelles
consisting of a hydrophilic PEG shell and a hydro-
trope-rich core.[52,75] A DENA-based hydrotropic
polymer was synthesized and used as a building block
for constructing amphiphilic block copolymers (Fig. 6).
These block copolymers self-assembled in aqueous
media to form micellar structures with a size range of
�30–100 nm. In these polymer systems, the solubiliza-
tion of paclitaxel is based on a synergistic effect of the
unique micelle characteristics and hydrotropic activity.
Hydrotropic micelles demonstrated not only higher
loading capacity (up to 37 wt% of paclitaxel) but also
enhanced physical stability in aqueous media. The
enhanced stability is owing to attractive interactions
between paclitaxel and the hydrotropic moieties. The
drug loading into the hydrotropic polymeric micelle

core is mainly based on the attractive interactions
between the hydrotropic moiety and paclitaxel. This
results in more stable polymeric micelles than those
that depend on hydrophobic interaction alone.

Other Polymeric Systems

Hydrophobically modified polymers can associate in
aqueous media to form micelle-like structures above their
critical association concentrations (CACs).[76] The nano-
sized self-aggregates were prepared using modified
natural polysaccharides such as pullulan,[77] curdlan,[78]

and glycol chitosan.[79] The modified polysaccharides
provide excellent biocompatibility, biodegradability, low
immunogenicity, and biological activities.

PEG-400 has been frequently used as a hydrotrope
or a cosolvent to dissolve poorly water-soluble
drugs.[80] For example, PEG-400 increased the solu-
bility of b-estradiol by �4–5 orders of magnitude when
its concentration was higher than 80 wt%.[81] At such
high concentrations, PEG-400 self-associate through
hydrogen bonding mediated by water molecules,
which may alter the water structure to increase the
solubility of poorly soluble drugs. Based on the PEG
effect on solubilization, ethylene glycol-based graft,

Fig. 7 Chemical structures of poly(oligo(ethylene glycol) [poly(OEGMA)] methacrylate) (A); 5-arm star-shaped poly(OEGMA)
(B); and polyglycerol dendrimers with generation 3 (C); 4 (D); and 5 (E). (Modified from Ref.[82].)
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star-shaped, and dendritic polymers have been synthe-
sized to create the highly localized structures of ethyl-
ene glycol units.[82] Fig. 7 shows the chemical structures
and architectures of ethylene glycol-based graft, star-
shaped, and dendritic polymers. While the graft and
star-shaped polymers were observed to increase the
paclitaxel solubility in water by three orders of magni-
tude, the dendritic PEG structure was most effective.
The enhanced paclitaxel solubility does not depend
on the molecular weight of the polymer. The paclitaxel
solubility did not increase significantly as the molecu-
lar weight of PEG was increased up to 2000. The pacli-
taxel solubility in a dendrimer solution was 10-fold
higher than that in a linear PEG solution at the same
molecular weight and concentration. These results
strongly suggest that the high density of ethylene glycol
units in the dendritic structure is the main contributor
to substantial increase in the paclitaxel solubility. The
dendrimers with the highest density of ethylene glycol
units increased the solubility of paclitaxel 10,000 fold
at 80 wt%. The dendritic PEG structure, which does
not require a hydrophobic segment as in polymeric
micelles, provides an alternative method of hydrotro-
pic solubilization of poorly soluble drugs.

Phospholipid polymers having a 2-methacryloylox-
yethyl phosphorylcholine (MPC) were investigated as
a solubilizer for paclitaxel.[83] The paclitaxel solubility
was observed to increase up to 5.0 mg/ml in the pres-
ence of a copolymer of MPC and N-butyl methacrylate
(BMA), poly(MPC-co-BMA), with 70 mol% of the
BMA unit. The MPC polymer forms a polymer aggre-
gate with the diameter of 23 nm, called a polymeric
lipid nanosphere, in aqueous media by hydrophobic
interaction, which may solubilize hydrophobic drugs.

Water-soluble polymers conjugated with lipids can
form micelles in aqueous media, and they can be used
for the solubilization and enhanced delivery of a variety
of sparingly soluble drugs. The basic structures of these
polymer–lipid conjugates are similar to amphiphilic
block copolymers except for the fact that hydrophobic
parts are composed of lipids instead of hydro-
phobic polymers. For example, a hydrophilic PEG
block is conjugated with phosphatidylethanolamine.[84]

CONCLUSIONS

Poor water solubility of drugs and new chemical enti-
ties presents major challenges in the development of
clinically useful formulations. Of the various approaches
used for enhancing the solubility of poorly soluble
drugs, polymeric delivery systems have been used effec-
tively. Paclitaxel has been used as a model hydrophobic
drug to show the effectiveness of solubility-enhancing
properties of various polymeric delivery systems.
Recently, hydrotropic polymers were developed based

on the molecular structure of low molecular weight
hydrotropes. Hydrotropes maintained their hydrotropic
properties even in their polymeric states, and this led to
the development of hydrotropic polymer micelles. The
hydrotropic polymer micelles present unique advantages
over conventional polymer micelles in that the inter-
action between the polymer segment and paclitaxel
is based on miscibility between the two, instead of
the hydrophobic interaction alone. For this reason, the
hydrotropic polymer micelles in aqueous solution are
more stable than the conventional polymer micelles.
Various polymer systems based on hydrotropic poly-
mers are possible as shown by block copolymers,
star-shaped polymer, and dendrimers. The new polymer
systems based on hydrotropic polymers provide an
alternative approach of developing delivery systems for
poorly soluble drugs.
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INTRODUCTION

Polymers are divided into biological and non-biological
(synthetic) polymers, each of which is of great impor-
tance in our life. Biological polymers form the foundation
of our life and provide much food for us. Nowadays,
synthetic polymers, hereafter called polymers, are widely
applied in various fields because of their irreplaceable
physicochemical properties. Transdermal delivery system
(TDS) technology is built by combining various kinds of
synthetic polymer materials, as described later.

Polymers are large molecules consisting of repeated
small chemical units or monomers. Usually, the rep-
etition is linear, but there are other types wherein
chains are branched or interconnected to form three-
dimensional networks. Most of the useful polymers
have a molecular weight of more than 10,000. When
a polymer is linked to only one type of monomer, it
is called a homopolymer. When two or more different
monomers are joined in the same polymer chain, the
polymer is called a copolymer. The change in monomer
species and composition gives rise to changes in poly-
mer characteristics, such as melting point, glass tran-
sition temperature (Tg), mechanical properties, and so
on. Copolymerization is the most general and effective
way to create new and useful polymers.

There are three types of copolymers based on the
arrangement type of two monomers, namely, random
copolymer, block copolymer, and graft copolymer.
When the arrangement type is different, copolymers,
even with the same monomer composition, usually
have different physicochemical properties.

OVERVIEW

Before the middle of the 1970s, a few synthetic polymers
found applications in the pharmaceutical industry, such
as polyvinyl pyrrolidone and polyvinyl alcohol for
oral formulations, polyethylene glycol and polyethylene
(PE) for ointments, and polyacrylic acid for poultice.
Nowadays, following the development of the drug deliv-
ery system (DDS), more varied synthetic polymers are
applied in formulation studies. Because DDS concen-
trates on increasing the therapeutic effectiveness of

existing drugs by optimizing their dosage form and for-
mulation, the delivery system itself acquires great impor-
tance. In other words, the emergence of various kinds of
polymers has enabled the development of various DDS.

TDS, as one of the DDS, consists of the following
components: adhesive materials, rate-controlling mem-
brane, backing materials, reservoir vehicle, and release
liner. All components, except for the reservoir vehicle,
are made of polymers. Here, TDS may be said to be
composed of sophisticated polymer products. Nat-
urally, the basic properties of TDS (i.e., drug release
rate and duration, drug stability, and so on) are greatly
dependent on the component materials. Without the
suitable selection of all polymer components, no phar-
maceutical effectiveness of TDS will be achieved.
Therefore, it is important for the research and develop-
ment of TDS to estimate the structure and properties
of polymers, and to combine the most appropriate
polymer materials. In this article, the characteristics
of polymer materials for TDS formulation are dis-
cussed, which are intended to be a valuable aid for
the development of TDS.

ADHESIVE MATERIALS

Necessary Conditions of Medical
Adhesives—Adhesive Properties
and Toxicity

In terms of the system design of TDS, there are three
types of system constructions:[1] reservoir type, matrix
type, and drug-in-adhesive type. In reservoir type and
matrix type, pressure-sensitive adhesive (PSA) is only
expected to keep the system on the skin. Hence, the
necessary conditions for adhesives are almost the same
as those of bandages, namely, well skin adhesiveness
and low skin toxicity; whereas in drug-in-adhesive
type, the drug is incorporated into the adhesive so that
the interaction between drugs and the PSA is more
critical, as discussed later.

In this section, two basic conditions for medical
adhesives, adhesive properties and toxicity, are dis-
cussed. Table 1 summarizes the common medical PSAs
and their adhesive properties. Adhesives, in general,
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are composed of many chemicals used to fulfill inverse
requirements, bonding and debonding. The essential
properties for characterizing the nature of PSAs com-
prise three primary factors: tack, adhesion, and cohesion.
‘‘Tack’’ represents adhesives’ ability to adhere quickly,
‘‘adhesion’’ measures their ability to resist removal by
peeling, and ‘‘cohesion’’ characterizes adhesives’ ability
to resist flow when shearing forces are exerted. Fig. 1
shows the scheme of testing methods for measuring these
three primary factors.

At the bonding step, when the adhesive is applied
to the surface of the skin under light pressure, it wets
the outmost stratum corneum; this is tack. Because
the surface of the skin is not smooth but rough, the
adhesive adheres to the outmost stratum corneum
first, and then gradually flows onto the bottom of the

stratum corneum. Hence, the peeling force vs. contact
time increases in the beginning, reaching a plateau
value;[2] this is adhesion. This initial stage of the
adhesion process is influenced by viscoelastic proper-
ties of the adhesive as well. At the debonding step,
when the intermolecular force is weaker than the
debonding force, the adhesive will break itself, instead
of peeling itself. Therefore, the useful adhesive should
have the sufficient cohesion strength.

The above properties that govern PSA are not only
for medical use, but also for industrial use. Because
medical PSA faces a living organ as substrate, it has
specific features in terms of adhesive properties. For
example, peeling strength will become lower according
to the application period in human skin. It is because
of water buildup in the boundary of the PSA and

Table 1 PSA polymers and additives commonly used for TDS

Adhesive properties

Polymer Additive Tack Adhesion Cohesion

Natural rubber Tackifier, oil � � �
Synthetic rubber

SIS rubber Tackifier, oil ` � �
Polyisobutylene Isobutylene oligomer ` ` �

Acrylic copolymer ` � �
Silicone gum Silicone resin ` � `
Polyacrylic acid Water, glycerin � ` `
(�) High; (`) medium; (�) low.

Fig. 1 Testing methods of tack, adhesion, and cohesion.
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the skin.[3] The degree of lowering may be dependent
on some of the following factors, such as the occlusion
effect of adhesive and backing, hydrophilicity of
adhesive, and degree of perspiration.

In addition, for medical adhesives, safety is another
necessary condition. Regarding the skin toxicity of
PSA, three primary factors can be considered:

1. Skin sensitization or chemical irritation caused
by impurities and residual chemicals in adhe-
sives: Acryl amide, vinyl acetate, and styrene,
which are common comonomers of PSA, are
known to be probable human carcinogens.
Dichloromethane and chloroform, which are
good solvents for many PSAs, are also probable
human carcinogens. Almost all organic liquid
monomers and solvents are skin irritants.
Therefore the level of residual solvent and
monomer in PSAs and in the final TDS should
be controlled to the lowest level. In the case of
biological polymers, it is known that impurities
in natural rubber cause skin sensitization.[4]

2. Skin irritation caused by skin stripping at the
removal of PSA: When the adhesive strength
between the adhesive and the outmost stratum
corneum cell is stronger than the intercellular
binding force between stratum corneum cells,
the outmost stratum corneum cells will be trans-
ferred from the skin to the adhesive when PSA
is peeled from skin. This mechanical skin dam-
age also causes pain and skin irritation.

3. Maceration of skin caused by inhibition of skin
breathing: The transpiration of water vapor is
greatly inhibited in the presence of PSA on the
skin. It may cause skin maceration and follicu-
litis. However, this occlusive effect is important
for enhancing drug permeation, which is called
occlusion effect.

Skin Adhesives for TDS

As listed in Table 1, many PSAs fulfilling the above
requirements have been applied for the TDS. Rubber,
acrylic, silicone, and hydrogel adhesives are discussed
separately in the following sections.

Synthetic rubber adhesive—styrene/isoprene/
styrene adhesive

Styrene/isoprene/styrene (SIS) block copolymer
(styrene isoprene ratio of 15/80 to 30/70 by weight)
is a thermoplastic rubber. This copolymer can be chan-
ged into a good skin adhesive when it is mixed with
tackifiers and oils. The advantage of this adhesive is
that it can be coated with hot melt coating process

because of the thermoplastic nature of the SIS block
copolymer.

Typical formula of SIS adhesive Weight parts

SIS block copolymer 100

Tackifier 100

Oil (liquid paraffin) 60–120

Antioxidant 2

A tackifier is hard low-molecular weight resin with a
Tg higher than room temperature. It can give the high-
est tack to the adhesive when added at the proper
amount. Petroleum resin, polyterpene, and rosin esters
are typical tackifiers, which are all commercially
available.

It should be noted that the SIS block copolymer is
unstable in high temperature (100–150�C) and oxygen
because of the presence of a double bond in the poly-
isoprene subunit. Hence, the addition of antioxidants
such as butylhydroxytoluene is necessary in the hot
melt coating process. In addition, heat stability is also
required in manufacturing drugs.

Synthetic rubber adhesive—polyisobutylene

Because high-molecular weight polyisobutylene is an
inert hydrocarbon polymer, a very small amount of
major tackifiers and oils can be dissolved in polyiso-
butylene. Consequently, a common polyisobutylene
adhesive is composed of both high- and low-molecular
weight polyisobutylene, which is also the major
reason for the relatively low tack and adhesion of
polyisobutylene-based adhesives.

Typical formula of
polyisobutylene adhesive Weight parts

High-molecular weight
polyisobutylene (Mw ¼ 1,000,000)

100

Middle-molecular weight
polyisobutylene (Mw ¼ 40,000)

30

Low-molecular weight

polyisobutylene (Mw ¼ 1,000)

130

The advantage of a polyisobutylene adhesives is its
chemical inertness; thus the stability of drugs in this
adhesive is better than that of other adhesives. How-
ever, the solubility of drugs is usually lower than those
of SIS and acrylic adhesives.

Acrylic adhesive

A typical acrylic adhesive is a copolymer of acrylic
alkyl esters and polar vinyl monomers. Acrylic alkyl
ester, whose homopolymer Tg is lower than � 40�C,
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is responsible for tack and adhesion. The polar vinyl
monomer whose homopolymer Tg is usually higher than
room temperature is responsible for cohesion. Table 2
summarizes the acrylic alkyl esters and polar vinyl
monomers that are commonly used for acrylic adhesives.

When a drug or a non-active incorporated ingredi-
ent has plasticizing property, a further increase of
cohesion with crosslinking of polymers is also a neces-
sary approach. Practically, ionic crosslinkers such as
aluminum acetylacetonate and chemical crosslinkers
such as polyfunctional isocyanate are commonly used.
The cross-linking occurs at the site of carboxyl groups
or hydroxyl groups on the polymer side chain that may
recover the cohesion of the adhesive.

The oldest and most common adhesive is the
copolymer of 2-ethylhexyl acrylate of 100 weight parts
and of acrylic acid of 3–8 weight parts. This adhesive
has pseudo-crosslinking by itself because of the inter-
molecular association of carboxyl groups on the side
chain. However, the tendency of interactions with basic
drugs is a disadvantage of this adhesive.

The copolymer of 2-ethylhexyl acrylate of 100
weight parts and of hydroxyethyl acrylate of 10–20
weight parts is also a common acrylic adhesive. With-
out acrylic acid in the copolymer chain, this adhesive is
relatively less reactive to drugs.

Both of these two adhesives are basic acrylic adhe-
sives with simple compositions. A full or partial change
of 2-ethylhexyl acrylate to n-octyl acrylate or butyl
acrylate can modify the stiffness of the adhesive. The
addition of vinyl pyrrolidone and/or vinyl acetate
monomers can increase the solubility of drugs in the
adhesive. Thus various acrylic adhesives can be designed
according to the TDS formulation requirements.

Hydrogel adhesive

Poultice is a drug-in-adhesive type of TDS and is very
popular in Eastern countries. The hydrogel PSA is a
base adhesive for poultice, as well as for skin care
cosmetic sheets. A hydrogel adhesive is an ionically
crosslinked polyacrylic acid swelling in a water–
glycerin mixture. In addition, poultice formulation also

contains many other chemicals, such as synthetic or
naturally occurring polymers for increasing tack and
adhesion, inorganic powders for modifying stiffness,
and solubilizers for improving drug solubility in the
matrix. The disadvantage of this adhesive is that many
more components are often necessary. However, the
biggest advantage is that neither heating nor solvent
evaporation is needed in the process of manufacturing.
Therefore, volatile or fragile drugs can be applied in
the matrix.

Silicone adhesive

Silicone adhesives are made of high-molecular-weight
poly-dimethyl siloxane (silicone gum) and silicate resin,
which consists of (CH3)3SiO and SiO2 units. The ratio of
silicone gum to silicate resin is 100/50 to 100/150 by
weight. The advantage of silicone adhesives is their
chemical inertness and high drug permeability. However,
drug solubility in the adhesive is quite low. These proper-
ties suggest that silicone adhesives are more suitable for
reservoir-type TDS than for drug-in-adhesive-type TDS.

Natural rubber adhesive

Poly-1.4 cis-isoprene is the main component of natural
rubber. Natural rubber was most generally used for the
earliest medical adhesives due to its excellent adhesive
properties and relatively low cost.

Typical formula of natural
rubber adhesive Weight parts

Natural rubber 100

Tackifier 80

Liquid paraffin 70

Lanolin 5

Antioxidant 2

Nowadays, natural rubber is only used as the base
adhesive for TDS of local use and skin bandages. But
there is still a problem on the possibility of skin sensitiza-
tion from impurities.[5] Synthetic poly-1.4 cis-isoprene is
also available today; however, the adhesive properties
of this polymer are less than those of natural rubber.

Acrylic oil–gel adhesive

For many years, it was known that hydrogel adhesives
and SIS adhesives were soft to the skin, and that their
skin irritation was milder in comparison with common
acrylic and natural rubber adhesives. Based on these
findings, guiding principles for lowering the skin
irritation of adhesives were gradually elucidated.
These are the following: 1) adhesive matrix should
contain lots of liquid substance; 2) polymers should

Table 2 Current comonomers for medical acrylic

adhesives

Acrylic alkyl ester (Tg) Polar vinyl monomer (Tg)

Butyl acrylate (�54�C) Acrylic acid (106�C)

N-octyl acrylate (�80�C) Hydroxyethyl
methacrylate (55�C)

2-Ethylhexyl

acrylate (�55�C)

Hydroxyethyl

acrylate (�15�C)
Vinyl pyrrolidone (86�C)
Vinyl acetate (28�C)

2928 Polymers in Transdermal Delivery Systems



P
la

nt
s–

P
ow

de
rs

be cross-linked; and 3) adhesion should be lower (i.e.,
within practical convenience).

When the above principles were applied to acrylic
adhesives, a new type of acrylic adhesive was created.
Corresponding to hydrogel, it is called oil–gel. The
acrylic oil–gel adhesive is now widely applied for ban-
dages, dressings, and TDS.[5,6] The schematic micro-
structures of hydrogel adhesives, SIS adhesives, and
acrylic oil–gels are shown in Table 3.

Typical formula of acrylic oil–gel Weight parts

2-Ethylhexyl acrylate–butyl acrylate–acrylic 100

Acid copolymer (48/48/4)

Isopropyl myristate (IPM) 80

Al-acetylacetonate 1

The photographs in Fig. 2 show the stratum cor-
neum cells removed by the PSA after 0.5 hr of appli-
cation to the forearm. ‘‘Acrylic oil–gel’’ has a
formulation as described above, whereas ‘‘original
acrylic’’ is the same acrylic adhesive without IPM
and cross-linker. It is clear that on removal, substan-
tially fewer cells were removed by the acrylic oil–gel
compared with the original acrylic.

Effects of PSA Polymers in TDS

In the TDS, the PSA as the formulation foundation
loads many additives, including drugs and enhancers.
Therefore the physiochemical properties of PSA

polymers can greatly influence the kinetic characteris-
tics of drugs in the matrix, such as solubility, release,
and permeation behaviors, as well as stability. In this
section, the effects of the nature of PSA polymers on
drug-in-adhesive-type TDS are discussed.

The effect of psa polymers on the skin
permeation behavior of drug

The steady-state transport of drug molecules through
the biological membrane is described as a solubility–
diffusion process that follows Fick’s diffusion law. In
the transdermal delivery procedure, the diffusion of
drug molecules across the stratum corneum is regarded
as the most rate-limiting step. Based on Fick’s law, the
permeation rate of drugs from the PSA matrix through
the stratum corneum is most related to the solubility of
drugs in the PSA matrix. Fig. 3 shows the permeation

Table 3 Schematic microstructures of hydrogel adhesive,
SIS adhesive, and acrylic oil–gel

Fig. 2 Stratum corneum cells peeled by PSA tapes.
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behavior of lidocaine from water and PSA matrix.
Although the saturated concentrations of lidocaine
in these two matrices are obviously different, their
permeation curves are almost similar. This is a typical
example that agrees with Higuchi’s theory, which
states that the permeation flux is most associated with
the thermodynamic activity of drugs in the matrix.

However, the latest TDS findings indicated that
there were many different cases that cannot be
explained by this simplified theory. Table 4 gives an
example of the markedly different permeation flux of
tacrine from various PSA matrices through hairless
mouse skin even with all the saturated concentra-
tions.[7] In actual situations, the transdermal delivery
process of drugs from the PSA matrix across the skin
presents more complicated affecting factors in addition
to drug solubility. Although it has not been completely
made clear, major factors are considered by the nature
of the PSA matrix. Physical nature, such as micro-
scopic viscosity that connects with the Tg of PSA poly-
mers, can affect the mobility of drug in the matrix; the
characteristics of the PSA surface that adhered to the
skin and the adhesive strength may affect absorbance
of drugs from the matrix into the stratum corneum.
Chemical nature is considered as the interaction of
drugs with the polar functional group of PSA, which
may affect the release rate of drugs from the matrix.
Moreover, the occlusion effect of the PSA matrix
is also a factor that varies with the permeation behav-
ior. Therefore, the nature of PSA should be fully

considered before the selection of adhesives in the
development of TDS.

The effect of lipophilicity of PSA polymers
on drug solubility

The lipophilicity of PSA polymers, which is markedly
affected by chemical composition, may influence drug
solubility (Table 5). In general, acrylic copolymers
have medium lipophilicity compared with other PSA
polymers, and have the most excellent drug solubility.
A suitable lipophilicity of copolymers can be obtained
by changing the compositional content of comono-
mers. The lipophilicity of acrylic copolymers can be
roughly estimated by the theoretical calculation of
the hydrophobic parameters of copolymers according
to the hydrophobic fragments of each comonomer,
or the calculation of the octanol–water partition coeffi-
cients (log PC).[8]

It has been reported that drug solubility is closely
related to the lipophilicity of the PSA matrix.[9] Fig. 4
gives the relationship between the solubility of felbinac
(FB) and the hydrophobic parameters of PSA matrices.
It suggests that when the lipophilicities of the drug
and the PSA matrix are similar, the solubility of the
drug will become the maximum. Therefore, the design
of an acrylic copolymer with appropriate lipophilicity is
very important for drug holding in the TDS formulation.
Generally, a high content of polar vinyl comonomers in
the acrylic copolymer is useful for improving drug solu-
bility. Polar vinyl comonomers popularly used in medical
adhesives include acrylic acid, hydroxyethyl acrylate,
vinyl pyrrolidone, vinyl acetate, and so on.

Silicone copolymer and SIS rubber (i.e., with a high
lipophilic additive, paraffin) have a higher lipophilicity
than acrylic copolymer. Hence, both bases give a much
lower drug solubility than common acrylic copolymers.

Polyacrylic acid or its sodium salt as the hydrogel
base is usually composed of a high amount of water
and glycerin; it implies that this adhesive is highly
hydrophilic. Hence, regarding most hydrophobic drug
candidates, this adhesive gives a very low solubility.
Most commercial poultices commonly contain 0.5%
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Fig. 3 Effect of lidocaine concentration on the steady-state

rate of skin permeation from (A) water and (B) PSA tapes.

Table 4 Permeation flux of tacrine saturated in various
PSA matrices

PSA

Concentration

(% wt/wt) Flux (lg/cm2/hr)

Polyisobutylene 9.7 8.7

Silicone 2.4 2.4

Acrylic 21.0 55.4

Table 5 Characteristics of lipophilicity and drug solubility
of the current PSA

Polymer Additive Lipophilicity

Drug

solubility

Acrylic
copolymer

Medium High

SIS rubber Oil, tackifier High Medium

Silicone gum Silicone resin High Low

Polyacrylic
acid

Glycerin,
water

Low Low
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of non-steroidal antiinflammatory drugs (NSAIDs) in
the formulation.

The effect of PSA polymers on
percutaneous enhancement

The lipophilicity of PSA polymers not only influences the
drug solubility, but also affects the enhancing effects of
chemical enhancers. A good PSA, combined with a
proper enhancer, will give an excellent transdermal-
enhancing system. The chemical enhancers show enhanc-
ing effects by the alteration of the solvent potential of the
biochemical environment of the stratum corneum and by
the disordering of the intercellular lipid matrix.[10] These
actions of the chemical enhancers are based on their pen-
etration characteristics into the stratum corneum. It
means that a high penetration flux of the chemical enhan-
cer itself is directly associated with its enhancing effect.

Theoretically, a chemical enhancer, which has a
lipophilicity similar to the PSA matrix, will have the
highest affinity for the adhesive matrix, thus having
the lowest skin absorption. This would often happen
with the same concentration of enhancers, but shows
the different enhancing effects in the different PSA
matrices. Table 6 shows the different enhancing effects
of IPM in various acrylic adhesives with different lipo-
philicities. Here, the concentration of FB is saturated
in every adhesive, and the amount of IPM is fixed to
be 38% in acrylic copolymers. In relation to be the

lipophilicity of IPM and copolymers, the solubility of
IPM is highest in higher lipophilic adhesives due to
similar lipophilicity, but the greatest enhancement is
shown in the lower lipophilic adhesives when using
the same amount of IPM. These findings further indi-
cate that the selection of PSA base with a balanced
lipophilicity is a key factor in achieving proper drug
solubility and excellent penetration enhancement.

The Interaction of the Polar Functional
Group of Polymers and Drugs

As demonstrated, SIS rubber and silicone copolymers
are relatively inert drugs; thus little interaction hap-
pens with these adhesives. But the acrylic copolymer
easily causes interactions with drugs when polar func-
tional groups exist in the copolymer. The extent of the
interaction of drugs with the copolymer significantly
influences the diffusion of drugs in the PSA matrix,
and even affects drug stability.

In medical adhesives, a popular approach is apply-
ing the polar functional group, carboxyl and/or
hydroxyl, to act with the cross-linker for gel formation,
thereby giving great cohesion. In contrast, the active
polar function groups may interact with the active groups
of drugs. For instance, carboxyl groups of copolymers
may interact with amides, amines, and sometimes also
with carboxyl groups of drugs, and hydroxyl groups of
copolymers may interact with carboxyl groups of drugs.
Moreover, the exchange of esters between drugs and
polymers also may happen, especially in acrylic adhesives
in low lipophilic environments. Drug–PSA polymer
interaction can be determined by using the equation
suggested by Williams et al.,[11] and the extent of these
interactions can be estimated by the relationship between
the drug concentrations in the PSA matrix and their
diffusion coefficients.[12]

RATE-CONTROLLING MEMBRANE

In reservoir-type TDS, a membrane is essential for
keeping the drug in the reservoir, which is also
made of polymers. The role of membranes in reservoir
systems had originally been thought to control the rate

Fig. 4 Relationship between the solubility of FB and the

lipophilicity of PSA matrices.

Table 6 Enhancement of IPM on the permeation of FB through the rat skin in different lipophilic acrylic adhesives

Acrylic adhesive Lipophilicity of copolymer Permeation flux (lg/cm2/hr) Enhancement ratio

Adhesive I Low 4.30 � 0.75 —

Adhesive I with IPM 29.46 � 6.08 6.9

Adhesive II Medium 5.68 � 2.38 —
Adhesive II with IPM 10.36 � 0.96 1.8

Adhesive III High 7.02 � 1.32 —
Adhesive III with IPM 10.63 � 1.72 1.6
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of drug release from the system, thus controlling drug
release into the skin. However, it was gradually recog-
nized that the barrier function of the stratum corneum
was far greater than that of the membrane; hence the
drug release rate was determined by the stratum cor-
neum.[1] Therefore the function of the membrane is
to safely hold the drugs and non-active ingredients in
the reservoir until use and to release the drugs when
applied to the skin. At present, two types of membrane,
porous and non-porous, are extensively used for this pur-
pose. The necessary conditions are described as follows:

1. During the application of the system to the skin,
the membrane should intimately touch the skin
and should not break. Therefore, soft and tough
mechanical properties are requested for the
polymers.

2. In the case of non-porous membranes, the polymer
should have sufficient solubility and permeability
for drugs.

3. The polymer should be chemically inert so as
not to react with drugs.

4. The peripheral part of the membrane is heat-
sealed to backing materials. Therefore, the poly-
mer should have good heat sealability and good
compatibility with the backing materials.

In fact, a few polymers can satisfy all the above con-
ditions. Table 7 shows the polymer materials for rate-
controlling membranes and their suitability for TDS.
Among them, PE and ethylene vinyl acetate (EVA)
membranes are the most commonly used for reservoir
systems.

PE is a crystalline polymer with many grades, with a
wide variety of crystallinity and molecular weight. A
porous PE membrane is more drug-permeable than
non-porous membranes of low-crystalline PE, both
of which are available for the reservoir system. EVA,
as a copolymer of ethylene and vinyl acetate with
9–40 wt.% vinyl acetate, is favorably used for the
reservoir membrane. However, it should be noted that
EVA, especially the copolymer with high vinyl acetate
content, is resistant to hydrophilic liquid substances
such as water and glycerin. But this copolymer swells
and deforms itself in lipophilic liquid substances.
Hence, paraffin, squalene, and IPM could not be used
as reservoir liquids in combination with EVA.

BACKING MATERIAL

The properties required for backing materials are
usually different according to TDS concepts. Table 8

Table 7 Polymer materials for the rate-controlling membrane

Materials for membrane Properties

Non-porous Polyurethane Drug-permeable property �
Polydimethylziloxane No heat sealability �
PE �
EVA Having balanced properties �
Ethylenepropylene rubber �

Porous Cellulose acetate No heat sealability �
Isotactic polypropylene Having balanced properties �
PE �

(�) Applicable for reservior membrance; (�) not applicable for reservior membrane.

Table 8 Necessary conditions of backing materials for TDS

TDS Necessary condition Polymer substance

Drug-in-adhesive
(Systematic) Impermeability of drugs PET

Low vapor permeability PET/EVA laminate
PET/non-woven laminate
EVOH

(Local) Impermeability of drugs PET non-woven fabric

Flexibility PP non-woven fabric
Breathability PET woven fabric

Reservoir Impermeability of drugs Al/PE laminate
Low vapor permeability PET/PE laminate

Heat sealability

PET ¼ polyethylene terephthalate; EVA ¼ ethylene vinyl acetate copolymer; EVOH ¼ ethylene vinyl alcohol copolymer;

PP ¼ polypropylene; Al ¼ aluminum; PE ¼ polyethylene.
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summarizes the necessary conditions for backing mate-
rials for the current TDS. Impermeability of drugs and
non-active ingredients is the minimum requirements
for all backings of TDS. Low vapor permeability is
the essential condition for the backing of the systemic
use of TDS; this will be useful in designing the
maximum drug skin permeation from the system.
Aluminum foil (Al), polyethylene terephthalate
(PET), and ethylene vinyl alcohol (EVOH) copolymer
are examples that satisfy the above conditions.

In terms of skin irritation and user compliance, elas-
tic backing is more desirable. However, elastic backing
materials such as polyurethane and EVA copolymer
cannot be used as themselves due to their drug-
permeable nature. Recently, PET/EVA laminate and
PET/non-woven fabrics laminate backings are becom-
ing popular for systemic TDS. These laminated materi-
als are expected to add a soft feeling to the hard
backing layer.

In reservoir-type TDS, heat sealability is an additional
necessary condition. The laminated film, Al/EVA and
PET/PE, is the typical backing material, where Al and
PET are in charge of drug storing, whereas EVA
and PE are responsible for heat sealability. With these
materials, there is still a possibility that drugs and non-
active ingredients dissolve in EVA and PE from the
reservoir, and diffuse to the peripheral part of the system.

In the local use of TDS, most commercial NSAID
patches and poultices are frequently applied to the
elbows and knees for the remedy of inflammation
and joint pains; therefore, flexibility becomes the most
important condition for these backing materials to
enable the skin to move in a natural way. Because
no polymer film material that has flexible and drug-
impermeable properties exists, woven and non-woven
fabrics are commonly used for these local uses. The
fabrics are made of PET or polypropylene (PP), which
have excellent resistance ability to drugs.

RELEASE LINER

In many cases of drug-in-adhesive manufacturing, the
medicated adhesive is first coated on the release liner,

and then transferred to the backing material. Hydrogel
is an exception—it is coated onto non-woven backing,
then directly covered with the release liner.

The release liner consists of a silicone polymer and a
base film. The surface of a release liner is made of a
thin layer (0.1–0.5 mm) of a highly cross-linked silicone
polymer, which is composed of polydimethyl siloxisane
and additives such as silicone resin. The release func-
tion of the silicone polymer is attributed to its surface
energy (22–24 dyn/cm) that is lower than most adhe-
sives (30–50 dyn/cm). As for the base film of the
release liner, PET film, Al foil, PE/Al, and PE/glassine
paper/PE laminates are commonly used. The peeling
force of the release liner from 10 g/5 cm to 100 g/5 cm
would be useful for the TDS. If the peeling force is too
light, it will cause troubles in the TDS manufacturing
process, whereas a too heavy peeling force will cause
inconvenience to users. Generally, the peeling force
of the release liner can be adjusted by changing the
chemical composition of the silicone polymer and the
amount of additives.

Moreover, it is noticed that many low-molecular
weight compounds are soluble in silicone polymer; this
suggests that the drug themselves may be dissolved in
the silicone polymer layer of the release liner. But for-
tunately, the silicone polymer is a very thin layer in the
common release liner and gives a very low drug solu-
bility; thus the loss of the drug by the silicone polymer
layer will not cause practical stability problems. How-
ever, facing such drug-permeable properties of silicone
polymers, a complete barrier for the drugs is the key
property for the base film. PET, Al, and glassine paper
are favorable materials.

CONCLUSIONS

Rubber, plastics, and fiber are the three main states of
polymers. The state is decided according to the degree
of intermolecular force and the microstructure of poly-
mers. The simplified features are summarized in
Table 9. As is discussed in the proceeding sections,
various polymers of all the three states play vital roles
in TDS formulations.

Table 9 States of polymers and application for TDS

State of polymer Intermolecular force Microstructure Application for TDS

Rubber Small Low Tg with low crystallinity SIS adhesive
Acrylic adhesive

Plastics Medium High Tg with low crystallinity PET backing
EVA membrane

Low Tg with high crystallinity PP membrane

PE membrane

Fiber Strong High Tg with high crystallinity PET non-woven fabric
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The physicochemical properties of original poly-
mers can be changed by copolymerization, cross-
linking, and blending with other chemicals. Processing
conditions of polymers are also deeply involved
with the properties of final products. Therefore,
making full use of polymer materials based on their
own nature is a key factor for the development of a
successful TDS.
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Polymorphism: Pharmaceutical Aspects

Harry G. Brittain
Center for Pharmaceutical Physics, Milford, New Jersey, U.S.A.

INTRODUCTION

It had been known since the middle of the 18th century
that many substances could be obtained in more than
one crystal form, and so the properties of these solids
were studied to the fullest extent possible with the
characterization tools (e.g., crystal morphology and
melting phenomena) available at that time.[1] Eventu-
ally the work of von Laue and Bragg on the diffraction
of X-rays by crystalline solids led to the development
of technology that could be used to directly study the
structures of such materials and to provide the struc-
tural justification for the phenomenon that became
known as polymorphism.

Among other things, it became established that the
nature of the structure adopted by a given compound
on crystallization would then exert a profound effect
on the solid-state properties of that system. For a
given material, the heat capacity, conductivity, volume,
density, viscosity, surface tension, diffusivity, crystal
hardness, crystal shape and color, refractive index,
electrolytic conductivity, melting or sublimation pro-
perties, latent heat of fusion, heat of solution, solu-
bility, dissolution rate, enthalpy of transitions, phase
diagrams, stability, hygroscopicity, and rates of reac-
tions were all affected by the nature of the crystal
structure.

Subsequently, workers in pharmaceutically related
fields realized that the solid-state property differences
derived from the existence of alternate crystal forms
could translate into measurable differences in proper-
ties of pharmaceutical importance.[2] For instance, it
was found that various polymorphs could exhibit
different solubilities and dissolution rates, and these
differences sometimes led to the existence of non-
equivalent bioavailabilities for the different forms.
Since then, it has become recognized that an evaluation
of the possible polymorphism available to a drug sub-
stance must be thoroughly investigated early during
the stages of development. In various compilations, it
has been reported that polymorphic species are known
for most drug substances[3,4] and that one should be
surprised to encounter a compound for which only
one structural type can be formed.

THEORETICAL CONCEPTS

The full specification of a polymorphic system is speci-
fied by the thermodynamic properties of the phases
involved. A solid phase has a uniform structure and
composition throughout, is separated by other phases
by defined boundaries, and undergoes a phase tran-
sition when a particular solid phase becomes unstable
under a given set of environmental conditions. The
course of these phase changes is dictated by differences
in free energy at the transition that are associated with
structural or compositional changes. Classical thermo-
dynamics provides a basis for understanding the
nature of these transitions.

During a phase transition, the free energy of the sys-
tem remains continuous, while the entropy, volume,
and heat capacity undergo discontinuous changes.
Phase transitions are classified as being of the same
order as the derivative of the Gibbs free energy that
exhibits a discontinuous change at the transition.
Gibbs free energy (G) is defined from enthalpy (H)
and entropy (S) by

G ¼ H � T S

¼ E þ P V � T S

where T is the absolute temperature, P is the pressure,
V is the volume, and E is the energy. It can easily be
shown that transformations in which a discontinuous
change occurs in volume or entropy (i.e., requiring a
latent heat of transformation) will belong to the first
order, while those involving a discontinuous change
in heat capacity, thermal expansivity, or compres-
sibility will belong to the second order.

The classical Clapeyron equation adequately pre-
dicts the features of first-order phase transitions, and
this has been established for a number of examples
of first-order transitions effected by the deliberate varia-
tion of temperature or pressure.[5] Second- or higher-
order transitions are not readily explained by classical
thermodynamics. Unlike the case of first-order transi-
tions, where the free-energy surfaces of the two phases
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intersect sharply at the transition temperatures, it is
difficult to visualize the nature of the free-energy
surfaces in second- or higher-order transitions. In
second-order transitions, changes in heat capacity as
well as compressibility and thermal expansivity can
be detected at the transition temperature, complicating
the analysis.

Under a given set of environmental conditions, the
most stable polymorph will be the one having the low-
est free energy (G0metastable > Gstable), and all meta-
stable forms must eventually transform to the most
stable form. If some combination of P and T exists
so that G0metastable ¼ Gstable, then a reversible phase
transition may take place and one terms this situation
enantiotropy. If however, G0metastable > Gstable at all
values of P and T, then any process that converts the
metastable form into the stable form must be irrevers-
ible. This situation is termed monotropy.

One generally finds, therefore, that absolute
values for thermodynamic parameters are less impor-
tant than are relationships that predict the relative
stability of the various phases of a polymorphic sys-
tem. Although it is possible to calculate such energy
differences from considerations of the lattice energies
of the different structures,[6] most workers instead
employ the time-honored empirical rules that have
been developed over time.[7] For instance, since
G0metastable > Gstable, then the vapor pressure of the
stable form must be less than the vapor pressure of
the metastable form.

A number of empirical rules have been proposed to
deduce the relative order of stability of polymorphs
and the nature of the process that interconverts these
(i.e., enantiotropy vs. monotropy). Among the better
known are the Heat of Transition Rule, which states
that if an endothermic transition is observed at some
temperature, it may be assumed that there must be a
transition point located at a lower temperature where
the two forms bear an enantiotropic relationship. Con-
versely, if an exothermic transition is noted at some
temperature, it may be assumed that there is no tran-
sition point located at a lower temperature. This in
turn implies that either the two forms bear a mono-
tropic relationship to each other or that the transition
temperature is higher than the temperature of the
exotherm.

Another empirical rule is the Heat of Fusion Rule,
which states that if the higher melting form has a lower
heat of fusion relative to the lower melting form, then
the two forms bear an enantiotropic relationship. Less
well obeyed is the Density Rule, which states that the
most dense form will be the most stable at absolute
zero. Strictly speaking, the Density Rule is only prop-
erly applied to polymorphs of molecular solids where
intramolecular hydrogen bonding is not a significant
factor.

STRUCTURAL ASPECTS

An ideal crystal is constructed by the regular spatial
repetition of identical structural units. One defines
the symmetry properties of crystals in terms of a peri-
odic lattice, or a 3D grid of lines connecting points in a
given structure. The repetitive motif is termed the unit
cell (which will typically contain a group of molecules),
each of which is located at a lattice point. The unit cell
is defined by the magnitude of its projections (a, b, and
c) along the crystal axes and the angles between the
cell axes (a, b, and g). The symmetry of a crystal is
ultimately summed up in its crystallographic space
group, which is the entire set of symmetry operations
that define the periodic structure of the crystal.

When considering the structures of organic mole-
cules, one finds that different modifications can arise
in two main distinguishable ways. Should the molecule
be constrained to exist as a rigid grouping of atoms,
these may be stacked in different motifs to occupy
the points of different lattices. This type of polymor-
phism is then attributable to packing phenomena and
so is termed packing polymorphism. On the other
hand, if the molecule in question is not rigidly con-
structed and can exist in distinct conformational states,
then it can happen that each of these conformationally
distinct modifications may crystallize in its own lattice
structure. This latter behavior has been termed confor-
mational polymorphism.[8]

Packing Polymorphism

During the very first series of studies using single-
crystal X-ray crystallography to determine the struc-
tures of organic molecules, Robertson reported the
structure of resorcinol (1,3-dihydroxybenzene).[9] This
crystalline material corresponded to that ordinarily
obtained at room temperature, and was later termed
the a-form. Shortly thereafter, it was found that the
a-form underwent a transformation into a denser
crystalline modification (denoted as the b-form) when
heated at about 74�C and that the structure of this
newer form was completely different.[10] The crystal
structures of the a- and b-forms (viewed down the
c-axis, or (001) crystal plane) are found in Fig. 1.

By its nature, resorcinol is locked into a single
conformation, and it is immediately evident from a
comparison of the structures in Fig. 1 that each form
is characterized by a different motif of hydrogen bond-
ing. In particular, the a-form features a relative open
architecture that is maintained by a spiraling array of
hydrogen bonding that ascends through the various
planes of the crystal. In the view illustrated (defined
by the ab-plane), the apparent closed tetramic group-
ing of hydroxyl groups is actually a slice through the
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ascending spiral. The effect of the thermally induced
phase transformation is to collapse the open arrange-
ment of the a-form by a more compact and parallel
arrangement of the molecules in the b-form. This struc-
tural change causes an increase in crystal density on
passing from the a-form (1.278 g/cm3) to the b-form
(1.327 g/cm3). In fact, the molecular packing existing
in the b-form was described as being more typical of
hydrocarbons than of a hydroxylic compound.[10]

Conformational Polymorphism

Probucol(4,40-[(1-methylethylidene)bis(thio)]-bis-[2,6-
bis(1,1-dimethylethyl)phenol]) is a cholesterol-lowering
drug that has been reported to exist in two forms.[11]

Form II has been found to exhibit a lower melting
point onset relative to Form I, and samples of Form
II spontaneously transform to Form I upon long-term
storage. The structures of these two polymorphic
forms have been reported, and detailed views of the
crystal structures are given in Fig. 2.

The conformations of the probucol molecule in the
two forms were found to be quite different. In Form II,
the CSCSC chain is extended, and the molecular sym-
metry approximates C2v. This molecular symmetry is
lost in the structure of Form I, where now the torsional
angles around the two CS bonds deviate significantly
from 180�. Steric crowding of the phenolic groups by
the t-butyl groups was evident from deviations from
trigonal geometry at two phenolic carbons in both

forms. Using a computational model, the authors
found that the energy of Form II was 26.4 kJ/mol
higher than the energy of Form I, indicating the less
symmetrical conformer to be more stable. The crystal
density of Form I was found to be approximately 5%
higher than that of Form II, indicating that the confor-
mational state of the Probucol molecules in Form I
yielded more efficient space filling.

Solvatomorphism

One may define a solvatomorph as a crystalline solid in
which solvent molecules have become included in the
structure through the existence of positional substi-
tution at positions that are site specific and that are
related to other solvent molecules through transla-
tional symmetry. Other types of structural solvation
exist[12] but will not be discussed here. Since water is
such a ubiquitous substance, it is not surprising that
the most important type of solvatomorphism involves
the incorporation of water into a crystal lattice.

Ampicillin (4-thia-1-azobicyclo[3.2.0]heptane-2-car-
boxylic acid) is an antibacterial agent that has been
found to crystallize in one trihydrate and at least two
anhydrate forms, and the structures of these have been
critically compared.[13] The transition temperature for
the two forms in the presence of water has been
found to be 42�C, where the trihydrate forms when
crystallization is conducted below this value, and the
anhydrate forms when the crystallization is effected
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Fig. 1 Crystal structures of the a- and b-forms of resorcinol, as viewed down the c-axis (001 plane). (Adapted from Refs.[9,10].)
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at temperatures exceeding 42�C. Structures for the two
solvatomorphs are shown in Fig. 3.

The ampicillin molecule exists as a zwitterion in
both forms, with the overall molecular configuration
being fairly similar as well. The structural differences
induced by the presence of the water molecules in the
trihydrate phase are evident in the differing configura-
tions of the respective thiazolidine rings, where more
planarity is found for the trihydrate phase than is
found for the anhydrate phase. It was deduced that

the three water molecules were extensively involved
in the hydrogen bonding, and that they were located
in a channel that lay parallel to one of the molecular
screw axes. The intricate network of hydrogen bonding
was invoked to explain the relative difficulty associated
with dehydration of the trihydrate phase. Finally, the
molecular packing of the two forms was judged to be
so completely different that the authors concluded that
there would be no way for the trihydrate phase to convert
to the anhydrate phase as a pure solid–solid transition.

Fig. 2 Crystal structures of Forms I and II of Probucol. (Adapted from Ref.[11].)

Fig. 3 Crystal structures of the anhydrate (viewed down the b-axis) and trihydrate (viewed down the c-axis) solvatomorphs of
ampicillin. (Adapted from Ref.[13].)
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GENERATION OF POLYMORPHS

It is essential to determine the range of crystalline
forms that are accessible to a potential drug substance
and to determine which of the various forms will be the
one used in products used in pivotal trials. To answer
this question, investigators must conduct whatever stu-
dies might be required to evaluate the full range of
possible polymorphs and solvatomorphs. The situation
can be further complicated by the phenomenon of dis-
appearing polymorphs, where metastable crystal forms
become impossible to produce once more stable forms
are uncovered.[14]

Ideally, development programs devise a screening
protocol for the discovery and preparation of any
and all solid-state forms of chemical entities that may
exist. Such protocols do not absolutely exclude the dis-
covery of additional forms at later stages of develop-
ment (i.e., during scale-up), but such approaches
provide a comfort level regarding the level of knowl-
edge and awareness regarding the scope of crystalline
forms that may exist. A detailed exposition of the
means available for thegeneration of polymorphs and
solvates is available.[15]

The first and primary method for production of
polymorphs entails slow solvent evaporation of satu-
rated solutions, with the rate of evaporation being
adjusted by empirical means. Examples of solvents
routinely used for such work are listed in Table 1
together with their boiling points. The process of
solution-mediated transformation can be considered
the result of two separate events, beginning with dis-
solution of the initial phase, and completing with
nucleation and growth of the final, stable phase. If
two polymorphs differ in their melting points by
25–50�C, for monotropic polymorphs the lower melt-
ing, more soluble, form will be difficult to crystallize.
The smaller the difference between the two melting
points, the easier can it be to obtain the unstable or
metastable forms.

Another commonly used crystallization method
involves controlled changes in temperature. Slow cool-
ing of a hot, saturated solution can be effective in pro-
ducing crystals if the compound is more soluble at
higher temperatures, while slow warming can be used
if the compound is less soluble at higher temperatures.
Sometimes it is preferable to heat the solution to boil-
ing, filter to remove excess solute, then quench cool
using an ice bath or even a dry ice-acetone bath.

There are situations where kinetics determines the
course of crystallization, and thermodynamics becomes
of secondary consideration. For example, Ostwald’s
Law of Stages states that, ‘‘when leaving an unstable
state, a system does not seek out the most stable
state, rather the nearest metastable state which can
be reached with loss of free energy.’’ This form then

transforms to the next most soluble form through a
process of dissolution and crystallization. For crystals
whose formation is dominated by kinetic factors, it is
essential to isolate the metastable form from the crys-
tallization solvent by rapid filtration so that subsequent
phase transformation would not occur.

During the characterization of solids obtained from
solvent crystallization studies, one finds that thermal
treatment may be a means to produce new crystal
forms. For instance, when using differential scanning
calorimetry as an analysis technique, one can observe
an endothermic peak corresponding to a phase tran-
sition, followed by a second endothermic peak corre-
sponding to melting. Sometimes there is an exothermic
peak between the two endotherms, representing a
crystallization step. In these cases it is often possible
to prepare the higher melting polymorph by thermal
treatment.

In accordance with Ostwald’s rule, the cooling of
melts of polymorphic substances ordinarily yields the
least stable modification, which subsequently rear-
ranges into the stable modification in steps. Since the

Table 1 Solvents routinely used to isolate compound

polymorphs and solvates

Solvent Boiling point (�C)

Dipolar aprotic
Dimethyl formamide 153
Acetonitrile 81

Dimethyl sulfoxide 189
N-methyl pyrolidinone 80

Protic
Water (various pH values) 100

Methanol 65
Acetic acid 115
Ethanol 78

i-Propanol 82
n-Propanol 97
n-Butanol 118

Lewis acidic

Dichloromethane 40
Chloroform 61

Lewis basic
Acetone 56
2-Butanone 80

Tetrahydrofuran 66
Ethyl acetate 77
Methyl butyl ether 56

Aromatic

Toluene 111
Xylene 140
Pyridine 115

Non-polar

Hexane 69
Cyclohexane 81
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metastable form will have the lower melting point, it
follows that supercooling is necessary to crystallize it
from the melt. After melting, the system must be super-
cooled below the melting point of the metastable form,
while at the same time the crystallization of the more
stable form or forms must be prevented. Quench cool-
ing a melt can sometimes result in formation of an
amorphous solid that on subsequent heating undergoes
a glass transition followed by crystallization.

Substances often crystallize containing water or
solvent molecules located at specific sites in the crystal
lattice, defining new crystalline forms known as solva-
tomorphs. Since water is a pharmaceutically acceptable
solvent, hydrate species are of primary importance to
drug development. The variety of hydrates that can
exist has been summarized.[12] Most solvatomorphs
form with an integral number for the solvent/molecule
ratio, but this is not always the case.

In the simplest type, water is bound to inorganic
cations as part of a coordination complex. This type
of water is denoted as water of crystallization and is
common for inorganic compounds. For example,
nickel sulfate forms a well-defined hexahydrate, where
the waters of hydration are bound directly to the Ni(II)
ion. Well-defined multiple hydrate species can also
form with organic molecules, where the water mole-
cules bridge unit cells in the overall structure. Finally,
water molecules can exist in a semispecific manner,
lining cavities within the crystal structure. This last
hydrate type is often termed a channel hydrate.

Typically, hydrates are obtained by recrystallization
from water. For example, trazodone hydrochloride
tetrahydrate was prepared by dissolving the anhydrate
in hot distilled water, allowing the solution to remain
at room temperature overnight, and storing the col-
lected crystals at 75% relative humidity and 25�C until
they reached constant weight.[16] Hydrates can some-
times be obtained by suspending the anhydrous
material in water, a process that is analogous to
Ostwald ripening. For instance, aqueous suspensions
of anhydrous metronidazole benzoate are metastable,
and storage at temperatures lower then 38�C leads to
monohydrate formation accompanied by crystal
growth.[17] The exposure of an anhydrous powder to
high relative humidity often yields the formation of
new hydrate forms. For example, the experimental
anticholesterol compound SQ-33600 was found to
form a multitude of hydrate forms on exposure to vari-
ous relative humidity environments.[18]

METHODS OF CHARACTERIZATION

Once a variety of crystalline solids have been produced
using a suitable polymorph protocol, it is very impor-
tant to characterize these by proper techniques so that

the system can become better defined. Fortunately,
extensive discussions of the techniques suitable for
the characterization of pharmaceutical solids are avail-
able.[19,20] The fruits of the most important characteri-
zation technique, single-crystal X-ray diffraction, have
already been discussed in connection with the phenom-
enon of polymorphism in an earlier section. Certainly
the determination of the crystal structures of all poss-
ible polymorphs and solvatomorphs would constitute
the ultimate in characterization, especially if one could
also conduct spectroscopic and thermal investigations
on the same crystals used for the structural determi-
nation. This situation is rarely realized, so a series of
additional techniques are ordinarily brought into use.

Of all the methods available for the physical charac-
terization of solid materials, it is generally agreed that
crystallography, microscopy, thermal analysis, solu-
bility studies, vibrational spectroscopy, and nuclear
magnetic resonance are the most useful for characteri-
zation of polymorphs and solvates. However, it cannot
be overemphasized that the defining criterion for the
existence of polymorphic types must always be a
non-equivalence of crystal structures. For compounds
of pharmaceutical interest, this ordinarily implies that
a non-equivalent X-ray powder diffraction pattern is
observed for each suspected polymorphic variation.
All other methodologies must be considered as sources
of supporting and ancillary information, but cannot be
taken as definitive proof for the existence of polymor-
phism by themselves.

A correctly prepared sample of a powdered solid
will present an entirely random selection of all possible
crystal faces at the powder interface, and the diffrac-
tion off this surface provides information on all pos-
sible atomic spacings in the crystal lattice.[21] The
relationship between observed scattering angles and
the spacings between planes of molecules in the lattice
consists of Bragg’s Law:

nl ¼ 2d sin yz

where n is the order of the diffraction line, l is the
wavelength of the incident X-ray beam, d is the dis-
tance between the planes in the crystal, and y is the
observed angle of beam diffraction. To measure a
powder pattern, a randomly oriented sample is pre-
pared so as to expose all the planes of a sample, irra-
diated with monochromatic X-ray radiation, and the
angles measured at which coherent scattering of X-rays
is observed.

An extremely important tool for the characteriza-
tion of polymorphs and solvates is that of microscopy,
since the observable habits of differing crystal struc-
tures must necessarily be different and therefore useful
for the characterization of such systems.[22] Clearly,
visual observation of materials suspected of being
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polymorphs or solvatomorphs would immediately fol-
low their crystallographic study, which in turn would
make the science of optical crystallography[23] an
essential aspect of any program of study. Both optical
and electron microscopies have found widespread use
for the characterization of polymorphs and solvates.
Although optical microscopy is more limited in the
range of magnification suitable for routine work
(working beyond 600� being difficult when observing
microcrystalline materials), the use of polarizing optics
introduces enormous power into the technique not
available with other methods. Electron microscopy
work can be performed at extraordinarily high magni-
fication levels (up to 90,000� on most units), and the
images that can be obtained contain a considerable
degree of 3D information.

Often referred to as fusion microscopy or hot-stage
microscopy, thermal microscopy can be an extremely
valuable tool for the characterization of polymorphic
or solvate systems. The technique requires that one
make observations during the heating and cooling of
a few milligrams of substance on a microscope slide,
as well as observations on the crystallized material.[24]

It is therefore possible to conduct a very rapid analysis
using only small quantities of material, and the entire
phase diagram of a drug material can be deduced upon
the conduct of suitably designed experiments. The
most widely used device in the conduct of thermal
microscopic studies is the hot state of Kofler, which
has facilitated the conduct of an extraordinary number
of studies.[25]

Thermal analysis methods are defined as those tech-
niques in which a property of the analyte is determined
as a function of an externally applied temperature.
Regardless of the observable parameter measured,
the usual practice requires that the physical property
and the sample temperature are recorded continually
and automatically and that the sample temperature is
altered at a predetermined rate. Thermal reactions
can be endothermic (melting, boiling, sublimation,
vaporization, desolvation, solid–solid phase transi-
tions, chemical degradation, etc.) or exothermic (crys-
tallization, oxidative decomposition, etc.) in nature.
Such methodology has found widespread use in the
pharmaceutical industry for the characterization of
compound purity, polymorphism, solvation, degradati-
on, and excipient compatibility.[26]

Although a large number of thermal analysis techni-
ques have been developed, the most commonly applied
are those of thermogravimetry (TG, the measure of
thermally induced weight loss of a material as a func-
tion of applied temperature), differential thermal
analysis (DTA, the difference in temperature existing
between a sample and a reference as a function of tem-
perature), and differential scanning calorimetry (DSC,
the difference in heat capacity between the sample and

a reference as a function of temperature). The primary
applicability of DTA and DSC analysis to the study of
polymorphs and solvatomorphs has been to obtain
information about any phase transformations that
take place as a function of temperature.

The simplest and most straightforward application
of thermal analysis is concerned with studies of the
relative stability of polymorphic forms. For example,
DTA thermograms enabled the deduction that one
commercially available form of chloroquine diphos-
phate was phase pure, while another consisted of a
mixture of two polymorphs.[27] DTA analysis was used
to demonstrate that in spite of the fact that different
crystal habits of sulfamethazine could be obtained,
these in fact consisted of the same anhydrous poly-
morph.[28] In a study aimed at profiling the dissolution
behavior of the three polymorphs and five solvates of
spironlactone, DTA analysis was used in conjunction
with powder X-ray diffraction to establish the charac-
ter of the various materials.[29]

DSC analysis can also be used to obtain tempera-
tures of compound melting, and such information
can be of value in establishing the relative orders of
stability in polymorphic systems. In addition, for suit-
able systems the technique can be used to study any
phase interconversion that takes place during the
DSC study. For instance, Form I of iopanoic acid
yielded a single melting endotherm at 154�C, but the
thermogram obtained on Form II was much more
complicated.[30] Form II was found to exhibit one
endotherm at 133�C (the melting transition of Form I),
an exotherm at 141�C (crystallization to Form II), and
another endotherm at 153�C (melting of the recrystal-
lized Form II).

DSC analysis represents a superior method of ther-
mal analysis, in that the area under a DSC peak is
directly proportional to the heat absorbed or evolved
by the thermal event, and integration of these peak
areas yields the enthalpy of reaction (in units of calor-
ies/gram or Joules/gram). Even though conclusions
reached on the basis of enthalpies of fusion are pos-
sibly compromised by their omission of the entropy
contribution, an indication of the thermodynamic
trends inherent in the system is often possible. For
instance, the same polymorphic form of moricizine
hydrochloride was deduced on the basis of thermal
analysis and equilibrium solubility measurements.[31]

On the other hand, auranofin represents a compound
for which one anhydrous polymorphic form is pre-
dicted to be the most stable by virtue of its melting
point and heat of fusion but for which solubility mea-
surements demonstrate that the other polymorph was
in fact the thermodynamically stable form.[32]

The energies associated with the vibrational modes
of a chemical compound can be observed directly
through their absorbance in the infrared region of
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the spectrum or through the observation of the low-
energy scattered bands that accompany the passage
of an intense beam of light through the sample (the
Raman effect). When the vibrational modes associated
with the molecules in a polymorphic system are per-
turbed by features of the different crystal structures,
these methods can be used in the spectroscopic investi-
gation of polymorphs and solvates.[33]

When the FTIR spectra of polymorph systems
differ substantially, the results may readily permit the
identification of a particular form. For instance, the
two forms of ranitidine hydrochloride yielded spectra
that differed in the region above 3000 cm�1 and in
the regions spanning 2300–2700 cm�1 and 1570–
1620 cm�1.[34] Zanoterone has been found to crystallize
in a number of different forms, each of which yields a
characteristic infrared spectrum.[35] When solvent
molecules are incorporated in a crystal lattice, the
new structure is often sufficiently different from that
of the anhydrous phase so that many of the molecular
vibrational modes are altered.

The vibrational modes of a compound may also
be studied using Raman spectroscopy, where one
measures the inelastic scattering of radiation by a
non-absorbing medium.[36] Although both infrared
absorption and Raman scattering yield information on
the energies of the same vibrational bands, the different
selection rules governing the band intensities for each
type of spectroscopy can be exploited by the skillful
worker. For instance, both types of vibrational spec-
troscopy were used to investigate the polymorphism of
nimodipine, and it was evident from the intensity rela-
tions that, although each technique yielded a summary
of the vibrational transitions, substantial differences in
band intensity were readily discernible.[37]

One technique that is becoming increasingly impor-
tant for the characterization of materials is that of
solid-state nuclear magnetic resonance (NMR) spec-
troscopy, and the application of this methodology to
topics of pharmaceutical interest has been amply
demonstrated.[33,38] The NMR spectra of polymorphs
or solvatomorphs often contains non-equivalent reso-
nance peaks for analogous nuclei since the intimate
details of the molecular environments associated with
differing crystal structures can lead to perturbations
in nuclear resonance energies.

In its simplest application, solid-state NMR spectra
can be used to qualitatively differentiate between poly-
morphs or solvates, much in the manner described for
vibrational spectroscopy. When detailed assignments
of solid-state spectra have been made, the technique
can be used to deduce differences in molecular confor-
mation, which cause crystallographic variations to
exist. During the development of fosinopril sodium, a
crystal structure was solved for the most stable
phase, but no such structure could be obtained for its

metastable phase.[39] Studies of the solid-state
vibrational and NMR spectroscopies permitted the
deduction that the solid-state polymorphism was asso-
ciated with different conformations of an acetal side-
chain. The NMR data also suggested that additional
conformational differences between the two poly-
morphs were associated with cis–trans isomerization
along the peptide bond, which in turn resulted in the
presence of non-equivalent molecules existing in the
unit cell.

The solid-state NMR technique can be used to
deduce quantitative measurements of phase compo-
sition, as has been reported for the anhydrate and
dihydrate phases of carbamazepine.[40] The applica-
tions of solid-state 13C-NMR spectra for the study of
polymorphs and solvates can go beyond evaluations
of resonance band positions, making use of additional
spectral characteristics. For instance, studies of T1p

relaxation times of furosemide polymorphs were used
to show the presence of more molecular mobility and
disorder in Form II, while the structure of Form I
was judged to be more rigid and uniformly ordered.[41]

POLYMORPHISM AND SOLUBILITY

Since the different lattice energies (and entropies) asso-
ciated with different polymorphs or solvatomorphs
give rise to measurable differences in a large variety
of physical properties, it is hardly surprising that a
family of different forms should exhibit different
solubilities and dissolution rates.[42] These varying
solubilities can in turn be very important during the
processing of drug substances into drug products[43]

and may have implications for the adsorption of the
active drug from its dosage form.[44] A solid having a
higher lattice free energy (i.e., a less stable polymorph)
will tend to dissolve faster, since the release of a higher
amount of stored lattice free energy will increase the
solubility and hence the driving force for dissolution.
At the same time, each species would liberate (or con-
sume) the same amount of solvation energy, since all
dissolved species (of the same chemical identity) must
be thermodynamically equivalent. The varying dissolu-
tion rates possible for different structures of the same
drug entity can in turn lead to varying degrees of bio-
availability for different polymorphs or solvates.

Solubility determinations were used to characterize
the polymorphism of 3-(((3-(2-(7-chloro-2-quinolinyl)-
(E)-ethenyl)-phenyl)-((3-dimethylamino-3-oxopropyl)-
thio)-methyl)-thio)-propanoic acid.[45] The solubility of
Form II was found to be higher than that of Form I in
both isopropyl alcohol (IPA, solubility ratio equal to
1.7 over the range of 5–55�C) and methyl ethyl ketone
(MEK, solubility ratio equal to 1.9 over the range of 5–
55�C), indicating that Form I is the thermodynamically
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stable form over this temperature range. An analysis of
the entropy contributions to the free energy of solution
from the solubility results implied that the saturated
IPA solutions were more disordered than were the cor-
responding MEK solutions, in turn indicating the
existence of stronger solute–solvent interactions in
the MEK solution.

Phenylbutazone has been found to be capable of
existing in five different polymorphic structures, char-
acterized by different X-ray powder diffraction pat-
terns and melting points.[46] While Form I exhibited
the highest melting point (suggesting the least energetic
structure at the elevated temperature), its equilibrium
solubility was the lowest in each of the three solvent
systems studied (demonstrating the lowest free energy).
These findings indicate that Form I is the thermodyna-
mically most stable polymorph both at room tempera-
ture and at the melting point (105�C). Identification of
the sequence of stability for the other forms at any parti-
cular temperature was not straightforward, and it was
concluded that the order of stability at room tempera-
ture was not the same as that at 100�C. This clearly indi-
cates that some of the forms are enantiotropically related
and that others are related by monotropism.

When the hydrates or solvates of a given compound
are stable with respect to phase conversion in a solvent,
the equilibrium solubility of these species can be used
to characterize these systems. For instance, the equilib-
rium solubility of the trihydrate phase of ampicillin at
50�C is approximately 1.3 times that of the more stable
anhydrate phase at room temperature.[47] However,
below the transition temperature of 42�C, the anhy-
drate phase is more soluble and is therefore less stable.

Solution calorimetry can be used on one level to
merely obtain the enthalpy of solution for a given sol-
ute, or can be used in a deeper sense to obtain a full
thermodynamic description of a system. The determi-
nation of solubility data over a defined temperature
range can be used to calculate the differential heat of
solution of a given polymorphic form. One can sub-
tract the differential heats of solution obtained for
the two polymorphs to deduce the heat of transition
(DHTrans) between the two forms:

DHTrans ¼ DHS
B � DHS

A

where DHS
a and DHS

b denote the differential heats of
solution for polymorphs A and B, respectively. The
validity of the assumption regarding constancy in the
heats of solution for a given substance with respect
to temperature can be made by determining the
enthalpy of fusion (DHF) for the two forms, and then
taking the difference between these:

DHTrans ¼ DHF
B � DHF

A

where DHTrans0 represents the heat of transition
between forms A and B at the melting point. When a
sufficient number of assumptions are made, one
deduces that DHTrans and DHTrans0 should be equal,
and thus DSC results can be used to verify the solution
calorimetry results. For example, the heats of fusion
and solution have been reported for the polymorphs
of auranofin.[32] The similarity of the heats of tran-
sition deduced in 95% ethanol (2.90 kcal/mol) and
dimethylformamide (2.85 kcal/mol) with the heat of
transition calculated at the melting point (3.20 kcal/
mol) provides a fair estimation of the thermodynamics
associated with this polymorphic system.

To illustrate the importance of free energy changes,
consider the solvate system formed by paroxetine
hydrochloride, which can exist as a non-hygroscopic
hemihydrate or as a hygroscopic anhydrate.[48] The
heat of transition between these two forms was evalu-
ated both by DSC (DHTrans0 ¼ 0.0 kJ/mol) and by
solution calorimetry (DHTrans ¼ 0.1 kJ/mol), which
indicates that both forms are isoenthalpic. However,
the free energy of transition (�1.25 kJ/mol) favors
conversion of the anhydrate to the hemihydrate, and
such phase conversion can be initiated by crystal com-
pression or by seeding techniques. Since the two forms
are essentially isoenthalpic, the entropy increase that
accompanies the phase transformation is responsible
for the decrease in free energy and may therefore be
viewed as the driving force for the transition.

A basic thermodynamic understanding of a poly-
morphic system requires a determination of the free
energy difference between the various forms. The two
polymorphs of 3-amino-l-(m-trifluoromethlyphenyl)-
6-methyl-lH-pyridazin-4-one have been characterized
by a variety of methods, among which solubility stud-
ies were used to evaluate the thermodynamics of the
transition from Form I to Form II.[49] At a tempera-
ture of 30�C, the enthalpy change for the phase trans-
formation was determined to be �5.64 kJ/mol. From
the solubility ratio of the two polymorphs, the free
energy change was then calculated as �3.67 kJ/mol,
which implies that the entropy change accompanying
the transformation was �6.48 cal/Kmol. In this sys-
tem, one encounters a phase change that is favored
by the enthalpy term but not favored by the entropy
term. However, since the overall free energy change
(DGTrans) is negative, the process takes place sponta-
neously, provided that the molecules can overcome
the activation energy barrier at a significant rate.

In other cases, an unfavorable enthalpy term was
found to be compensated by a favorable entropy term,
thus rendering negative the free energy change associated
with a particular phase transformation. Lamivudine
can be obtained in two forms, one of which is a
0.2-hydrate obtained from water or from methanol
that contains water and the other of which is non-solvated
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and is obtained from many non-aqueous solvents.[50]

Form II was determined to be thermodynamically
favored in the solid state. Solubility studies of both
forms as a function of solvent and temperature were
used to determine whether entropy of enthalpy was the
driving force for solubility. Solution calorimetric data
indicated that Form I would be favored in all solvents
studied on the basis of enthalpy alone. In higher alcohols
and other organic solvents, Form I exhibited a larger
entropy of solution than did Form II, compensating
for the unfavorable enthalpic factors and yielding an
overall negative freez energy for the phase change.

It is generally recognized that studies of dissolution
rate are best conducted on compacted materials, where
the process of forming the compact regulates the par-
ticle size and surface area of the solid. Such work yields
the intrinsic dissolution rate, the trends of which
usually parallel those deduced from studies of equilib-
rium solubility. Since under constant hydrodynamic
conditions the intrinsic dissolution rate is proportional
to the solubility of the dissolving solid, the most stable
polymorphic form will exhibit the slowest intrinsic
dissolution rate.
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INTRODUCTION

Population pharmacokinetics (PPK) is an area of
clinical pharmacology, which aims at the quantitative
assessment of between and within individual variability
in drug absorption, distribution, metabolism, and
excretion.[1] The purpose of PPK is to provide quanti-
tative guidelines for dosage individualization/opti-
mization. Ideally, the clinician could select an
appropriate dose and dose interval once a patient has
been adequately characterized by history, physical
examination, and clinical laboratory tests. However,
all predictive techniques are essentially imperfect.
Therefore, a dosage regimen predicted for an indivi-
dual may differ to some degree from the optimum regi-
men. Sources of variation that contribute to differences
between expectation and outcome are usually catego-
rized as interindividual and residual in nature. Even
though expected parameter values can be calculated
for an individual patient based on previous research
and experience, the parameter values of a particular
patient at hand may differ from the expected values
because of interindividual variability. Residual varia-
tion includes intraindividual variability (random
changes in a patient’s parameter values over time),
interoccasion variability (change in a patient’s param-
eter from one occasion (period) to another), drug
concentration measurement error, and model mis-
specification errors arising because all mathematical
calculations for predicting parameter values are over-
simplifications of reality. Interindividual variability in
pharmacokinetics is viewed by many incorrectly as a
nuisance factor that has to be overcome, often through
complex study designs and control schemes, and
reduced through restrictive study inclusion criteria.
The subjects of pharmacokinetic studies are usually
healthy volunteers or highly selected patients.
Traditionally, the average behavior of a group (i.e.,
the mean plasma concentration-time profile) has been
the main focus of interest. Study design and selection

of volunteers that are rigidly standardized so that they
are as homogeneous as possible are typical features of
pharmacokinetic investigations. These studies are,
therefore, often performed under artificial conditions that
do not represent the intended clinical use of the drug. In
contrast to traditional pharmacokinetic evaluation, the
population approach to pharmacokinetic evaluation
encompasses some or all of the following features:[2]

� It seeks to obtain relevant pharmacokinetic infor-
mation in patients who are representative of the
target population to be treated with the drug.

� It recognizes variability such as intersubject, intra-
subject, interoccasion variability as an important
feature that should be identified and measured dur-
ing drug development or evaluation.

� It seeks to explain variability by identifying factors
of demographic, pathophysiological, environmen-
tal, or drug-related origin that may influence the
pharmacokinetic behavior of a drug.

� It seeks to quantitatively estimate the magnitude of
the unexplained part of the variability in the patient
population.

The magnitude of the unexplained (random) vari-
ability is important because the efficacy and safety of
a drug may decrease as unexplainable variability
increases. As the drug levels outside the target range
become more likely, the greater the uncompensated
variability in the relationship of dosage to steady state
drug concentration. In addition to interindividual
variability, the degree to which steady state drug con-
centrations in individuals typically vary about their
long-term average is also important. Concentrations
appear to vary due to inexplicable day-to-day or
week-to-week kinetic (i.e., interoccasion) variability
and due to errors in concentration measurement. Esti-
mates of this kind of variability (residual intrasubject,
interoccasion variability) are important for therapeutic
drug monitoring using the empiric Bayes approach.[3–5]
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The knowledge of the relationship between dose, con-
centration, response, and pathophysiology is essential
for designing dosing strategies for rational therapeutics
that may not necessarily require therapeutic drug
monitoring.[6]

Pharmacokinetic variability is affected by several
factors,[7,8] which can be classified as either intrinsic or
extrinsic factors. Intrinsic factors include demographics
(gender, bodyweight etc.), genetics (e.g., enzyme poly-
morphism) and physiological or pathophysiological
states. Extrinsic factors are mainly environmental such
as smoking and diet. Drug to drug interactions, com-
pliance to medication, and several other extrinsic factors
also contribute to variability. Resolving the above issues
provides a framework for defining optimum dosing stra-
tegies in a population, a subpopulation, or for the indi-
vidual patient. Recognizing the importance of resolving
these issues in drug development has led to a surge in
recent years in the application of PPK to new drug
development[7] and the regulatory process.[9] A compre-
hensive guide to the PPK approach is now available
from the US Food and Drug Administration.[6]

Advantages of PPK

There are some potential advantages to PPK when
compared with the traditional approach to studying
drug pharmacokinetics. Unlike the traditional studies
in which subjects are sampled intensively, the popu-
lation approach to studying the pharmacokinetics of
a drug involves sparse sampling. It allows pharma-
cokinetic studies to be conducted in special popula-
tions such as neonates,[10,11] elderly,[12,13] AIDS,[14]

and cancer patients[10] where the number of samples
to be obtained per subject are limited because of ethical
and medical concerns. Sparse sampling also helps to
lower the cost of the bioanalytical component in drug
development programs.

The sparse sampling approach for characterizing
PPK yields better estimates of intersubject variability
than the traditional approaches (discussed later) that
yield positively biased estimates of this measure of dis-
persion.[15–17] A combination of robust (accurate and
precise) estimates of intersubject variability and the
mean parameter value for a drug is useful for selecting
a starting dose for drug therapy in a patient, and
allows Bayesian feedback analysis to be performed
for dosage individualization.

Population pharmacokinetic analysis provides not
only an opportunity to estimate variability, but also
to explain it. Variability is usually characterized in
terms of fixed and random effects. The fixed effects
are the population average values of pharmacokinetic
parameters, which may in turn be a function of patient
characteristics discussed above. The random effects

quantify the amount of pharmacokinetic variability,
which is not explained by the fixed effects, i.e., inter-
subject variability, interoccasion variability, intra-
individual, and residual variability.[18] Karlsson and
Sheiner[19] have demonstrated that the lack of separa-
tion of interoccasion variability from residual intra-
subject variability produced bias in estimation of
population pharmacokinetic parameters.

Disadvantages of PPK

A disadvantage of this approach is that it requires
highly skilled pharmacokineticists (pharmacometri-
cians). The methodology is resource-intensive and
can be time-consuming.

In the sections that follow, we discuss the statistical
theory of PPK, review several methods and software
programs to be used to estimate PPK parameters,
address the design and analysis of PPK studies and some
applications of PPK to pharmaceutical technology.

MODELS AND METHODS

Models

Individual model

The pharmacokinetic model for estimating individual
pharmacokinetic parameters can be written as

ym
j ¼ fjðfj; xjÞ ð1Þ

where yj
m is the model predicted vector of values of yj,

when the pharmacokinetic parameters take the value
fj, and where fj stands for the functional relationship
(i.e., pharmacokinetic model) between the predictions
and the fj. xj is a also a function of known quantities
(dose D and time tj). Assuming measurement errors to
be zero, model[1] would be rewritten as follows:

yj ¼ fjðfj; xjÞ ð2Þ

assuming that the model-predicted values, yj
m, are equal

to the measured values yj. In practice, however, the
observations must be related to individual true param-
eters fj through a somewhat more elaborate model:

yj ¼ fjðfj; xjÞ þ ej ð3Þ

where the vector ej is a sample of the measurement
noise Ej.

Population Pharmacokinetics 2947
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Maximum likelihood (ML) estimation can be per-
formed if the statistics of the measurement noise Ej

are known. This estimate is the value of the parameters
for which the observation of the vector, yj, is the most
probable. If we assume the probability density function
(pdf) of Ej to be normal, with zero mean and uniform
variance, ML estimation reduces to ordinary least
squares estimation. An estimate, fj

�, of the true jth
individual parameters fj can be obtained through opti-
mization of some objective function, Oj(yj). Model[3] is
assumed to be a natural choice if each measurement is
assumed to be equally precise for all values of yj. This
is usually the case in concentration-effect modeling.
Considering the multiplicative log-normal error model,
the observed concentration y is given by:

yj ¼ fjðfj; xjÞ � eej ð4Þ

where ej is assumed to follow a log-normal distribution
with median 1 and constant coefficient of variation
CV. The variance of the prediction of the deviations
is proportional to the square of the predicted response.
The log-normal error model is often appropriate if
measurements can only be positive and if they become
less precise when the measured value increases. This is
often true of pharmacokinetic models. However, other
error models may be used in practice such as a combi-
nation of the additive and log-normal error model to
improve prediction at the lower limit of assay precision
where variance may be assumed constant, and the
power function model, where the variance of the devia-
tions is assumed proportional to some power (which is
to be estimated) of the predicted response.

When the estimation procedure is clearly specified,
an approximate covariance matrix of the estimate, Sj,
can also be calculated. This matrix reflects the degree
of precision of the estimate, and depends on the experi-
mental design, parameters, and the noise statistics. A
well-designed experiment with small random fluctua-
tions will lead to precise estimations (‘‘small’’ covari-
ance), while a small number of uninformative data
and/or a high level of noise will produce unreliable
estimates (‘‘large’’ covariance).

Population model

Unlike the individual model discussed above, a more
elaborate statistical model is required to deal with
sparse pharmacokinetic data. In formulating the
model, it is recognized that overall variability in the
measured (response) data in a sample of individuals
reflects both measurement error and intersubject vari-
ability. The observed response (e.g., concentration) in
an individual within the framework of population

(regression) non-linear random mixed-effect models
can be described as:

yij ¼ fijðfij; xijÞ þ eij ð5Þ

where yij for i ¼ 1, . . . , nj are the observed data (e.g.,
blood or urinary levels at time points xij) of the jth
subject. Model[5] is defined for all j ¼ 1, . . . , N, where
N is the number of subjects in the sample. fij is a speci-
fied function for predicting the response in the jth sub-
ject (e.g., one or several exponentials), fj and eij are as
previously described. From the notations, it is clear
that the population model is indeed a collection of
models for individual observations. Various doses
and/or dosage regimens and/or administration routes
are generally used in patient drug therapy and clinical
trials. Also, diverse administration schedules (single-
dose and multiple dosing) might be used and several
responses (e.g., plasma and urinary drug levels) might
be measured. Correspondingly, in drug-related ‘‘popu-
lation applications,’’ the functions fij will differ across
individuals. Contrarily, it is realistic to assume that the
set of underlying structural parameters (in this case,
pharmacokinetic parameters) is qualitatively the same
for all individuals and that the parameters vary quan-
titatively among individuals. Mathematically this can
be written as

fj ¼ gðy; zjÞ þ Zj ð6Þ

where g is a known function that describes the
expected value of fj as a function of known individual
specific covariates zj, such as weight, age, disease state,
concomitant medication, etc. and the vector of popu-
lation parameters y. Covariates are assumed constant
within an individual, for simplicity. However, time-
varying covariates can also be incorporated in the
model by permitting individual pharmacokinetic param-
eters to depend on i as well as j. Zj represents the
random variation of the individual parameter vectors
around the population prediction. The Zj is usually
assumed to be independent across individuals (i.e.,
Zj, Zl are independent for j 6¼ 1). The individual fj

is assumed to arise from some (multivariate) prob-
ability F(y).

In the mixed-effects context, the collection of popu-
lation parameters is composed of a ‘‘population-typical
value’’ (generally the mean) and of a ‘‘population-
variability value’’ (generally the variance-covariance
matrix). The mean and variance are the first two
‘‘moments’’ of a probability distribution. They build a
minimal set of hyperparameters or ‘‘population charac-
teristics’’ for it, which is sufficient (in a statistical sense)
when F is taken as normal or log-normal.

Thus, a pharmacokinetic model that describes the
time-course of the drug in the body in a specific
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individual, a model describing the relationship between
patient characteristics and the pharmacokinetic model
parameters, a variance model for residual random
variability, and a population model for intersubject
random variability, which describes the unexplained
random variability of the model parameters in the
population of subjects studied are essential for describ-
ing a population pharmacokinetic model.

Data Type

Two types of data can be used in population analysis:
experimental data and observational (or population)
pharmacokinetic data, which are sparse in nature.
Experimental (EP) data arise from traditional pharma-
cokinetic studies characterized by controlled con-
ditions of drug dosing and extensive blood sampling.
EP data are usually analyzed per subject for the esti-
mation of individual parameters that are later used
for the estimation of population parameters (see the
following). Population pharmacokinetic data are col-
lected, most often, as a supplement in a study designed
and carried out for another purpose, or during routine
clinical care where the data is of the observational type.
A detailed contrast of these two types of data and their
collection procedures has been given by Sheiner and
Beal.[20] Observational data are characterized by mini-
mal control and few design restrictions: the dosing his-
tory is subject-specific; the amount of pharmacokinetic
data collected from each subject varies, the timing of
blood sampling in relation to drug administration dif-
fers, and the number of samples per patient, one to six,
is typically small.[6] Unlike EP data, PPK data do not
lend themselves to the estimation of individual subject
pharmacokinetic parameters because of sparseness.
Population pharmacokinetic parameters can only be
estimated from the data using some of the global
methods discussed below.

Methods for Estimating Population
Pharmacokinetic Parameters

Over the past two and half decades, a variety of meth-
ods have been proposed for the characterization of
PPK of drugs. A discussion of some of the methods fol-
lowed with a presentation of their performance will be
the focus of this section. Some of the methods will be dis-
cussed in detail, while others will not be, because of their
infrequent use. The goals of the analysis and the data-
type determine the method selected for the analysis.

NAÏVE average data approach

The above applies to studies in which the drug admin-
istration and the sampling schedules are identical for

all subjects. The analysis consists of computing the
average value of the data for each sampling time fol-
lowed by fitting a model ym ¼ f(f) to the mean-data
n-vector �yy ¼ �yy1; . . . ; �yynð Þt and estimating the best-fit
parameter values f�. The latter notation (f�) is used
to distinguish it from individual estimates, denoted by f̂.

The NAÏVE average data (NAD) approach is
attractive because of its simplicity. One unique fitting
is sufficient for obtaining estimates of parameters
describing the mean response. f� components are quite
often interpreted as ‘‘mean’’ parameter values. Corre-
spondingly, m̂NAD will be used for f� in the latter.
The method is widely applicable in EP studies with
standardized designs, and examples of these include
bioavailability, bioequivalence, and dose-
proportionality studies. Because of smoothing effect of
averaging, mean data generally look nicer than individ-
ual data, and better fitting often results when compared
with individual data.

Several drawbacks of this approach must be pointed
out. The use of NAD to establish a pharmacokinetic
model may be misleading. Data averaging can, quite
often, produce a distorted picture of the response.
Averaging of monoexponential data from two subjects
with very different half-lives has been shown to pro-
duce a mean curve that exhibits an apparent biexpo-
nential decay.[21] Sometimes the opposite situation is
the case. The smoothing effect of the averaging will
tend to obscure peculiarities that can be seen in indi-
vidual data. The existence of secondary peaks in the
plasma level, time-course of individuals, may be unde-
tectable in the average curve if the rebounds occur at
different time-points.

NAD also performs poorly in terms of parameter
estimation. The reference to individual data disappears
after data averaging. All sources of variability are con-
founded. The average concentration curve derived with
the NAD approach does not necessarily follow the
individual model function. A wrong model may be
obtained.[22] Undefined statistical uncertainties and
large ‘‘unknown’’ animal variations might smooth
the average response curve in an unpredictable man-
ner. Thus, the NAD estimate ^mNAD should not, as a
general rule, be regarded as a valuable estimate of
the expected value of pharmacokinetic parameters.
This rule holds even if the true model, that is, the
one that adequately describes the individual data, has
been used for the fitting. The essential parametric
non-linearity of pharmacokinetic models is responsible
for this. Exceptions to this rule occur when the signal-
to-noise ratio is small. This is the case when variability
contributes less to the spread in observations than
other sources of fluctuation (interoccasion variability,
measurement error, and model misspecification). This
situation might be seen when concentrations are mea-
sured in standardized laboratory animals. The quality
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of estimates may be improved by using averaging
methods other than straightforward arithmetic
mean.[23] These ad hoc solutions do not fundamentally
solve the problems described above. Moreover, no
estimate of pure interindividual variability can be
obtained with the NAD approach because it tends to
mask variability rather than reveal it. Thus, the NAD
approach is not a reliable method for pharmacokinetic
data analysis.

NAÏVE pooled data approach

Sheiner and Beal[15] proposed the NAÏVE pooled data
(NPD) approach for the method in which all data from
all individuals are considered as arising from one
unique individual. Unlike the NAD approach, the
NPD approach is far more general. It can easily deal
with experimental data, non-standard data, and rou-
tine pharmacokinetic data. After a unique fitting of
all data at once, parameter estimates are obtainable.
It may perform well when variations between subjects
are small. This is occasionally the case in a group of
homogeneous laboratory animals from a given strain,
but it is rarely true for humans. The drawbacks of
NPD are the same as those of NAD, as has been
repeatedly pointed out.[16,17,20,24] The NPD approach
tends to confound individual differences and diverse
sources of variability in a manner different from the
NAD approach, but with similar negative conse-
quences. In addition, estimate of the dispersion of
parameters in the population is not provided. Extra-
polation of mean outcomes on the basis of the set of
estimates obtained should be done with caution. These
problems notwithstanding, it has been shown by
Shafer and his coworkers[25–27] that for several drugs
used in anesthesia, a pooled analysis approach pro-
vided population mean parameters that, when prospec-
tively tested, accurately predicted drug concentrations
after drug administration by a computer-controlled
infusion pump. The data, in all circumstances, origi-
nated from well-controlled experiments with extensive
sampling. That is, the data were of the EP type. More-
over, the NPD analysis provided similar population
mean parameter estimates when compared to several
other population analysis methods.[28,29] These findings
are in contrast with an earlier simulation study that
showed that the NPD approach provided biased esti-
mates of the population mean parameters even when
a well-balanced experimental study design was used.[16]

The discrepancy may be due to the large amount of
interindividual variability present or inappropriate
weighting scheme used in the latter study.

Imbalance and confounding correlations present in
a data set pose serious problems for the NPD approach.
These features are prevalent in observational data and

make the NPD approach inappropriate for this type of
data. When the design of the study correlates with
the outcome, confounding correlations occur. Con-
founding correlations is usually prevented with rando-
mization. This, however, is not guaranteed with
observational data. Thus, the NPD approach is not a
reliable method for analysis of PPK data.

Two-stage approach

With this approach, individual parameters are esti-
mated in the first stage by separately fitting each sub-
ject’s data and combined in the second stage to
obtain population parameter estimates. The salient
features of the methods that constitute the two-stage
approach will be discussed briefly.

Standard Two-Stage Method. Population characteris-
tics of each parameter are estimated as the empirical
mean (arithmetic or geometric) and variance of the
individual estimates fj. Standard two-stage (STS) has
been recommended as a very simple and valuable
approach for pooling individual estimates of pharma-
cokinetic parameters derived from experimental phar-
macokinetic studies.[30] The advantage of the STS
approach is its simplicity, but the validity of its results
should not be overemphasized. It has been shown from
simulation studies that the STS approach tends to
overestimate parameter dispersion.[16,18]

Global Two-Stage Method. An extensive description
of the method is provided by Steimer et al.[18] The
global two-stage (GTS) approach has been shown,
through simulation, to provide unbiased estimates of
the population mean parameters and their variance–
covariance, whereas the estimates of the variances were
upwardly biased if the STS approach was used.[18]

These simulations were done under the ideal situation
that the residual error was normally distributed with a
known variance. However, it is a well-known fact that
the asymptotic covariance matrix used in the calcula-
tions is approximate and under less ideal conditions,
the approximation can be poor.[31,32]

Iterative Two-Stage Method. A computationally
‘‘heavier’’ two-stage method that relies on repeated fit-
tings of individual data iterative two-stage (IT2S) has
been described.[18,33] The IT2S approach can be imple-
mented with rich data, sparse data, or a mixture of both.
The method may be implemented with programs sup-
porting Bayesian estimation and least squares regression
or with the IT2S routine,[34] which has been implemented
in the USC�PACK collection of programs.[35] Mentre
and Geomeni[36] proposed a similar method based on
an expectation-maximization (EM)-like algorithm, and
is implemented in the software P-PHARM.[37]
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Bayesian Two-Stage Method. Proposed by Racine-
Poon,[38] this method uses the estimates of the individ-
ual parameters fj and asymptotic variance matrix Vj

obtained from the individual fits, with very weak
assumptions about the prior distribution of the popu-
lation parameters to calculate a posterior density func-
tion from which f and O can be obtained. In an
iterative method suggested by Dempster, Laird, and
Rubin,[39] the EM algorithm is used to calculate the pos-
terior density function. Simulation studies showed that
the Bayesian Two-stage Approach provides good param-
eter estimates.[38,40] An increasingly used Bayesian soft-
ware for PPK data analysis is WinBayesian inference
Using Gibbs Sampling (WinBUGS), which involves
implementation of the Markov chain Monte Carlo
(MCMC) method.[41,42]

Non-linear mixed-effects model approach

The first attempt at estimating interindividual pharma-
cokinetic variability without neglecting the difficulties
(data imbalance, sparse data, subject-specific dosing
history, etc.) associated with data from patients under-
going drug therapy was made by Sheiner et al.[43] using
the Non-linear Mixed-effects Model Approach. The
vector y of population characteristics is composed of
all quantities of the first two moments of the distri-
bution of the parameters: the mean values (fixed
effects), and the elements of the variance–covariance
matrix that characterize random effects.[8,15,16,20,44,45]

The number of samples per subject used for this
approach is typically small, ranging from one to
six. As does the pooled analysis technique, non-
linear mixed-effects modeling approaches analyze
the data of all individuals at once, but take the inter-
individual random effects structure into account.
This ensures that confounding correlations and
imbalance that may occur in observational data are
properly accounted for.

Most of the non-linear mixed-effects modeling
methods estimate the parameters by means of ML.
The probability of the data under the model is written
as a function of the model parameters, and parameter
estimates are chosen to maximize this probability.
This amounts to asserting that the best parameter
estimates are those that render the observed data
more probable than they would be under any other
set of parameters.

It is difficult to calculate the likelihood of the data
for most pharmacokinetic models because of the non-
linear dependence of the observations on the random
parameters Zi and, possibly, eij. To deal with these
problems, several approximate methods have been pro-
posed. These methods, apart from the approximation,
differ widely in their representation of the probability
distribution of interindividual random effects.

First-Order (NONMEM) Method. The first non-
linear mixed-effects modeling program introduced
for the analysis of large pharmacokinetic data was
NONMEM,[5] developed by Beal and Sheiner. In the
NONMEM program, linearization of the model in
the random effects is effected by using the first-order
Taylor series expansion with respect to the random
effect variables Zi and eij. This software is the only pro-
gram in which this type of linearization is used. The jth
measurement in the ith subject of the population can
be obtained from a variant of Eq. (5) as follows:

yij ¼ fðf; xij;ZiÞ þ eij ð7Þ

The first-order Taylor series expansion of the above
model with respect to the random variables Zi and eij

around zero is given by

yij ¼ fðf; xijÞ þ Gijðf; xijÞZi þ eij ð8Þ

where

Gijðf; xijÞ ¼ dfðy; xijZi; eijÞ=dZT
i jZi¼0 ð9Þ

Gij(f, xij) is 1 � p matrix of the first derivatives of
f(y, xij,Zi, eij) with respect to Zi, evaluated at Zi equals
zero. In Eq. (8), the model is linear in eij; therefore, no
approximation is made with respect to eij. Logarithmic
transformation of the data can be done to ensure lin-
earity in eij.

The random effect parameters Zi and eij are inde-
pendent (multivariate), normally distributed with zero
means and variances O and s2, respectively. O is the
p � p covariance matrix of the p vector Zi. Based
on the fact that Zi and eij are independent identically,
normally distributed, and the linearization of Eq. (8),
the expectation and variance–covariance of all obser-
vations for the ith individual (first two moments) are
given by

Ei ¼ fðy; xiÞ ð10Þ

and

Ci ¼ Gi ðy; xiÞOGiðy; xiÞT
� �

þ s2Ini ð11Þ

where f(y, xi) is the vector of model predictions of yi,
Gi(y, xi) represents the ni � p matrix of first deriva-
tives of f(y, xi,Zi, ei) with respect to Zi evaluated at Zi

equals zero, and Ini represents the identity matrix of
size ni. Maximum estimates of the population param-
eters y, O, and s2 can be obtained by minimizing
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minus twice the logarithm of population likelihood as
expressed below

�2LL ¼
X

N

i¼1

logðdetðCiÞÞ þ ðyi � EiÞTC�1
i ðyi � EiÞ

� �

ð12Þ

This approach is called the first order (FO) method
in NONMEM. This is the most widely used approach
in population pharmacokinetic and pharmacodynamic
data analysis, and has been evaluated by simulation.
The use of the first-order Taylor series expansion to
approximate the non-linear model in Zi and, possibly,
eij by a linear model in these parameters is the greatest
limitation of the FO approach.

The performance of the FO approach for the analy-
sis of observational and experimental data have been
evaluated by Sheiner and Beal with the Michaelis-
Menten pharmacokinetic model,[15] and the one- and
two-compartment models.[16,17] In all instances, a com-
parison was made with the NPD and STS approaches
for the analysis of the two types of data. The FO
approach outperformed the NPD and the STS
approaches on both data types. Despite the approxi-
mation, the FO approach provides good parameter
estimates. If the residual error increases, the STS
approach quickly deteriorates, especially with respect
to variance parameters. However, the STS still per-
forms reasonably well but the bias and imprecision
of the estimates tend to increase with increasing
residual error.[17] Estimates of residual variability have
been shown to deteriorate with the FO approach when
residual error increases.[46]

Deterioration in parameter estimation has been
observed in simulation studies in which the value of
the intersubject variability was greater than 60% and
the residual variability was set at 15%.[47] A series of
studies in which observations were randomly deleted
from a data-rich set to create a sparse data set, and
parameter estimation done using the FO, showed good
performance of the FO approach when compared with
the results obtained using the full data set.[14,48–51] The
correspondence of the results in the two situations sug-
gests that the FO approach can be used to estimate
parameters using only a few observations per individ-
ual. Simulation studies have been performed to show
that the FO approach can be used in the limiting case
where only one sample is obtained per subject.[52] In
this case, there is an upper limit of residual variability
(not exceeding 20%) for the production of reliable
parameter estimates.

The impact of the linearization approximation of
the FO approach for a simple one-compartment model
was evaluated by Beal.[45] He compared the perform-
ance of this approach with the exact solution to the
population likelihood. No difference was observed,

which indicated that the approximation used in the
FO method was not detrimental to the analysis under
the conditions evaluated (interindividual variability
was set at 25%, CV%). Other simulation studies, how-
ever, have shown that the FO approach has a potential
for providing modestly biased estimates.[16,18,32,46,47,53–55]

For a one-compartment multidose scenario, White et
al.[32] showed that biased estimates are more likely when
residual and intersubject variability are very high.

Ette, Sun, and Ludden[47] observed that the biased
estimates are obtained at high levels of intersubject
variability with a two-compartment multidose situ-
ation, although the residual variability did not exceed
15%. The bias may be due to the fact that the first-
order Taylor series expansion is not a particularly
good approximation of the underlying ‘‘real’’ (log-
normal) distribution used to generate the simulated
data in these studies. Also, it may be due to the first-
order Taylor series expansion being evaluated at Zi

equals zero (the population mean estimate of Zi). This
may not be a good approximation depending on the
magnitude of intersubject variability and the non-
linearity of the pharmacokinetic model. During data
analysis, this can be compensated for, in part, by
including explanatory covariates in the model to
reduce the variance of Zi. With a one-compartment
model experimental data set, the GTS approach was
shown to outperform the FO approach with respect
to bias and precision of both the population mean
and variance estimates. Similar results were obtained
in a study in which the FO approach was compared
with the Bayesian two-stage approach.[53]

The NONMEM program[56] implements two alter-
native estimation methods, the first-order conditional
estimation and the Laplacian methods. The first-order
conditional estimation (FOCE) method uses a first-
order expansion about conditional estimates (empirical
Bayes estimates) of interindividual random effects,
rather than about zero.[56] In this respect, it is like
the conditional first-order method of Lindstrom and
Bates.[57] Unlike the latter, which is iterative, a single
objective function is minimized, achieving a similar
effect as with iteration. The Laplacian method uses
second-order expansions about the conditional esti-
mates of the random effects.[56]

Conditional First-Order (NLME) Method. Proposed
by Lindstrom and Bates,[57] this uses a first-order
Taylor series expansion about conditional estimates
of interindividual random effects. This estimation
method is available in S-plus statistical software as
the function NLME.[58]

Other Non-Linear Mixed-Effects Methods. These are
less widely used than the above methods and include,
but not limited to, alternative first-order (MIXNLIN)
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by Vonesh and Carter[59] available in the SAS macro
and MIXLIN 3.0 of Vonesh,[60] alternative first-order
implemented in the SAS macro NLINMIX,[61] non-
parametric maximum likelihood (NPML) of Mallet[62]

(see Refs.[63–69] for additional information) and non-
parametric expectation-maximization (NPEM) program
of Schumitzky,[70] which performs similar to STS under
certain conditions.[71,72] A semi-non-parametric maxi-
mum likelihood (SNP) approach, introduced
by Davidian and Gallant,[73] has been discussed in
detail[74,75] but has limited use. A similar method to
the SNP approach was proposed by Fattinger, Sheiner,
and Verotta[76] A comparison of these and previously
discussed methods are summarized in Table 1.

DESIGN AND ANALYSIS OF
POPULATION STUDIES

Study Design

Unlike the traditional intensive sampling (of individual
subjects) pharmacokinetic studies, population pharma-
cokinetic studies are usually performed under less
restrictive design considerations. Thus, most popu-
lation pharmacokinetic studies reported in the litera-
ture have been of the observational type.[77] Recently,
efforts have been directed toward the design of pros-
pective population pharmacokinetic studies and the
focus here is on this type of studies. This prospective
population pharmacokinetic study design will be
referred to as experimental population pharmaco-
kinetic study design or full pharmacokinetic screen.
With this design approach, blood samples are drawn
from subjects at various times (typically one to six time
points) following drug administration.[78] This
approach permits an estimation of pharmacokinetic
parameters of the drug in the study population and
an explanation of variability using the non-linear
mixed-effects modeling approach. The full pharmaco-
kinetic screen study can be designed to explore the
relationship between the pharmacokinetics of a drug
and demographic/pathophysiological features of the
target population (with its subgroups) for which the
drug is being developed. A full pharmacokinetic screen
study requires careful design considerations, and it is
helpful to know the qualitative aspects of the model
before embarking on a population study.

The objective for performing a population pharma-
cokinetic study should be taken into consideration in
designing such a study. When designing a population
pharmacokinetic study, the practical limitations of
sampling times, number of samples/subject, and num-
ber of subjects should be considered. Also, the sam-
pling of subjects at various periods (study days)
should be considered if interoccasion variability is

to be estimated.[19,68] Preliminary information on
variability from pilot studies and assay precision make
it possible, through simulation, to anticipate certain
fatal study designs as well as informative ones. Simula-
tion studies can be used to optimize design features for
accurate and precise estimation of population pharma-
cokinetic parameters.[52,78–80] Optimization of sam-
pling design is critical to efficient experimental design
when there are severe limitations on the number of
subjects and/or samples/subject, as in pediatrics and
the elderly.[52] Such studies need to include enough
patients in important subgroups to ensure accurate
and precise parameter estimation and the detection
of any subgroup differences.

Another approach to optimizing sampling design is
through the use of the Fisher information matrix.[81]

This is implemented in ADAPT II for individual PK
studies with D-optimality as a design criterion.[82,83]

In 1994 Ette, Sun, and Ludden developed a method,
the informative block randomized (IBR) design, for
designing PPK studies that combines the efficiency of
the D-optimality criterion with the robustness afforded
by random sampling.[78] Subsequently, Mentre, Mallet,
and Baccar proposed the use of the population
Fisher information matrix (PFIM) in designing PPK
studies.[84] The method has been implemented in
S-plus[85,86] and Mat Lab.[87,88] The IBR design
approach was recently compared with PFIM in a simu-
lation study by Roy and Ette and the two methods
were found to perform similarly.[89]

If a population pharmacokinetic study consists of
pharmacokinetic observations solely from individuals,
each studied on only a single occasion, the interocca-
sion variability will appear incorrectly in interindivi-
dual variability term and not in the intraindividual
variability term. This may lead to inappropriate opti-
mism about the ability to control individual therapy
within the therapeutic range by using feedback (e.g.,
therapeutic drug monitoring, or simply adjusting dose
according to observed drug effects), and also to a fruit-
less search for interindividual covariates that might
explain the spuriously inflated interindividual varia-
bility. It is of utmost importance to avoid this artifact
by ensuring that at least a moderate subset of subjects
contributing data to a population pharmacokinetic
study contribute data from more than one occasion.
Indeed if this is done, one may be able to separately esti-
mate the components of intraindividual variability.[19]

Analysis of Population Studies

The nature of the application of a PPK model must be
taken into account during the entire modeling pro-
cess.[90] The intended use of a model should influence
the attitude and modeling approaches used by the

Population Pharmacokinetics 2953



P
lants–P

ow
ders

T
a

b
le

1
C

o
m

p
a

ri
so

n
o

f
P

P
K

es
ti

m
a

ti
o

n
a

p
p

ro
a

ch
es

A
p

p
ro

a
ch

A
p

p
li

ca
ti

o
n

A
d

va
n

ta
g

es
D

is
a

d
va

n
ta

g
es

N
A
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pharmacometrician at various stages of the modeling
process. This would determine what covariates are
considered important, which parameters are of pri-
mary concern, and the extent of and method of model
evaluation (goodness of fit, reliability, and stability
assessment) and validation (predictive performance),
to arrive at the appropriate PPK model.[90] Model
appropriateness can only be established when the
problem to be solved by estimating the model is clearly
stated, the intended use of the model is clearly stated,
the model is developed and validated (if the model is
for predictive purposes). Descriptive models do not
require validation.[90]

There are many approaches used for PPK model
development in the literature. These range from model-
ing population pharmacokinetic data without explora-
tory data analysis to approaches that incorporate the
latter. Excellent examples of population pharmacoki-
netic model development, which incorporate exploratory
data analysis into population pharmacokinetic model
development, can be found in the articles by Ette and
Ludden[91] and Mandema, Verotta, and Sheiner[92]

Excellent reviews on the validation of PPK models are
available in the literature.[6,90,93,94] Thus, validation will
not be discussed.

Population pharmacokinetic data analysis can be
carried out using three interwoven steps: exploratory
data analysis, population pharmacokinetic model
development, and model validation.[6] Recently, Ette
et al.[95] proposed that population pharmacokinetic
modeling in itself is a process of knowledge discovery
from a pharmacokinetic dataset. In that sense, knowl-
edge discovery is broader than the narrow definition of
knowledge discovery as being the search for relation-
ships and global patterns that exist in large databases,
but are hidden among the vast amounts of data.[96]

Knowledge discovery from a population pharmaco-
kinetic dataset incorporates all the steps from data
assembly to the development, validation, and utiliza-
tion of the model in decision-making in drug develop-
ment and/or clinical practice.[95] Hidden knowledge
can be discovered from a population dataset with the
use of modern graphical, modeling, and statistical
approaches. The use of these techniques for knowledge
discovery from a large pharmacokinetic dataset gives
the data analyst the liberty to choose statistical meth-
odology appropriate to the problem at hand with the
maximization of information extraction, rather than
on the basis of mathematical/statistical tractability.[95]

APPLICATION

Some examples of the use of PPK to address biophar-
maceutic issues such as drug delivery, absorption, and
the extent of availability, and bioequivalence can be

found in articles by Hossain et al.[69], Holford,
Ambros, and Stoeckel,[97] Kaniwa et al.[51], Graves
and Chang[98] Sheiner and Karlsson,[99] Pentikis
et al.[100] and Hu et al.[101]

Pentikis et al.[100] evaluated the use of individual and
population compartmental methods for bioequivalence
determination, and compared these compartmental
approaches to the traditional non-compartmental
approach. Data from three bioequivalence studies of
chlorthalidone were analyzed using PCNONLIN for
individual compartmental modeling and NONMEM
for population analyses. The authors parameterized
the population model to quantify the difference in the
absorption rate (KA) and lag time (ALAG) between
the reference (R) and test (T) formulations (expressed
as test to reference ratio, T/R). Following this, the like-
lihood profile approach was used to generate 90% confi-
dence intervals for KA (T/R), bioavailability F (T/R)
and ALAG (T/R). Monte Carlo simulations were
then used to derive estimates of maximum concentration
CMAX (T/R) and area under the curve AUC (T/R)
from the population compartmental analyses using
10,000 sets of mean concentration-time profiles. The
results from population modeling, individual compart-
mental modeling, and non-compartmental approaches
were compared according to the criteria above and
found similar. The population method provided direct
estimates of the test to reference ratios (T/R) of KA
and ALAG and thus might be useful for bioequivalence
determination in conjunction with the standard method
especially for drugs with complex concentration-
time profiles. Thus, the population approach can be used
to compare the biopharmaceutic performance of drug
products.

CONCLUSIONS

The definitions and statistical theory of PPK, advan-
tages, and disadvantages of PPK have been discussed
in this chapter. Models, data type, methods, and soft-
ware programs for estimating population pharmacoki-
netic parameters, design, and analysis of population
pharmacokinetic studies have been reviewed, as well as
its application in biopharmaceutics. The use of popu-
lation methods continues to increase while there is a
shortage of those who can implement the approach.

ARTICLES OF FURTHER INTEREST

Absorption of Drugs, p. 19.
Bioavailability of Drugs, and Bioequivalence,

p. 164.
Biopharmaceutics, p. 208.
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INTRODUCTION

Taking a large amount of powder for analysis is
expensive and wasteful, and so it must be reduced.

Sampling in its strict sense is therefore a simple mass
reduction.[1]

The purpose is to collect a manageable amount of
the powder which is representative of the batch as a
whole. Many small samples are taken from all parts
of the whole, which, together, are representative.[2]

Theoretically, every particle should have an equal
chance to be selected for examination,[3] and this
should be attained with minimum disturbance to the
system.[4] The composition of the original powder must
therefore be retained during sampling.[1] Powder char-
acteristics change under an applied load and attrition
and segregation may occur in transfer. Representative
sampling is essential for the relevance of any subsequent
testing[2] and is defined by the selection method, which
must be accurate and reproducible. To produce reliable
samples, a correctly designed sampler is required.[1] A
review of sampling techniques is shown in Table 1.

Important rules should be followed to optimize
sampling:

1. Sample from a moving stream of powder.
2. Sample the whole stream for equal periods of

time, rather than part of the stream for all of
the time.[2]

OVERVIEW

All analysts have a personal preference for sampling
patterns, and random number tables can eliminate this
problem.[6]

Sampling can be undertaken in two ways:

1. By taking increments on flowing streams of
powder.

2. By splitting, where the whole is handled.[1]

The number, the size of each sample, and the
method should all be considered. The acceptable error
dictates the number of samples to be taken. The more
samples taken, the smaller the error.[7] Despite extreme
care, error causes a difference in composition of a
sample from that of the batch.[8]

It is extraordinarily difficult to carry out any selection
process without introducing individual preference or
bias into the final selection.[6]

When determining appropriate sample size, the
Scale of Scrutiny must be considered.

SCALE OF SCRUTINY

When a mixture is examined closely, regions of segre-
gation are often found. The smallest region that can
measure imperfections in a mix is the ‘‘Scale of Scru-
tiny’’ and can be a length, area, volume, or weight.[9]

The Scale of Scrutiny is directly related to the finished
product. If the product is a tablet, then the Scale of
Scrutiny is the weight of a tablet. The lower limit is
set by particle size.[10] When the Scale of Scrutiny is
large, or when the particle size is small, a large number
of particles are present in a sample and the mix appears
uniform.[9] Segregation can never be fully avoided, and
sampling the final product is therefore preferred.[7]

MANUAL SAMPLING

Sample Thief

This tool can be useful for free-flowing powders, with
two concentric tubes, one enclosing the other. The
outer tube is pointed, with holes cut in corresponding
positions in inner and outer tubes. The holes are
opened or closed through the rotation of the inner tube
to capture material (Fig. 1).[12]

Another variation is a concentric, inner slotted tube
with a shoulder at the lower, pointed end. The outer
tube has no holes and sits on the shoulder of the inner
tube in the closed position. The thief is pushed in the

Portions of this article were reprinted from Ref.[5] by courtesy of

Marcel Dekker, Inc.
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powder diagonally and the outer tube is raised to
expose the slot, which must face upward. The material
falls into the container and the tube was removed,
slowly opening the tube to collect a representative
sample from all parts of the powder bed.[12]

The thief can sometimes be fairly hard to push into
the powder bed, and it is not a good idea to have too
many close-fitting, moving surfaces when handling
powders, because fines clog and bind between them.[13]

Particles may fracture or fine material may compact
by the motion of the sampler, impeding flow. Bias is
introduced because of the personal preference for the
area sampled. Segregation may occur because of fines
percolating into the sample more easily than coarse
particles.[11] A plug of powder can be pushed ahead
of the thief and the surface material will contaminate
the sample.[6]

An alternative technique, which reduces segregation,
is a unit-dose compacting sample thief (Fig. 2). Bias
is still likely with this method because of the invasive
nature of any sample thief.[14]

Hand Scoop

A scoop can take a cross-sectional sample from a bag,
barrel, or flowing stream. From the powder stream, a
single movement of the scoop completely across the
stream collects the sample. Opposite directions for
each collection should be used.[12] The scoop width
should be at least 2.5–3 times the largest dimension
of the particles to prevent overfilling leading to an
excess of fines,[15] and care must be taken not to leave
a thin layer of powder on the belt.[11] With fines, a lar-
ger scoop minimizes moisture loss, but the volume may
be too large and using a shovel would be more con-
venient.[15] This method is widely used in manufactur-
ing industries as it is simple and cheap.[11]

Sampling with a Shovel

In this method, an imaginary grid is applied to a pile of
material. At the intersections, pits are dug, roughly
30 cm deep, and a shovelful is taken from the bottoms
and sides of each hole.[12] This method is only appli-
cable to large amounts (up to several tons) of material,
but it cannot be used with particles larger than 5 cm in
diameter.[15]

Cross-Cut Sampling

Using a conveyor belt, the belt is stopped and a sample
is taken by hand or an automatic or semiautomatic
device. A suitable size for sampling can be designated
by markings on the conveyor belt and all material
within markings was collected. If an automatic system
is used, a mechanically operated head moves across the
material at a preset interval and moves a sample into
the collection point.[12]

SEMIAUTOMATIC SAMPLING

Pneumatic Lance

This method is used for bulk powder. A gentle flow of
air out of the nozzle allows the probe to move through
the powder bed. When at the site, air is very slowly
reversed to draw up a sample, which is collected
against a porous plate at the end of the probe.[13]

The porous plate prevents great numbers of fines being
present in the sample if the air current is too strong
(Fig. 3). The pneumatic lance minimizes powder dis-
turbance and therefore has an advantage over a sample
thief, although bias is still a problem.[13]

A

B

C

Fig. 1 Sample thieves. (A) Separate holes along the tube,
useful for segregation determination. (B) Full length cham-

ber, useful for spot sampling. (C) Chamber at pointed end
only to gain an average from many samples.[11] (Reprinted
from Ref.[5] by courtesy of Marcel Dekker, Inc.)

S

Fig. 2 The unit-dose compacting sample thief. The sample is
collected in the ‘‘S’’ section and the outer rod rotates to open
and close the thief. (Reprinted from Ref.[5] by courtesy of
Marcel Dekker, Inc.)
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Vacuum Probe Samplers

Large samples can be extracted from bins or holds
using a vacuum cleaner principle. Contamination is a
problem when sampling below the surface, fines are
extracted preferentially to coarse particles, and bias is
a problem.[12]

Gravity-Flow Auger Sampler

A slotted tube is rotated in a flowing mass, and the
material collected is carried out of the tube by a worm
screw. It is difficult to sample the entire stream, and
bias remains to be a problem.[12]

SAMPLING FROM A MOVING STREAM

With these methods, great care should be taken to
avoid the effect of segregation. The powder is taken
as it falls from the conveyor and can display two types
of segregation:

1. If the powder has been charged on the con-
veyor, fines concentrate at the center of the belt
while coarse particles roll to the outer edges
such as the segregation seen when sampling
from a heap.

2. If the powder is exposed to vibration on the
belt, percolation causes larger particles to rise
to the top of the powder bed and fines remain
at the bottom.

The whole of the powder must be collected for a
short period of time, and care must be taken moving
the sampler in and out of the stream.[11]

Various methods exist for sampling from a moving
stream and three of these are described (Fig. 4).

With these methods and all others that sample from
a moving stream of powder, the dimensions of the sam-
ple collector are important. The width of the receiver
should be greater for smaller particles than for larger
ones because of the tendency for fines to drift during
the movement through air. To minimize error, the ratio
of box width to particle diameter should be at least

20 : 1, larger when sampling fines. The depth should
be large enough to prevent the receiver from becoming
full while sampling. If it overfills, fines will percolate
through the heap that forms, while coarse particles
are lost. The receiver length should be sufficient
to sample the full length of the powder stream.[11]

Disadvantages of this method include:

1. It is difficult and expensive to add to an existing
plant but is easily designed into a new one.

2. The sample quantity is proportional to plant
rate, which can vary greatly. It can therefore
be difficult to obtain a fixed sample, and sample
quantity may also be too large.

3. Enclosing the sampler to prevent dust escaping
can be difficult.[11]

Full-Stream Trough Sampler

This can be used for sampling dusty material. Sam-
pling is only carried out on the return stroke (Fig. 5).
The trough must not overfill.[11]

BULK SAMPLING

Bag Sampling

When many tons of material need sampling from
sacks, several sacks should be selected systematically,
i.e., 100th, 200th, 300th, etc., or through use of a

Porous plate

Fluidizing
jets

Air
Flow

Fig. 3 The pneumatic lance. Reprinted from Ref.[5] by cour-
tesy of Marcel Dekker, Inc.

Fig. 4 Methods of sampling from a moving stream. (A) This

leads to an excess of coarse particles, if a longer time is taken
while stationary than inserting the receiver and removing it,
because of the surface usually being rich in coarse particles.
This region of the stream is sampled for longer time. (B) This

shows good sampling technique. One movement samples the
entire stream, but this is not always possible as a result of
obstructions. The ratio of stationary time to moving time

for the receiver should be as large as possible. (C) This
method should be used only when it is not possible to collect
the whole of the stream because of too large a sample. A sam-

ple collector is passed through the powder stream. (Reprinted
from Ref.[5] by courtesy of Marcel Dekker, Inc.)
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random number table or
p

n � 1 (9 of 100). Each
sample is individually assessed to determine the varia-
tion and if it is acceptable, or combined to give an
average. The thief sampler is recommended, but this
can lead to bias.[16] It is preferable to use a spinning riffler;
however, this is expensive to install. It does avoid rejecting
good material and accepting poor material which would
occur with the above, inexpensive technique.[11]

Sampling from Wagons and Containers

This is almost impossible to do satisfactorily because
of the major segregation in the filling and vibrations
in transport. Sampling should not be carried out in
the top 30 cm to avoid the segregation in the surface
layer that will have occurred as a result of vibration.
When removing the samples, no surfaces on which par-
ticles can slide should be introduced. This can be
achieved using a sample thief.[11]

Extraction should be carried out at eight points in the
bed (Fig. 6). This method of sampling is not satisfactory
but may have to be used in certain circumstances.[11]

SAMPLING FROM HEAPS

This should not be carried out because marked segre-
gation occurs, with fine particles concentrating in the

center of the cone (Fig. 7). Powder should preferentially
be sampled from a moving stream of powder instead.[11]

AUTOMATIC SAMPLING

A predetermined amount of powder is sampled at reg-
ular intervals or continuously. Because of the inherent
bias, regular inspections are needed. All the material
should be sampled at a constant rate, and clogging of
the material should be avoided.

Arc Path Cutter

A chute at an angle is mounted on a vertical shaft,
which rotates to periodically move the chute through
the stream of powder for a set time. By increasing
the speed of rotation, an increase in the number of
increments is taken, but this does not alter sample size.

Straight Path Cutters

A rectangular chute moves through the powder stream
and rests outside it for a variable time period. This
allows different sample sizes to be taken relatively easily.
The whole of the stream must be covered to avoid bias.[15]

Moving-Flap Sample Divider

A flap pivoted about a horizontal axis can rest in either
of two positions. The powder stream flows to storage

Fig. 5 The full-stream trough sampler. (Reprinted from

Ref.[5] by courtesy of Marcel Dekker, Inc.)

Length / 2

Width / 2

Fig. 6 Locations for sampling from wagons and containers.
(Reprinted from Ref.[5] by courtesy of Marcel Dekker, Inc.)

Fig. 7 Segregation in powder heaps. Finer particles are illu-
strated in black and coarser particles are in white. (Reprinted
from Ref.[5] by courtesy of Marcel Dekker, Inc.)
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or to be sampled and the time for the flap to be in
either position can be controlled automatically
(Fig. 8). If the sample is too large, a table sampler is
used and an extra powder is returned to the store. This
method would be efficient if it was not for the use of
the table sampler which causes error.[11] A slight bias
is involved as one side of the stream is sampled more
than the other.

Integrated Automatic Sampling Plant

This apparatus selects the primary sample, which is
then screened repeatedly to produce the final sample.
The method is quick and convenient; however, varia-
tions in materials can cause problems and bias in
sampling increases as the plant becomes worn.[15]

SUBSAMPLING

This process results in a representative small sample
taken from a large one.[15]

Cone and Quartering

Powdered material is poured into a cone and divided
into four equal parts. One quarter is recovered and
the process was repeated until the required weight
of sample is obtained. This method is prone to oper-
ator bias, as finer particles tend to remain in the center
of the cone because of size segregation.[17] Symmetry of
the cone is also quite difficult to achieve but is necessary
for accuracy, so this method is not recommended.[11]

Chute Splitting

This apparatus is a V-shaped trough, at the bottom of
which is a series of chutes feeding two trays on either
side of the trough. The sample enters the chute and
is halved repeatedly until the desired sample size is
achieved.[17] The distance between the slots should be
at least three times the size of the largest particle diam-
eter.[15] This method is prone to segregation and oper-
ator bias because of the unequal splitting of the
sample. It has been found that a greater number of
chutes can increase the overall efficiency.[11]

The Spinning Riffler

A spinning riffler works by running a steady stream of
powder into a rotating basket of containers (Fig. 9).[13]

Two or more portions can be collected and it is a con-
tinuous dividing process.[15] The sample of powder
contained in each basket can be made more representa-
tive by making the baskets rotate faster or increasing
the duration of sampling. Rotation speed is limited
by air currents disturbing the powder.[13] Large sam-
ples are more difficult to subsample and rifflers are
very useful in this situation.[15]

If a powder has good flow properties, then a spin-
ning riffler works very well; however, there should be
only a small percentage of fines because air currents
displace them and the sample is not representative.
The riffler is useful for a single powder ingredient,
but segregation can be a disadvantage. It is also fairly
expensive and quite time-consuming;[13] however, the
spinning riffler has been found to be more efficient
than cone and quartering and the chute splitter
and is less prone to operator bias with free flowing
powders.[17]

The efficiency of one riffler was found to be depen-
dent on the relative proportions of the mixture using a
mixture of quartz and copper sulfate crystals.
Efficiency increased with increasing particle size, was
reproducible under similar experimental conditions,

Powder flow

Moving flap

To store To be sampled

Fig. 8 A moving-flap sample divider. (Reprinted from
Ref.[5] by courtesy of Marcel Dekker, Inc.)

Side view

Rotation Ring of
containers

Top view

Fig. 9 The spinning riffler. (Reprinted from Ref.[5] by cour-
tesy of Marcel Dekker, Inc.)
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and was not affected by the number of volume units
(where a volume unit was the single presentation of a
sample to the feed. The minimum was 100 in this
experiment set, so this applies only to larger values).
These conclusions may not apply where size segre-
gation occurs.[11]

In another set of experiments, the relative efficien-
cies of different samplers were compared, and it was
concluded that very little confidence could be placed
in cone and quartering, scoop sampling, or table sam-
pling. The spinning riffler emerged as so superior to the
others that it should be used as often as possible. With
the riffler, a minimum of 35 presentations are needed
for optimum results to be obtained, and if the speed
of rotation is too great, the efficiency falls as a result
of air currents setup.[18]

Free-Fall Tumbling Mixer

This can be used if fines are present in a sample.
A sample container is mounted with a ladle in its lid
and after a short period of tumbling, it contains a
representative sample of the powder as a result of the
chaotic conditions created inside the mixer.[13]

Hopper Sample Divider

The hopper feed oscillates on a horizontal axis, and the
powder falls into two collectors. Only one of the con-
tents is kept. Monitoring the amount of time over each
container can control sample size. A large number of
increments are needed for accuracy.[11]

Table Sampling

The material is placed on the top of an inclined plane
containing a series of holes. Prisms in the path of the
stream fraction the powder: some falls into the holes
and is discarded while the rest carries onto the next
set of prisms and holes and the process is repeated.
The powder that remains at the bottom of the plane
is the sample. The initial feed must be uniformly dis-
tributed and after each separation must be a complete
mix because of the errors occurring. There is a very low
accuracy with this technique.[11]

SAMPLING A SAMPLE

Having taken great care to extract a sample from a
batch of powder, it is pointless to then take a
small amount of this sample for analysis with little care

of the technique used. By taking a sample from
the bulk equivalent to the Scale of Scrutiny, this can
minimize problems associated with powder handling.
Analytical chemists tend not to realize that what they
analyze is the end product of an intricate sampling
plan.[8]

They (chemists) are content to be mere mechanics,

material grabbers. One wonders how many analysts
there are that do not realise that taking the analysis
sample from a bottle of pulp is a sampling process

whose extraction error may be a magnitude greater
than the analytical error.[19]

Sampling is a stepwise process. Errors involved in
the sampling process as a whole are illustrated by
Table 2. The whole batch is represented by the first
sample, the first by the second sample, and so on until
the portion for analysis is produced. This is summar-
ized in two main stages:

1. Primary sampling. This involves all steps out-
side the analytical laboratory resulting in a lab-
oratory sample.

2. Secondary sampling. This includes all steps car-
ried out within the analytical laboratory.[8]

In the analytical laboratory, seemingly small issues
can have large effects on the accuracy of sample analy-
sis. When weighing a sample:

1. Powder may be left on the tray, but weighing by
difference does not solve the problem fully. The
powder remaining on the tray will most likely be
cohesive fines, leading to bias as a result of exag-
gerated concentrations of coarse particles ana-
lyzed.

2. The powder may be ‘‘washed in,’’ leaving none
behind. This is preferable, but the choice of solvent
is critical to ensure extraction and delivery.[20]

BLEND UNIFORMITY: A HISTORY

In 1992, the United States filed a court action against
Barr Laboratories Inc. alleging that they had violated

Table 2 Errors involved in the
sampling process

Sample Bias (%)

Primary �1000

Secondary �50

Analysis 0.1–1

(Reprinted from Ref.[5] by courtesy of

Marcel Dekker, Inc.)
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the Federal Food, Drug, and Cosmetic Act. Barr
Laboratories then brought action against the United
States, seeking relief from ‘‘ad hoc drug regula-
tions.’’[21] Paracetamol (acetominophen) and Codeine
Phosphate tablets were recalled by the company
because of doubts as to their potency.[22] In judgment,
Judge Wolin set new standards for the industry. Conse-
quent discussions throughout the pharmaceutical
industry have led, to date, to the Product Quality
Research Institute (PQRI) submitting a recommen-
dation to the Food and Drug Administration (FDA)
for new industrial guidelines. The ensuing debate is
summarized in the following section.

United States vs. Barr Laboratories (1993)

Judge Wolin stated that end-product testing cannot be
used to replace blend uniformity analysis (BUA) as he
considered it to be limited. Sample size for BUA in
validation and production batches should be up to
3 times the active ingredient dosage size, but could be
up to 10 times if large errors could be identified and
proven to be responsible for batch failures. In the event
of failure, the same sample should be retested rather
than a newly taken sample as the latter may disguise
poor homogeneity. Resampling should not be used to
release failed products, unless USP guidelines (content
uniformity and dissolution) are followed or the orig-
inal sample was prepared improperly. Samples should
also be taken from weak or hot spots in the blend to
demonstrate sampling as representative. Remixing
was considered an invalid process which casts doubt
on other passing batches; therefore frequent remixing
was unacceptable.[23]

Reactions to the Ruling

Following the ‘‘Barr decision,’’ the FDA suggested
that blend uniformity tests should be more stringent
than end-product tests as disorder increases as the pro-
cess progresses.[24] In response to the recommended
sample size of no greater than three times the dosage
size (now commonly referred to as the unit-dose sam-
pling requirement), problems with sampling bias were
raised. These lead to frequent batch failures and
expense within the industry as results are unrepresent-
ative of the blend uniformity.[25] The entire sample
should be analyzed and a duplicate sample retained
in case retesting is required.[26]

The unit-dose samples taken by four different com-
mercially available thieves were compared, and the
composition of the samples was found to vary greatly.
One thief appeared to produce representative samples
and limited bias, although only a single blend type
was used.[27]

Food and Drug Administration Blend
Uniformity Draft Guidance (1999)

This document stated that BUA is not usually needed
for more than 50 mg active per dosage form unit or
more than 50% w/w active in a dosage form. End-
product testing alone will normally suffice in these
circumstances because of the large proportion of drug
present in the blends. Under these limits, BUA is
recommended as a routine test. A sample size of less
than or equal to three times the individual dosage
weight is also recommended. If the sample bias is an
issue and can be proven, up to 10 times the dosage
weight can be collected. Six to ten samples should be
obtained from drums or blenders, and the weight of
the sample tested should be equivalent to the dosage
weight used.[28]

The response from the PhRMA Statistics Working
Group was that sampling a blend with a sample thief
can segregate the blend, thereby resulting in a sample
that is unrepresentative and can be highly variable.
Subsampling should not be recommended as it can
be unrepresentative and highly variable. Judge Wolin
had assumed that sampling using a thief consistently
obtained representative samples throughout a powder
bed. This is not the case and therefore, in process test-
ing, is not needed.[29]

Product Quality Research Institute Response

A Blend Uniformity Working Group (BUWG) work-
shop was held in September 2000, sponsored by PQRI,
with attendants from the FDA, industry, and acade-
mia. The overwhelming response was that BUA on
every batch was not a value-added test as there has
been no statistical correlation between blend uniform-
ity and end-product content uniformity. In preference,
extended finished product testing was favored. The
most common objection to BUA was limited sampling
technology.[30]

The BUWG called for data from pharmaceutical
companies to verify the acceptance criteria stated in
the FDA’s draft guidance. Computer simulations were
used, alongside the acquired data to test the hypothesis
‘‘blend uniformity testing in routine manufacture is not
predictive of the uniformity of dosage units.’’[31] Using
this input alongside the research carried out, a rec-
ommendation was drafted to the FDA. It stated that
both blenders and Intermediate Bulk Containers
(IBCs) should be sampled extensively during BUA to
determine ‘‘dead spots’’ in blenders, segregation in
IBCs, and sampling error presence. Blend sampling
designs should then be developed for each product,
including variables such as sample thief design and
sample size, to try to minimize error and bias. Stratified
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sampling should be used. This technique deliberately
targets weak spots throughout the blending and com-
pression/filling operation to obtain samples. A mini-
mum of 20 evenly spaced sample points for the
dosage units should also be defined. These stringent
techniques should reveal otherwise hidden errors
occurring during process development and eliminate
weighing errors in assay.[32]

The FDA’s Pharmaceutical Science Advisory Com-
mittee concluded at its May 8th, 2002 meeting that the
PQRI recommendation for stratified sampling could
be applied to routine production as well as bioequiva-
lence and validation batches. The FDA will internally
review the PQRI recommendations and send them
any concerns or further suggestions. The results will
form an FDA guidance on content uniformity.[32]

CONCLUSIONS

The Scale of Scrutiny must be carefully considered
when sampling as both small and large samples can
give very misleading results.

Sampling is integral to analytical techniques at all
stages of manufacture especially in scale up. Under-
taken correctly, it can prevent the losses that the
company may suffer from otherwise. Although it is
not revenue-producing, it is important economically
and heavy losses can easily be avoided through the use
of correct techniques.

Overall analytical reliability depends on sampling
accuracy (negligible bias) and reproducibility (accept-

able variance).[8]

Guidelines are to sample from a moving stream of
powder and to sample the whole of the stream for
many equal periods of time. This ensures that all parts
of the powder are equally accessible and this maxi-
mizes accuracy.[2] The sample thief does not meet these
criteria and therefore should not be used. Despite
being popular, it suffers from many disadvantages,
which lead to bias and error. Most other methods
are immediately ruled out as suitable if these guidelines
are followed.

The automatic sampling methods discussed are sub-
ject to bias, sampling some parts of the stream more
than others. Sampling directly from a moving stream
involves great care to avoid segregation, but method
‘‘b’’ in ‘‘Sampling from a Moving Stream’’ can avoid
this problem.

Two important methods are the spinning riffler and
the free-fall tumbling mixer. The first has been proven
to be the most superior method of sampling in experi-
ments and should be used whenever possible. The
second has not been investigated fully but deserves

further study. Methods that rely on chaotic conditions
created in the mixing process should be perfect for
sampling. The powder is in motion and all is sampled,
following the recommended guidelines. The problem of
losing fines into the surrounding atmosphere is also
avoided.[13]

If the FDA chooses to follow the stratified sampling
recommendation of the PQRI, blend uniformity testing
and the large problem of sampling may soon become
history. Until then, however, guidelines should be
followed at all times, awareness should be raised to
minimize errors, and the importance of sampling
should not be underestimated. Testing must be carried
out frequently to ensure that each blend reaches the
standards set.
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INTRODUCTION

Powders are both the simplest dosage forms and the
basis of many other solid dosage forms, such as tablets,
capsules, etc. Many drugs or ingredients are also in
powder form before processing.

Powders were originally designed as a convenient
mode of administering hard vegetable drugs such as
roots, barks, and woods; powders were also found to
be convenient for dispensing insoluble chemicals such
as calomel, bismuth salts, mercury, and chalk.

Presentation in powder form permits drugs to
be reduced to a very fine state of division, which
often enhances their therapeutic activity or their
efficacy by an increase of dissolution rate and/or
absorption.[1–4] Divided powders are also found to be
convenient for administering drugs that are excessively
bitter, nauseous, or otherwise offensive to the taste.

This article describes the preparation of powders
from bulk materials to finished products according to
the administration routes, packaging, and storage
conditions.

HISTORICAL BACKGROUND

In all the old books of Pharmacy were included pow-
dered dosage forms resulting from the fine division
of animal, vegetable, mineral, and synthetic solid sub-
stances.[1]

Such powders can be administered singly (simple
powders) or as a mixture of different medicinal
powders (compound powders).[4] One of the most
ancient compound powders was ‘‘Hiera Picra’’ (sacred
bitters), a mixture of Aloe and Canella introduced
in about 500 B.C. as a laxative.[2] (A large number of
bitter powders containing Aloe as the principal
ingredient bore the name of Hiera.) This powder was
listed in various Pharmacopoeias, and it was recog-
nized up to the 4th edition of the National Formulary
(official until 1926).

Other famous compound powders of the past[1–7]

include:

� compound powder of Glycyrrhiza
� compound Senna powder
� Dover’s powders introduced by the English phys-

ician Thomas Dover as Pulvis Diaphoreticus in
the early Eighteenthcentury (and until recently in
some Pharmacopoeias)

� aromatic powder of chalk (a simplified version of
a complex confection devised by Sir Walter
Raleigh during his imprisonment) known as The
CONFECTIO RALEGHIANA (1721)

� Dr. James’ antimonial powder (fever powder)
patented in 1747

� SEIDLITZ powders (a saline cathartic originated and
patented by Thomas Savory in 1815). They owed their
value to the mineral properties of the Seidlitz springs
in Germany (which contain magnesium sulfate).

DRUG POWDER FORMULATION

According to the European Pharmacopeia, powders as
dosage forms are made of solid, dry, free, and more or
less fine particles. They contain one or more active
ingredients with or without excipients and if necessary,
coloring or flavoring substances.

So, the formulation of powders as dosage forms is
performed according to the following steps:

� obtention of powder as raw material from an original
drug (animal, vegetable drugs, or animal or synthetic
chemical entities) by different methods of division:

� mixing of various powders with or without excipi-
ents as a function of the powders’ characteristics
(e.g., flow properties)

� modification of their density (e.g., by granulation) if
necessary

� packaging of the finished product for an easy
patient’s use

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001722
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OBTENTION OF POWDERS
AS RAW MATERIAL

Introduction

The main process is the mechanical[4] division that
reduces lump drugs into fragment of different sizes
(coarse division). To reduce the size, communition is
then used.

Coarse division includes various operations such as
cutting, chopping, crushing, grinding, milling, micro-
nizing, and trituration, which depend on the type of
equipment used, on the raw material to be treated (veg-
etable, synthetic, or mineral), and on the convenient
particle size. These operations produce heat during
processing, which makes it necessary to know certain
physical and chemical properties of the drug itself,
such as:

� liquefaction temperature
� melting point
� sticking properties
� thermolability
� hardness
� moisture content
� brittleness

Some physical aspects of fracture mechanisms are
existing: Crushing or communition produces small-
sized particles that present a new free surface area. This
requires energy. With current knowledge, it is not poss-
ible to determine accurately the necessary energy for
good communition, according to the particle size
before and after treatment and their physical proper-
ties (e.g., brittle, elastic, viscous, plastic).[8]

Several fundamental laws have been suggested and
they have been described previously.[9–12]

Methods and Equipment

First, to decrease risks of contamination and deterio-
ration, the equipment used in pharmaceuticals should
be made of stainless steel, be easy to disassemble for

cleaning, and be used in a closed room equipped with
a dust removal system.

Coarse division

The devices are described in Table 1.

Comminution

Comminution gives particles smaller than that coarse
division. The following factors may influence the
choice of the appropriate device:

Physical properties of the drug[12]

Hardness: Hard substances must be subjected to
compression, impact, and abrasion or milling,
but equipment wear is severe. In some instances,
mill wear may be so extensive that it leads to
highly contaminated products.

Abrasiveness: This is measured on Moh’s scale:
1 � 3 ¼ soft substances, 8 � 10 ¼ hard
substances.

Elasticity

Friability

Fribrousness: Plant products require a cutting or
a chopping action and cannot be subjected to
pressure or impact techniques.[8,9]

Moisture content: Several Pharmacopoeias rec-
ommend drying (moisture content <5%) the
drug substances before communition (oven at
40–45�C) to avoid liquefaction or agglomer-
ation. Hydrates that may release their water
during the process require cooling or low-speed
processing.

Initial Feed Particle Size and Degree of Size Reduction
Desired. Each device has a reduction ratio: it can
accept materials of sizes in a certain range and will pro-
vide particle of a set size. The particle size distribution
of the obtained powder must be as even as possible to

Table 1 Different operations of a coarse division (with definition and devices used)

Operation Definition Devices used

Cutting Obtention of coarse fragments

(e.g., vegetable drugs)

Blades

Crushing Division of coarse fragments Mortar and pestles
(Wedgwood ware, porcelain,
glass, iron)

Attrition Breaking down a substance by

rubbing two surfaces together

Non-or stainless steel worn
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obviate further treatment of the larger particles. It is
therefore useful to combine, in the same equipment, a
milling device with some type of classifier, such as a
screen. The oversize particles are returned to the mill
on a continuous basis while the particles of the desired
size pass through the screen. This kind of equipment is
very convenient for sensitive substances or to prevent
overmilling and overproduction of fines.

Particle Shape Desired.[12] Different kinds of equip-
ment produce different shapes (Table 2).

Quantity of Material to be Treated. The selected
equipment must have the required capacity. The oper-
ation can be continuous or not.

All these operations are achieved by sieving to separ-
ate the coarse particles for grinding again if necessary.

It is to be noted that safety must be taken into account:

Noise: All equipment must be installed in a special
sound-insulated room.

Toxicity: Due to particle air diffusion, protection
of workers is compulsory. Cross-contamination
must also be prevented.

Powder Characterization

Particle size

All these data must be introduced in the drug product
registration file as well as for the raw material due to
their impact on the drug bioavailability as for the pow-
der dosage form as finished product.

A powder is characterized by its particle size, which
is of importance in achieving optimum production of
medicines.[8] First of all, this parameter influences the
dissolution rate of the drug in vivo, which in turn influ-
ences absorption rate and the onset of therapeutic
activity. Particle size is important during the pro-
duction of solid dosage forms in the manufacture of
tablets and capsules. Appropriate equipment controls
the mass of drug and other particles by volumetric
filling. Any interference with the uniformity of fill
volumes may therefore alter the mass of the drug
incorporated into the dosage form (tablets or capsules)
and so reduce the content uniformity. Powders with
different particle sizes have different flow and packing
properties, which alter the volume of powders during
each event. To avoid such problems, the particle size
of drugs should be defined during formulation and
must be as uniform as possible.[8]

However, it is not easy to evaluate the particle size
of a powder. For a large lump, it is possible to measure
it in three dimensions. But if the substance is milled,
the resulting particles are irregular with different num-
bers of faces and it would be difficult or impracticable
to determine more than a single dimension.[13] For this
reason, a solid particle is often considered to approxi-
mate to a sphere characterized by a diameter. The
measurement is thus based on a hypothetical sphere
that represents only an approximation to the true
shape of the particle. The dimension is thus referred
to as the equivalent diameter of the particle.[13]

It is possible to generate more than one sphere that
is equivalent to a given irregular particle shape. It is
useful to evaluate Feret’s or Martin’s statistical diam-
eter,[11] which depends on both the orientation and

Table 2 Different operations of comminution (with their devices)

Operation Laboratory scale devices Industrial scale devicesa

Attrition Mortar and pestles Jaw crushing device

Grunding stones Mills (vertical or horizontal)

Cutter mills

Sieves and screens

Rolling Roller mills Roller mills (smooth or saw-toothed cylinders)

Attrition mills (diameter 1�2 mm)

Cutter mills (diameter >0.2 mm)

Hammer mills (can be used in liquid N2 or CO2 to

decrease the milling temperature and to protect
the drug product)

Pebble or ball mills (diameter <2 mm)(planetary
pot or jarr mills or vibration mills)

Micronizers or jet mills (fluid-energy mills)

(diameter 1�10mm)

Centrifugal impact pulverizer (diameter 0.05�2 mm)
aAll these devices have been described.

(From Ref.[12].).
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shape of particle. Feret’s diameter is determined
from the mean distance between two parallel tangents
to the projected particles perimeter, and the Martin’s
diameter is the mean chord length of the projected
particle perimeter (Fig. 1). Instead of sphere equivalent
diameter, it is possible to use equivalent volume,
sedimentation volume, mass, or sieve mass of a given
particle to determine the particle size of a powder.

Finally, as powders contain particles of different
diameters, it is necessary to present the results of size dis-
tribution in the form of histogram corresponding to
each equivalent diameter evaluated. Such a histogram
presents an interpretation of the particle size distribution,
enabling the percentage of particles having a given
equivalent diameter to be determined and allowing differ-
ent particles size to be compared (Fig. 2A). An alternative
to the histogram representation is obtained by sequen-
tially adding the percent frequency values (Fig. 2B) to
produce a cumulative percent frequency distribution.[13]

Finally, to summarize the data obtained in determining
particle size, it is possible to use statistical methods.[13]

Recently, some recommendations to include the
following items in a particle sizing validation report
have been published:[14]

� the procedure (or reference to it)
� precision
� range (suitability assessment including microscopic

comparison)
� robustness

Detection limit, quantification limit, accuracy, and
specificity are not normally considered appropriate
for validation of particle sizing methods.

The author of these recommendations added that
the validation of particle sizing technique cannot be
completed with the first batch of a sample, as data
are insufficient to fully validate the procedure at this
stage. It is not always important to know the absolute
particle size of the first batch manufactured, but it is
important to know how the second and subsequent
batches compare with it. The validation of a particle
size method should be in phases, with parts completed
when the first sample is analyzed and other data com-
pleted or added later, for example, prior to the regulat-
ory filing. Calibration or verification of an instrument
being used is assumed to be normal part of GMP and
may be used as a suitability assessment.[14]

The different methods of particle size analysis can
be grouped into several categories: size range analyses
(sieve methods), wet or dry methods, and manual or
automatic methods (laser-light). All these methods
are described elsewhere.[15,16]

Flow properties[17,18]

Flow properties of powders are important parameters
in mixing and segregation phenomena, essentially dur-
ing storage.

Depending on manufacturing and packaging pro-
cesses, different flow characteristics are required that
are essential for quality control and for the optimiza-
tion formulation.

In fact a powder, as it has been said, can be made of
one or many active powder drugs with or without exci-
pients, and this final mixture will represent the dosage
form to be packed and dispensed to patients. So, it
is necessary in most of the cases to add excipients
for diluting the active powder drug, to improve the
packaging properties, and/or to insure a good com-
pliance from the patient (e.g., taste masking). So, the
excipients must present the following properties:

� optimal particle size distribution
� high flowability

A A A

B B B

Reorientation

dρ dρdρ

Fig. 1 Influence of particle orientation on statistical
diameters. The change in Feret’s diameter is shown by the

distances, df: Martin’s diameter (dm) corresponds to the
dashed lines.
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Fig. 2 Frequency distribution curves corresponding to (A)
a normal distribution; (B) a positively skewed distribution;
and (C) a bimodal distribution.
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� high compressibility
� optimal capacity for a drug
� sufficient reworkability
� physiologically inert
� resistant to heat, humidity, and oxidation
� tasteless and odorless

The bulk mixture obtained must present flow
properties that are determined by:

1. flow through an orifice
2. angle of repose
3. bulk density or bulk taped density[17]

4. shear cells

These methods are described quite in all the phar-
macopeias and in an article elsewhere.[19]

OBTENTION OF POWDERS
AS DOSAGE FORMS

A powder as dosage form, as it has been said, is made
of one or more drug powders, generally, with excipi-
ents. So, the mixing of all the components and the vali-
dation of this operation are very important.

Mixing of Powders

The aim of mixing is to obtain a homogeneous associ-
ation of several solid products. Each fraction or dose
randomly sampled must contain all the components
in the same proportion as in the whole preparation.[20]

This is achieved because the different components ‘‘are
treated so as to lie as nearly as possible in contact with
a particle of each of the other components.’’[21]

Mixing has been described as a stochastic process by
means of stationary and non-stationary MARKOV
chains[9] in which the probabilities of particle move-
ment from place to place in the bed are determined.

To obtain a good mixture, it is necessary to take
into account the characteristics of the raw material,
the finished mixture, the equipment used, and the oper-
ating conditions. The mixing process must be validated
(discussed later).

Factors influencing the mixing of powders

Ideally, to avoid segregation, it is useful to mix powders
with very close characteristics. Particle size is the most
important factor. Normally, all the powders should
have the same particle size. It is therefore necessary to
mill and sieve them before mixing so that they present
the same size. However, every substance has its own
properties, and the same size does not mean the same
shape and the same other properties.

The density of each component affects the stability
of the mixture. The heavier particles have a tendency
to fall to the bottom while the lighter ones rise to the
top of the powder bed.

The amount (proportion) of each component is also
another factor. Good homogeneity is more difficult to
obtain if the proportion of one component is small. It
is very important that this small amount is perfectly
distributed throughout the whole mixture, for example,
when a very active substance is diluted in a large amount
of excipient to facilitate dosage form preparation and
administration (same problem for coloring). So, it is
recommended, first to mix together small quantities of
constituents and then continue progressive additions. It
is also possible to introduce small amounts of drug
substances into the mixture, as a solution in a volatile
solvent. After mixing, the solvent is evaporated.

Some mixtures need the addition of an adjuvant;
thus, to mix magnesium oxide and charcoal, it is neces-
sary to use alcohol or etheroxide, which are evaporated
after mixing.

If these factors are not under control, segregation
(demixing) can occur. Powder particles can be sepa-
rated in a mixing device because their pathways depend
on their size and density: this happens in rotating shell
mixers. Segregation can also be seen when mixer is
emptied, when powder is discharged, or during trans-
port and storage. Due to vibrations, there are free
spaces in which denser particles can slip and fall to
the container’s bottom. This separation is facilitated
by the size and shape of the particles, which can slip
more or less over each other. For very fine powders,
density differences are more important than particle
adhesion and friction. No segregation is seen for parti-
cles under 40 mm diameter. Three types of segregation
have been described:

1. Percolation segregation is the movement of the
small particles through the voids in the static
powder bed.

2. Trajectory segregation occurs during mixing:
particles are set in motion and kinetic energy
is imparted to them. Larger particles have larger
energies and tend to move a greater distance
into a powder mass before they are brought to
rest. This may result in preferential separation
and can occur in both horizontal and vertical
planes.

3. Densification segregation: density differences
between particles may cause segregation. Large
particles move upward through the mass. It
seems that the small particles beneath dense
large particles are slightly compacted, support-
ing the large particles. On vibration, the small
particles move beneath the large particles and
raise them upward in the bed.
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The effect of mixing time on segregation is that non-
segregating mixtures continue to improve with an
extended mixing time, but the reverse may be true for
segregating mixes.

The factors promoting segregation require a longer
time to establish a segregation mix that is needed to
produce a reasonable degree of mixing. It is therefore
counterproductive to prolong the mixing time beyond
an optimum point.

Equipment

The three primary mechanisms responsible for mixing
are[9] convective movement of relatively large portions
of the bed, shear failure that primarily reduces the scale
of segregation, and diffusive movement of individual
particles.

Most efficient mixers operate by all three mechan-
isms. Thus, mixing can be considered a random shuf-
fling-type operation, involving both large and small
particle groups and even individual particles.

The ideal mixer should rapidly produce a complete
blend with as gentle as possible a mixing action to
avoid damage. It should be easily cleaned and dis-
charged, be dust-tight, and require low maintenance
and low power consumption.

Laboratory equipment: The pharmacist most often
employs the mortar and pestle for the small-scale mixing
usually required for prescription compounding. How-
ever, spatulas and sieves may also be used occasionally.
The mortar and pestle method combines communition
and mixing in a single operation.

Industrial equipment: Rotating-shell mixers or
tumbling mixers are shown in Fig. 3. Drum-type,
cubical-shaped, double-cone, and twin-shell blenders
with their axis of rotation horizontal to the center of
the drum on its axis increase crossflow and improve
the mixing action. Cubical and polyhedron-shaped

blenders with a rotating axis set at various angles
are also available. Double-cone blenders or tumbling
mixers have been developed; the Y-cone mixer (Fig. 3)
is a good example.[12] On rotation the charge flows into
the top two arms of the Y and then back into the third
arm. Mixing by shear and diffusion takes place when
the streams mingle. Time must be allowed for the
mix to flow into the arms, and there is an optimum
speed rotation. The zigzag blender is an extension of
the twin-shell blender.

A fixed-shell mixer or agitator mixer is shown
in Fig. 4. Also called ribbon mixer, it consists of a
relatively long throughlike shell with a semicircular
bottom. The shell is fitted with a shaft on which are
mounted spiral ribbons, paddles, or helical screws
alone or in combination. These mixing blades produce
a continuous cutting and shuffling of the charge by
circulation the powder from end to end of the trough
as well as rotationally. The shearing action that devel-
ops between the moving blade and the trough serves
to break down powder agglomerates. A more recent
type of agitator mixer is the Nautamixer (Fig. 5) that
consists of a conical vessel fitted at the base with a
rotating screw fastened to the end of a rotating arm at
the top. The screw conveys material toward the top
where it cascades back into the mass.

Sigma-blade and planetary-paddle mixers are used
for solid blending and as a step prior to the introduc-
tion of liquids (Figs. 6 and 7. This type of mixer rapidly
breaks down agglomerates.

Vertical impeller mixers employ a screw-type impeller,
which constantly overturns the batch.

Motionless mixers are part of continuous-processing
devices with no moving parts. They consist of a series of
fixed flow-twisting or flow-splitting elements.

Validation of the Mixing Process

The mixing process is validated by the verification of
the homogeneity of mixed powders, for instance, by
taking three samples at three different levels of the
mixer (top, middle, and bottom) and determining the
amount of different active substances in these samples.
Each sample must be of the same size as in the kind
of dosage form to be used. A mixing index can also
be used.

Fig. 3 Tumbling mixers. Fig. 4 Ribbon mixer.
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Other characteristics of the mixed powder such as
particle size, flavor, flow rate, and bulk density before
and after tapping have to be verified.

The process reproducibility is assessed by performing
operation and verification three times. The validation
result is considered correct if the amount of each active
substance found in each sample and all the other charac-
teristics evaluated are within the set limits.[21]

CLASSIFICATION AND EXAMPLES
OF POWDERS AS DOSAGE FORMS

They can be classified as a function of their route of
administration.

Oral Administration

Mode of administration and packaging

They are generally administered in or with water or
with other appropriate liquids. In a few cases, they

can be swallowed as they are. Both single and multiple
doses are available.

Multiple-dose powders, presented in band or metal
box, require a measure to deliver the prescribed dose.
Initially, it was an ordinary spoon, but given the differ-
ent sizes and shapes of the spoons used worldwide,
powder density, humidity, degree of settling, fluffiness
due to agitation, and personal judgment of patients
(selecting a full or half spoon according to be patient’s
mood), it has been decided to use other devices. They
are generally special measuring plastic spoons on
which the volume is indicated and corresponds to a
weight of powder as a function of its density (this vol-
ume corresponds to an adult or child dosage).

Currently, the best way is to use single dose con-
tained in a folded paper (in community pharmacy) or
sachets filled with the same accuracy as a tablet or cap-
sule by a fully automatic machine. The sachet is made
of paper, aluminum, and/or complex mixtures that are
a combination of aluminum and plastic substances.

Fig. 5 Nautamixer.

Fig. 6 Sigma-blade mixer.

Fig. 7 Planetary-paddle mixer.
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An aluminum or paper foil is covered on one or both
sides (internal and/or external) with polyethylene,
PVC, or PVDC (e.g., paper þ polyethylene þ alumi-
num þ polyethylene). Generally, the foils are presented
in rolls, printed on their outer face with the drug name,
and assembled in automatic machines (Fig. 8) that use
one or two rolls on which sachets are predrawn. First,
the foils are cut longitudinally in a by-pass station and
folded longitudinally. These folded paper webs are
drawn off a roll, crosscut, and guided into presealed
sachets. Powders are added by various devices (Fig. 9)
such as micropiston, vacuum feeding, volumetric
drawer slide filler, dosing plates (or telescopic cups),
suction devices, and discharge and filling funnels for
non-free-flowing powders. After filling, the sachets are
sealed (three or four side sealed sachets) at 100–145�C
for 0.5 s. During filling, the weight must be controlled.
After filling, the sachets are submitted to different
controls such as sealing, integrity of foils, opening ease
as well as permeability to gases, and to humidity. These
controls are generally performed on the raw foils and
on the finished products.

Excipients and/or modification of powder
density or flow characteristics

To obtain a good filling, the powders must be homo-
geneous during the whole filling time and must flow
regularly to obtain similar volume. Homogeneity is
obtained by the help of the mixing devices described
previously. The mixers are connected to the filling
machine. If the duration of mixing is increased, it is
absolutely necessary to prevent uncontrolled demixing
during this last step.

For the second point, it is necessary to know the
flow properties of the powders, and generally it is

compulsory to add some excipients to modify these
properties and adapt them to the filling device.

The excipients used are fillers, but the most impor-
tant are lubricants, such as magnesium stearate, PEG
6000, calcium stearate, glycerol palmito stearate, and
calcium behenate, which increase the flowability but
at the same time modify the hydrophobic characteris-
tics of powders. Their choice depends on compatibility
with active ingredient and the flow properties of pow-
ders. The characteristics of the excipient have been
described previously.

Sometimes, it is necessary to modify the density of
the powder by granulation made by the ordinary
way[22] as for tablet preparation or using new techni-
ques such as rotogranulation.[23] This transformation
is sometimes quite necessary because it is easier to
modify the taste using flavoring substances or flavor
modifiers.[24] In this last case, a recent article describes
the taste masking as a consequence of the organization
of powder mixture.[25]

Examples of powders as dosage forms

Effervescent Powders. Initialy these powders,
described in the Pharmacopeia, consisted of sodium
bicarbonate, tartaric acid, and potassium and sodium
tartrate (wrapped in white paper). Each was separately
dissolved in water and then mixed before drinking:
they were called ‘‘English Seidleitz powders’’ (the Seltz
or the English Soda powders are quite similar).

Nowadays, effervescent powders are available in sin-
gle or multiple units that contain acid substances and
carbonates or bicarbonates, which quickly react in
water by releasing carbon dioxide. They are dissolved
or dispersed in water before being taken. This is a great
advantage because the drug is then in solution, the pH of

Fig. 8 (A) Foil preparation. (B) Multilane vertical sachet-filling machine. The hinged panels can be opened by 90� to allow com-
plete access to the product dosing area, the film needed, and the sealing and cutting station.
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which is close to 7, which allows rapid passage through
the pylorus. The drug absorption from the gut wall as
well as the onset of therapeutic activity may thereby be
hastened. Effervescent powders contain:

1. Acid materials

Acids: citric (monohydrate or anhydrate), tar-
taric, ascorbic (drug or excipient), fumaric,
nicotinic, acetylsalicylic (as drug or excipient),
malic, and adipic acids (seldom used).
Anhydrides: glutaric, citric.
Salts: sodium dihydrogeno-citrate, sodium
acid phosphate, sodium fumarate.

2. Sources of carbon dioxide

Salts: sodium bicarbonate (the most widely
used), sodium carbonate, potassium carbon-
ate, calcium carbonate, sodium glycine car-
bonate.[26]

3. Other excipients (main characteristic, solubility
in water):

Lubricants: PEG 6000 is most frequently used,
alone or with sodium stearyl fumarate, sodium
benzoate, sodium chloride, sodium acetate, or
D,L-leucine.
Binders: PVP, hydrogenated maltodextrin,
maltodextrins, PEG 6000.
Others: sweeteners, flavors, colors, surfactants,
antifoaming agents (polydimethylsiloxane).

The manufacturing process requires a very low and
controlled relative humidity (about 20% or less, if
necessary) as well as a controlled ambient temperature
close to 25�C. Generally, effervescent powders are
made by classical wet granulation of the acid and car-
bonate part separately or mixed with water–ethanol or
isopropanol. Special care must be taken in the case of

total granulation to limit the effervescent reaction,
except in case of use of the technique of granulation
with a rotor.[27]

The stability and shelf-life of effervescent powders
are essentially assured by protection against external
moisture. Single-dose sachets are manufactured with
suitable complexes to prevent premature reaction
caused by external moisture or excess internal moisture
from the granulation process. Special stability studies
under different conditions are required for these pow-
ders. The dissolution time must be less than 3 min; this
is an index of stability.

Many drugs and drug compositions are used in
effervescent products including aspirin, acetamino-
phen, ibupofen, non-steroid-antiinflammatory drugs,
cimetidine, antibiotics, mucolytic drugs, vitamins, and
others. It has been demonstrated many times that
drugs are rapidly, and sometimes better, absorbed in
this form than in conventional dosage forms.[28,29]

Powders for Parenteral Use

For parenteral use, solid sterile substances are distrib-
uted in their final packages. A clear solution nearly free
of particles or a uniform one is obtained after shaking
with the prescribed volume of an appropriate sterile
liquid. Freeze-dried substances for parenteral use are
also used. After dissolution or dispersion, preparations
must comply with assay requirements for injectable
preparations or injectable preparations for perfusion.
Their preparation requires the same care as parenteral
solutions, i.e. sterilization of raw material or finished
product sterilization.[30]

Powders for Cutaneous Applications

These are single- or multiple-unit powders free of
agglomerated particles. They must be sterile for appli-
cation on open wounds or damaged skin.

Fig. 9 Different types of
volumetric dosers.
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Multiple-unit powders for local application are
preferably packaged in a dredger or a pressurized con-
tainer (for skin, teeth, or vaginal douche use).
These preparations consist of a dispersion of a solid
phase (drug) in a liquid propellant (liquid phase). By
action on the actuator, the suspension is released by
gas pressure. The propellant in contact with ambient
air is evaporated and the powder remains on the
treated area. The particle size obtained depends on
the powder particle size before the preparation of the
suspension.

Many powders are presented in this special dosage
form (e.g., antiseptics, antifungal drugs) as well as cos-
metic preparations (dry shampoo, etc.). Generally, the
drug is mixed with an inert diluent such as starch, mag-
nesium carbonate, magnesium stearate, or silicon diox-
ide of particle size close to 50–60 mm. To increase the
suspension stability and to prevent closure of the actu-
ator, lubricants and/or surfactants are added (mineral
oils, isopropyl myristate, lecithin, sorbitane fatty acid
esters). These last substances will also prevent agglom-
eration orcrystallization of drug substances (percent-
age about 0.1–1%).

The propellants used were some years agochloro-
fluorocarbons (CFCs) (11 and 12) in various propor-
tions (65 : 35 or 50 : 50). The manufacturing process
includes the suspension formation in liquid propellant
11 in a cooled and hermetically closed mixer contain-
ing drug and lubricants. This mixture is introduced in
the cans that are closed by a special powder valve,
and propellant 12 was then injected through the valve.
The upper part of the valve has often a special aperture
through which a gaseous phase cleans the valve as well
as the actuator.

A major current issue is the suppression of the use of
CFCs due to ozone depletion. Other liquid propellants
(134a, 227, or dimethyl ether) are not used as
easily as the CFCs and formulation is very difficult.
So, many of these dosage forms disappeared or were
substituted by ‘‘saltcellar’’ systems. The use of very
volatile solvents, such as volatile silicone, can be pro-
posed if their boiling point is close to room tempera-
ture,[31] the use of butane is not recommended due to
the explosion risks.

Powders for Pulmonary Application

As a consequence of the suppression or reduced use of
CFC propellants, a new kind of dosage form is under
worldwide development: drug powder inhalers (DPIs).
The metered dose inhalers (MDIs) will probably be
replaced by these. The MDIs were formulated several
years ago. A drug in powder form (with a particle
size close to 5 mm) was suspended in propellant 11
with a surfactant. Propellant 12 was added to the can
after closure.

The metered valve delivers a fixed volume of suspen-
sion that after propellant evaporation, releases the
active drug in the upper respiratory tract. Owing to
its small diameter size, about 10% of the drug reaches
the bronchopulmonary tract and provides therapeutic
activity.

Currently, propellant issues have led companies to
develop DPI. These consist of a very fine active drug
(paricle size 5 mm or less) mixed with an inert excipient
such as lactose. The mixture is administered through a
special device.

Spinhaler (Fisons) (Fig. 10) and Rotahaler (Allen
and Hanbury) (Fig. 11) were introduced more than
10 years ago for delivery of single metered doses of
sodium cromogycate, salbutamol, or beclomethasone
dipropionate in powder form, with the energy required
to disperse the powder being derived from the patient’s
own inspiratory effort. Both the Spinhaler and Rota-
haler (Ciba systems) are rather inconvenient to use
because it is necessary to load a gelatin capsule con-
taining the drug powder into the device immediately
prior to use. However, a lot of new multidose dry
powder inhalers have been recently introduced. The
Diskhaler (Allen and Hanbury) contains eight doses
of either salbutamol or beclomethasone dipropionate

Flow of air
being

breathed in

Spikes

Slide-on 
endpiece

Capsule pierced
by spikes

Rotor

Fig. 10 Spinhaler.

Screen

Powder dispersed
by air being
breathed in

Half-capsule
pulled off

Flow of
air being

breathed in

Half-empty
gelatin
capsule

Fig. 11 Rotahaler.
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(2-day supply at normal dosing levels) in blisters
around the periphery of a small disk. The Diskus is
more interesting: it contains 60 doses of antiasthmatic
drug with a special counter, which indicates the
number of delivered doses. The Turbuhaler (Astra)
(Fig. 12) contains 200 metered doses of the bronchodi-
lator terbutaline sulfate in the manner of a pressurized
MDI, but without additives of any kind. The corticos-
teroid budesonide is available in a Turbuhaler in some
countries.

The clickhaler is based on the same principle: a res-
ervoir containing a number of doses releases one after
an actuation.

It seems that all these devices are easy to use and are
readily accepted by patients. According to some
authors, they deliver a similar percentage of the drug
dose to the lungs as a correctly used MDI and has
an equivalent efficacy.[32]

However, patients with low inspiratory flow rate
(essentially children) have many difficulties to use
them. Furthermore, when the particles are inhaled
quickly, their inertia increases and there is an impac-
tion in the throat. So, new devices are developed to
improve the patient’s compliance. They consist of a
pump that compresses air in a special chamber so that
the powder is expulsed as a cloud, owing to the press-
ure delivered by the compressed air.[33] These systems
are close to the old MDI.

CONCLUSIONS

The preparation of powders as dosage forms comprises
many steps that are the same as for the preparation of
powders used to manufacture other solid dosage forms
such as tablets or hard gelatin capsules.

Years ago powders were used as dosage forms more
frequently before the advent of more modern forms.
However, biopharmaceutical problems arose with
these new drug dosage forms, and companies have
returned to powders and developed these further.
Industrial sachet manufacturing considerably reduces
handling and improves storage. Pressurized systems
allow easy dispensation of disinfectants, which
increases patients’ compliance. It can be expected that
powders will continue to be used in the future.

ARTICLES OF FURTHER INTEREST

Dosage Forms and Basic Preparations:
History, p. 948.

Effervescent Pharmaceuticals, p. 1454.

REFERENCES
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INTRODUCTION

Microbial spoilage of pharmaceutical products has
been known for many years. Spoilage may result in
the deterioration of the product due to loss of potency
or to the initiation of an infection in the user. Sterile
pharmaceutical products (single dose or multiple dose
forms) require the addition of an antimicrobial pre-
servative when they have been manufactured
under aseptic conditions from presterilized ingredients.
Where the products are subject to a terminal steriliza-
tion process, only the multiple dose category requires
the addition of an antimicrobial agent. In the latter
instance, the preservative is added to protect the
product and end user against the consequences of
microbial entry during use. Chemical antimicrobial
agents are thus added to all multidose sterile formula-
tions and to aqueous and aqueous-based non-sterile
pharmaceuticals. Their function is to reduce the
microbial load to a level, which is safe for the designated
use of the product, and to maintain the numbers of viable
microorganisms at or below that value for the storage
and use life of the product. Preservatives must, therefore,
be stable within the formulation for the shelf life of the
product and be capable of dealing with all the abuses
made to it by the consumer and user (i.e., contamination
during use, incorrect storage etc). Table 1 presents, in
alphabetical order by chemical grouping, the agents
most often employed for preservation of pharmaceutical
products.

For multidose sterile products, the preservative must
be capable of reestablishing sterility between each use,
whereas for a non-sterile topical cosmetic the function
of the preservative might simply be to prevent growth.
The associated toxicity of preservatives often limits
the concentrations at which they can be employed; thus,
lower concentrations are generally employed for opthal-
mic products and injectables. In choosing a preservative
the likely capacity required, the rate of killing desired,
and the ingredients and pH of the formulation must be
borne in mind.

The BP (1988) test for the ‘‘Efficacy of Preservatives in
Pharmaceuticals’’ makes it quite clear that a preservative

must in the first instance kill microorganisms and only
accepts later that it will prevent growth. However, it does
insist that there must be no outgrowth of the test organ-
ism, that is, the preservative possesses sufficient residual
capacity to inhibit the growth of any survivors.

DEFINITION OF TERMS

Disinfectants, antiseptics, and preservatives are chemi-
cals that have the ability to destroy or inhibit the
growth of microorganisms, and are used for this
purpose. These and other terms commonly employed
are defined as follows:

� Disinfectants: Chemical agents or formulations
that are too irritant or toxic on body surfaces, but
are used to reduce the level of microorganisms from
the surface of inanimate objects to one that is safe
for a defined purpose.

� Antiseptics: Chemical agents or formulations that
can be used as an antimicrobial agents on body
surfaces.

� Preservatives: Chemical agents or formulations
that are capable of reducing the number of viable
microorganisms within an object or field to a level
that is safe for its designated use and will maintain
the numbers of viable microorganisms at or below a
level for the use/shelf-life of the product.

� Bacteriostasis: A state in which the growth of
microorganisms is halted or inhibited.

� Bactericide: A chemical antimicrobial agent that
reduces the viability of a population of micro-
organisms exposed to it. This term is meaningless
without specifying the concentration range over
which this effect is obtained; such concentration
ranges will vary between different species of micro-
organisms.

� Bacteriostat: A chemical antimicrobial agent that
can prevent the growth of microorganisms within
an otherwise nutritious environment. This term is
meaningless without specifying the concentration
at which this effect is achieved. Bacteriostatic

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100200009
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concentrations do vary between different species of
microorganisms.

It should be noted that terms such as bactericide
and bacteriostat should be discouraged; in the USP
and EP, the term ‘‘antimicrobial agent’’ has replaced
these terms.

PRESERVATIVE IDEALS

At present there is no perfect preservative, and all
materials are a compromise of a number of often
contrary properties. The following are the properties
of an ideal preservative compound and need to be
considered when choosing a preservative.

1. Definable in chemical terms: Many of the
existing preservatives, such as the quaternary
ammonium compounds, are mixtures of various
homologues. Often the activity obtained is a
function of the mixture composition. Unless it
is possible to define and control mixture compo-
sition, the performance of the agents will be
variable, even if they conform to a pharmaco-
poeial specification.

2. Broad spectrum of activity: The compounds
must possess a broad spectrum of antimicrobial
activity against all species of microorganisms
and also toward bacterial endospores. In
practice, the only compounds that meet this
requirement are formaldehyde, gluteraldehyde,
hypochlorite, and ethylene oxide. All these
compounds are highly irritant at sterilizing
concentrations to be used in pharmaceutical
products. Formaldehyde is, however, used at
low concentrations in some shampoos; in these
cases contact with the skin is short-lived and
irritancy minimal. Agents such as quaternary
ammonium compounds, phenolics, and the
parabens group possess good activity against
gram-positive bacteria but little or no activity
toward spores. Certain gram-negative organisms
such a Pseudomonas aeruginosa are virtually
resistant to these agents. Generally, antifungal
activity is difficult to obtain. Combinations of
preservatives are sometimes employed to widen
the spectrum of activity to include molds, bacteria,
yeasts, and endospores.

3. Effectiveness: The compounds must be effec-
tive over a wide range of pH in order to be
effective in all formulations. In practice, com-
pounds are generally more active at either acid
or alkaline pH. Thus, the pH of a formulation
determines the types of preservative suitable
for inclusion.

4. Stablility: The compounds must be stable to
light and elevated temperatures for the expected
shelf life of the product. The effects of pH upon
stability should be minimal. In this respect it is
worth noting that the preservative Bronopol is
stable only in the dark and at an acid pH. Under
alkaline conditions or in the light it rapidly
decomposes to give formaldehyde at concentra-
tions that would be ineffective as a preservative.
Instability to light can be protected against the
packaging in a light-proof container. Storage
tests must be performed on all formulations to
ensure that adequate levels of preservative
remain at the end of then expected shelf life of
the product.

5. Solubility: Preservatives should ideally be used
at concentrations much lower than that of
the main constituents of the formulation. Their
solubility ought to be such that it is possible to
add them as a concentrated solution and where
there is no danger of creating a saturated sol-
ution.

6. Aesthetics: Preservatives should have no
perceptible odor, color, or taste, which might
affect the aesthetic qualities of the final pro-
duct. This can be of crucial importance for a
cosmetic product but is less important for
medical ones.

7. Volatility: Preservatives should be non-vol-
atile. Thus, chloroform is not an ideal preserv-
ative as it is lost from the formulation each
time it is exposed to air.

8. Product incompatibility: Preservatives should
not be incompatible with any of the likely excipi-
ents within the product formulation. This would
include incompatibilities with the container
material and also the active ingredients. In
practice this is very difficult to achieve.

9. Toxicity: At the concentrations employed, the
preservative should be non-irritant, not cause
hypersensitivity reactions, and be non-toxic. In
this respect, the site of application is critical.
Relatively few compounds are approved for
use in opthalmic products due to their high sen-
sitivity towards xenobiotics. Also, compounds
safe for use on intact skin might be hazardous
for inclusion in parenteral products.

10. Solubility in oil: Preservatives must not be too
oil soluble as this can produce problems in two-
and three-phase systems where the preservative
accumulates in the oil and micellar phases and
is unavailable for antimicrobial action in the
biological (aqueous) phase. It is worth noting
that the oil : water partition coefficient can alter
as a function of pH and also as a function of the
nature of the oil.
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11. Cost: The preservative must be cost-effective in
the context of the overall product positioning
(i.e., cost of goods ratio).

Although a very large number of antimicrobial
compounds have been examined for their suitability
for preservation of pharmaceuticals, only a few (<20)
are currently used in the majority of pharmaceutical
products. Moreover, in many cases, the ‘‘least unsuit-
able’’ rather than the ‘‘optimum’’ preservative is
selected for a particular product.

DYNAMICS OF PRESERVATION

The critical lethal parameters of the effectiveness of anti-
microbial agents are the concentrations of the agents
employed, the time of exposure, the types and numbers
of organisms exposed, the pH of the environment or
formulation, and the temperature of application. An
understanding of the effects of these conditions upon
the killing process and of the terms that describe such
dependence is important to rationalize the use of
preservatives in different situations and formulations.

Time of Contact

When exposed to lethal concentrations of a chemical
antimicrobial agent, the viability of a bacterial popu-
lation decreases exponentially with time (Fig. 1). Such
pseudo-first-order kinetics can be described by the
equation

S

S0
¼ Ae�kt ð1Þ

log
S

S0
¼ kt þ log A ð2Þ

where k is the rate constant, S is the number of surviv-
ing organisms at time t, and S0 is the initial number of
viable organisms within the population.

D-value is the time for 90% kill. That is,

log S � log S0 ¼ �1 ð3Þ

and

D-value ¼ 1=k ð4Þ

In practice, such obedience to first-order kinetics
is rare for chemical inactivation. More commonly,
deviations from first-order kinetics are obtained, when
there is either an initial lag in the rate of killing
(Fig. 2A) or when the rate of killing decreases with
time of exposure (Fig. 2B). The former is commonly
observed when the concentrations of preservative are

minimally bactericidal and reflects the time required
for injuries caused to the bacterial cells to assume
lethal proportions. Such plateauing therefore decreases
as concentrations of agent employed become greater
(Fig. 2A) and are inapparent at very high concentra-
tions. The second effect reflects the presence of resist-
ant organisms within the population, capacity effects
on the action of the preservative, or failure of the
neutralizer. In such cases commonly observed with quat-
ernary ammonium compounds and biguanides, the
levels of kill at the plateau value increase with increasing
concentration of preservative. From these relationships,
an estimate of the initial rate of killing (k) or the D-value
(actual time to effect a 90% reduction in viability) can be
made, but their predictive value must be questioned.

Fig. 1 Time survival kinetics for the inactivation of a bac-
terial population by treatment with a chemical agent. The

D-value represents the time taken, at a given concentration
of biocide, to reduce the surviving population by 90%.

Fig. 2 Deviations from first-order kinetics of the inacti-
vation of microbial populations by treatment with chemical
agents due to (A) an initial lag in the rate of killing or (B)
a decrease in the rate of killing with time of exposure.
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Approximation to first-order kinetics implies that
the sensitivity toward preservatives of a population
of microorganisms is normally distributed. Decreases
in the rate of killing with time often results from
adsorptive loss of thepreservative onto and into the
killed cells, causing a decrease in the available concen-
tration of the preservative for killing the surviving
organisms. The susceptibility of preservatives to such
adsorptive losses is described as its capacity.

Exponential decreases in viability with time mean
that total elimination of all living cells cannot be
guaranteed. Rather, knowing the initial size of the
population and its susceptibility, the probability of
having achieved sterility might be assigned to parti-
cular inactivation processes. Such assignments assume,
often wrongly, that first-order kinetics are universally
applicable.

Concentration of Preservatives

The efficacy of an antimicrobial agent varies as a direct
function of its concentration. At very low concentra-
tions the antimicrobial effect might be negligible,
at intermediate concentrations the effects might be
growth-inhibitory, whereas only at relatively high con-
centrations might they be bactericidal. Often different
mechanisms of action are involved to bring about these
different effects. For example, chlorhexidene inhibits
growth through direct effects upon respiratory enzymes
and ATP synthesis, but kills through causing gross
permeability changes to the bacterial cell envelope.
The minimum growth inhibitory concentration (MIC)
of an agent gives little or no information about its bac-
tericidal activity, but might indicate weaknesses in the
overall antimicrobial spectrum of activity. Minimum
lethal concentrations can range from 2 � MIC � 20
� MIC, dependent upon the antimicrobial substance
and target organism. In the bactericidal range, the
concentration exponent (Z) describes the dependence
of activity on concentration. This can be obtained as
the slope of a graph of log D or k versus log concen-
tration. Although these values vary slightly among
organisms, they are fairly characteristic of compound
groups and also often relate to mammalian toxicity.
Thus, compounds with high concentration exponents
more readily lose their biological activity when diluted
upon parenteral administration than those with low
exponents (Table 2).

The concentration exponent gives no indication as
to the level of activity of a particular agent, It only
indicates the degree of dependence of activity upon
concentration. If the log10 of a death time is plotted
against the log10 of the concentration, a straight line is
usually obtained, the slope of which is the concentration
exponent. Given the D-value for a single concentration

and concentration exponent, it is possible to calculate
[from Eq. (5)] the activity at any other concentration.
As different antimicrobial mechanisms are often involved
ingrowth inhibition and killing, the use of concentration
exponents to extrapolate MIC data to bactericidal
situations should be avoided.

ðZÞ ¼ ðlog D at C2 � log D at C1Þ
log C1 � log C2

ð5Þ

The value of the concentration exponent also gives
an indication of the susceptibility of the agent to inac-
tivation by dilution and/or losses in activity through
adsorption of the agent on organic debris or killed
bacterial cells. The loss of an antimicrobial agent from
solution in this manner relates to concentration in
solution and absorptivity rather than to the inherent
antimicrobial activity of the agent. The activity and
concentration exponents of four hypothetical agents
are described (Fig. 3). Agents A & B and C & D have
similar concentration exponents but different activities,

Table 2 Some examples of preservative concentration

exponents

Compound Exponent

Organic mercurials 0.9–1.0

Iodine 0.9–1.0

Formaldehyde 1.0–1.1

Benzalkonium chloride 0.8–2.5

Bronopol 0.7–0.9

Parabens 2.5–3.0

Phenolics 4.0–9.9

Aliphatic alcohols 6.0–12.7

Fig. 3 Comparisons of the activity and concentration expo-

nents of four hypothetical preservatives. Agents A & B and C
& D have similar concentration exponents but different
activities, whereas A & C and B & D have similar activities
yet different concentration exponents.
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whereas A & C and B & D have similar activities yet
different concentration exponents.

If isotoxic concentrations of each agent (equivalent
D-value) are employed, and undergo a uniform drop
in concentration through adsorption, the compounds
with the higher activity will undergo the greatest loss
of activity (A & C > B & D). For compounds of
similar activity, the one with the higher concentration
exponent will have the greatest activity loss (A > C
and B > D). This can be generalized in the statement
that capacity is inversely related to both the concen-
tration exponent and activity. Preservatives used in
sterile products generally have high concentration
exponents and high activity. Such considerations are
also helpful in determining inactivation conditions
for the preservatives prior to sterility and preservative
effectiveness tests.

Temperature Effects

The rate of killing of an antimicrobial agent is directly
dependent on the temperature of the interaction. This
dependence is described by the temperature coefficient
(Q or y), which can be determined either from the slope
of the graph relating the D-value or K and tempera-
ture, or from Eq. (6).

Temp: Coefficient ½yt1 � t2
�

¼ D-value t2ðD2Þ
D-value t1ðD1Þ

¼ kt1

kt2
ð6Þ

The subscripts denote the temperature range over
which the change in activity is defined. This is
commonly given as the coefficient per 10�C rise (i.e.,
y10 or Q10), but is sometimes quoted for 1�C and
25�C changes.

Although the temperature coefficients vary a little
between organisms, they are characteristic for parti-
cular preservative groups (Table 3). A high y10 value
renders a compound suitable for application at ele-
vated temperatures but unsuitable for the preservation
of formulations that might be stored over a wide
temperature range.

It should be noted that the temperature will also
affect the degree of ionization in some circumstances;

therefore, the concentration exponent for some com-
pounds will be apparently affected by temperature.

Effect of pH

The degree of ionization of acidic and basic antimicro-
bial agents depends on pH. Some compounds are active
only in the unionized state (e.g., phenolics) whereas
others are preferentially active as either the anion or cat-
ion. It therefore follows that the activity of a particular
concentration of an agent will be enhanced at a pH
that favors the formation of the active species. Thus,
cationic antibacterials such as acridines and quaternary
ammonium compounds are more active under alkaline
conditions. Conversely, phenols and benzoic acid are
more active in an acid medium. Chlorbutol is less active
above pH 5 and unstable above pH 6. Phenylmercuric
nitrate is only active at above pH 6 whereas thiomersal
is more active under acid conditions. The sporicidal
activity of glutaraldehyde is considerably enhanced
under alkaline conditions whereas hypochlorites are
virtually ineffective at above pH 8.

Knowledge of the pKa of a preservative allows the
calculation of the fraction undissociated at any parti-
cular pH and hence (via the concentration exponent)
the level of activity at that pH.

Fraction of undissociated biocide

¼ 1

1
þ antilog ðpH � pKaÞ ð7Þ

The pH also affects activity by altering the net
surface charge on the microorganisms. Thus, as pH is
decreased, the surface becomes less negative and
adsorption and thereby activity of cationic agents is
reduced. These effects are greater for gram-negative
than gram-positive bacteria.

Presence of Interfering Substances

In most instances, before an antibacterial agent can act
on a cell, they must first combine. The presence of other
materials, commonly referred to as organic matter, may
reduce the effect of such an agent by adsorbing or
inactivating it and thus reducing the amount available
for combining with target cells. Extraneous matter
may be able to form a protective coat around the cell,
thereby preventing the penetration of the active agent
to its site of action.

PRESERVATIVE INTERACTIONS

Until the late 1930s, cosmetic and pharmaceutical
formulations were stabilized with soaps. Although pre-
servatives were often required, spoilage was only rarely

Table 3 Temperature coefficients (10�C) for some
commonly used preservatives

Compound h10

Aliphatic alcohols 30–50

Phenolics 3–5

Formaldehyde 1.5

Chlorocresol 6.0

Organic mercurials 1.0
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a problem. With the advent of new materials for
emulsion stabilization, preservation of the systems,
or the lack of it, became a major problem. Nowadays
we are aware of apparent incompatibilities between
the new excipients and the established preservative
agents and of the many interactions that can lead
to preservative failure. No all-embracing set of rules
have emerged to enable the ‘‘correct’’ preservative
to be chosen for each formulation; only general guide-
lines exist.

The simplest form of interaction is one of adsorption/
adsorption of the preservative from the formulation into
and onto container and excipients. In this respect, it
is convenient to divide these into colloidal excipients,
suspensions, metal ions, and polymers.

Colloids

� Gums: Tragacanth, acacia, and plant polysac-
charides such as agar and alginates are generally
anionic in nature and will adsorb cationic preserva-
tives such as chlorbutol, benzalkonium chloride,
substituted phenols, phenylmercuric acetate, and
merthiolates. Generally the adsorptive process
increases with the increase in concentration of the
gum or polysaccharide. Colloidal solutions of
tragacanth and acacia, but not agar or alginates,
can often be preserved with cationic agents by
increasing the concentration of the preservative to
saturate the colloid. For preservatives such as
parabens, the problem is exacerbated at alkaline
pH when the preservative becomes fully ionized.

� Starches: These bind substituted phenols but this
can be overcome by increasing the concentration
of the phenolic. Gelatin shows a slight interaction
with the parabens group.

� Proteins: These interact both with cationic and
anionic preservatives depending on to the pH of
the formulation and the net charge of the protein.

� Non-ionic surfactants: Interactions with a range
of preservatives are unpredictable. Cationic and
anionic surfactants interact and are contraindicated
with anionic and cationic preservatives respectively.

� Polyethylene glycols: These interact particularly
with the phenolic group of preservatives. The

interaction increases with increase in molecular
weight of the polymer. With increasing tempera-
ture, the extent of binding increases due to thermal
desolving of the polymer and the creation of further
binding sites.

Suspending Agents

These include clays, bentonite, kaolin, and talcs. They
are generally anionic in nature and interact with most
cationic agents. Inactivation depends on the pH of the
system. Preservatives are only loosely associated with
clays and therefore, desorb on dilution. The extent of
these interactions are difficult to predict.

Container Materials

Nylon strongly adsorbs phenols and sorbic acid by
covalent linkage. The degree of interaction depends
on the pH, nature of the solvent, temperature, contact
time, surface area, preservative concentration, and
thickness of the nylon.

Acrylates and polyethylene affect most preservatives,
including organic mercurials, phenolics, and benzoic
acids. Leaching of hydroxyl ions from glass raises the
pH and indirectly affects preservative activity. In this
respect, glass must pass a ‘‘limit-test’’ for alkalinity.

Changing the container of a product from glass to
plastic can alter its preservation. The container is as
much a part of the formulation as is the product that
is placed in it. Equally, adsorption and absorption into
rubber closures can be significant, as exemplified by
the phenolics (Table 4).

PRESERVATION OF TWO-PHASE SYSTEMS

When preservatives are added to two-phase oil–water
systems, depending upon the hydrophilicity of the
agent, they partition between the two phases. Bacteria
will only grow within the aqueous phase or at the oil–
water interface. Thus, preservative lost to the oil is
unavailable for antibacterial action. Hence the concen-
tration in the water phase is reduced, affecting the rate
of kill, but the capacity of the system is unaffected as

Table 4 Loss of preservative through absorption into rubber caps

Initial concentration Final concentration

Preservative (% w/v) (% w/v) Percentage loss

Phenol 0.5 0.39 22

Cresol 0.3 0.21 30

Chlorocresol 0.1 0.04 60

Phenyl mercuric nitrate 0.001 0.00005 95
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preservative lost by adsorption onto organic debris
and bacteria is replaced from that held in the oil.

The distribution between the oil and water phases
is easily predicted from the oil–water partition coeffi-
cient, K0

W

K0
W ¼ Concentration in oil

Concentration in water
ð8Þ

By knowing the concentration of preservative
required for the necessary biological effect in the aque-
ous phase (CW), the oil: water phase ratio (y) and the
K0

W for the system, C, the concentration needed inthe
formulation, may be calculated from the expression

CW ¼ Cðy þ 1Þ
K0 y þ 1

W

ð9Þ

It is also worth noting that altering the nature of the
oil can affect partition coefficients quite dramatically,
for example, the differences between vegetable and
mineral oils (Table 5).

If the preservative favors the oil, increasing the oil:
water ratio dramatically decreases available concen-
tration; if it favors the aqueous phase, the reverse
occurs and can cause solubility problems. Unfortu-
nately, both temperature and pH also affect K0

W, in
addition to the effects of pH directly on the activity
of the preservative.

PRESERVATION OF THREE-PHASE SYSTEMS

Most oil–water systems contain surfactants as emulgens
in order to provide a stable emulsion. Some preservatives
may associate directly with the surfactants whereas
others may partition into the micellar phase of the sur-
factant, treating it as a third phase for partitioning.

These effects can be calculated to some extent,
where CW depends not only on K0

W but also on sur-
factant concentration. Initially it is assumed that the
surfactant micelles form part of the aqueous phase.

Thus, if K0
W is the oil : aqueous phase partition coef-

ficient and CA the total aqueous concentration, then,
as in Eq. (9),

CA ¼
Cðy þ 1Þ

K0 y þ 1
A

ð10Þ

Now

CW ¼ CA

R

where

R ¼ CA=CW that is CA ¼ RCW

As

K0
W ¼ CA=CW and C0 ¼ K0

WCW

substitution in Eq. (9) gives

CW
A ¼

Cðy þ 1Þ
C0=C

y þ 1
A

ð11Þ

and substituting once again for C0,

CA ¼
Cðy þ 1Þ
ðK0

W
CW

CAy
Þ þ 1

ð12Þ

Substituting in Eq. (12) for CA ¼ RCW gives

RCW ¼ Cðy þ 1Þ
ðK0

WCW=RCWyÞ þ 1
ð13Þ

which then reduces to

CW ¼ Cðy þ 1Þ
½K0

Wy þ R�
ð14Þ

Eq. (14) allows the active concentration in the water
phase to be calculated from C, the phase ratio (y), K0

W

and R. This is useful as KA
0 varies with the concen-

tration of the surfactant. R can be found from a graph
relating CA/CW and surfactant concentration, where
the slope of the line is k.

R ¼ 1 þ k[surfactant concentration]

All preservative manufacturers provide values of k
for a range of surfactants.

TOXICITY AND SAFETY CONSIDERATIONS

There are certain limitations on the use of antimicro-
bial preservatives based on their toxicity and potential

Table 5 Partition data for various preservatives

KW
0

Preservative Mineral oil Vegetable oil

Chlorocresol 0.5 11.7

Methyl parabens 0.02 7.5

Propyl parabens 0.5 80.0

Butyl parabens 3.0 280.0

Cetrimide USP <1.0 <1.0

Bronopol 0.043 0.11

Phenonip >1.0 >1.0

Phenyl mercuric nutrate <1.0 <1.0
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side effects. The British Pharmacopeia recommends
that the maximum quantity of an injection containing
an antimicrobial preservative to be administered at a
single occasion is 15 ml. The USP, on the other hand,
recommends a maximum of 5 ml. These maximum
volumes must be considered when toxicity data and
concentrations of the agents included in the formula-
tions are considered. The final concentration of any
substance employed is a balance between its potential
toxicity and antimicrobial activity. Additionally, because
meninges are readily irritated, the inclusion of anti-
microbial preservatives in any formulation that might
gain access to the cerebrospinal fluid is precluded. Intra-
cardiac and intraarterial injections must also not contain
an antimicrobial preservative.

It is not surprising that preservatives sometimes
prove toxic to humans. To assess the toxicity of any
substance, it is necessary to know its acute and cumu-
lative toxicity together with its ‘‘no effects levels’’ and
also to be aware of its mutagenic, teratogenic, and
carcinogenic potential. In addition, its local actions
as well as its liability to cause hypersensitization might
be important. Any new preservative must be subjected
to a battery of such mandatory tests to provide
these data as must a new application of an established
biocide.

ACUTE TOXICITY

Preservatives, for the most part, are used at very low
concentrations and the question of their acute toxicity
rarely arises. The margin of safety is not always very
high, however.

SUBACUTE AND CHRONIC TOXICITY

When substances are given repeatedly, manifestations
of toxicity may differ, particularly if the compound

is given at a rate faster than what the individual
can detoxify or excrete. Some preservatives contain
mercury and this may accumulate in the body.

REPRODUCTIVE TOXICITY

As part of the general safety testing of all preservatives,
consideration is give to possible effects in higher ani-
mals on the fertility of either sex, the gestation or post-
natal care, and development of the embryo. No direct
causal relationships have been shown between any of
the commonly used preservatives and reproductive
toxicity. However, indirect reproductive toxicity has
been suggested, for example, benzoic acid as a preserv-
ative, increases blood salicylate levels, and may cause a
significant increase in the teratogenic potential of
aspirin. Organic mercury has been shown to be respon-
sible for acongenital form of Minimata disease, but not
at levels likely to be taken into the body through
mercury-containing preservatives.

CARCINOGENICITY AND MUTAGENICITY

Several preservatives have been scrutinized for being
possible carcinogens, and their use regulated (e.g.,
chloroform and formaldehyde). Another possibility is
that the preservative interacts with amines or amides
to form carcinogenic nitrosamines. Published data on
the mutagenicity of preservatives is limited as tests
such as the Ames test can only be carried out at con-
centrations far less than those employed.

PRESERVATIVE COMBINATIONS

The ideal properties expected from preservatives
are not met by any of the current, established agents.
All chemical agents have their limitations in terms

Table 6 Examples of interactions between preservatives

Preservative B

Preservative A Synergistic Additive Antagonistic

Benzalkonium Phenylmercurics 3-Cresol Hexachlorophane

Benzoic acid Dehydroacetic acid Parabens Boric acids

Bronopol Benzalkonium Sorbic acid —

Chlorbutanol Phenylethanol — EDTA, EGTA

Chlorocresol Phenylethanol — —

Phenylmercurics 3-Cresol — —

Parabens Germall Benzoic acid Boric acid

Sorbic acid Dehydroacetic acid Benzoic Acid Parabens
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of their antimicrobial activity, resistance to organic
matter, stability, incompatibility, irritancy, or toxicity.
It is also unlikely that new preservatives will be
developed because of high costs of putting a new com-
pound through toxicity tests and the likelihood of a
new compound being impossible to cover by patent.
More likely preservative combinations will be employed
in the future, possibly to give synergistic combinations
(e.g., hydrogen peroxide and peroxygen compounds,
chlorhexidine and cetrimide). In this manner, preserv-
ative combinations may be used to extend the range
and spectrum of preservation (Table 6); for example,
by combining a series of alkyl esters of 4-hydroxybenzoic
acid, water solubility is decreased to such an extent that
both the aqueous and oil phase of an emulsion are
protected.

When acting simultaneously on a microbial popu-
lation, combinations of preservatives may cause an
increased, decreased, or unchanged antimicrobial
response when compared with their summed individual
effects. A minimum requirement of any combination
should be that it achieves at least the same level of
protection overall as the individual components do.
Ill-considered preservative combinations may lead to
inclusion of irrelevant agents. In general, agents from
the same chemical group or those having the same
mode of action are likely to produce merely additive
effects whereas those exhibiting different mechanisms
or sites of action may serve either to reinforce (syner-
gize) or reduce (antagonize) their individual activities.
Such effects may be evaluated by preparing mixtures

of the two preservatives being investigated and deter-
mining their growth inhibitory power by an MIC
determination. Results may then be plotted in the
form of a graph, termed an isobologram, an example
of which is shown in Fig. 4.

In general, synergistic effects can occur through
three different mechanisms. The first mechanism is
by inhibition of inactivation. Here, one compound
increases the effective concentration of the other by
inhibiting the microbial system responsible for its inac-
tivation. To date, however, there are no reported
observations of this mechanism with preservatives.
The second synergistic mechanism is very common
amongst preservatives and occurs when one compound
increases the accessibility of targets to another. This
usually occurs when one agent exerts its action by
increasing the permeability of the cell wall or cell mem-
brane. Besides damaging the cell in its own right, this
can permit access (or increased access) of the second
compound to targets that were previously concealed.
An example of this type of synergy is seen in the
cooperative action between benzalkonium chloride
and thiomersal which disrupts the cytoplasmic mem-
brane, thereby facilitating access of organomercurial
agents that react with sulphydryl-containing enzymes
in the cytoplasm. This type of synergy does not neces-
sary require both compounds to possess significant
antimicrobial activity. Finally, perhaps the broadest
category of synergistic interactions is that in which
two compounds act simultaneously at different targets,
thereby significantly influencing the biochemistry of
the cell. Although these targets must be different in
order to produce synergy, they can be closely related.
For example, the synergy between chlorocresol and
2-phenylethanol is thought to be through their respect-
ive effects on the generation and coupling of a proton
gradient to active transport.

There are many significant practical benefits
and advantages of preservative combinations. These
include an increased spectrum of activity; the need
for lower concentrations of each of the individual com-
ponents, thereby possibly reducing potential toxicity;
the prevention of resistance to individual preservatives;
possible enhancement of antimicrobial activity beyond
that expected by simple addition; an extended time
course of preservation achieved by combining a labile,
markedly biocidal preservative with a stable longer-
acting ingredient. Furthermore, careful selection of
individual agents for combination, based on their
physicochemical properties, may serve to overcome
microbiological problems created by the physical lim-
itations of individual preservatives. In this respect, fac-
tors affecting preservative efficacy must be carefully
considered.

Fig. 4 Isobologram showing three possible outcomes of
interaction between preservatives A and B, namely (A) antag-
onism; (B) additivity; and (C) synergy.
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Process Chemistry in the Pharmaceutical Industry

Kumar G. Gadamasetti
ChemRx Advanced Technologies, South San Francisco,
California, U.S.A.

Ambarish K. Singh
Bristol-Myers Squibb Pharmaceutical Research Institute, New Brunswick,
New Jersey, U.S.A.

INTRODUCTION

In the pharmaceutical industry, identification of a
development drug candidate (preclinical lead profile,
PLP, or early candidate notification, ECN), filing of
investigational new drug application (IND), and new
drug application (NDA) are important milestones
before the launch of a new drug. The IND and the
NDA are the events where the industry interacts with
the Food and Drug Administration (FDA) prior to
launching. Various governmental departments play
specific roles in furthering drug development programs.
The medicinal or discovery chemists identify the new
drug candidates to treat or prevent a particular medical
indication, whereas the process chemists are responsible
for devising a synthesis and supplying the active phar-
maceutical ingredient (API) or bulk drug substance
(BDS) in multigram quantities for various studies
needed to file the IND and support other drug develop-
ment programs. On approval of the IND, the com-
pound can be administered to humans for the first
time as part of the phase-I clinical studies, also known
as first-in-man (FIM) trials. Studies that are repor-
ted in an IND include synthesis, animal toxicology,
pharmaceutics and formulation, drug substance and
drug product stability and safety, and metabolic and
pharmacokinetics.

The clinical development is the most expensive and
resource-intensive segment of the process. Process
research and development play a key role in shortening
the overall timeline from candidate identification to
drug launch. On an average, it takes about 10–15 years
from discovery to launch a drug into the market at a
cost in excess of $400 million. The paradigm shift
(in the 1990s) of increasing the number of compounds
entering development has made a tremendous impact
on chemists responsible for preparing supplies of
these new drug candidates. Early and effective inter-
action of process research personnel with medicinal
chemists and early innovations in process development
are believed to shorten the IND and NDA timelines,

respectively. These overall reduced timelines would
allow for an early launch of the drug into the market.[1]

PHARMACEUTICAL DRUG DEVELOPMENT
EVENTS: THE CHEMIST’S VIEWPOINT

A simplified view of the pharmaceutical drug develop-
ment events (not to the timescale) is given in Fig. 1.

Genomics to Lead Development
Candidate (PLP)

During the past decade, the pharmaceutical industry
has seen a paradigm shift in the drug discovery process.
The driving force for such change, arguably, was pro-
pelled by a variety of factors, including:

� Generation of new targets (for human diseases) from
advances in genomics and functional genomics.

� Advances in combinatorial chemistry methods
to increase the number of compounds for high
throughput screening (HTS), and

� Advances in automation and high-throughput
screening techniques for rapid identification of lead
compounds.

Although these approaches promise to provide an
increased number of novel drug candidates for evalu-
ation in the treatment of a greater number of diverse
diseases, successful realization of the potential benefit
of these compounds is very much dependent on the
ability of the pharmaceutical industry to develop suitable
manufacturing processes.

PLP Development Candidate to IND
and the Kilo Lab

The IND studies require relatively large amounts of
the drug substance, substantially more than what was

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000426
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prepared during the course of the medicinal chemistry
programs. Generally, it becomes the responsibility of
the process research group to produce this material
within the shortest feasible time frame.[2] Most of the
major pharmaceutical companies have kilo-lab facili-
ties as an interface between the process research labs
and the pilot plants. Pharmaceutical process groups
are organized in different ways. Insome companies,
process research is responsible for providing the sup-
plies of BDS required for an IND filing, including
the initial clinical batch (or batches). Typically, the
initial supplies are prepared by the combination of
modified medicinal chemistry synthesis and new, alter-
native synthetic processes more suitable for scale-up.
In some companies, the chemists in process research
labs and kilo labs share this responsibility. Kilo-lab
scale-up work typically is performed in 22-L glassware
and small reactors (50–100 L). The process develop-
ment group, on the other hand, is responsible for
further optimization and scale-up in the pilot plant
and interfaces with the manufacturing.

Clinical Phase, NDA, and Launching
of the Drug

The clinical phase (phase I) of the drug development
begins after the IND where humans are subjected to
the clinical trials. After a successful phase-I trial, effi-
cacy of the drug is tested on a large number of patients
as part of the phase-II/III clinical trials. Once the
phase-II/III clinical trials are completed, the NDA is
filed with the FDA. Clinical trials and NDA are prere-
quisites for launching the drug.

PROCESS RESEARCH AND DEVELOPMENT

The goal of the medicinal or drug discovery chemist
is to identify a new lead to treat or prevent some

particular medical indication and define a synthetic
strategy to allow for the preparation of as many ana-
logs as possible. The focus of process chemistry differs
from routine organic chemistry. It emphasizes optimi-
zation and defines the controls to make the sequence of
chemical reactions amenable to scale-up. A viable pro-
cess should reliably yield a high-purity product made
by a process unencumbered by a patent. In short, the
overall thrust of the scientists engaged in process
chemistry is to develop the shortest, least expensive,
safest, and most environmentally friendly processes
to produce the API in multi-kilogram quantities.

The term ‘‘process’’ is, in general, misinterpreted as
scale-up work by the overwhelming majority of the
scientists and technologists involved with drug discovery
and development programs in the pharmaceutical indus-
try. Scientists and engineers engaged in the various
aspects of pharmaceutical process research and develop-
ment have a highly refined appreciation for the challenges
of large-scale synthesis and the purification of the API.
An algorithm for process research and development is
shown in Fig. 2.

The mission of process chemistry in the pharmaceu-
tical industry is to provide documented, controlled

Fig. 1 Pharmaceutical drug development events, a simplified view. Preclinical: Medicinal chemistry, combinatorial chemistry,

process research. Clinical: Process R&D & manufacturing (operations).

Fig. 2 Algorithm for process research and development.
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synthetic processes for the manufacture of the supplies
to support the development programs and future
commercial requirements of the API. The science and
technology associated in accomplishing this mission
provide a tremendous challenge to the individuals or
the group of individuals for the drug supply progress
from milligram to metric ton quantities.

Route Scouting

As the development drug candidate moves from dis-
covery to process, a workable synthesis is available,
which, however, may not be scalable. Route scouting
plays a key role in identifying synthetic transforma-
tions that are safe, practical, scalable, cost effective,
and environmentally friendly, thus setting the stage for
eventually delivering a manufacturing synthetic pro-
cess. An integral part of route scouting is to identify
key intermediates that could be easily outsourced.

An example of route scouting and
process improvements

Scheme 1 depicts the medicinal chemistry approach to
the synthesis of BMS-180291 (Ifetroban).

A condensed schematic of the overall alternative-
synthesis of BMS-180291 (Ifetroban) is provided in
Scheme 2. The synthesis of the key acid ester inter-
mediate A has been reduced dramatically from 16
to 4 steps, and the yield hasbeen increased 10-fold
from 5 to 52%. The overall synthesis of Ifetroban has
been cut virtually in half (from 23 to 12 steps) and
the yield (via the longest linear sequence) improved
from 3 to 28%.

Process Development and Optimization

Human safety is the first priority when developing a
process, followed by quality (purity, crystallinity of

O
O OO O
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O

+

Br CHO Br
O

Si

6 steps 

4 steps 
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H
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O

OH

NH2

O CO2H
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H
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Synthesis of BMS-180291
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3% overall yield

·

6 steps 

·
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Scheme 1 Original synthesis of BMS-180291.
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the product, etc.) and product yield. In addition,
the process chemist takes into account the following
factors:

� Hazards associated with the chemical step (human
and equipment safety).

� Waste generated (disposal cost, environmental
concerns).

� Cost and availability of raw materials, reagents,
and solvents (cost of goods, sourcing issues).

� Ease of performing the reaction on-scale (savings in
capital and labor).

� Ease of product isolation (crystallization), and
� Opportunity to combine two or more chemical

steps with no intermediate isolation (telescoping
to increase throughput).

Once a route has been selected, the next step is to
understand the effect of interactions of variables with
each other on the reaction yield and quality for each
and every step of the synthetic scheme and to define
the limits for these process variables. This requires
designing appropriate experiments including controls.
This is important because as the scale of the reaction

increases, every unitoperation, such as addition of
reagents, solvents, distillation, phase splits, etc., takes
a considerably longer time. Mixing begins to play a
major role as the size of the vessel increases. Due to
uneven mixing, localized differences in variables such
as temperature and concentration are expected, which
may have an adverse effect on the reaction.

Example 1: Process development of
BMS-182205 (Scheme 3)

Issues: environmental concerns, human safety, waste
management, process inefficiency.

The first step in the synthesis of the Paclitaxel� side
chain has been reported in the literature by Holton.[3]

The drawbacks of this procedure from a process devel-
opment standpoint are

1. The use of benzene and dichloromethane (human
and environmental concerns).

2. No opportunity for telescoping (since the first
reaction is conducted in benzene and the second
in dichloromethane).

O
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H
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A

L-Serine BMS-180291

Ph
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Synthesis of BMS-180291

Overall 12 steps
28% overall yield

·
·

Scheme 2 Alternative synthesis of BMS-180291.
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3. Low yield (68% after crystallization from
ethylacetate and hexane), and

4. Brown-black product (color).

Process improvements: Phase I. Benzene was
replaced with a safer solvent, toluene, which was also
used for the [2 þ 2] cycloaddition reaction, thus facili-
tating the telescoping of the two reactions. However,
dichloromethane was added during the work-up to pre-
vent product precipitation. The product was crystallized
from 2-propanol in 80% yield. The phase I of develop-
ment eliminated the use of benzene and allowed for
telescoping of the two chemical steps. However, a
solvent exchange from toluene–dichloromethane to
2-propanol was still needed to crystallize the product.
The color of the product after this modification was
dark brown.

Phase II. Additional crystallization studies revealed
that the product could be crystallized from toluene–
heptane and acetone–water. The product also exhib-
ited limited solubility in toluene. With this information
at hand, both reactions were conducted in toluene as
before; however, during the work-up, dichloromethane
was not added. Instead, aqueous hydrochloric acid was
added to neutralize excess triethylamine. Heptane was
then added to precipitate the product directly from
the reaction mixture. The crude wet product was
crystallized from acetone–water with an overall yield
of 80%. The color of the product was brown. The advan-
tages of this modification are the elimination of several
extraction and back-extraction steps and a reduction in
processing time and in solvent consumption.

In an attempt to further improve the yield and
address the product color issue, the following process

variables were studied: the rate of addition of acetox-
yacetyl chloride, the reaction temperature, and the
effect of other amine bases.

The rate of addition of acetoxyacetyl chloride was
optimized to be 2–3 h, at 3, 10, and 17�C. Reactions
conducted at 3�C afforded the product with the highest
quality. Two amines, N-methylmorpholine (NMM)
and diisopropylethylamine (DIPEA), were evaluated
in addition to triethylamine. In the presence of NMM,
the reaction stopped after 65% conversion. In triethyla-
mine the reaction took an additional 3 h for completion,
after the addition of acetoxyacetyl chloride. However, in
DIPEA, the reaction was instantaneous, the yield was
further improved to 87%, and the product was free of
brown-colored impurities.

Example 2: Process development
of Ifetroban (Scheme 4)

Issues: environmental concerns, human safety, cost of
goods.[4]

In the improved synthesis of Ifetroban described
previously, environmental concerns due to special hand-
ling of copper bromide waste and hazards associated
with hexamethylene tetramine (HMT) on manufacturing
scale led to further perfection of the synthesis. Mecha-
nistic considerations suggested that an oxidized form of
aminoamide B (Scheme 4) would eliminate the neces-
sity for a late-stage copper-mediated oxidation. This
was indeed accomplished. The cyclization–elimination
sequence was initiated by a Lewis acid and completed
by base-mediated elimination to afford the Ifetroban
penultimate. In addition to eliminating the need for
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AcO+
N

O
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Triethylamine,
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BMS-182205

Scheme 3 Synthesis of BMS-182205.
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copper bromide and HMT, this modification helped to
reduce the cost of the product by an additional 15%.

Manufacturing process, route from medicinal chem-
istry to multi-kilos for clinical study supplies: A highly
optimized and concise large-scale synthesis of a purine
bronchodilator was developed by the Astra Production
Chemical company from Sweden.[5] Supplies for the
initial biological studies were generated by the medicinal
chemistry route shown in Scheme 5. The overall yield
was about 14%, which was improved in the environ-
mentally friendly manufacturing process to about 51%
(Schemes 6 and 7).

Process Hazards and Safety

Process safety has become an integral part of the
development of new synthetic routes, and more and
more relevant information is gathered in typical pro-
cess development labs.[6] Many development facilities
have now established special process safety depart-
ments with state-of-the-art equipment and well-trained
personnel. It is important for process chemists
considering alternative process routes to know the
potential hazards from the main reaction and from
the unwanted side reactions in each case so that the
hazards of reactivity are included in the factors

reviewed in developing and selecting the final process
route; three main parameters determine the design of
safe chemical processes:

1. The potential energy of the chemicals involved
and understanding of the inherent energy
(exothermic release or endothermic absorption)
during a chemical reaction.

2. The rates of reaction (energy release in the form of
heat or pressure) that depend on the temperature,
pressure, and concentrations. In any hazard evalu-
ation process, the rates of reaction during normal
and abnormal operations (including the worst
credible case) must be considered in order to
design an inherently safe process.

3. An equipment train must adequately remove
any heat or pressure generated in a reaction.
The effects and requirements of scale-up must
be considered.

In most cases, a team of development chemists,
engineers, and safety personnel evaluate and assess
hazards associated with each and every step of a pro-
cess, from performing a reaction to storage of waste
streams in drums. The team recommends a set of safety
experiments to be conducted, and data are collected for
reaction exotherms, powder explosivity, gas evolution,
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Scheme 4 Process development of Ifetroban.
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and compatibility of reaction mixtures or reaction
waste with pilot-plant equipment and storage drums.
Experiments are designed and conducted to determine
the potential for initiation of a runaway reaction and
the effect of decompositions that may occur on
runaway. Based on the safety assessment of a process,
appropriate measures are taken in the pilot plant to
eliminate or minimize any hazard. During the early
stages of process research (route scouting), only small
amounts of materials are available. In many cases, only
theoretical information from the literature or from cal-
culations is readily available. Screening tests can be run

to identify the reaction hazards. As the route-scouting
efforts enter the process development phase, additional
material becomes available so that the reaction hazards
can be studied more extensively to test ‘‘what-if’’
scenarios. During full-scale production, the chemical
hazards may be reevaluated toaddress changed pro-
duction requirements or other process changes such
as the use of a different source of raw materials.

Numereous test methods are available using a vari-
ety of sample sizes and conditions. The tests provide
qualitative or quantitative data on onset of tempera-
ture, reaction enthalpy, instantaneous heat production
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Scheme 5 Original synthesis of enprophylline by the medicinal chemistry department at Astra.
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as a function of temperature, maximum temperature,
and/or pressure excursions as a consequence of a
runaway, and additional data useful for process design
and operation.

‘‘Green Chemistry’’: Environmental
Concerns

The research that involves the end-of-process treat-
ments to eliminate pollutants is termed ‘‘green chemis-
try.’’ As Ronald Breslow (Columbia University) pointed
out,[7] concern for the environment is as old as the
biblical injunction, ‘‘hurt not the earth, neither the
sea, nor the trees.’’ The following example indicates
approaches to the environmentally benign chemistry.
The process described is high yielding with water as
the by-product. Sato et al.[8] have developed an efficient,
environmentally friendly method for oxidizing primary
and secondary alcohols (Scheme 8). The Japanese

scientists use hydrogen peroxide as an oxidant, a quat-
ernary ammonium hydrogen sulfate as a phase-transfer
agent, and tungsten as catalyst.

Enzymatic Intervention

The recent trend in pharmaceutical industries is to
incorporate a microbial technology (MT) or enzymatic
technology division in the process R&D and manufac-
turing (need basis) departments. The role of the MT
division is usually to provide pharmaceutical drugs
(e.g., pravastatin, b-lactam drugs, etc.), and chiral
(optically pure) building blocks or synthons for the
ongoing synthetic programs.

A number of cholesterol-lowering drugs (Pravachol,
Zocor, and Mevacor) are prepared by enzymatic pro-
cesses. Penicillin antibiotics that have been in the
market for decades are produced in large quantities
by the enzymatic process.
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Scheme 6 Astra commercial process of 6-amino-1-propyluracil.
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Enzymatic catalysis

The extensive use of enzymatic catalysts in organic
synthesis has been documented.[9–12] Enzymes rep-
resent a broad range of efficient chemical catalysts.
They are classified mainly into six categories:

1. Hydrolases (hydrolysis of amides, esters, glyco-
sides, and lactones)

2. Isomerases (C–C bond migration, E/Z isomeri-
zation, and racemization)

3. Lyases (addition to p-bonds)
4. Oxidoreductases (reversible oxidations and

reductions)
5. Synthetase formation and breaking of C–C, C–

N, C–O, C–S, and phosphate ester bonds
6. Transferases (transfer of acyl, glycosyl, or

phosphoryl groups from one molecule to
another)

Scheme 9 gives three examples.
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Scheme 7 Astra full-scale synthesis of enprofylline from 6-amino-1-propyluracil.
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Design of Experiments (DOE)

An understanding of how various process variables
affect the chemistry is necessary for the design of a
chemical process[13] that can reliably provide the pro-
duct in high yield and quality. This understanding
can be obtained from experimentally determined rate
laws for the main and side reactions that relate tem-
perature, concentration, pressure, solvent effects, and
equivalents of each reagent to yield and impurity
levels. The process chemist may take the approach of
evaluating the importance of process variables by
changing one variable at a time. This method can help
generate chemical knowledge but is not efficient and
does not easily provide the quantitative information
needed to rank the importance of process variables.
Furthermore, the process chemist is often faced with
a task of quickly scaling up the synthesis without the
benefit of completely understanding the mechanism
of the chemistry involved. With the aid of statistical
design approach, a great deal of useful information
can be obtained with relatively few experiments.
Statistical approaches involving factorial designs are
ideal for studying processes where the underlying
principles are not well developed or are extremely
complicated.

Factorial experiments consists of a systematic vari-
ation of two or more process variables at a time. For
a two-level experiment, each variable is set to a high
or a low value according to a standard pattern. An
experimental run is conducted for each possible combi-
nation of variable settings. Selection of the low and
high levels for each variable is important for obtaining
meaningful results. If the levels selected are too close

together, the calculated effect could be no larger than
the experimental noise. Selecting widely separated
levels could result in running the reaction under unrea-
listic conditions, for example, above the solvent boiling
point, or above the decomposition temperature for
reagents and reactive intermediates.

Data analysis of factorial designs involves a com-
parison of the experimental responses at the high and
low settings of each variable. The results can be plotted
in several different ways to develop an understanding
of the effect of changing two or more process variables
at a time with regard to reaction yield and quality of
the product.

Drug Substance Crystal Form (Final Form)

The crystal form of the drug substance[14] is important
for pharmaceutical industries, where products are
specified not by chemical composition but by their
performance. Good crystallinity, good bioavailability,
satisfactory aqueous solubility and dissolution rate,
and satisfactory physicochemical properties, such as
stability, hygroscopicity, and flowability are required.
Choosing the appropriate crystal form (final form)
often involves crystallizing the drug substance from
various solvent systems to search for polymorphism
and screening of various salts of the drug substance
(if chemically possible).

The chemical, biological, and physical characteris-
tics of the drug substance can be manipulated and
hence optimized by conversion to a salt form. Every
compound that exhibits acid or base characteristics
can participate in salt formation. Various salts of the
same compound often behave quite differently because
of the physical, chemical, and thermodynamic proper-
ties they impart to the parent compound. Table 1 lists
the top 10 FDA-approved commercially marketed
final drug forms, and Table 2 lists the top 10 salts that
are not approved by the FDA but that are in use in
other countries. Only salts of organic compounds have
been considered here because most drugs are organic-
substances. The relative frequency with which each salt
type has been used is calculated as a percentage, based
on the total number of anionic or cationic salts in use.

The salt form is known to influence a number of
physicochemical properties of the parent compound,
such as dissolution rate, solubility, stability, and
hygroscopicity. These properties, in turn, influence the
absorption, distribution, metabolism, and excretion of
the drug. This knowledge is essential for a complete
understanding of the onset and duration of action,
the relative toxicity, and the possible routes of admin-
istration. For example, certain salts of the strong base
choline have proved to be considerably less toxic than
their parent compound. This observation led to the

R1 R2

OH

+
R1 R2

O

+H2O2

Na2WO4

[CH3(n-C8H17)3N]HSO4

OH O

640 mmol 93% (isolated)

OH OH

O

925 mmol 87% (isolated)

Scheme 8 Noyori’s oxidation of alcohols.
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preparation of choline salicylate as an attempt to
reduce the gastrointestinal (GI) disturbances associa-
ted with salicylate administration. Clinical studies indi-
cated that choline salicylate elicited a lower incidence
of GI distress, was tolerated in higher doses, and was
of greater benefit to the patient than was acetylsalicylic
acid (aspirin).

The chemical and physical stability of a drug can
influence the choice of dosage form, the manufacturing

and packaging, and the therapeutic efficacy of the final
preparation. Systematic determination of the thermal
stability, solution stability (at various pHs), and light
sensitivity of a drug and its derivatives, both alone
and in the presence of additives (exceptients), provides
essential information toward selecting the most suit-
able salt and dosage forms.

Depending on the mechanism of degradation, differ-
ent salt forms impart different stability characteristics

CH2OH

CH2OH

H

H

H

H

Horse Liver Alcohol Dehydrogenase 
β-NAD, FMN cofactors, pH 9, H2O

>97% ee
O

O

CO2Et
CO2Et

O Baker's Yeast
H2O, sucrose

85-95% ee H3C S

O

Rsmall Rlarge
Rsmall Rlarge

HHO

HHO

S

Pseudomonas
Lipase Amano

membrane reactor
HO, toluene

pH 7

OAcAcO OAcHO

A

B

C

Scheme 9 Enzyme-mediated chemical transformations. (A) Enatioselective enzymatic oxidation and lactonization; (B) enzyme

reduction with baker’s yeast and enantioselective rule; and (C) enzymatic hydrolytic desymmetrization.

Table 1 Salts approved by the FDA

Anion Percent Cation Percent

Hydrochloride 43 Sodium 62

Sulfate 7.5 Potassium 11

Bromide 5 Calcium 10.5

Chloride 4 Zinc 3

Tartarate 3.5 Meglumine 2.3
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to the parent drug. Sparingly soluble salts used in the
formulation of suspensions reduce the amount of
drug in solution and hence its degradation. Differ-
ences in hygroscopicity of several salts influence the
stability of the drug in the dry state. For example,
the stability of penicillin G and its salts has been
widely studied because of the drug’s therapeutic
importance and its characteristic instability.

A solution of penicillin is not stable beyond two
weeks even at refrigerator temperatures. However,
the use of suspensions of sparingly soluble amine salts
(procaine and hydrabamine salts) in aqueous vehicles
allowed marketing of a ‘‘readymade’’ penicillin product.

Crystallization of the drug substance
and its salt forms

In academia, a synthetic organic chemist rarely thinks
about isolating a compound by crystallization, unless a
single crystal structure is required. Most of the time,
the chemist depends upon column chromatography
to purify the compound. In contrast, in the pharma-
ceutical industry much depends upon crystallization.
For example, crystal morphology and particle size
have a direct impact on the filtration of a crystal slurry,
cake compressibility, bulk stability and dissolution,
bulk density, and flow characteristics. Crystallization
is the preferred way of isolating the product from a
reaction mixture. Knowledge of various crystallization
systems from which the drug substance could be crys-
tallized can provide information on polymorphism,
thus expediting the selection of final crystal form.
In polymorphism, two crystal forms with the same
molecular structure are distinguished by the way in
which the molecules are packed within the crystal
lattice; each form has distinct physical and thermo-
dynamic properties. In 1998, Abbott Laboratories
withdrew its HIV drug, Ritonavir, because of the
unexpected appearance of a new crystal form that
had different dissolution and absorption characteris-
tics than the standard product.[15]

Crystallization is generally preceded by two types of
nucleation. The primary nucleation occurs with the
formation of clusters of molecules at the submicron
level. When the concentration exceeds saturation to

afford supersaturation, the clusters become nuclei.
The secondary nucleation is caused by particles due
to primary nucleation or seeds. There are many strate-
gies to achieve supersaturation to initiate crystallization
such as cooling, evaporation, and antisolvent addition.

Early on in the drug development program, only
small amounts of material are available for crystalliza-
tion studies. Parallel crystallization technique in test
tubes allows for the identification of many solvent sys-
tems using small amounts of material. On a small scale,
it is not easy to control the rate of cooling or the rate of
evaporation to achieve supersaturation. However, the
antisolvent addition strategy to achieve supersatura-
tion in combination with seeding allows rapid identi-
fication of several crystallization systems using a
minimum amount of compound.

Salts of a substrate having an acid or an amine
functionality are prepared by dissolving the substrate
and the counter-base (or acid) separately in appropri-
ate solvents, mixing the two solutions in equimolar
ratios, and removing the solvents under vacuum to
afford a solid. This method has two distinct advan-
tages: First, the composition of the substrate remains
the same during various crystallization attempts, and
second, this portion of the work can be automated
with the use of liquid handling systems.

The next step is to determine the solubility of the
substrate (or its salts) in different solvents. This can
also be performed by an automated liquid handling
system. Depending upon the solubility of the substrate
in water-miscible solvents (alcohols, acetone, tetra-
hydrofuran, etc.) and water-immiscible solvents(ethyl
acetate, methyl-tert-butyl ether, heptane, etc.), the pro-
cess chemist can identify one or many solvent systems
from which the substrate (or its salts) could be crystal-
lized using the antisolvent addition strategy.

Another crystallization technique is used when the
isolation of a highly water-soluble compound in its salt
form is required from aqueous reaction mixtures. This
technique takes advantage of the common-ion effect
and is based on the le Chatelier’s principle, which states
that, ‘‘if, to a system in equilibrium, a stress is applied,
the system will react so as to relieve the stress.’’ Thus,
in aqueous solutions, the solubility of the compound
in salt form can be reduced by adding large amounts

Table 2 Salts not approved by the FDA

Anion Percent Cation Percent

Glycerophosphate 0.88 Piperazine 0.98

Aminosalicylate 0.25 Bismuth 0.98

Aspartate 0.25 Diethylamine 0.33

Blsulfate 0.25 Tromethamine 0.33

Hydroiodide 0.25 Barium 0.33
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of a common ion that is more soluble than the salt of
the compound.

Example: BMS-187745 is a potent inhibitor of
squalene synthase and an efficient cholesterol-lowering
agent in orally dosed animals. The final step of the syn-
thesis involved oxidation of the penultimate in water
with hydrogen peroxide and formic acid. The disodium
salt was chosen as the final crystal form. Because of
extremely high solubility of the disodium salt in water,
it cannot be extracted from water by common organic
solvents. However, by employing the concept of the
common-ion effect, the disodium salt can be easily
crystallized from water. To accomplish this, the pH
of the reaction mixture, after quench with hypo-
phosphorous acid, is adjusted to the desired range of
6.05–6.25 (pKa of disodium salt of BMS-187745 is
6). In this pH range, sodium salts of formic, hypophos-
phorous, and phosphoric acids are present in high
enough concentration to help lower the solubility of
the disodium salt of BMS-187745 and effect crystalli-
zation (Scheme 10).

Automation in Process Chemistry Laboratories

Since the 1960s, automation has been the major tool
for dramatically improving productivity.[16–20] Auto-
mation techniques were introduced on the plant floor
to improve quality, increase safety, and streamline
the work. Significant savings were realized initially
from shorter delivery times, lower unit costs, smaller
inventories, and fewer product failures. Due to an
escalating cost of bringing a drug to market, companies
are under immense pressure to shorten development
time. The pharmaceutical industry has embraced new
technologies in its discovery programs to increase
throughput, generate precise data, and ensure accuracy.

Drug discovery scientists have already adopted tools
such as combinatorial chemistry synthesizers; robotic
systems for HTS; and software packages for computa-
tional chemistry, molecular modeling, and design of
experiments to identify lead compounds (‘‘hits’’). As
the number of ‘‘hits’’ grows, there is a potential for
process R&D to become the ‘‘bottleneck.’’ The number

O

S

P

S

OH

OH

O

N

30% H2O2, HCOOH

Water

O

SO3H

P
OH

ONa

O

Penultimate

Reaction mixture
containing BMS-187745

Reaction mixture
containing BMS-187745

Quench excess H2O2 with
aqueous H3PO2 
adjust pH to 6

Salting-out

O

SO3Na

P
OH

ONa

O

Disodium salt of BMS-187745

Scheme 10 BMS-187745 crystallization by salting-out.
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of compounds that can enter process development is
limited by the number of process chemists available
to work on these compounds. Without some type of
automated process development machines to increase
throughput, it will not be feasible to evaluate all the
potential ‘‘hits.’’ Created by the results from the
HTS, demand for high-throughput development
(HTD) tools is growing. Various companies, who in
the past may have only addressed the needs of drug
discovery scientists, are in the process of inventing
and developing instruments that can be used by pro-
cess chemists to perform many experiments in parallel.
Examples of commercially available HTD tools are
described below.

Parallel reactions

Charybdis Technologies: In the Calypso Reaction
BlockTM, multi-well reaction arrays are designed for both
solution and solid-phase synthesis applications. Well
volumes range from 2 to 10 ml, pressures up to 207 kPa
(30 psi), and temperatures from �80 to þ180�C.

Quest Synthesis Technology: Quest 210 is designed
for up to 20 reactions in 5- or 10-ml reaction vessels.
Each of the 20 vessels can be efficiently stirred, heated,
or cooled, and maintained under an inert atmosphere.
Quest 205 is designed for synthesis on a large scale,
with two banks of five 100-ml reaction vessels.

Argonaut Technologies: EndeavorTM allows paral-
lel reactions under pressures up to 3.3 MPa (33 atm)
and temperatures up to 200�C. Each of the eight
vessels (working volume 15 ml) can be independently
controlled for temperature, pressure, and gas delivery.

SurveyorTM: Suitable for parallel process develop-
ment and optimization with online sampling and
integrated HPLC analysis, it employs 10 reaction
vessels (working volume 15–45 ml), with individually
controlled reaction temperatures from�40� toþ150�C,
with the ability to reflux. Reagent addition, reaction
parameter control, sampling, and HPLC injection are
controlled by built-in software.

Bohdan Automation, Inc: The process develop-
ment workstation can run up to 12 independent reac-
tions with working volumes of 25 ml. The following
operations are automatically carried out: reagent prep-
aration and addition, individual heating, cooling, and
mixing, reaction sampling and quenching, and transfer
to optional HPLC or FTIR modules.

Parallel purification

Isco, Inc: The CombiFlashTM Sg 100c System is
suitable for purifying 10–35 g of material. It provides
time- or peak-based fraction collection with on-line
UV detection and a linear and/or step gradient with
two solvents at a flow rate of 10–100 ml/min.

The CombiFlash Si 10x System simultaneously
purifies up to 10 samples, with a linear and/or step
gradient with two solvents with a total flow rate of
10–100 ml.

Automated sample handling and analysis

Bohdan Automation, Inc: The Balance AutomatorTM

offers a cost-effective alternative to manual weighing,
reduces errors and operator tedium, and processes up
to 120 samples per hour. This system can accommoda-
tevarious container sizes and balances with the help
ofinterchangeable parts.

Gilson: The Gilson 215 Liquid Handler is a
versatile, large-capacity, septum-piercing liquid hand-
ler for safe and efficient transfer. It helps in transfer-
ring samples to other analytical systems or inject
samples directly to an on-line HPLC system.

OUTSOURCING

Outsourcing covers a broad range of services.[21] It can
eliminate the need for additional staff, facilities, and/
or equipment. Outsourcing in drug discovery and
development is expected to continue its remarkable
growth over the next decade as drug synthesis becomes
more complex. This dynamic growth is due to a num-
ber of factors, including the ongoing consolidation in
the pharmaceutical industry and a tight labor market.
As larger companies consolidate, they seek synergies
resulting in release of R&D personnel. Retrospectively,
companies need to get more done with fewer internal
resources and this promotes outsourcing. The tight
labor market has made it increasingly difficult to
recruit and retain staff, and many companies are
turning to outsourcing to gain access to highly trained
scientists who are available. Pharmaceutical companies
are also looking into long-term relationships with out-
sourcing partners.

FDA GUIDELINES AND REGULATORY ISSUES

The guidelines on drug preparation (GLP and cGMP
compliance) regulatory issues are described in details
in the Center for Drug Evaluation and Research
(CDER) by the FDA.[22] A complete section is dedi-
cated to API and the GMP issues. The readers are
encouraged to seek the reference for further details.
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Prodrug Design

Bernard Testa
Joachim Mayer
Institute of Medicinal Chemistry, University of Lausanne, Lausanne, Switzerland

A CASE FOR PRODRUG DESIGN

Drug disposition and metabolism are of essential
significance in pharmaceutical research because of
the interdependence of pharmacokinetic and pharma-
codynamic processes. Limited intestinal absorption,
inadequate distribution, fast metabolism, and toxic
metabolites are some of the causes of failure of drug
candidates during development. To reduce the rate of
attrition resulting from such pharmacokinetic defects,
disposition and metabolic studies should be initiated
as early as possible in the screening of lead candidates.

Avoidance of the foreseeable or proven pharmaco-
kinetic defects thus assumes considerable significance
in drug research. However, pharmacokinetic (PK)
and pharmacodynamic (PD) optimization may not be
compatible, meaning that efficacy at the target may
be decreased or lost during PK optimization.[1] A tell-
ing example of such a situation is provided by the
novel drug class of neuraminidase inhibitors of thera-
peutic value against type A and B influenza in humans.
Here, target-oriented rational design has led to highly
hydrophilic, poorly absorbed agents such as Ro-64-
0802, which shows very high in vitro inhibitory efficacy
toward the enzyme but low oral bioavailability because
of its high polarity.[2] To circumvent this problem,
Ro-64-0802 is marketed as Oseltamivir, its ethyl ester
prodrug (Fig. 1). After intestinal absorption, the
prodrug undergoes rapid enzymatic hydrolysis and
produces high and sustained plasma levels of the active
agent. As demonstrated by this example, the prodrug
concept may thus prove to be a valuable alternative
to disentangle PK and PD optimization. In other
words, rather than attempting to improve lead candi-
dates within a unitary rational design process, it may
be that PK optimization can be achieved by the appli-
cation of the prodrug concept to research compounds
with high in vitro activity. Some of the concepts of
interest in prodrug design are examined here.

OBJECTIVES AND PRINCIPLES
OF PRODRUG DESIGN

Prodrugs are defined as therapeutic agents that are
inactive per se but are predictably transformed into

active metabolites.[3,4] As such, prodrugs must be con-
trasted with soft drugs, which are active per se and
yield inactive metabolites.

Prodrug design aims at overcoming a number of
barriers to a drug’s usefulness (Table 1). The major
objectives of prodrug design derive from these consid-
erations and are also listed in Table 1.

Many successes have been recorded in prodrug
design, and a large variety of such compounds have
proven their therapeutic value. Several complementary
viewpoints can be adopted when addressing prodrugs,
namely, their chemical classification, their mechanism
of activation (i.e., enzymatic and/or non-enzymatic),
their tissue selectivity, the possible production of toxic
metabolites, and the gain in therapeutic benefit
(Table 2).

The chemical classification distinguishes between
carrier-linked prodrugs (drugs linked to a carrier moi-
ety by a labile bridge) and bioprecursors, which do not
contain a carrier group and are activated by the meta-
bolic creation of a functional group.[4] In the former,
the carrier moiety is often and conveniently linked to
polar groups such as —OH, —NHR, and —COOH.
Relevant examples of bioprecursors are provided by
chemotherapeutic agents whose activation occurs by
reduction in oxygen-deprived cells. Thus, the one-
electron reduction of 3-amino-1,2,4-benzotriazine
1,4-dioxide to a cytotoxic nitroxide is believed to
account for the antitumor activity of this bioprecur-
sor.[5] Such bioprecursors appear as a viable class
of prodrugs because they avoid potential toxicity prob-
lems caused by the carrier moiety. However, attention
must be given here to metabolic intermediates. A
special group of carrier-linked prodrugs are the site-
specific chemical delivery systems.[6] Macromolecular
prodrugs are synthetic conjugates of drugs covalently
bound (either directly or via a spacer) to proteins,
polypeptides, polysaccharides, and other biodegrad-
able polymers.[7] A special case is provided by drugs
coupled to monoclonal antibodies.

Prodrug activation occurs enzymatically, non-
enzymatically, or sequentially (enzymatic step followed
by non-enzymatic rearrangement). As much as possible,
it is desirable to reduce biological variability, hence, the
particular interest currently received by non-enzymatic
reactions of intramolecular cyclization–elimination[8]

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000427
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presented at length below. The problem of tissue
or organ targeting is another important aspect of
prodrug design. Various attempts have been made
to achieve organ-selective activation of prodrugs, such
as dermal delivery[9] and brain penetration.[6] For
example, the selective presence of cysteine conjugate
b-lyase in the kidney suggests that this enzyme might
be exploited for delivery of sulfhydryl drugs to this
organ.[10]

The toxic potential of metabolic intermediates, of
the carrier moiety, or of a fragment thereof must also
be kept in mind. This is illustrated by formaldehyde-
releasing prodrugs such as N- and O-acyloxymethyl
derivatives or Mannich bases. Similarly, arylacetylenes
assayed as potential bioprecursors of antiinflammatory
arylacetic acids proved many years ago to be highly
toxic because of the formation of an intermediate
ketene. The gain in therapeutic benefit provided by
prodrugs is an issue with no general conclusion.
Depending on both the drug and its prodrug, the
therapeutic gain may be modest, marked, or even sig-
nificant. In the case of marketed drugs endowed with
useful qualities but displaying some unwanted pro-
perty, the expected therapeutic gain is usually modest
to marked. In the case of difficult candidates showing
excellent target properties but suffering from some

severe physicochemical and/or pharmacokinetic draw-
back, a marked to significant benefit can be obtained.

CHEMICALLY ACTIVATED PRODRUGS:
REACTIONS OF CYCLIZATION–ELIMINATION

So many biological factors may affect enzymatic reac-
tions that the resulting interspecies and interindividual
variability renders prodrug design unreliable and
sometimes even problematic. To circumvent such diffi-
culties, an increasing number of studies have proposed
and investigated prodrugs activated by a purely or pre-
dominantly non-enzymatic mechanism. Prodrug of this
type include:

� (2-oxo-1,3-dioxol-4-yl)methyl esters
� Mannich bases
� oxazolidines
� esters with a basic side chain sterically able to cata-

lyze intramolecular hydrolysis
� esters and amides undergoing intramolecular

nucleophilic cyclization–elimination.

Here, we focus on prodrug activation by intra-
molecular cyclization–elimination.[8,11] These reactions
occur in specifically designed prodrugs of phenols,
alcohols, and amines. A number of design strategies
exist to achieve such mechanisms, as illustrated below
with selected examples. The general chemical principle
of these reactions is shown in Fig. 2. In such a sche-
matic representation, the carrier moiety is a side chain
attached to the drug by a carbonyl group (i.e., by an
ester or amide function) and containing a nucleophilic
group symbolized by ‘‘Nu.’’ The latter directly attacks
the carbonyl in a reaction of nucleophilic substitution
whose outcome is cyclization of the carrier moiety
and elimination of the drug molecule.

O

NH2

HN

O

OCH2CH3

O
O

NH2

HN

O

OH

O

Oseltamivir Ro-64-0802

Fig. 1 The structure of the neuraminidase inhibitor Ro-64-0802
and its ethyl ester prodrug Oseltamivir.

Table 1 Barriers to drug usefulness and corresponding objectives of prodrug design

Pharmaceutical barriers Pharmaceutical objectives
Insufficient chemical stability Improved formulation

(e.g., increased hydrosolubility)

Poor solubility Improved chemical stability
Offensive taste or odor Improved patient acceptance

and compliance

Irritation or pain

Pharmacokinetic barriers Pharmacokinetic objectives
Low oral absorption Improved bioavailability
Marked presystemic metabolism Prolonged duration of action

Short duration of action Improved organ selectivity
Unfavourable distribution in the body

Pharmacodynamic barriers Pharmacodynamic objectives
Toxicity Decreased side effects

(From Ref.[3].)
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Cyclization–Elimination Due to a
Basic Amino Group

Nucleophilic attack by a basic amino group has
proven to be a useful strategy to achieve and modulate
cyclization–elimination. The radiation sensitizer 5-
bromo-20-deoxyuridine was derivatized with diamino
acids to obtain the prodrugs shown in Fig. 3, with
R ¼ H or cyclohexyl.[12] The reaction of cyclization
proceeded cleanly to yield the drug and a piperazinone
derivative without any other detectable product being
formed. No hydrolysis was seen in acidic solutions.
At pH 7.4 and 37�C in a buffer solution, the half-life
for the two prodrugs was 23 and 30 min, respectively.
In human plasma under the same conditions, the
values were 70 and 47 min, respectively, suggesting
protection from breakdown by binding to proteins.
In rat plasma, the half-life of the first compound was
47 min, again suggesting protection, but it was 5 min

for the second compound. This is an indication that
enzymatic hydrolysis by rat plasma hydrolases is possi-
ble in some cases.

Thus, intramolecular activation by cyclization–
elimination was modulated by steric factors. In
addition, this example shows that hydrolysis may be
catalyzed by enzymes depending on substrates and bio-
logical conditions.

Valuable insights can be found in an informative
study on the reactivity of phenyl carbamates of ethyle-
nediamines (Fig. 4).[13] Their half-lives of chemical acti-
vation at pH 7.4 and 37�C showed that N,N 0-dimethyl
and N,N 0,N 0-trimethyl substitution gave the fastest
rates of cyclization, whereas N-H, N 0-H, and/or N-ethyl
groups markedly decelerated the reaction. The other
major interest of this study is the proof it reported that
no enzymatic hydrolysis occurred. Indeed, these com-
pounds were incubated with human plasma, pig liver
homogenates, and rat liver homogenates, the half-lives
of release of phenol being either identical to those in
buffer, or slightly larger, because of protein binding.

Cyclization–Elimination Due to an
Acidic Amido Group

In addition to attack by a basic nitrogen, there exists
also the possibility of an intramolecular attack by an
anionic nitrogen, i.e., a deprotonated amido nitrogen.
This is exemplified by N-(2-carbamoylphenyl)carba-
mates of model phenols (Fig. 5; X ¼ H, Cl,

Table 2 Complementary viewpoints in prodrug design

Chemical classification
Bioprecursors
Classical carrier-linked prodrugs

Site-specific chemical delivery systems
Macromolecular prodrugs
Drug–antibody conjugates

Mechanisms of activation

Enzymatic
)biological variability

Non-enzymatic
)no biological variability

Mechanisms of tissue/organ selectivity

Tissue-selective activation of classic prodrugs
Site-specific delivery of ad hoc chemical systems

Potential toxicity
Of a metabolic intermediate

Of the carrier moiety or a metabolite thereof?

Gain in therapeutic benefit
Prodrugs of marketed drugs (post hoc design);
modest to marked benefit

Prodrugs of difficult candidates (ad hoc design);
marked to significant benefit

Nu C

O

X Drug Nu C

O

+   HX Drug

X = O or NH

Nu = basic N, N–, COO–, OH

Fig. 2 General reaction scheme for the intramolecular acti-
vation of prodrugs by cyclization–elimination. (Modified
from Ref.[11].)
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Fig. 3 Activation of basic ester prodrugs of 5-bromo-

20-deoxyuridine by cyclization of the promoiety. (Modified
from Ref.[12].)
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Fig. 4 Activation of basic carbamates of phenols by
cyclization–elimination of the promoiety. (From Ref.[13].)
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or OCH3).[14] In such promoieties, the deprotonated
carboxamido group attacks the carbamate carbonyl to
form a quinazolinedione and release the phenol. The
stability of a large series of N-(2-carbamoylphenyl)
carbamates was explored in buffer solutions and in
diluted human plasma. The rate of non-enzymatic
cyclization–elimination was highly sensitive to the
nature of the carboxamido substituent (R0 in Fig. 5).
An alkyl substituent larger than methyl strongly
decreased reactivity, presumably by steric hindrance. In
contrast, an electron-withdrawing substituent increased
reactivity by facilitating deprotonation. Globally, these

effects were significant because the rates span four orders
of magnitude.

In human plasma, two groups of compounds were
seen. In most cases, the reaction in plasma (i.e., chemi-
cal plus enzymatic activation) was approximately two-
fold faster than in buffer. This indicates that enzymatic
hydrolysis in human plasma, if any, was modest at
best. Only for the three prodrugs with an unsubstituted
carboxamido group (R0 ¼ H) was the enzymatic reac-
tion several-fold faster than was intramolecular catalysis,
suggesting these compounds to be substrates of plasmatic
hydrolases. Thus, the N-(2-carbamoylphenyl)carbamate
promoiety allowed a highly modulatable intramolecular
activation with little enzymatic activation.

Cyclization–Elimination Owing to
a Carboxylate or Hydroxyl Group

Intramolecular cyclizations are not restricted to attack
by a nucleophilic nitrogen (basic amino or acidic
amido group). They can also be catalyzed by a nucleo-
philic oxygen as found in a carboxylate, phenolic, or
alcoholic group. Illustration of the catalytic role of a
carboxylate group can be found in hemiester prodrugs
of phenol (taken as model compound) or paracetamol
(Fig. 6; R ¼ H or NHCOCH3, respectively).[15] In
addition to enzymatic hydrolysis, three mechanisms of
chemical hydrolysis were seen, namely, acid-catalyzed,
base-catalyzed, and an intramolecular nucleophilic attack,

C

N

CH3

CH3

CH3

O

NHR'

C

O

O X

C

N

O

N

C

O

O X

R'

H+H+

H+

N

N

O

O

R'

OH

X

+

Fig. 5 Simplified reaction mechanism of intramolecular
cyclization–elimination of phenyl carbamates of anthranil-
amides. (From Ref.[14].)
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Fig. 6 Activation of hemiester prodrugs of

phenols by proton-catalyzed hydrolysis (reaction
a), hydroxyl-catalyzed hydrolysis (reaction b), or
cyclization–elimination (reaction c). Enzymatic

hydrolysis is not represented. (Adapted from
Ref.[15].)
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Fig. 7 Cyclization of N-2-hydroxyphenyl carbamates as
potential prodrugs of benzoxazoles and phenols. (From
Ref.[16].)
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resulting in cyclization–elimination (Fig. 6, reactions
a, b, and c, respectively). In buffer solutions, the rela-
tive importance of these three pathways was clearly
pH-dependent. At physiological pH, cyclization–
elimination was the predominant reaction, with half-
lives ranging from 1 to 350 min at 37�C. Reactivity
at this pH was markedly influenced by the length
and degree of substitution of the promoiety and
by the pKa value of the phenol. Thus, succinate
esters (Fig. 6; X ¼ CH2CH2) were approximately
150 times more reactive than were glutarate esters
(X ¼ CH2CH2CH2); C-methylation of the promoiety
(X ¼ CH2CH(CH3)CH2) also increased reactivity.
Esters of paracetamol (R ¼ NHCOCH3) were degraded
about twice as fast as were esters of phenol (R ¼ H).

In most cases, the hemiesters in Fig. 6 underwent no
or little enzymatic degradation in human plasma, in
agreement with the known inertness of hemiesters
toward cholinesterase. In contrast, very rapid hydrolysis
was usually seen in pig and rat liver preparations, indicat-
ing the involvement of carboxylesterases. The only inert
compound was the 3,3-dimethylglutarate hemiester
of paracetamol (Fig. 6; X ¼ CH2C(CH3)2CH2). It cer-
tainly would be interesting to have data on the hydrolysis
of such prodrugs by human hepatic enzymes.

The hydroxyl functionality in phenols and alcohols
is also of potential interest as an intramolecular
nucleophile. One example of this type is presented
here.[16] N-2-hydroxyphenyl carbamates (Fig. 7)
undergo intramolecular cyclization with quantitative
liberation of a phenol or an alcohol. The interest of this
approach is that the product of cyclization is itself a drug,
namely, the skeletal muscle relaxant chlorzoxazone.
A large variety of phenols and alcohols were investi-
gated in this work, most of them model compounds,
but paracetamol was among them. In this case, a pro-
drug of this type liberates not one but two drugs and
can be called a mutual prodrug.

The mechanism of activation in Fig. 7 was demon-
strated to be an intramolecular nucleophilic attack by
the phenolate ion on the carbonyl group. As a conse-
quence, the rate of reaction increased linearily with
pH, up to a plateau at 8–9 and beyond. The major
factor influencing the rate of reaction was the acidity
of the leaving ROH molecule, with t1/2 values at
pH 10 and 25�C ranging from 290 days for ROH ¼
CH3CH2OH (pKa 16.0) to 3–12 s for ROH ¼ phenols
of pKa 9–10. The t1/2 value for ROH ¼ paracetamol
was 7.1 s at pH 7.4 and 37�C.[16] Some prodrugs and
mutual prodrugs in Fig. 7 were also examined
for their stability in human and rat plasma.[16] These
N-2-hydroxyphenyl carbamates showed two- to three-
fold increases in t1/2 values in human and rat plasma
compared with buffer. This indicates the absence of
an enzymatic hydrolysis and a modest stabilization
owing to binding to plasma proteins.

SOME PROBLEMS IN PRODRUG RESEARCH

The benefit brought forth by a prodrug relative to the
active agent is worth considering. Schematically, it
appears from innumerable data in the literature that
the gain will be considerable when the development
of an innovative and very promising agent is blocked
by a major pharmacokinetic or pharmaceutical defect
that a prodrug strategy can overcome. In contrast,
the gain will be negligible when the drug defect is
tolerable or barely improved by transformation to a
prodrug. But what of the specific difficulties encoun-
tered in designing and developing prodrugs? Table 3
schematically presents some of these difficulties,[17]

to which one can add possible complications in
registration.

Thus, it’s no wonder so many medicinal chemists
are critical of prodrugs. However, and this is our con-
clusion, a lucid view cannot ignore the potential bene-
fit, in this case the mere existence of a number of
successful prodrugs. Nabumetone, oseltamivir, and
pivampicilline are just a few examples that come to
mind. They demonstrate that in a number of cases,
prodrug design may indeed allow the separate optimi-
zation of PK and PD properties.
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INTRODUCTION

New products are developed and introduced in organi-
zations primarily through the use of projects and
teams. Research of new technologies and innovation
is essentially accomplished through the use of projects
as well. The processes for developing and introducing
new products are certainly more structured and well
understood when compared with research; however,
the essence of each is that they are projects.

A project is a temporary endeavor undertaken to
create a unique product or service.[1] Project manage-
ment provides the processes, tools, techniques, skills,
and knowledge needed to manage a project such that
the results meet or exceed the stakeholder needs and
expectations. Stakeholders are the individuals or orga-
nizations whose interests may be positively or
negatively impacted by the project.

Searching for sources of project management in
the literature, an individual finds hundreds of books,
articles, and cases covering the topic in all industries,
environments, and situations. These sources emphasize
that every project is different and that projects exist in
an environment of change, uncertainty, and inconsis-
tency. However, some of these sources then proceed
to state that ‘‘project management is a science’’ and
that the processes of project management are consis-
tent across all industries and environments. Any suc-
cessful practitioner in project management in the
fields of product development and, more specifically
pharmaceutical development, knows that this is not
correct. Project management is more, much more of
an art than a science, and the application of project
management is not consistent across industries, envi-
ronments, and situations.

For example, many of the elements of project
management applied in the construction and telecom-
munications industries do not work in pharmaceutical
development. This includes earned value, configuration
management, and detailed representations of the work
breakdown structures. These concepts actually provide
too much structure when applied to pharmaceutical or
any product development and could potentially have a

negative impact on innovation, creativity, and effective
teaming. Therefore, the creation of a development
framework, based upon the principles and practices
of project management, is required to address the
uncertain world of pharmaceutical development. This
chapter will focus on that framework.

A PROJECT MANAGEMENT FRAMEWORK

A project management framework has six elements.
These are:

� Project definition
� Project team and organization,
� Project planning, scheduling, and control
� Problem solving and decision making using proto-

types
� Senior management review and control
� Proactive, real-time change management.[2]

Each of these items is key to the successful manage-
ment of a new product development project. For
example, the project definition processes develop:

� The project scope and objectives
� The business case and the technologies utilized
� The project strategy or direction being pursued
� The sponsorship and championship for the new

product
� Concept
� The final product performance targets and deliver-

ables.

This project management chapter will cover each of
these elements of a project management framework
and provide sources for further study.

PROJECT DEFINITION

This first element of a project management framework
is used to define project scope and objectives. It outlines

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100200032
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what is within and not within the project boundaries,
thebusiness case and market need, the technologies to
be used to solve that business case, and the initiation,
selling, and sponsoring of the project.

The scope of the project includes not only the
definition of the final product deliverable but the level
of work effort required to complete this project. For
example, a new pharmaceutical drug will be used to
reduce long-term intractable pain, will be in an inject-
able form, and will use existing packaging configura-
tions in defined concentrations and formulations.
This is an initial, general definition of the product
scope. The project scope, however, is much more time
consuming and complex to develop and would include:

� The number, type, and cost of clinical studies or
trials (including number of patients and sites)
required in each phase of development to complete
the project;

� The formulation, analytical chemistry, packaging
and sterilization/microbiological work needed; and

� The manufacturing processes, equipment, and other
resources required to produce the product.

Resource estimates (hours and dollars) for people’s
time, expenses, and capital are projected along with
an approximation of the timing of the need for
these resources. This becomes the basis for a project
approval document or charter, which also includes
the product scope, project objectives, business case,
and financial evaluation.

Project objectives are also a key element of project
definition and set the direction for a product develop-
ment project. These objectives operate in an environment
where trade-offs are necessary, and are often referred
to as the triple constraint (Fig. 1). Looking at these

three constraints, a few questions may come to mind.
For example:

� How often have you been on a project where the
scope did not change? Probably never, and if you
have, this is very unusual.

� How often have you been able to estimate the
original resources required on a new project as
closely as �5%? Probably never, and if you have,
this is very unusual.

� How often are you allowed as much time as needed
to complete the project? Probably never and, in
fact, cycle time reductions are the norm.

Given these experiences, and assuming that these
are typical and true, a project manager recognizes the
magnitude of the challenges in being successful because
meeting these objectives is the measurement of success.
This emphasizes the relevance of an old phrase that
many project managers quote from time to time: ‘‘fast,
cheap, or good; pick two.’’ This may be a catchy
phrase, but it highlights a crucial dilemma in project
management. To help solve this dilemma, the project
manager needs to understand the expectations of the
sponsor and key stakeholders and to periodically
assess them throughout the project life cycle. The pro-
ject manager may identify some ‘‘give’’ or slack on one
and possibly more of these expectations depending
on the project, with its unique uncertainties and chal-
lenges. In the pain management example, most likely
a specific target level of pain reduction is crucial to
successfully achieve the product (product perform-
ance) requirements. This will probably represent the
area where changes in project scope and direction will
most likely occur. Since getting the product to market
quickly is a goal (time-to-market), providing sufficient
funding (resources) to support these objectives is criti-
cal. So, where is the ‘‘give’’ in the objectives based
upon the needs of the management stakeholders?
Managing the triple constraint and the expectations
of management with regards to these objectives
requires the development and management of the
project’s business case with financials.

The business case for a new product project should
include the following:

� An evaluation of the market and customer needs
including appropriate market research studies

� An analysis of the competition including their
potential products and strengths and weaknesses

� A technical assessment of the capability of the
organization as it relates to the product competing
in the market

� A statement of alignment to the organization’s
business strategy

Time-to-market

Resources

Scope of work
requirements
- Cost
- Performance

Fig. 1 New product projects objectives. (Adapted from
Ref.[3].)
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� A preliminary evaluation of the financial oppor-
tunity of the new product, which may include use
of return on

� Investment, discounted cash flow and internal
rate of return, net present value, and break-even
time.[4]

Due to the uncertainty involved in the evaluation of
new products, financial analysis tools that consider
risks and opportunities are more appropriate and
valuable than deterministic approaches. These new
approaches to project financial evaluation that con-
sider uncertainty include options analysis and Monte
Carlo simulation. Due to their proactive handling of
uncertainty, these tools can more accurately calculate
the risks and opportunities of a new product concept.[5]

With the use of a financial analysis model, basic trade-
off statements can be developed by the project
manager to assist in understanding the importance of
each objective. In the pain management product
example, a statement emphasizing the value of time
would be ‘‘a week delay in the project costs $1 million
in today’s money.’’[6]

Of course, all of this project definition process
and effort, hopefully, will lead to an approved and
ultimately successful new pharmaceutical product.
The need for a concurrent process of project selling
and support is emphasized due to the nature of new
product development, the uncertainty of the projects,
high cost, and limited resources. To accomplish this
task, a new product project requires two types of indi-
viduals early in its life cycle: champions and sponsors.
Project champions are individuals within the organiza-
tion who support the project and sell it tomanagement.
Project sponsors are senior-level executives whose
support is needed to fund and provide resources for
the project. Of course, the more champions that a
new product has selling the concept, the greater the
potential forfunding and support from senior-level
executives. The level of support needed and number
of senior executives increases as the funding require-
ments of the project increase. This is probably obvious,
and yet not recognizing them can result in missing a
key new product concept.

Early in the life of a new product, its future is
tenuous and requires an approach that not only puts
it through a rigorous business, technical, and financial
evaluation but allows it to nurture and grow into a
development project where appropriate. An organiza-
tion should have an early new product process that:
1) captures and provides an opportunity for all the
valuable new concepts that an organization is research-
ing to be evaluated on a level playing field, and 2)
focuses the organization on those key few projects that
allow for fast product development. This concept,
called the ‘‘funnel’’ (Fig. 2) in some sources,[2] shows

the need for the following elements of successful initial
project definition:

� A proactive process of mining both externally and
internally for new product concepts,

� Research for these new product concepts and
funding for the same to assure that the concepts
are developed to an appropriate level prior to evalu-
ation, and

� A process to evaluate new product concepts to
assure that the best concepts are fully funded based
upon the criteria identified above under business
case.

The evaluation process, sometimes known as ‘‘stage
gates’’ and ‘‘phased reviews,’’[7] needs to be accom-
plished early in the development project life and con-
tinue on throughout the life of a project as needed
and defined in a contract or integrated project plan.
The project plan will be reviewed later in this chapter
along with its use in project reviews and stage gates.

PROJECT TEAM AND ORGANIZATION

A team is a small number of people with complemen-
tary skills who are committed to a common purpose,
performance goals, and approach for which they hold
themselves mutually accountable.[8] Teams, however,
are not necessarily the answer to all business endea-
vors, but the challenges of new pharmaceutical drug
development lends itself very well to this organizational
approach.

‘‘Core’’ or primary team and support teams are
used often to keep the number of team members small.
A graphical illustration of this type of core and
support team is shown in Fig. 3. Core team members
represent the different functions of an organization,
have significant authority and responsibility in the
organization (especially for high priority projects),
and have both specialist/technical and generalist/

External
research

Internal
research
Co-
development

OEMs

Generics

Cost reductions

Annual
plan Charter/

integrated
project plan

Contract

Management
reviews

New
product
launches

Fig. 2 New product ‘‘funnel.’’
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business skills. In the pain management example, the
core team may include team members from:

� Program management
� Marketing management
� Clinical development
� Formulation development
� Analytical chemistry
� Process development
� Operations management
� Regulatory management.

This team example meets the definition criteria in
that it is small in number and contains team members
that have complementary skills and represent all or
most of the functions in the project. Support teams
and support team members would then be set up to
work on the major elements of the project. In the
graphical illustration shown in Fig. 3, these support
teams would work on formulation development,
clinical development, market introduction, and manu-
facturing process development.

To be small and effective, a core team should have
around twelve members. For major, high-priority
projects each team member must have considerable
authority and responsibility within their respective
functional organization. Each team member

� Ensures functional expertise on the project
� Represents functional perspective on the project
� Ensures functional deliverables are met
� Proactively raises functional issues that impact the

team.[2]

This ‘‘heavyweight’’ team member has the authority
to either make the decisions and solve the problems on
their own or involve the right functional support for
decision making and problem solving.

Team members also represent the team. ‘‘Heavy-
weight’’ team members

� Share responsibility for team results

� Revise project tasks and content
� Establish project status reporting and other organi-

zational responsibilities
� Participate in monitoring and improving team

performance
� Share responsibility for ensuring effective team

processes
� Examine issues from an executive point of view
� Understand, recognize, and responsibly challenge

the boundaries of the project and team processes.[2]

Team members must realize that they are part of
a team. For the team to be most productive and effec-
tive, team members must collaborate with other team
members, put aside their own personal or functional
agenda, and use dialogue[10,11] to develop a common
understanding and create the best cross-functional
approach for the project and the organization.

The term ‘‘heavyweight’’ has been used in this
section to designate team members with significant
authority and responsibility. Essentially, a heavyweight
team is one where more decision making and problem-
solving authority and responsibility reside in the team
rather than in the functions. As shown in Fig. 4, teams
need both a functional or specialist perspective and a
project or generalist perspective to be effective.
Depending on the needs of the project, either the func-
tional or project perspective will be more important to
its success. For example, a research project requires
more of a technical specialization than a generalist per-
spective to be successful. Consequently, a functional
approach would be more appropriate. Also, a small,
generic drug project may not require the team clout
and generalist perspective that a larger, proprietary
drug would require. Consequently, a ‘‘lightweight’’
team, one where the functional perspective is more
important and decisions are made mainly within the
functions, may be more appropriate. A ‘‘heavyweight’’
team would have a stronger team oriented, cross-
functional perspective rather than a functional

Functional focus 
technical specialization

Project team
members

You need both for your project.
The question is which one is most important.

Project focus 
generalist 
and integration

Fig. 4 Project organization structures.

Core team
cross-functional

and small

Clinical
development
team

Market
introduction
team

Manufacturing
process development
team

Formulation
development
team

Fig. 3 Design of a project team.
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perspective. A project or venture team, one where the
team members are removed from their functions
to report directly to the project leader, may be appro-
priate in some proprietary drug projects. Such a
‘‘heavyweight’’ team should be created in situations
where a new business or market is being entered.[12]

Leading a ‘‘heavyweight’’ team requires a project
manager who has significant authority, responsibility,
and skills, both technical and generalist, to be success-
ful. A ‘‘heavyweight’’ project manager is one who
manages, leads, and evaluates other members of the
core team, champions the core concept, manages ‘‘in
motion,’’ is a multilingual translator (being fluent in
different functional languages), and provides direct
interpretation of market and customer needs. These
individuals ‘‘earn the respect and right to carry out
these roles based on prior experience, carefully
developed skills, and status earned over time. A quali-
fied leader who can play those roles as a heavyweight
project manager is a prerequisite to an effective
heavyweight team structure.[2]

For an effective and productive team-oriented
structure, organizations must support cross-functional
teams and use these teams in a way that makes them
more effective. Support of teams requires teams be
recognized formally as the approach for developing
and introducing new pharmaceutical drugs to market.
This may sound obvious, but in practice this requires
new approaches to

� Performance appraisal—including team-member
and total team results with functional evaluations,

� Promotion and pay—creating incentives based
upon team results and involvement in successful
new product teams, and

� Career development—providing lateral career paths
across the functions that develop heavyweight team
members.

Anything less than changing the core approaches to
these items will result in a team environment that is less
than optimal.[13]

PROJECT PLANNING, SCHEDULING,
AND CONTROL

Although project management was certainly applied in
practice prior to the mid-1950’s, the development of
the critical path method and the Project Evaluation
and Review Technique (PERT) is considered to be
the initiation of the modern practice of project
management. The critical path method is a network
analysis technique used to predict project duration by
analyzing which sequence of activities or path most
likely has the least amount of scheduling flexibility or

the least amount of float. This critical path determines
the earliest completion of the project.[1] The critical
path method relies on one estimate for the duration
of a task, whereas PERT uses three estimates. These
are most likely (i.e., the critical path method), worst
case, and best case estimates. In practice, PERT
becomes a very cumbersome approach to scheduling
and tracking time.

Network logic determines the relationship between
the tasks or team member deliverables, either sequen-
tial (finish to start) or overlapping (start to start
and/or finish to finish). There are numerous software
packages available at low cost to support calculation
of the critical path and float. However, the real chal-
lenge of project management tools is the creation of
the project network based upon historical experience
and team involvement. By definition projects are
unique and, in the pharmaceutical arena, each project
is different. Therefore, the importance of team member
involvement in the development, tracking, and adjust-
ment of the project schedule is crucial to successful
application of project management basics.

A popular approach for team members to develop a
project network diagram is a concept known as the
‘‘yellow sticky’’ method. This method uses post-it
notes, roll-paper, and markers and the team to develop
a network diagram. The suggested steps of the ‘‘yellow
sticky’’ method are as follows:

1. Identify the milestones that the project team
will trackwith management along with target
completion dates.

2. Identify the team member deliverables or
responsibilities that need to be completed prior
to the milestone dates (this provides ending
linkages for deliverables).

3. Create the network diagram as follows:

� Identify which tasks can be started today,
based availability of information not upon
availability of resources.

� Identify which tasks can be started after the
initial tasks are completed, which tasks can
be completed after that and so forth to the
end of the project or the next major milestone.

4. Obtain team member commitments to deliver-
ables—usually best accomplished after the first
planning meeting.

5. Negotiate between project milestone dates and
team member deliverable dates.

Step 2 uses a very valuable tool known in project
management as the work breakdown structure. The
work breakdown structure is a ‘‘deliverable-oriented
grouping of project elements which organizes and
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defines the total scope of the project’’.[1] In this
example, recommended for pharmaceutical develop-
ment use, the project is organized at the first level
by the milestones that will be tracked. These are the
milestones that senior management wants to see in
the project. Examples are FDA submission, IND sub-
mission, product first lot to stock, first clinical supplies
produced, etc. Under the milestones, each team
member has deliverables, which are ‘‘any measurable,
tangible, verifiable outcome, result or item that must be
produced to complete a project or part of project’’.[1]

Example of team member deliverables would be to
develop the analytical method, develop the product
formulation, develop the sterilization process, develop
the manufacturing process, develop the specifications,
produce clinical supplies, develop the clinical program,
and prepare regulatory submissions. Project planning
at a level of detail below this can certainly be done.
However, a good rule of thumb is to plan down to the
level of detail where a team member accepts primary
responsibility for the deliverable and no further, unless
two things happen:

� A team member does not understand the job and/or
� A team member is not motivated to do the job.

Standard operating procedures should handle the
first issue and having the right team members should
handle the second issue. Planning in more detail
than this will result in unmotivated team members
(i.e., micromanagement) and a schedule that is too
cumbersome and detailed for tracking.

Steps 1–3 of this planning method are best accom-
plished in a core team meeting, along with support
team members. Steps 4 and 5 are best accomplished
after the meeting when the team members have time
to evaluate their workload and commit to the deliver-
ables. Negotiating the deliverable dates with project
milestones is also best accomplished after the meeting.
Project team members should be advised of the status
of this process, but the project manager needs to
accomplish this with individual team members, parts
of the project team and management, and/or external
stakeholder groups. This part of the process is graphi-
cally shown in Fig. 5. If there is a misalignment
between management’s expectations for completion
of major milestones, there are a number of options:

� Change the milestone date
� ‘‘Fast track’’ the project schedule, or
� ‘‘Crash’’ the project.

Changing the milestone date is straightforward.
The target date is rescheduled because the original
assumptions for this date were proven to be incorrect
when the team came together to schedule the project.

‘‘Fast tracking’’ the project means to compress the
project schedule by overlapping activities that would
normally be done in sequence. This requires some
risk taking, which needs to be clarified. ‘‘Crashing’’
the project means to decrease the total project duration
after analyzing a number of alternatives to determine
how to get the maximum duration compression for
the least cost. ‘‘Crashing’’ usually occurs by adding
resources to reduce time. This happens when
additional resources will not significantly reduce the
time because the additional resources are not knowl-
edgeable about the technology or part of the team
process or a particular task requires a set period of
time to complete.

The result of the project planning and scheduling
process should be a planning document often called
the project or integrated project plan. This serves to
emphasize that it represents the integrated plan of all
the team members. An integrated project plan should
include the following information:

� The project scope and objectives
� The business case and financial analysis and model

of the project
� The project risks and issues with contingency plans,
� The project plan and schedule (in milestone form

for management review and in detailed team mem-
ber deliverable form for the team members)

� The roles and responsibilities of the team members
(best represented through a work breakdown struc-
ture tied to project milestones)

� Functional and technical strategies (e.g., regulatory
strategy, plans, and challenges)

� Performance measurements and incentives.

This is meant as an example for illustrative pur-
poses, and the project manager and team should
develop their own format and outline based upon their
needs.

How long will it take?
What is the committed
completion date?

Project schedule
(team member
commitments)

Project network
plan (logical
relationships)

Project milestones

Are team member
commitments aligned to
team milestones?

What do team members
need to complete prior
to the milestone(s)?

Fig. 5 Team-based project planning and scheduling
approach.
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The Achilles’ heel of project management is the time
and resource estimate. In the majority of cases these
are actually wrong. The only question is the level of
inaccuracy in the estimate. There is no real scientific
approach to better estimates and, similarly with all
forecasts, it is more of an art and a ‘‘feel’’ to estimating
than a science. Consequently, due to the uncertainty
of projects and estimates, it is best to try to work with
two numbers: the most likely and the high number
(Fig. 6). New, workable (as opposed to PERT)
approaches to project management (i.e. ‘‘critical chain’’
project management) are available to schedule around
uncertainty.[14]

Once a project schedule is complete, it is used to
track and review project progress towards completion.
Some basic concepts on this are as follows:

� Project controls need to start with the team mem-
bers.

� Team members need to take ownership for their
tasks and part of this ownership is communicating
status on a timely basis.

� A hierarchy of project reviews is needed in support
of a pharmaceutical development project. Starting
with project core and support team reviews on a
weekly or more often basis, project reviews with
management and other stakeholders are important
to having a common understanding of project status.

Each of these elements would be part of a communi-
cation plan to be reviewed in the following section.

PROBLEM SOLVING AND DECISION
MAKING USING PROTOTYPES

Pharmaceutical development projects consist of phases,
technology transfer processes, milestones, and problem-
solving cycles. Understanding these basic building blocks

of pharmaceutical development projects in general
and more specifically for your project is important
towards understanding how your project will progress
and how to structure that progress for status and
communication purposes. For example,

� The phases of clinical development for a pharma-
ceutical development project: phase I, II, III, IV
and post-marketing;

� The technology transfer from research to develop-
ment and from development to manufacturing;

� The major milestones of a pharmaceutical project:
FDA submission and first lot to stock;

� The use of different product prototyping cycles and
their value towards solving problems, communicat-
ing results, and making progress.

An example of a pharmaceutical development life
cycle is shown graphically in Fig. 7.

The transfer of technology from one organization to
another is a key phase of the project itself. As shown in
Fig. 8, there are two different approaches that can be
used in the transfer of technology:

� The traditional, sequential approach or
� The overlapping, concurrent approach.

The sequential approach is often known as the
‘‘throw it over the wall’’ approach. In this approach,
the upstream group (e.g., the development team) waits
until the product development effort is complete and
creates specifications for the new product before
communicating this information to the downstream
group (e.g., the manufacturing team). Traditionally,
this approach has been popular because it gives the
perception of being efficient, that is, no time is wasted
on incomplete designs and development work. Most
often, however, this results in significant rework and
inefficient use of time.

The overlapping approach is the more effective and
efficient approach in practice and results in a truly
integrated transfer of technology. In this approach,
both the upstream and downstream groups work
together to understand and solve the problems that
need to be resolved to transfer the technology. Exam-
ples of these problems may include

� Development and transfer of the analytical methods
� Development and transfer of the solution process
� Development of product packaging
� Development of sterilization steps and method-

ology.

In an overlapping approach, team members from
both the upstream and downstream groups work
together to accomplish these tasks, resolve the

An estimate is not a single number.
Its a range of possibilities-a statistical entity.

Safe
estimate

(90% confidence)

Aggressive
estimate

(50% confidence)

Time

Fig. 6 Time and resource estimates: The Achilles’ heel of

project management.
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problems, and make the necessary decisions. This
requires early and intense involvement of the down-
stream group, even at times when it appears that prog-
ress is not occurring. This also requires early sharing of
incomplete and, at times, inaccurate information by
the upstream group. Sharing of this information may
be considered risky due to the uncertainty of response
from the downstream group. This approach requires
collaboration and trust between the two groups—two
basic elements to successful product development and
teams.[2]

Another basic building block of any product devel-
opment project are design–build–test cycles. These
cycles use prototypes to serve as a focal point for prob-
lem solving, testing, communication, and conflict
resolution. Using these cycles provides feedback on
decisions made so far and identifies issues that need

to be resolved. Examples of the prototyping cycles
for a clinical development project are

� Identify the bulk drug vendor
� Determine formulation feasibility
� Complete engineering runs
� Produce clinical and/or stability samples
� Ramp-up manufacturing process
� Produce first lot to stock product for sale.

These examples are shown to illustrate the impor-
tance of the designbuildtest cycle process. Cycles will
vary from project to project. Completing each of
these cycles is a very effective approach to tracking
and demonstrating project progress. Prototpyes can
provide very focused communication about the progress
to date and the remaining tasks required to complete the
project.[2]

SENIOR MANAGEMENT REVIEW
AND CONTROL

Senior management provides the sponsorship, cham-
pionship, and funding for the pharmaceutical develop-
ment projects that new product teams are working on.
They need to be involved and understand the impor-
tance of the project, its link to business strategy and
growth, the risks and issues that the project is facing,
and the status of the project. This understanding is
important throughout the life of a project particularly
at the start of the project. As shown in Fig. 9, the
opportunity to effectively impact the project direction
and scope is greater at the start of the project.
However, as the project progresses, it becomes more

IND/CTX NDA/CPMP

Adverse
rxn reporting

Phase IV
Post-Mktg
new
indications

InspectionsLong-term

Short-term

Phase III

Phase II

Phase I Initial synthesis

Formulation/
chemistry
animal testing

Range: 1-3 years
Average: 24 months

Range: 2-10 years
Average: 5-7 years

Range: 2 months-
            7 years
Average: 2 years

Regulatory/
FDA review Reg/FDA time:

30 day safety review
Reg Pkg/NDA
submitted

Reg Pkg/NDA
approved

Fig. 7 Drug development phases.

Upstream cycle

Upstream cycle

Downstream cycle

Downstream cycle

Sequential
approach

One-shot transmission
of upstream information

Overlapping
approach Early release of

preliminary information

Problem-solving cycle

Completeness of
upstream output

Fig. 8 Cross-functional integration requires overlapping
problem solving. (Adapted from Ref.[9].)
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difficult and costly to impact the project direction and
scope. Typically, senior management involvement
increases as the project gets closer to providing return
on investment. This is usually late in the project life
cycle and due primarily to an increase in project visi-
bility as sales and marketing activities intensify.

Senior management involvement, especially at the
start of the project, is key to successful project out-
comes. Some process guidelines to assure management
involvement are as follows:

1. Senior management should define strategic
direction that will be used to drive new product
development.

2. Senior management should define the new
product project portfolio and the aggregate set
of projects that will achieve their strategic objec-
tives.

3. Senior management should be actively involved
in assigning the type of project team (see earlier
section) and type of project, i.e., where this
project falls in the portfolio.

4. Senior management should develop and support
a project review process that encourages early
involvement in the project to validate the business
assumptions and decrease project surprises.[12]

The project manager of a pharmaceutical develop-
ment project should proactively drive these process
elements to assure active and early involvement of
senior management in their project. The project must
have the right support and visibility. Additionally,
these process mechanisms assist in timely and appro-
priate project discontinuations.

Project reviews with senior management are a
key element of the new product process. The project
manager should have the ability to interface directly
with senior management. As previously mentioned,
a hierarchy of reviews is important to assure timely,

continual communication of project status and issues.
Also, stage gate reviews are a very popular process
for clarifying project definition and evaluating the
project’s business case and technical issues. Senior
management should get involved in these reviews to
assure that the project continues to be on target and
meet the overall goals for new product development.
Senior management reviews should evaluate:

� The business issues and goals of the project
� Issues related to the customer’s needs and the

marketplace
� Resource management
� Corporate and business unit direction and product

line fit
� Sales and payback expectations
� Project schedule
� Timely introduction to market
� The availability and maturity of the technology to

meet quality and cost targets;

These reviews can be scheduled to occur on a
regular basis (e.g., after a phase is completed or every
quarter, as stage or phase gates propose) or on an as-
needed basis by senior management or the project
team. The timing will be dependent upon the organiza-
tion’s requirements and the specifics of the project.
These reviews can be mandatory (i.e., project can not
proceed until this review is completed) or flexible. This
is dependent upon organization’s requirements and the
specifics of the project. In all instances, these reviews
need to be used to determine whether or not to con-
tinue with the project (e.g., make go/no go decisions)
or change project direction (e.g., scope change). The
concept of scope change will be the topic of the last
section of this article.

PROACTIVE, REAL TIME CHANGE
MANAGEMENT

As mentioned in this chapter previously, scope changes
are to be expected in a pharmaceutical development
project. The only question is the number and severity
of these scope changes. Consequently, projects need a
process for managing scope changes. Mandating the
same, centralized controls for all projects, however,
would probably be too constricting and result in
unneeded bureaucracy—perhaps even impacting the
ability for the project to be successful. The project
team needs to self-regulate; manage scope changes
depending on the unique needs of each project; and
have the discipline to ensure appropriate process
controls and management review.

Managing scope changes requires the proactive
installation of a scope change process for projects that

High

Index of
attention
and
influence

Low

Plan/Design Development Implementation

Phase of development

Actual management
profile

Ability to influence
outcome

Fig. 9 Obtain senior management involvement early in set-
ting projects direction. (Adapted from Ref.[15].)
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includes a method for identification and management
of project risks. A suggested process for managing
scope changes is the following:

1. State the real problem—Why is this scope
change needed? It has been suggested to cate-
gorize scope changes into types to assist in
determining the relative necessity and impor-
tance. Again, this may be overkill.

2. Gather the relevant facts—What is the impact
if the scope change is implemented? What is
the impact on the time to market and effect
on development and final product costs? What
will happen if the scope change is not
implemented? These facts should be obtained
from the appropriate people (i.e., the stake-
holders that will be impacted one way or
another by this scope change).

3. Develop several alternative solutions—Should
nothing be done? Implement the total scope
change as requested? Is there a compromise
solution? Which stakeholders are interested in
each solution and what are their expectations?

4. Analyze and review impact for alternatives—
What are the impacts on time to market,
investment cost, and product cost for each alter-
native? Financial analysis is a key element of
this step because senior management uses finan-
cials as a critical business indicator. Therefore,
each alternative needs to be evaluated versus a
financial model. What are the risks and trade-
offs to consider for each alternative?

5. Adopt the best alternative—This is the connec-
tion to the senior management review process.
For major scope changes, the project manager
should provide an analysis of the major solu-
tions. Based upon financial analysis and quali-
tative factors, the project manager should
present the project team’s recommendation to
key stakeholders and senior management for
their agreement and support.

6. Tell everyone—Obviously, the project team
should be advised of the change in project scope
because they will need to implement it. Project
stakeholders also need to be advised so that they
can support the scope change with the appropri-
ate resources.

7. Audit the outcome—This step is undervalued.
The success or failure of a project often relies
on how well a scope change was or was not
implemented. There are lessons to be learned
from capturing the events that led to and caused
scope changes and whether the change had
a positive or negative impact on project
success.[17]

As mentioned previously, financial analysis of scope
changes and the development of alternative solutions
are critical steps towards the successful implemen-
tation of a scope change. Senior management needs
this informationto understand the financial impact on
the business and the project manager must provide
it. A suggested approach is illustrated graphically in
Fig. 10. This approach requires that the project
manager use afinancial model for the project (which
all projects should have) and understand:

� The cost/benefit of time delays or improvements
� The financial impact of increased or reduced pro-

duct cost and/or project investment
� The benefit of improved product use, indications,

functionality, or features.

Outlining the relationship of each of these variables
to the scope change is an important first step.
For example, delaying the project by one week costs
approximately $5 million in division margin. A second
step is to understand the specific impact of the scope
change on each variable. For example, a scope change
to add an additional product use and indication could
delay the project three months (a 50% probability),
cost an additional $5 million to implement, and result
in additional division margin of $50 million over the
life of the product. Is this worth the investment? Of
course, the intangibles also need to be considered.

This ‘‘broad brush strokes’’ type of financial analy-
sis is fundamental towards making informed decisions
regarding trade-offs around the project objectives and
scope changes.[6] Given the magnitude of uncertainty
of and complexity associated with pharmaceutical
development, scope changes in this environment

Product
unit cost

Project
development
investment

Product
performance
requirements

Market
introduction

date

Fig. 10 Financial evaluation for justification of a scope
change. (Adapted from Ref.[16].)
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require more sophisticated analysis approaches (e.g.,
Monte Carlo simulation, options analysis, etc.). These
tools are beyond the scope of this chapter, and the
reader is asked to review the sources mentioned in
the earlier sections of this chapter.

Uncertainty is reality in pharmaceutical develop-
ment projects. Project uncertainty can be found in:

� The marketplace and the competitors: What other
companies will enter this market with a new drug
and indication and what will be the impact?

� The technology and its maturity: Will our phar-
maceutical and medical technology successfully
solve the customer’s problem or, at the least, pro-
duce better customer outcomes? Will the customer
understand and use this technology?

� The regulatory and governmental environment:
Will the regulatory bodies and government agencies
modify therules? If so, will it affect the basic
assumptions of the project? Is there impact on
the development, approval, or marketing of the
product?

� The suppliers of bulk, unique commodities and
services: Can the suppliers deliver on the sub-
objectives of the project? Are there risks related
to their technology, capabilities, or governing
environment?

� The project internal risks (e.g., funding, schedule,
team components): Are the project team members
capable of doing their tasks? Will the funding be
available to support the project? Can the schedule
be met?

These are general categories of risks and not meant
to be all inclusive. Using these risk categories as a start-
ing point, the project manager should expand on and
flesh out specific details in order to define the most
complete picture.

Risk identification is the first step of a risk manage-
ment process. After risk identification, the project team
needs to evaluate each risk in terms of two elements: 1)
the probability of occurrence and 2) the financial
impact. A popular tool in this process is a risk matrix
shown graphically in Fig. 11. The matrix is used to
identify the most important risks—those for which a
contingency plan needs to be developed. The most
important risks would fall into Quadrant IV of the
matrix—those with a high probability of occurrence
and high financial impact. As the example matrix
indicates, the lines drawn between high and low is
not quantitatively set but based upon the input of
the project team. For risks in Quadrants II and III,
continual monitoring is needed to determine whether
the situation has changed significantly to warrant a
contingency plan even though such a plan was not
developed initially.

The basic concepts for risk management in a new
product project environment are as follows:

1. Risk identification, quantification, and contin-
gency planning is best accomplished with the
full core team being involved.

2. Contingency plans will not be implemented for
all risks that have been identified. However,
when identifying risks, a common approach is
to suggest a contingency plan for this risk. This
can serve to encourage a proactive positive
approach.

3. Risk management is an ongoing process. You
can’t complete it and leave it. Many a project
manager learned this hard way. Continual
monitoring of risks, especially those in Quad-
rants II and III, is essential.

4. In general, risks resulting from project uncer-
tainty are potentially the most damaging scope
changes that could impact the project. It
behooves the project manager and the team to
proactively manage scope changes through a
risk management process.

CONCLUSIONS

Traditional project management methodology (i.e., for
the construction industry) developed 40 years ago has
metamorphosed into an approach for managing new
product development projects. This more flexible form
of the application works well within a decentralized,
team-oriented environment—an environment that is
conducive to successful pharmaceutical new product
development. Project management within the pharma-
ceutical arena plays a key role in bringing teams
together, integrating solutions across functions, and
providing a generalist view of projects to balance
the more scientific/technical perspective. The future
successful project manager will have a generalist orien-
tation, hold team effectiveness and cross-functional

Probability of occurrence
High

High

Low

Low

Quadrant II
Low probability
High impact
No contingency plan
Monitor

Quadrant I
Low probability
Low impact
No contingency plan

Quadrant III
High probability
Low impact
No contingency plan
Monitor

Quadrant IV
High probability
High impact
Develop contingency
Plan

Fi
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ia
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m
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Fig. 11 Risk management plan.
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integration as the top priority, and strive to overcome
the barriers that would undermine these core tenets.

It is not enough to understand the concepts or uti-
lize some of the tools of project management. For
the most optimal results, organizations need to recog-
nize the importance and fully support the role of
project managers. Often organizations not fully com-
mitted to project management opt for interim or
temporary solutions such as dual project leadership—
a project having both a technical leader and a project
manager. A similar tactic would be to have ‘‘dual
hat’’ project managers—those who are project man-
agers as a secondary role to their primary role as a
functional or technical manager. These need to be
replaced with a project manager performing solely that
role and who will possess enough skills, knowledge,
and clout to get the project completed. This is not an
easy solution, but organizations will find that the right
solutions are not often the easy ones.[18]
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INTRODUCTION

When a drug reaches the systemic circulation, either
after intravenous administration or after absorption
following extravascular administration, it can be
distributed in the elements of blood (erythrocytes,
etc.) or bind to plasma proteins. Blood transports the
drug to different organs where it diffuses at different
rates. The drug not bound to plasma proteins will
diffuse in the extravascular compartments and tissues
where it can then bind to other proteins or other tissue
components.

The free drug concentrations are more closely corre-
lated to the desirable or undesirable (toxic) pharmaco-
logical responses of a drug, because it is the unbound
drug that is available to reach tissue receptors.[1–3]

However, it is the total (bound þ unbound) drug con-
centration, measured in plasma or blood that is most
often used in therapeutic drug monitoring to warn of
ineffective or toxic levels and to adjust doses if needed.
It is easier to measure total drug concentration after a
simple blood draw, and usually the ratio of free to total
drug concentration is constant. This chapter reviews
different aspects of drug-protein binding.

METHODS FOR THE DETERMINATION
OF DRUG PROTEIN BINDING

The most commonly used methods to determine drug
binding to plasma proteins are equilibrium dialysis,
ultrafiltration, and microdialysis. All have advantages
and disadvantages, and results are method- and
condition-specific.

As well as measuring the binding level of drugs in
plasma, procedures can examine the number of bind-
ing sites, the affinity constants, and the nature of
the protein involved[4] that allow interpretation of the
impact of binding on drug pharmacokinetics and
response. The general procedures involve separation
of the free ligands, usually small drug molecules, from
bound species attached to the protein.

Equilibrium Dialysis (ED)

Introduced in 1943,[5] ED remains the most frequently
used procedure.[6] A membrane separates two com-
partments, and at equilibrium, one compartment
contains the plasma or serum with protein and bound
ligand, whereas free drug is sequestered to the buffer
solution compartment. The unbound fraction is
determined by the ratio of drug concentration on the
buffer side [D] divided by that in the plasma
[D] þ [DP]. Results are influenced by drug properties,
proteins (content and concentration), volume of
compartments, buffer strength, and ionic composition
as well as by the thickness and physicochemical charac-
teristics of the membrane.[4] Time and temperature
are major environmental factors, and dialysis for 4 h
(or less) at 37�C has been found optimal for acidic
and basic drugs.[6]

In general, natural cellulose membranes are applied.[7]

Adsorption is low with drugs having acidic or hydrophi-
lic characteristics. Non-specific drug adsorption should
be investigated when studying basic and lipophilic
drugs.[4]

In experiments, dilution or volume shifts from
osmotic gradients between plasma and buffer compart-
ments may be considerable and require correction.[8]

Poorly water-soluble drugs are difficult to study
because use of organic solvents interferes with equilib-
rium distribution, and such drugs may also aggregate
and adhere to membrane surfaces.[7]

Ultrafiltration

Although introduced at the same time as ED,[9] routine
application of ultrafiltration has only recently become
feasible because of improvements in membranes and
equipment. Separation of the protein and bound ligand
from the free drug in solution occurs using a suitable
membrane that retains the proteins and is assisted
either by positive pressure or more commonly by
centrifugation.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000428
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The key advantage of ultrafiltration is speed (as lit-
tle as 15 min), which is an important criterion for clini-
cal monitoring situations[6] and for unstable drugs. As
with ED, membrane properties and volume are impor-
tant. The membranes (e.g., Amicon�) are permiselective
and the cut-off can be directed at protein molecular
weight sizes e.g., separation of albumin and globulins
such as a1-acid glycoprotein (AAG). However, in some
cases, high-molecular-weight drugs can be retained.[7]

Adsorption of drugs on the membrane is problematic
with low concentrations, especially of lipid-soluble
ligands. Saturation of the adsorbing sites with study
drug or coating with silicone has been applied to over-
come such problems.

Theoretically, the free ligand concentration will be
constant in the ultrafiltrate and retentate.[10] Nonethe-
less, a decrease in concentration of free drug in the
retentate will result in the dissociation of bound ligand.
However, provided the ultrafiltrate is not greater than
40% of the initial volume, the free ligand concentration
is not affected.[11] A disadvantage of both ED and
ultrafiltration for low-concentration or highly bound
(�90%) drugs is the need for radioisotopes to provide
the sensitivity for quantitation.

Microdialysis

Microdialysis perfusion is proposed as an alternative
to traditional techniques for studying drug–protein
interaction. Small molecules in the sample, such as a
drug, diffuse in the fiber and are transported to collec-
tion vials for analysis. The dialysis membrane excludes
larger molecules such as protein and drug–protein-
bound drugs. The dialysate could be analyzed using
standard techniques. Microdialysis perfusion is as
rapid as ultrafiltration, but the samples do not suffer
from re-equilibration during separation of free drug
from bound drug.

Because the technique requires more chroma-
tographic analysis, it has a longer analytical time
compared with the ultrafiltration technique. This tech-
nique could be used for in vitro determination of
protein binding, also, because microdialysis probes
can be implanted intravenously, binding of drug could
be determined in vivo under physiological conditions
after dosing.[12] There has been some validation of
the technique used for in vitro determination of the
unbound fraction of drugs in plasma. Although there
is good agreement between equilibrium dialysis and
microdialysis for phenytoin and racemic aminoglu-
tethimide, the unbound fractions are significantly
higher for furosemide and disopyramide using micro-
dialysis.[13] Good correspondence was demonstrated
between ultrafiltration and microdialysis for acebu-
tolol, acetaminophen, cephalothin, chloramphenicol,

isoniazid, phenytoin, salicylic acid, theophylline, and
warfarin.[14] It appears that the microdialysis technique
may not be suitable for all compounds because of their
physicochemical properties and analytical limita-
tions.[15,16]

Pacifici and Viani,[6] commenting on comparisons
among results from different methods applied to pro-
tein binding, warn that methods for drug binding need
to be standardized. Currently, results depend greatly
on technique and interpretation of results; thus, experi-
mental details such as anticoagulant used, type of
dialysis or filtration membrane, buffer characteristics,
duration of experiment, and temperature should be
taken into account.

PROTEIN BINDING PARAMETERS

Drugs bind to different proteins, such as albumin,
globulins (e.g., a1-acid glycoprotein AAG and trans-
cortin), and lipoprotein in plasma, and to tissue
proteins. The reversible binding of a drug to macromo-
lecules such as proteins is an equilibrium process. The
relationship is described by the law of mass action:

½D� þ ½P�  !k1

k2

½DP� ð1Þ

where [D], [P], and [DP] are the molar concentration of
unbound (free) drug, unoccupied proteins, and the
drug–protein complex, respectively, and k1 and k2 are
rate constants for the reactions.

The equilibrium association constant for this reac-
tion KA is defined as k1/k2 and provides an index of
the affinity between the binding sites and the ligand.
The inverse of the association constant (1/KA) is the
equilibrium dissociation constant KD for the drug–
protein complex:

KA ¼
k1

k2
¼ ½DP�
½D� � ½P� ð2Þ

At equilibrium, the unbound fraction of drug (fu) can
be calculated from the following relationship:

fu ¼
½D�

½D� þ ½DP� ð3Þ

A protein can have several independent binding sites
such that they may exhibit either the same or different
affinities for the drug. The binding to one site may not
affect binding to another site. The capacity constant
(NTOT) is the number of sites per mole of protein times
the molar concentration of protein and has units of
sites/L.
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The concentration of bound drug can be expressed
as the following:

½DP� ¼
X

n¼i

n¼1

NTOT;i½D�
KD;i þ ½D�

ð4Þ

where i is the number of classes of binding sites, NTOT,i

the capacity constant, [D] the unbound drug concen-
tration, and KD,i the dissociation constant for the i site.
Therefore, the extent to which a drug binds depends on
the affinity of the drug, the number of binding sites per
molecule, and the concentrations of both drug and
binding proteins.

Fig. 1 shows a plot of [DP] versus [D] for a single
class of binding sites. As the unbound drug concen-
tration increases, the concentration of bound sites
increases. When [D] is much larger than KD, the equa-
tion predicts that [DP] reaches a maximum where it
is equal to the maximum number of sites NTOT. The
dissociation constant KD represents the concentration
of unbound drug when half the sites are occupied,
[DP] = NTOT/2. The plots of Eq. (3) after linear trans-
formations such as the Scatchard plot, the Woolf plot,
and the double reciprocal plot can be used to deter-
mine the dissociation and capacity constants. The plots
will be linear when there is one class of binding sites
and will be curvilinear in presence of two or more
classes of binding sites on the protein or if it binds to
sites in more than one protein.[17] For example, the
Scatchard equation for a single class of binding site is:

½DP�=PT

½D� ¼ N � KA � fðKA � ½DP�Þ=PTg ð5Þ

where PT is the molar concentration of total protein
(occupied þ unoccupied), and N the number of sites

per mole of protein. A plot of ([DP]/PT)/[DP] versus
[DP]/PT gives a linear slope of �KA and a y-intercept
of N � KA. Refined estimates of the capacity and affinity
constant can be generated using a non-linear least-
squares computer program such as PCNONLIN.[18]

Once the capacity and affinity constants have been
obtained, the unbound plasma fraction of drug that
binds to a single class of binding sites can be calculated
for any value of free drug concentration:

fu ¼
½D�

½D� þ ½DP� ¼
KD þ ½D�

NTOT þ ½D� þ KD
ð6Þ

When a drug binds to two classes of binding sites such
as albumin and AAG, the equation is:

fu ¼
1

1 þ NTOT1

KD1 þ ½D�
þ NTOT2

KD2 þ ½D�

ð7Þ

These equations indicate that the unbound fraction of
the drug is dependent on the binding capacity NTOT,
the dissociation constant KD, and the unbound drug
concentration at equilibrium. At low free drug concen-
trations (i.e., [D] � KD), the unbound fraction will be
independent of change in drug concentration.

DRUG BINDING PROTEINS

Human plasma contains more than 60 proteins.[19]

There are three main proteins associated with the bind-
ing of drugs: albumin, AAG, and lipoproteins. This
article does will not review drug transport proteins of
recent interest such as p-glycoproteins, organic anion
transporters, and dipeptide transporters, which have
been reviewed recently.[20]

Albumin

Albumin (MW 66,300), an important binding protein
present in plasma (40%) and interstitial fluid
(60%),[21] which binds mostly to acidic (anionic)
drugs[22] but also to cationic drugs, accounts for
approximately 60% of total plasma protein.[23] This
water soluble protein has an isoelectric point of
approximately pH 5. Therefore, at physiological pH,
this protein is negatively charged, and acidic drugs
bind usually to the N-terminal group. Normal serum
concentrations are 38–48 g/L. Albumin is synthesized
in the liver, and its half-life is approximately
19 days.[23]

Two primary high-affinity drug binding sites for
human albumin have been described. Binding site I,
initially described for warfarin, was also shown to

KD

[D], M

[D
P]

, M

NTOT

Fig. 1 A plot of bound drug [DP] versus unbound drug
concentration [D] for a single class of binding sites.
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be involved in the binding of other drugs such as
sulfonamides, phenytoin, valproic, acid and phenylbu-
tazone. Site II (the benzodiazepine binding site) binds
semisynthetic penicillins and probenecid. Naproxen,
indomethacin, and tolbutamide have been shown to
bind to both sites.

AAG

AAG (orosomucoid) is synthesized and metabolized
by the liver with a half-life of approximately 5.5
days[24] and is an a1-globulin protein that is smaller
(MW 40,000) than albumin. It is an acute phase reac-
tant, and concentrations increase in stress situations
including diseases. At least four polymorphic patterns
and four genetic variants in human plasma have been
reported.[25,26]

Many basic drugs (cationic) such as propranolol,
lidocaine, and neutral drugs bind significantly to
AAG (normal concentration 0.07–1.1 g/L)[27] and/or
to lipoproteins in addition to albumin. Generally, the
affinity of a drug that binds to both albumin and
AAG is higher forAAG. Because the concentration
of AAG in plasma inlower than that of albumin, the
AAG is referred to asalow-capacity, high-affinity pro-
tein. AAG also binds tosome acidic[28,29] and neutral
drugs such as carbamazepine[17] and prednisolone.[30]

Interpatient variability in the plasma free fraction of
several drugs such as propranolol,[31] carbamaze-
pine,[32] disopyramide,[33] alprenolol,[34] imipramine,[34]

lidocaine,[35] and methadone,[36] is related to AAG
concentration in plasma.

Lipoproteins

The lipoproteins are a heterogeneous group of proteins
(MW 2,500,000 for b-lipoprotein). They are classified
into four groups: chylomicrons, very low-density lipo-
proteins (VLDL), low-density lipoproteins (LDL), and
high-density lipoproteins (HDL).[37,38] Lipoproteins
can account for 95% of total probucol binding in
plasma.[37] Neutral and basic lipophilic drugs most
commonly bind to lipoproteins; some acid drugs may
bind to a lesser extent.[37] Drugs that bind to lipoproteins
include probucol, cyclosporin, propranolol, lidocaine,
pindolol, digoxin, digitoxin and tetracycline.[37,39–41]

Quinidine and some antidepressants drugs such as
amitriptyline and nortriptyline exhibit saturable binding
to lipoproteins. An inverse relationship was reported
between the unbound fraction of drugs and concentra-
tions of various lipoproteins in serum for amitriptyline,
imipramine, nortriptyline, and cyclosporin.[37,39,42]

A list of some acidic, basic, and neutral drugs highly
bound (>70%) to the different plasma proteins after
therapeutic doses is given in Table 1.[43]

INFLUENCE OF BINDING ON DRUG
DISPOSITION

Volume of Distribution

The apparent volume of distribution at steady state
(VSS) is influenced by plasma and tissue protein binding
according to equation:

VSS ¼ VP þ ðfP=fTÞVT ð8Þ

where fP and fT are the unbound fraction of drug in
plasma and tissue, respectively, and VP and VT, are
the volumes of distribution in plasma and tissue.[44]

The importance of binding in the plasma versus the
tissue compartment is the primary determinant of the
apparent volume of distribution for a drug. The distri-
bution equilibrium of the drug in the body varies
among tissues.

Tissue binding

Tissue binding can be a major determinant of pharma-
cokinetic characteristics of drugs, including volume
of distribution and half-life. At present, no entirely
satisfactory method is available for the determination
of tissue binding. Sampling is invasive, and experi-
mental animal values are difficult to validate for
human correlations.[45]

Examples of changes in tissue binding are the tissue
displacement of digoxin by quinidine[46] and the decrease
in tissue binding of digoxin in uremia.[47] As a result in
both cases, the volume of distribution of digoxin is
decreased.

The binding of drug to tissue is usually reversible. In
some cases, however, there is covalent binding, which
by definition is not reversible. This applies to drug or
metabolite and could be important because it could
be related to toxicity.[48] A good correlation has been
reported in animals between the degree of covalent
binding to hepatic protein and the severity of hepatic
necrosis of paracetamol, isoniazid, adriamycin, and
furosemide.[48]

Characteristics of drugs with a large volume of
distribution include weak binding to plasma proteins,
high affinity to tissue protein, and high liposolubility.
Increased volume of distribution can be related to an
increased unbound fraction in plasma as, for example,
for propranolol in chronic stable liver disease.[47]

Increased volume of distribution could also result from
shift of albumin-bound drug from the vascular to the
interstitial space, as reported for ceftriaxone during
open-heart surgery.[49] For an AAG-bound drug, a
decrease in volume of distribution would be related
to an increase in binding in plasma because of
stress-related conditions, increasing available AAG.
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Distribution equilibrium is achieved when unbound
drug concentrations are the same in plasma and tissue.

Clearance

Hepatic clearance

The simple venous equilibrium model of organ clear-
ance developed by Rowland[50] and Wilkinson[51] can
be used to predict the effect of protein binding on
hepatic plasma clearance:

ClH ¼
Q ðClI;u fu

Q þ ðClI;u fuÞ
ð9Þ

where ClI,u is the intrinsic unbound hepatic clearance,
Q the hepatic plasma flow, and ClH the hepatic
clearance.

Other models of hepatic clearance include the sinus-
oidal model and the dispersion model.[52] All these

models assume that only unbound drug can move
freely through cell membranes and that the unbound
fraction of a drug measured in the systemic circulation
is the same as the fraction available for hepatic metab-
olism. The ClI,u value is measured by dividing the
intrinsic clearance of total drug by the measured
unbound fraction.

There is, however, evidence of non-restrictive clear-
ance by the liver when the fraction of drug available
for metabolism may not be restricted to the unbound
fraction of drug.[53] Drugs that bind to AAG or lipo-
proteins could be taken up directly by the hepatocytes
by endocytosis.[54,55]

Restrictive drug clearance

A drug is said to be restrictively cleared if the extrac-
tion efficiency by an eliminating organ (E) is less than
or equal to the unbound fraction of drug measured in
the venous circulation. For these drugs, only the

Table 1 Predominant binding proteins of drugs >70% bound to plasma proteins

Albumin

(% bound)

Albumin and AAG

(% bound)

Albumin and lipoproteins

(% bound)

Albumin, AAG, and lipoproteins

(% bound)

Ceftriaxone (A) Alprenolol (B) Cyclosporine (N)a Amitriptylline (B)

Clindamycin (A) Carbamazepine (N) Probucol (N)a Bupivacaine (B)

Clofibrate (A) Disopyramide (B)b Chlorpromazine (B)

Dexamethasone (N) Erythromycin (B) Diltiazem (B)

Diazepam (B) Lidocaine (B) Imipramine (B)

Diazoxide (A) Meperidine (B) Nortriptyline (B)

Dicloxacillin (N) Methadone (B) Perazine (B)

Digitoxin (N) Verapamil (B) Propranolol (B)

Etoposide (N) Quinidine (B)

Ibuprofen (A)

Indomethacin (A)

Nafcillin (A)

Naproxen (A)

Oxacillin (A)

Phenylbutazone (A)

Phenytoin (A)

Probenecid (A)

Salicylic acid (A)

Sulfisoxazole (A)

Teniposide (N)

Thiopental (A)

Tolbutamide (A)

Valproic acid (A)

Warfarin (A)
aAlbumin is minor binding protein.

A, indicates acid; B, base; N, neutral.

(From Ref.[43].)
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unbound fraction is available for distribution in the
tissues, biotransformation, and excretion. For restric-
tive drugs with low extraction efficiency (ClI,u � fu

Q), a change in unbound fraction will affect the blood
clearance as Eq. (9) simplifies to Eq. (10):

ClH ¼ ClI;u � fu ð10Þ

The average steady-state drug concentration in plasma
for a restrictively cleared and poorly extracted drug is
determined by:

Cu ¼
F D=t
ClI;u

ð11Þ

where t is the dosage interval. Therefore, a change
in the unbound fraction will not affect the unbound
concentration. It will then not be necessary to alter
drug dosage after a change in binding in this situation.

It is important to note that an increase in the fP

value (fraction unbound in the plasma) caused by a
displacement from drug during drug–drug interaction
will cause only a transient rise in the unbound drug
concentration, followed by a return to the predisplace-
ment value when steady state has been reached.[56,57]

The influence of altered plasma or tissue binding on
the elimination half-life depends on the relative influ-
ence of binding on the volume of distribution and
the clearance. For a restrictively cleared and poorly
extracted drug with moderate to large volume of distri-
bution (i.e., >0.4 L/kg), the equation to reflect the
half-life could be represented as:

t1=2 ¼ 0:693 ðVT=ClI;u � fTÞ ð12Þ

and a change in plasma binding would have little
influence on the half-lives of restrictively cleared drugs
(e.g., diazepam, phenytoin).[56] For a drug with a small
volume of distribution (<0.4 L/kg) such as warfarin,
the t1/2 value will be affected by a change in plasma
or tissue binding.

Examples of significant drug interactions in which
protein binding displacement is the major factor are
phenytoin displacement by salicylic acid and tolbuta-
mide and warfarin displacement by trichloroacetic
acid, a metabolite of chloral hydrate.[57] A change in
dosage regimen is not necessary for phenytoin because,
as described above, a displacement of restrictively
cleared drugs from protein will decrease the total drug-
concentration but at steady state will not affect the
average unbound concentrations. For warfarin, it
might be necessary to temporarily adjust the dosage
regimen because thisis a narrow therapeutic index drug
with a long half-life and small volume for distribution.

Renal clearance

In the kidney, only the unbound drug is filtered. If
the drug is not bound and there is absence of drug
secretion and reabsorption, the renal clearance is a
measure of the glomerular filtration rate (GFR).
If the drug is protein-bound, the renal clearance of
total drug in the plasma is less than the GFR, but
the clearance of the free drug isequal to the GFR, as
described by the relationship ClR ¼ fu � GFR. For
a drug that is either reabsorbed or secreted, the effect
of altered protein binding is less predictable. Renal
clearance expressed in terms of the renal processes is
as follow:

ClR ¼ ðClRF þ ClRSÞð1 � FRÞ ð13Þ

where ClRF is the renal filtration clearance, ClRS the
renal secretion clearance, and FR the reabsorbed
fraction, and

ClRS ¼ RBF fuClI=ðRBF þ fuClIÞ ð14Þ

where RBF is the renal blood flow. The clearance of
drugs that undergo extensive tubular secretion (e.g.
penicillins) is independent of plasma protein binding.
The lack of reported side effects for the interaction
of ceftriaxone with probenecid may be explained by
the wide therapeutic index of the ceftriaxone.[58]

Non-restrictively cleared drugs

For non-restrictively cleared drugs (E > fB), which
are highly cleared by an organ (ClI > Q), the
unbound fraction is not rate-limiting because the
clearance is determined primarily by the organ blood
flow, and a change in unbound fraction will not affect
the blood clearance. For example, the bioavailability of
an oral dose will be independent of changes in blood or
plasma protein binding. Changes in the plasma binding
of non-restrictively cleared drugs, given orally or
intravenously, should not affect the average total drug
concentration.[56] Examples of non-restrictively cleared
drugs include morphine, meperidine, lidocaine,[59]

verapamil,[60] and tricyclic antidepressants.[61]

Drugs, that are non-restrictively cleared by renal
tubular secretion include penicillin and acetazolamide.[57]

Although significant displacement of penicillins by
aspirin and sulfonamides occurs, as shown by an increase
of up to 88% in unbound fractions of penicillins and no
change in total drug concentration, this interaction is not
clinically important because of the wide therapeutic
index of these drugs.[62] It is worth noting that although
the clearance is not affected by a change in binding,
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a change in the fu value may affect the drug response.
The elimination half-lives of non-restrictively cleared
drugs is affected in relation to the equation:

t1=2 ¼
0:693ðVP þ ðVT � fB=fTÞÞ

Q
ð15Þ

for a drug with a large volume of distribution, such as
propranolol, a smaller unbound fraction in the plasma
will result in a shorter half-life, a greater fluctuation
during the dosage interval, and no change in the average
total drug concentration. For drugs with small volumes
of distribution, such as penicillins, a change in plasma
or tissue binding will have little influence on their half-
lives. A change in drug binding to tissues alters the
apparent volume of distribution. Therefore, an increase
in tissue binding will produce an increase in volume of
distribution and half-life.

Concentration Dependent Binding

The degree of binding of a drug is independent of drug
concentration when the molar unbound concentration
is well below the dissociation constant of the drug–
protein complex. Non-linear binding during thera-
peutic doses may occur when the KD value and the
therapeutic concentrations are close (Fig. 1). For
valproic acid,[63] the KD value for the high-affinity site
is 5 � 10�5 M, and the therapeutic range of free con-
centrations is 0.7–2 � 10�4 M. For salicylic acid,[22]

the KD value is 10�5 M and the therapeutic range of free
concentrations is 3–7 � 10�5 M. Non-linear binding is
also reported for diflunisal, an anti-inflammatory
drug,[64] and for thiopental[65] and diazoxide[66] all
of which bind predominantly to albumin. Important
examples of concentration dependent binding are
shown for disopyramide[2,67] over the therapeutic
concentration range and for lidocaine at theupper
boundary of the therapeutic range.[68,69] The concen-
tration-dependent binding of prednisolone, observed
at very low unbound concentrations, is explained by
its high-affinity binding to transcortin.[70]

For a restrictively cleared drug with concentration-
dependent binding, such as disopyramide, the unbound
drug concentration increases proportionally with the
increase in dosage regimen. Also, with the increase in
the fraction unbound, the clearance also increases.
Although the total concentration also increases, it is
less than proportional to the increase in dosage rate.
In this case, the total concentration can be misleading,
and dose adjustment should be based on the unbound
concentration of disopyramide or, if unavailable, on
the patient’s response.[2,71]

Blood vs. Plasma Clearance

Pharmacokinetic parameters should preferably be
determined from blood, but usually drug concen-
tration is measured in plasma or serum. Although the
free fraction will be different in tissue versus plasma,
the unbound concentration will be the same at
equilibrium as (fPCP) ¼ (fB � CP).

The determination of the blood/plasma ratio will
help estimate the importance of the distribution of
the drug in the erythrocytes. Drug binding to erythro-
cytes is usually rapidly reversible.

Drugs that bind strongly to red blood cells may
exhibit concentration-dependent uptake from plasma.
This is reported for acetazolamide,[72] chlorthali-
done,[73] and cyclosporine.[74] The determination of
the blood to plasma (B/P) ratios can be method
specific. For example, the determination of the B/P
ratio of cyclosporine A increases from 1.5–3.0 when
estimated at body temperature (37�C) compared with
a ratio of 2.5–10.0 at room temperature (20�C).[75] Drugs
reported to bind strongly to the erythrocytes (B/P
ratio > 1) are promazine, chlorpromazine, propranolol,
salicylate, phenobarbital, pentazocine, and phenytoin.[48]

Usually, the pharmacokinetic parameters are calcu-
lated from plasma rather than from whole blood data.
The use of plasma-related parameters to measure
organ extraction ratios and intrinsic clearance could,
however, be misleading. When drug binding is similar
in plasma and red blood cells, CB � CP because fB �
fP. However, if the binding in plasma is greater than
that in red blood cells, CB < CP and AUCB < AUCP

and use of plasma clearance will provide an under-
estimate of the blood clearance. Maximum errors are
of the order of 40%. If the B/P ratio is >1, the clear-
ance determined from plasma concentrations would
significantly overestimate blood clearance and could
exceed hepatic blood flow.

Usually, total plasma concentration of drug is mea-
sured in plasma. The total drug concentration in blood
can be estimated by:

CB ¼ CRBC �HCT þ CPð1 � HCTÞ ð16Þ

where HCT is hematocrit, and CRBC is the drug con-
centration in red blood cells. Although drug binding
to plasma proteins is usually rapidly reversible, some
studies reported the presence of irreversible binding
to albumin (e.g., the acyl glucuronide metabolite of
zomepirac[76] and tolmetin.[77]

Stereoselectivity

For acidic drugs, stereoselectivity was demonstrated for
both albumin binding sites I and II.[78] Stereoselective
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binding was reported for ibuprofen enantiomers, with
the mean averaged unbound fraction of the R(�)-
enantiomer being 0.419%, significantly less than that
of the S(þ)-enantiomer of 0.643%. The percentage
unbound of each enantiomer was concentration-
dependent over the therapeutic range and was
influenced by the presence of its optical antipode.[79]

Stereoselective binding in humans was reported for
acidic drugs such as etodolac, flurbiprofen, ibuprofen,
moxalactam, pentobarbital, phenprocoumon, and
warfarin and for basic drugs such as chloroquine,
disopyramide, methadone, propranolol, mexiletine,
and verapamil. A list of human plasma protein binding
of drug enantiomers was summarized by Jamali,
Mehvar, and Pasutto.[80]

Stereoselectivity in protein binding of enantiomers
can also differ among species. For propranolol, a basic
drug bound to AAG, the R-enantiomer binds less than
the S-isomer in humans and dogs, and the reverse
is observed in rat. Also, although the difference in bind-
ing is small in humans and dog, it is significant in rat.[81]

Although the enantiomers of disopyramide dis-
placed each other from AAG binding sites, resulting in
a 2–2.6-fold change in fu value in vitro,[82] no signifi-
cant enantiomer–enantiomer interaction in serum was
found in vivo, presumably because of the buffering
effect of serum albumin.[60] The free fraction of verapa-
mil enantiomers, determined from ex vivo volunteer
samples after intravenous therapy (R-verapamil 0.06
	 0.01, and S-verapamil 0.12 	 0.02), was similar to
that observed in vitro in the subjects’ predose serum.
The free fraction of both enantiomers was higher after
oral drug therapy, the R-and S-isomers being 0.13 	
0.02 and 0.23 	 0.03, respectively. The difference in
binding might be attributable to competition for serum
binding sites from verapamil metabolites, which reach
higher concentrations after oral administration.[60]

A difference in the binding of the two isomers,
quinine and quinidine, was reported,[1,2] and the fu

value of quinine and quinidine was 7.5 	 2.2% and
12.3 	 2.3%, respectively, in normal human plasma.

INFLUENCE AND CONSEQUENCES OF
BINDING ON DRUG PHARMACODYNAMIC
EFFECTS

The free fraction of drug is most likely to relate to
pharmacological effect. None-the-less, because it is
methodologically easier to determine total drug con-
centrations in blood or serum and the free/total drug
concentration is usually constant, total concentrations
are commonly applied in therapeutic drug monitoring.
However, for some drugs the free/total ratio is
variable, and disease conditions and drug interactions
may alter it. In general, for monitoring of drug

concentrations, the plasma or serum is used as the
liquid of reference for practical reasons, but blood con-
centration is preferable because it reflects total drug
concentration available for distribution.

Monitoring of Free Drug Concentrations

The monitoring of free drug concentrations may be
necessary for drugs with concentration-dependent
binding over the therapeutic range or in patients with
diseases or conditions for which the unbound fraction
of a drug could be significantly altered from normal.[83]

Compared with drugs that are mostly free in plasma,
drugs that are highly bound (fu < 30%) would be
candidates for monitoring because they are most likely
to show significant differences in the unbound fraction
under certain conditions.

Drugs for which total drug concentrations are
usually measured and for which there would be advan-
tage in monitoring free drug concentrations include
carbamazepine, phenytoin, valproic acid, disopyra-
mide, lidocaine, and quinidine.[84–86] For disopyramide,
monitoring of free drug concentration should be
applied to the active enantiomer.[87] However, monitor-
ing of free concentration of these drugs in all patients is
not recommended unless one of the following criteria is
exhibited: 1) patients with disease likely to be associated
with altered unbound fraction; 2) patients under
treatment with a drug combination with potential
protein binding interaction; and 3) patients showing
unexpected drug response at a determined total drug
concentration.

FACTORS AFFECTING PROTEIN BINDING
AND CLINICAL CONSEQUENCES

Changes in protein binding may be related to factors
affecting the concentration of proteins, to the variation
in conformation of the binding protein such as for
albumin, and to displacement from a protein binding
site. The consequences of alteration in protein binding
may be more important clinically for drugs highly
bound (<90%) to plasma proteins at therapeutic
concentrations and drugs with small a volume of
distribution and narrow therapeutic index.[88] A list
of pathologic/physiologic conditions associated with
altered protein concentrations is given in Table 2.

Physiologic Conditions

Age

The plasma protein binding of drugs bound to albumin
and AAG in neonates is significantly lower than that
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in healthy adults. AAG is low at birth and increases
gradually over 12 months to reach a normal concen-
tration.[89] Factors associated with the decrease in
binding are lower albumin and AAG concentrations
and the presence of fetal albumin. Also, high serum
concentrations of bilirubin and free fatty acids occur
in the neonate, and these can compete for the albumin
binding sites.[90–93]

In the elderly, a small decrease in albumin concen-
tration is associated with a small decrease in binding
for salicylate,[94] diazepam,[95,96] phenylbutazone[94] and
valproic acid.[97] Also in the elderly, an increase in
concentration of AAG is associated with an increase
in binding of AAG-bound drugs.[98] Such an increase
in AAG concentrations could be related to the greater
incidence of inflammatory diseases in this population.

Pregnancy

Significant decreases in protein binding of albumin-
bound drugs are reported particularly during the third
trimester of pregnancy, and are related to decreased
albumin concentrations and higher, concentration of
fatty acids, especially during labor. As a result, increases
in the unbound fraction of salicylate (70–80%),[64–69]

sulfisoxazoles (70–80%),[99] phenytoin (30%),[99–101]

diazepam (40–60%),[99,100] and valproic acid (50%)[100]

occur.
For AAG-bound drugs, a 35–80% increase of the

unbound fraction in the third trimester is reported
for propranolol,[92] lidocaine,[92] and bupivicaine.[102]

After pregnancy, whereas albumin takes 1 month
to return to normal levels, AAG and free fatty
acid levels return to normal within as few days of
delivery.[101]

Ethnicity

Formely, much of the information obtained on drugs
was acquired in Caucasian subjects. A report on
inter–ethnic differences in drug response showed
differences in drug protein binding between Chinese
and Caucasian subjects. No difference was shown
for warfarin, which is an albumin-bound drug,
whereas the binding of lidocaine was significantly
lower in Chinese subjects and related to lower con-
centrations of the binding protein AAG.[103] Because
lidocaine toxicity is related to free drug, this differ-
ence could have therapeutic significance. A similar
reduction in the binding of propranolol and diso-
pyramide was also reported previously.[104,105] This
ethnic difference does not seem to extend to drugs
bound to albumin. Studies, that examined diazepam
and salicylic acid, describe findings similar to those
observed for warfarin.[106]

Gender, smoking, obesity,
nutritional status, surgery

The unbound concentration of diazepam is 14% greater
in females than in males, whereas there are no signi-
ficant differences in the binding of lidocaine.[107]

Although McNamara[69] reported a small increase in
plasma binding of lidocaine, resulting in a decrease
in free fraction from 0.31–0.26 in smokers, another
study reported no effect of smoking on the plasma
binding of lidocaine and diazepam.[96]

In obese women, the AAG concentrations are
doubled, and the unbound plasma fraction of pro-
pranolol is 30% lower than that in women with normal
body weight.[108] In the obese, the albumin concen-
trations, and phenytoin binding are normal, whereas
diazepam binding is slightly reduced.[108] In under-
nourished or hospitalized patients, the AAG con-
centrations are 30–40% higher than those in
unhospitalized patients, and the propranolol free frac-
tion is reduced by approximately, 30%.[109] A marked
decrease in albumin concentration has been reported in
malnutrition, and it seems associated with a reduction
in protein synthesis.[81]

In postoperative situations, with lower albumin and
increased AAG concentrations, the unbound free frac-
tions of propranolol[101] and quinidine[110] are 30–40%
reduced and 100–150% higher for the albumin-bound
phenytoin.[111,112] For drugs such as quinidine, which
are restrictively cleared and bound to AAG, the concen-
tration of which would rise after surgery, no effect on
unbound drug concentration should be anticipated.[110]

In patients undergoing open-heart surgery, the unbound
free fraction of ceftriaxone is up to four-fold higher
compared with that in healthy volunteers because of
low plasma albumin and high free fatty acid concen-
trations.[49,113]

Disease States

Renal disease

The most common cause of alterations in plasma
albumin concentrations is hypoalbuminemia, which is
associated with a variety of physiological and patho-
logical conditions (Table 2). This decrease in binding
capacity results in an increase in unbound concentra-
tions in plasma. Gugler and Azarnoff [114] reported a
significant inverse correlation between albumin con-
centration and the unbound plasma fraction of pheny-
toin in patients with nephrotic syndrome in chronic
renal failure and uremia, adecrease in the binding of
albumin-bound drugs was reported and related to the
presence of endogenous inhibitors that accumu-
late.[115,116] A list of drugs associated with altered
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plasma protein binding in renal dysfunction is given in
Table 3.[43]

Liver disease

In liver disease, the changes in drug binding may be
related to a decrease in albumin and AAG concentra-
tions attributable to either a decreased rate of synthesis
or a loss of plasma proteins to the interstitial compart-
ments. Changes may also be caused by an accumu-
lation of endogenous inhibitors of drug binding such
as bilirubin.[59] For albumin-bound drugs such as
diazepam and tolbutamide, the mean unbound frac-
tions are 65–75% higher in chronic alcoholics[117] and
correlate with albumin concentrations. For the AAG-
bound erythromycin, the unbound fraction is two to
four times higher in patients with cirrhosis compared
with control subjects[118] and correlates with AAG
concentrations. Increases in unbound fraction have
been reported for prazosin, propranolol, morphine,
diazepam, tolbutamide, phenylbutazone, phenytoin,
quinidine, triamterene, theophylline, and lidocaine.[48]

Pathologies associated with
inflammatory conditions

AAG is a protein known as an acute phase reactant.
As a result of inflammation, injury during physiologi-
cal trauma, and stress,[21,39,84,88,113] an increase in the
binding capacity of AAG is commonly observed in
patients. For a drug that is highly bound, an increase
in AAG plasma levels will result in a significant
decrease in unbound plasma fraction. Examples
include propranolol,[119] lidocaine,[120] and disopyra-
mide[34] after myocardial infarction and propranolol
and chlorpromazine[121] in Crohn’s disease.

An increase in AAG concentrations after an acute
myocardial infarction causes a decrease in the unbound
plasma fraction of propranolol and lidocaine (non-
restrictively cleared drugs). With intravenous or oral

propranolol, an increase in dosage regimen may be
required.[119] For lidocaine, it is recommended that
normal infusion rates be used because total drug
concentrations increase during long-term infusion,
and the increase in binding indicates that the unbound
fraction does not change significantly.[120]

Cancer and burn injury

Cancer and burn injury are associated with increased
concentrations of AAG and decreased concentrations of
albumin in plasma. For AAG-bound drugs, a 20–30%
decrease in the unbound fractions of lidocaine,[122]

methadone,[36] propranolol,[31] and imipramine[123] is
observed, whereas the unbound fractions of albumin-
bound drugs increase for tolbutamide (30%),[122] diaze-
pam (180%),[123] and phenytoin (150%).[124]

Diabetes mellitus

The decreased plasma binding of sulfisoxazole in
patients with diabetes is related to in vivo glycosylation
of albumin, whereas the decreased plasma binding of
diazepam may be caused by high concentrations of free
fatty acid displacers.[125,126]

Thyroid disease

A decrease in concentration of proteins and an increase
in concentration of free fatty acids in plasma are
observed in hyperthyroidism. For propranolol and
warfarin, an increase of up to 20–30 % in the unbound
plasma fractions has been reported.[127]

Cystic fibrosis

Cystic fibrosis is associated with hypoalbuminemia.[129]

For theophylline, the unbound fraction in plasma is
30% higher in these patients compared with control
subjects.[128]

Table 3 Altered plasma protein binding of drugs associated with renal dysfunction

# Binding " Binding

Cephalosporins Furosemide Phenytoin Chlorpromazine

Chloramphenicol Midazolam Prazosin Lidocaine

Clofibrate Morphine Salicylic acid

Diazepam Naproxen Sulfonamides

Dicloxacillin Penicillin G Triamterene

Diazoxide Pentobarbital Warfarin

Diflunisal Phenobarbital

Digitoxin Phenylbutazone

(From Ref.[43].)
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A change in the binding affinity of a drug may be
related to the displacement by other drugs. Competi-
tive displacement may result in an increase in the free
fraction of drug in plasma, as the apparent dissociation
constant (KDapp) for the displaced drug is then
expressed by:

KDapp ¼
KDð1 þ ½l�Þ

KI
ð17Þ

where [I] is the unbound concentration of the inhibitor
in plasma, and KI is the dissociation constant for the
binding of the inhibitor.

There appear to be more cases of drug displacement
involving drugs that are highly bound to albumin
compared with drugs that bind to AAG and albumin.
For example, the unbound free fraction of lidocaine
can be increased significantly by therapeutic concentra-
tions of bupivicaine of 3–4 mg/L.[129,130] No significant
binding interaction has been reported for disopyra-
mide, which binds almost exclusively to AAG.[2]

Other examples of in vivo displacement resulting in
increased unbound fraction of drugs in plasma are
listed in Table 4.[43]

In Vitro Artifacts

The use of vacutainer tubes and heparin was shown to
alter the determination of protein binding. Heparin
was shown to decrease the plasma binding of certain
drugs including phenytoin, propranolol, lidocaine,
diazepam, quinidine, and verapamil.[131–133] This is also
an in vitro artifact attributable to continued ex vivo
activity of the lipoprotein lipase enzyme and accumu-
lation of fatty acids in the blood collection tube.

High unbound fraction of basic drugs was attribu-
ted to displacement from the AAG binding sites by a
plasticizer in the cap stopper.[134,135] Since then, the

stoppers have been reformulated. Storage containers
and other anticoagulants have also been responsible
for altering binding measurements. Binding inhibitors
such as plasticizers in bags could be responsible for
the alteration in the binding of disopyramide.[2] The
unbound fraction of phenytoin and meperidine is
80% higher in citrated plasma compared with serum
or heparinized plasma.[136]

Drug Regulatory Concerns

A New Drug Submission should provide information
on the quality, safety, and efficacy of the drug product
under the conditions of proposed use. Therefore, the
chemical, pharmacokinetic, biopharmaceutical, phar-
macological, toxicological, and clinical aspects should
be investigated and reported. This includes detailed
information on the protein binding, with an emphasis
on populations at risk, such as with renal or hepatic
insufficiency or when AAG may be altered. The ICH
Common Technical Document on efficacy indicates
the sections where proteins binding of a new active
substance should be documented. The submission
should include the preclinical and human pharmaco-
kinetic information necessary to fully understand the
biodisposition of the drug and its relation to the phar-
macodynamic response and therapeutic and/or toxic
effect. In addition, for drug–drug or other interactions,
the clinical importance of alterations in protein bind-
ing and the mechanism of the interaction should be
determined, for example, if total or free concentration
is affected only under initial displacement and whether
these persist during chronic dosage.

It is also essential to include clinically significant
protein binding information in the product mono-
graph. In the clinical setting, the information should
help explain the inter and intrapatient variations in
pharmacokinetics that would be reflected in variable
pharmacodynamic effects and would certainly indicate

Table 4 In vivo drug interactions caused by protein displacement

Drug Displacer Drug Displacer

Bupivacaine Lidocaine Phenytoin Salicylic acid

Carbamazepine Valproic acida Tolbutamide

Ceftriaxone Probenecida Phenylbutazonea

Diazepam Valproic acida Valproic acida

Methotrexate Salicylic acida Valproic acid Salicylic acida

Probenecida Warfarin Diflunisal

Sulfisoxazolea Phenylbutazonea

Penicillin Aspirin

Sulfamethoxy pyridazine
aDrugs also known to inhibit renal tubular secretion or hepatic metabolism of displaced drugs.

(From Ref.[43].)
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when a dose or dosage adjustment is necessary. As
noted above, changes in protein binding do not always
require that adjustment in dosage regimens is needed,
and there must be sufficient information for proper
inferences to provide safe and effective therapy to
patients.
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Proteomics: Pharmaceutical Applications
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Baker Heart Research Institute, Melbourne, Victoria, Australia

INTRODUCTION

The completion of the Human Genome Project repre-
sented a significant milestone in the journey toward
understanding the genetic basis of disease. By dis-
secting the genetic blueprint of an organism, we can
begin to understand the gene-derived cellular milieu
and how subtle biochemical balances maintained
within this milieu are regulated by the switching on
or off of one or more genes, thus the regulation of
protein expression. Proteomics represents a means by
which proteins of interest can be analyzed en masse
and specifically in the context of whatever possible
cellular/biological/pharmacological process is being
examined. However, this is, by no means, the limit of
the proteomic pathway. For example, simply looking
for changes in protein expression between normal
and disease states, or as a consequence of a particular
drug treatment, does not allow one to know whether
the changes observed were the cause, or simply the
result, of the particular perturbation. Instead, proteo-
mics provides the starting point for the emerging field
of ‘‘functional proteomics,’’ where changes observed in
a particular system are linked to the functional conse-
quences of the change, thus building a comprehensive
global picture of cellular function and the interactivity
of proteins within it. Proteomics is generating consider-
able interest and investment in the pharmaceutical
and biotechnology industries for its potential for
identifying drug targets for the development of
lead compounds, validating drug targets, examining
protein and drug pharmacokinetics, identifying disease
biomarkers, as well as developing diagnostic tools.
Thus, this particular chapter will have a specific
focus not only on the proteomic technologies available,
but also on the application of proteomics in areas
particularly relevant in the field of biomolecular
pharmacology.

BACKGROUND

A somewhat surprising finding from the genome
project was the relative paucity of human genes
(< 30,000) and—even considering splice variants—the
predicted proteins coded would fall well short of the
anticipated 1–1.5 million proteins needed to account

for the complexity of human life. Thus it is immedi-
ately apparent that the axiom of ‘‘one gene, one pro-
tein’’ is not true in all cases. For example, several
isoforms of one protein, each often having quite dis-
tinct functions, can result from the alternate splicing
of a single gene. In addition, following translation
from mRNA, many proteins frequently undergo mod-
ifications that either add or remove various prosthetic
groups (e.g., phosphorylation/dephosphorylation,
glycosylation, alkylation, and amidation), which can
have profound effects on protein function. The pres-
ence of a gene in a sequenced genome does not guar-
antee that it will be expressed, and there is a poor
correlation between mRNA levels and the abundance
of protein product within a cell.[1,2] The regulation of
protein expression and posttranslational modification
provides the link between the genome and the phe-
nome, resulting in health or disease, and underpins
the importance of the emerging field of proteomics in
applying genomic science to human disease (Fig. 1).

Unlike the genome, which is essentially static
throughout the life of an organism, the protein comp-
lement of a cell is always changing under the influence
of a host of physiological and pathological stimuli.
Thus a proteome might best be thought of as a snap-
shot of the cellular protein expression profile at any
given time. The field of proteomics, then, refers to
the systematic, comprehensive, and often large-scale
analysis of both the type and the level of proteins
expressed in a specific—often very complex—tissue/
cell extract, or the identification of specific protein sets
involved in a particular pathway/interaction. Proteo-
mics, or proteome analysis, is a series of sophisticated
technologies that allow proteins, their interacting part-
ners, and protein systems to be analyzed on a scale pre-
viously only seen in the genomic arena. Proteomics can
be used not only for advancing fundamental under-
standing of cellular function but also for identifying
drug targets, screening potential lead compounds,
and identifying biomarkers for a host of diseases,
including neurological disorders, heart diseases, infec-
tious diseases, and various cancers. Because the vast
majority of drugs are targeted at proteins and because
most disease states are manifest at the protein level,
attention is becoming increasingly focused on investi-
gating the protein complement of the genome, referred
to as the proteome.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120014412
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 3041



P
roteom

ics–
R

adiolableling

Worldwide genome research has led to the develop-
ment of new strategies, reliance on high throughput,
high-sensitivity protein separation, protein sequencing,
and data analysis. It is now possible to identify indi-
vidual protein components of complex mixtures in an
automated system without resorting to the difficult
and laborious biochemical isolation of individual
proteins. All that is required is to separate the protein
components [two-dimensional gel electrophoresis/
high-performance liquid chromatography (HPLC)/
affinity probes, etc.], analyze the pattern of protein
expression, and isolate the protein(s) of interest; after
proteolytic digestion, identification is readily achieved
by mass spectrometric analysis and comparison with
protein/genome databases.[3]

Access to this technology is now crucial in all areas
of biological research. The complete decoding of
human genome means that all proteins present in a
cell/tissue extract can theoretically be identified by
proteome analysis. Thus an established proteome pro-
file for a control tissue can be compared with profiles
obtained from a similar experimental sample. For
example, normal or disease-free tissue or blood
samples can be compared with profiles obtained from
similar samples taken from diseased patients. Likewise,
samples from control and experimental animal tissues
or cell lines can be similarly analyzed. Differences in
the proteome profile will not only allow the precise
identification of the proteins involved in the disease
process, but will also show which specific proteins are
being ‘‘turned on’’ or ’’turned off,’’ as well as identify
posttranslational modifications. Such information has
enormous value in unraveling the complex pathways
involved in disease processes. Because the vast
majority of drugs are targeted at proteins and because

most disease states are manifested at the protein level,
attention is becoming increasingly focused on investi-
gating the protein complement of the genome, referred
to as the proteome. Unlike the genome, which is essen-
tially static throughout the life of an organism, the pro-
tein complement of a cell is always changing under the
influence of a host of physiological and pathological
stimuli. Thus a proteome might best be thought of as
a snapshot of the cellular protein expression profile
at any given time. The field of proteomics, then, refers
to the systematic, comprehensive, and often large-scale
analysis of both the type and the level of proteins
expressed in a specific—often very complex—biologi-
cal system. The tremendous interest in this technology
within the biotechnology, pharmaceutical, and aca-
demic communities derives from the ability to charac-
terize novel protein–protein interactions (ligand/
receptor, etc.) and to identify novel drug targets and
new therapeutic agents.

PROTEOMIC TECHNOLOGIES

Proteomic analysis requires a series of sophisticated
technologies, which, when linked together (Fig. 2),
allows proteins (and their interacting partners) and/
or protein systems to be analyzed on a scale previously
only seen in the genomic arena. Given the vast number
of proteins that are expressed by any one cell (approxi-
mately 10–20,000), a proteomic analysis requires tech-
nologies and methodologies that are able to not only
resolve, but also analyze, large numbers of proteins
with a reasonable degree of throughput. For some
years, the ‘‘classical’’ approach to proteomics used
two-dimensional electrophoresis (2-DE), coupled with
protein sequencing by Edman degradation chemistries
and simple mass spectrometry (MS), to facilitate
protein resolution (2-DE) and identification, respect-
ively. In more recent years, techniques such as chro-
matographic separation [particularly reversed-phase
HPLC (RP-HPLC) and ion exchange HPLC] and
affinity probing/baits, coupled with sophisticated

Fig. 2 Diagram illustrating the key proteomic technologies
and the direction of flow from one technology to the next.
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Fig. 1 Schematic diagram showing the relationships

between proteomics, genomics, and the generation of biologi-
cal knowledge.
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high-resolution mass spectrometry, have been used
with success to expand the scope and power of proteo-
mic research. Regardless of the particular technology
used, most proteomic studies can be divided into three
distinct steps, namely: preparation, separation, and
identification (Fig. 2).

Sample Preparation

One of the most crucial considerations in proteomic
analysis is sample preparation because this will ulti-
mately dictate the number and type of proteins that
can be processed. The first priority is to establish the
precise protein system to be studied [e.g., will this be
a comprehensive and exhaustive catalogue of every
expressed protein within a tissue or cellular extract,
or is only a small subset of a cellular proteome (e.g.,
only phosphoproteins or membrane-bound proteins)
sufficient for analysis?]. Whether a full or partial pro-
teome, or even a limited number of specific proteins
is required for analysis, it is crucial that the extraction
technique provide maximal protein recovery while
preserving the integrity of the protein complex to be
examined. Furthermore, the method of preparation
must be totally compatible with the separation
methods to be used. This is particularly important
for separation technologies that are reliant on pro-
tein–protein interactions or drug/ligand/antibody,
etc. interactions. Poor recovery of proteins is clearly

a disadvantage, especially in the analysis of low-
abundance proteins, whereas poor recovery of parti-
cular types of proteins (e.g., hydrophobic or basic
proteins) can skew the interpretation of an overall
protein expression profile. Furthermore, because the
proteome is a time-dependent entity, any extraction
procedure should be designed so as to preserve the pro-
tein profile at the time of protein complex formation.
Most proteomic analyses are performed on cellular
systems and, as such, require an initial lysis step to lib-
erate the contents for separation and analysis. Because
the disruption method used will very much depend not
only on the particular cell under investigation but also
on whether analysis of the full or partial proteome is
required, this aspect of proteomic analysis may require
a number of rounds of experimentation to develop an
optimal extraction protocol. Unfortunately, many of
the more interesting proteins expressed in a cell are
some of the least abundant and are often obscured
by a swamping excess of cytoskeletal/structural
proteins, heat-shock proteins, other chaperones, and
other much more abundant proteins. To overcome this
problem, there are a number of enrichment procedures
that can be used to concentrate low-abundance pro-
teins prior to analysis (Table 1). Of growing interest
to the proteomic community is the application of laser
dissection microscopy as a means of obtaining pure cell
populations.[4] This technology allows the selective
removal of visualized cells excised from tissue sections
for subsequent proteomic analysis.

Table 1 Different methods that can be employed for the enrichment of less abundant proteins in protein-containing
plasma/tissue extracts

Enrichment procedure Comments/issues

Prefractionation (preparative: IEF, SEC, RP-HPLC, etc.) Allows removal of highly abundant proteins that

impact on dynamic range; potential risk of
nonspecific loss of desired proteins

Affinity depletion Allows selective removal of highly abundant
proteins that impact on dynamic range;

potential risk of nonspecific loss of desired
proteins, often adhering to affinity-depleted
proteins (e.g., albumin)

Subcellular fractionation, sucrose density gradients Allows isolation of specific cellular organelles

for organelle proteome analysis; difficult
to obtain completely pure preparations

Selective biotinylation of proteins (e.g., phosphoproteins, etc.) Dependent on the specificity of labeling;
excellent purification of targeted proteins

Affinity enrichment Allows identification of proteins involved in

physiological interactions, novel target
identification, and drug target evaluation;
problems with false positives (nonspecific

binding)

Laser capture/dissection microscopy Excellent for obtaining pure populations
of cells of interest; low yields of protein
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Protein Separation and Quantitation

The majority of proteomic studies focusing on tissue
and cellular extracts have been performed using
2-DE for the separation of proteins, the so-called
‘‘classical proteomics.’’ One of the major strengths of
2-DE is its unparalleled resolving power, with a typical
gel able to resolve somewhere around 1000–2000
proteins.[3] Moreover, the expression pattern displayed
on a 2-D gel is amenable to quantitation, thereby
allowing the up-regulation or down-regulation, de
novo synthesis, or disappearance of a protein to be
determined. This technique is essentially a combination
of isoelectric focusing (IEF) and conventional sodium
dodecyl sulfate polyacrylamide gel electrophoresis
(SDS-PAGE), and separates mixtures of proteins, first,
by their overall charge or isoelectric point, and, second,
by their molecular weight (Fig. 3). Similarly, changes in
either the charge and/or molecular weight of proteins
can be readily observed on 2-DE gel as a physical
translocation from one region of the gel to another.
This is a particular strength when examining posttran-
slational processing changes such as phosphorylation,
occurring as a consequence of a particular treatment/
disease process. Quantitation of proteins stained in a
gel in the past has been reliant on simple scanning of
gel images followed by the crude quantitation of spot
staining intensity. With the development of sensitive
fluorescent dyes (with differing excitation and emission
wavelengths), together with massive improvements in
imaging technologies, particularly the development of
high-resolution software, differential 2-DE fluorescent
analysis, Fluorescence Difference Gel Electrophoresis
(DIGE), allows a quite exquisite and sensitive quanti-
tation of proteins separated by 2-DE. This technology

allows the mixing of two or even three samples, each
having its own selective fluorophor. The mixture is
then run on a single 2-DE gel and the images are
captured at different excitation and emission wave-
lengths. By overlapping the images, it is easy to visualize
protein differences between the samples. Furthermore,
this technology (DIGE; Fig. 4) overcomes the pro-
blems/inconsistencies of gel-to-gel variation.

Although highly resolutive, 2-DE has a number of
not insignificant inherent limitations. By analyzing
the codon bias of proteins (a method of predicting
the abundance of a protein in a cell) in a yeast extract,
Gygi et al.[5] showed that most spots typically seen in
whole cell ‘‘proteomes’’ are from highly abundant
proteins, cytoskeletal proteins, etc., whereas low-
abundance proteins such as signaling molecules,
kinases, transcription factors, etc. (often the most
interesting proteins) are poorly represented. Of course,
one way to overcome this limitation is to load more
samples onto a gel, although this can produce artifacts
such as streaking and smearing—often obscuring
important information. Moreover, detecting low-abun-
dance proteins with even the most sensitive detection
methods often requires very high loads (milligram
quantities) of total protein. Commercial isoelectric
focusing strips that have high resolving power over a
narrow pH range (‘‘zoom’’ gels) and have the added
advantage of accepting much higher protein loads than
broad pH range strips are now available; thus, to a cer-
tain degree, this problem can be overcome. However,
another limitation of 2-DE is the limited ‘‘window’’
over which proteins can be resolved. Proteins whose
molecular weights fall outside the resolving power of
SDS-PAGE (>�150 and <�10 kDa) and those that
are particularly hydrophobic are poorly represented
in 2-D profiles. Similarly, alkaline proteins are tra-
ditionally difficult to resolve on 2-D gels.

2-DE is, by no means, the only method used in pro-
teomic research; indeed, much effort has gone into
identifying alternate strategies for protein separation
given the obvious limitations of 2-DE. Examples of
other, largely column-based, chromatographic separ-
ation techniques used, either alone and/or in combi-
nation, include: ion exchange, size exclusion, and
reversed-phase chromatography. One interesting devel-
opment that has gained considerable momentum for
what is termed ‘‘shotgun’’ or ‘‘bottom-up’’ proteomics
is multidimensional protein identification technology
(MudPIT).[6,7] This technique uses the combined
resolving power of RP-HPLC and ion exchange, with
the separated peaks identified by tandem mass spec-
trometry. Briefly, a soluble protein mixture is digested
with trypsin and the resultant digest is subject to frac-
tionation on a cation exchanger; RP-HPLC is then
used to resolve the resultant peptide digest peaks. Each
peak is then subject to tandem mass spectrometry

Fig. 3 Diagram showing the two different protein separation
strategies involved in two-dimensional gel electrophoresis.
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on-line (details in ‘‘Protein Identification: Mass
Spectrometry’’) for precise protein identification. This
technology is also amenable to reasonably accurate
quantification using isotope-coded affinity tagging
(ICAT) technology.[8] This technique involves the
selective labeling of cysteine residues in a protein
with isotope-coded affinity tags. The reagent has three
constituent groups: first, a biotin group, which binds to
an avidin affinity support (purification); second, a linker,
which has the isotope tag; and third, a reactive group,
which links to the cysteine thiol group. Very simply,
one linker will have no deuterium and the second linker
will have eight deuteriums; thus the peptide digest frag-
ments can be run together (e.g., control vs. treated) and
the ratio between the peptides can be determined by
mass spectrometry, which will easily distinguish between
the two isotope tags; the resulting MS/MS spectrum
will allow identification of the peptide fragment.

Other separation tools include capillary IEF, capil-
lary zone electrophoresis, and affinity enrichment.
These alternate chromatographic and immunological
techniques have some advantages over 2-DE in that
the separated protein is in a soluble (and sometimes
nondenatured) state, allowing a higher yield and facil-
itating subsequent (in-line) biological assays, thereby
readily adding a ‘‘functional’’ component to the pro-
teomic study.

Protein beads, chips, and/or other affinity-based
supports represent an important emerging technology
for the separation of proteins from complex mixtures
and/or for the examination of specific protein–protein
interactions.[9] For example, protein chips consist of
arrays of small spots on a solid support (e.g., alumi-
num, glass, etc. plate), with each spot containing a
protein capture moiety or bait, either chemical

(e.g., hydrophobic/hydrophilic surface) or biochemical
(e.g., antibodies, receptors, domain fragments, and
peptides), designed to trap proteins of interest
(Fig. 5). Other supports such as magnetic beads and
derivatized solid supports, etc. can also be used to ‘‘fish
out’’ proteins of interest. Crude cellular extracts, or
partially purified protein fractions can be applied to
the solid support following which noninteracting
material is washed off, leaving only those proteins that
interact with the immobilized bait. Solid-phase sup-
ports have considerable potential for use in diagnostic
kits and high-throughput analyses. One disadvantage
of many protein supports is that due to conformational
changes and the nonphysiological environment
employed, the interactions formed between the bait
and target proteins may not necessarily reflect true
in vivo interactions.

Ultimately, the separation method used, as with
the extraction procedure, will depend largely on the
analysis required. Having resolved an extract into
its individual components, a detection procedure is
employed, and the selected proteins (of interest) are
then isolated and subjected to identification by mass
spectrometry.

Protein Identification: Mass Spectrometry

At the heart of any proteomics facility is high-quality
mass spectrometry. Prior to the advent of biological
MS in the early 1990s, analysis of spots from 2-DE
gels and/or HPLC/conventional chromatography
etc. relied on time-consuming and relatively insensitive
procedures such as amino acid analysis, immunological
detection, or sequencing via Edman degradation

Fig. 4 The principles of dif-
ferential fluorescent stainings

(DIGE) for in-gel protein
quantitation.
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chemistry. The development of methods for ‘‘soft ioni-
zation’’ for mass spectrometers allowed the handling
of large biomacromolecules, and subsequent develop-
ments facilitated the sensitive and rapid analysis of
large numbers of proteins. MS of peptides/proteins
is achieved by first ionizing the analytes, using
either one of two different methods, then detecting
and determining the ion mass (Fig. 6). A matrix-
assisted laser desorption ionization (MALDI) ion
source uses a high-energy laser to ionize peptides or
small proteins from a solid sample, whereas an electro-
spray ion source operates by generating ions from
a charged nebula of aqueous sample (e.g., HPLC
Eluate).

MALDI time-of-flight (TOF) instruments measure
the precise molecular mass of the peptide analyte by
reference to its time of flight to a detector at the end
of an extended flight tube, whereas electrospray instru-
ments employ multiple quadrupole electromagnetic
mass filters. Both types of instruments are able to
produce limited sequence information (minimally
approximately five to six residues, often much more)
by analyzing protein degradation products. MALDI-
TOF can be used to glean sequence information by
making use of the phenomenon of postsource decay
(PSD), whereby a small population of proteins is
sequentially fragmented into constituent amino acid
residues from which N-terminal sequence can be
inferred. However, collision-induced decay (CID) is
used in a similar fashion on electrospray instruments

fitted with tandem quadrupole filters. A stream of
gas is introduced between the two quadrupoles to
collide with analytes and induce fragmentation; the
masses of the fragments are then analyzed in the
second quadrupole (CID) and sequence is inferred in
a similar fashion as for PSD.

The strength of MS in proteomic research becomes
apparent when a protein to be studied is first digested
by using one or more proteolytic enzymes that
can cleave proteins at specific residues, producing
a characteristic and unique fingerprint of tens to

Fig. 5 The principles behind the affinity capture of proteins for the identification of protein-binding partners (biomarker

discovery/new biology) and drug targets, and for drug target evaluation.
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Fig. 6 Flow diagram outlining the basic principles involved
in the mass spectrometric analysis of proteins and peptides.
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hundreds of constituent peptides. A MALDI-TOF–
MS can then be used to rapidly analyze these peptides
to produce a peptide mass fingerprint (PMF). The
PMF for a protein is essentially specific for that pro-
tein and is used as a search query against a database
of PMF-like entries generated as theoretical digests
of protein sequences. Limited sequence information
for several peptides from a protein digest can be used
in conjunction with PMF data to increase the likeli-
hood of finding a matching protein during database
searching.

Sensitivity and accuracy are two of the most impor-
tant aspects of MS as it applies to proteomics; the
more sensitive is the MS employed, the less likely one
would need to include an enrichment procedure prior
to separating proteins. Recent advances in biological
mass spectrometry have considerable utility in this
aspect of proteomic research. Among the new gener-
ation of mass spectrometers are the QTOF instru-
ments, which combine the advantages of both
MALDI-TOF and electrospray platforms, where ions
from a front–end multiple quadrupole ion source are
fed into a TOF reflectron flight tube. These instru-
ments offer greater resolution and sensitivity over con-
ventional triple quadrupole instruments, thus allowing
both improved sensitivity and greater sequencing
capacity in a single instrument. Adding the capacity
to hold ions in an electromagnetic ‘‘ion trap’’ means
that mass spectrometers with this added capability
offer even greater sensitivity and enhanced resolution
and capacity. The minimum accuracy that one might
expect from either a MALDI-TOF and/or electro-
spray mass spectrometer is a single mass unit (i.e.,
the ability to distinguish peptide masses that differ by
a single hydrogen atom). The more accurate an instru-
ment is, then the better are one’s chances of obtaining
reliable identification with PMF database matching.
Finally, TOF–TOF hybrid mass spectrometers are
proving enormous value in ultra high-throughput
proteomics. Although lacking in absolute sequencing
sensitivity, these instruments can scan through and
identify extremely large numbers of peptide fragments
in one very rapid analysis.

One of the largest bottlenecks in proteomic research
is the separation stage, especially if a 2-DE component
is employed. One way to overcome this problem is
to combine the separation and identification stages,
such as is the case with Ciphergen’s (Fremont, CA,
USA) surface-enhanced laser desorption ionization
(SELDI) technology. This approach uses a protein
chip containing entrapped proteins (see ‘‘Protein Sep-
aration and Quantitation’’) as the sample stage for
direct MALDI analysis. By eliminating an otherwise
lengthy separation step, SELDI and similar technolo-
gies have the potential to provide extremely high
throughput to routine proteomic analyses.

PHARMACEUTICAL APPLICATIONS
OF PROTEOMICS

The significance of proteomics in the pharmaceutical
and biotechnology industries is as follows:

� Proteins are the commercial endpoints of most
esearch works in the biological/biomedical sciences.

� Proteins carry out nearly all controlled biological
functions.

� Protein–protein interactions control most cellular
processes.

� Most diseases are treated at the protein level.
� Proteins are extremely valuable products for the

pharmaceutical, food, environmental, and related
biotechnological industries.

� Proteomics represents the key to understanding
nonlinear biological processes.

Proteomics should not be viewed simply as a method-
ical cataloguing of any and all proteins expressed by a
given cell/tissue/extract, etc. at a given time. Instead,
proteomics represents a means by which proteins of
interest can be analyzed en masse and specifically in
the context of whatever cellular processes were active
(or not) at the time of preparation. However, this is,
by no means, the end of the proteomic pathway. For
example, simply looking for changes in protein
expression between normal and disease states does
not allow one to know whether the changes observed
were the cause of the disease or simply the result.
Instead, proteomics provides the starting point for
the emerging field of ‘‘functional proteomics,’’ where
changes observed in a particular system are linked to
functional consequences of change, thus building a
comprehensive global picture of cellular function
and interactivity of proteins within it. Proteomics is
generating considerable interest and investment in the
pharmaceutical and biotechnology industries for its
potential for identifying not only drug targets for the
development of lead compounds but also disease bio-
markers, as well as for developing diagnostic tools.
The identification of a particular disease can be facili-
tated by detecting and/or quantitating one or more
proteins (or by-products) specific to that disease,
referred to as biomarkers.

For the purposes of this particular chapter, there
will be specific focus on areas where proteomics is
starting to generate valuable information for biomole-
cular pharmacologists. This includes the following:

� Proteomic screening, biomarker discovery, and
diagnostics (discovery of molecular markers
for diagnosis and monitoring disease; molecular
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dissection of genetic or pharmacological pertur-
bation subtype individuals to predict response to
therapy)

� Drug target identification and validation by proteo-
mics (discovery of novel, biologically active mole-
cules and validation of drug targets)

� Pharmacokinetic proteomics (ADME analysis, for-
mulation, stability studies, and pharmacokinetics).

Classically, proteomics has been applied to
examine gross changes in the cellular expression of
proteins as a consequence of a disease process and/
or a particular drug treatment and/or protein
expression differences in experimental animal models.
This approach has indeed yielded a lot of very valuable
information and has certainly provided valuable
insights into the proteins involved. For example, the
field of neuroscience is particularly well suited to
analysis with proteomic techniques, given the com-
plexity of neuronal signaling and the diversity of
cellular responses. An area where there has been a
particular focus is neurological disorders such as
schizophrenia and Alzheimer’s disease—just two of
the many representative areas of neuroscience research.
The potential for these techniques to help unravel
the underlying pathology of complex neurological
and neuropsychiatric conditions is considerable
(reviewed in Ref.[10]). The careful cataloguing of
postmortem tissues and appropriate storage in tissue
banks have allowed the systematic analysis of protein
expression changes as a consequence of a particular
disease process and, when matched to gene array data,
provide even further insights into the disease process.
Similar approaches have been used in screening
changes in various cancers[11,12] and cardiovascular
diseases.[13] However, all these studies have limitations
and, as mentioned earlier, the challenge is always
to delineate the differences in protein expression
between cause and effect. The development of more
sophisticated technologies, robotics, and improved
bioinformatics has allowed researchers to take a far
more targeted approach, and the areas of functional
and focused proteomics are both creating a greater
impact and are providing far more useful information,
especially in the pharmaceutical sciences.

PROTEOMIC SCREENING, BIOMARKER
DISCOVERY, AND DIAGNOSTICS

Perhaps the area in proteomics that is generating most
excitement at the moment is applications focusing on
biomarker discovery. The development of protein
chips, high-throughput mass spectrometry, and sensi-
tive quantitation (ICAT, DIGE, etc.) has provided a

very potent series of enabling technologies for biomar-
ker discovery. Very simply, a tissue extract, blood sam-
ple, urine, cerebrospinal fluid (CSF), or any other fluid
can be passed over a chip, or subject to other chro-
matography-based capture device (single-dimension
HPLC, MudPIT, Affinity, 2-DE, etc.). The retained
and/or separated peptides/proteins are then both
quantified and identified by either single or tandem
mass spectrometry. Any protein or peptide differences
manifest as a consequence of a particular disease, then
that particular protein has the potential to be a bio-
marker or used for diagnostics (reviewed in Ref.[14]).
One of the pioneering technologies in this area and
one that has generated much interest and discussion
is SELDI-based screening. This technology was
developed by Ciphergen and has been successful along
with other chip-based technologies for biomarker
screening.[15] The concept is simple in that a chip that
has been coated with either a specific affinity tag or
other chromatographic support is exposed to a defined
tissue extract or biological fluid of interest. After wash-
ing, the chip is then fed directly into a purpose-built
mass spectrometer. The mass spectrometer then calcu-
lates and defines the mass of every adhering compo-
nent and plots the masses in a format similar to a
gel. Then by comparing the mass profiles of samples
taken from control/healthy/nondrug-treated patients
with samples taken from treated/sick patients, it is
possible to rapidly identify any protein changes. These
proteins can be subsequently identified by MS/MS
technologies. This technique has provided leads in
the quest for valid biomarkers, particularly in the
cancer area where early diagnosis is crucial to some
of the cancers including liver,[16] pancreas,[17] lung,[18]

etc. Of course, the technology is not restricted to
oncology, but has also been applied in other areas such
as urology,[19] renal diseases,[20] diabetes,[21] etc.

Of course, SELDI technology is only one of the
many technologies that can be used for biomarker
screening. Other companies have introduced compet-
ing technologies (e.g., Clin Prot; Bruker Daltonics,
Bremen, Germany) and, of course, there are other chip
technologies (e.g., hydrogel; PE, Boston, MA, USA)
that can also be applied. Most proteomic technologies
can be adapted to biomarker screening. Many of the
markers identified are clearly surrogate and often are
very much the consequence of the disease rather than
having any causal component. For example, protein
fragments that occur in cancer patient screens could
come from highly abundant proteins that are being
degraded as a consequence of protease up-regulation,
specifically in the case of various cancers, by matrix
metalloproteases.[22] These high-throughput screening
technologies are not limited to simply biomarker
discovery, but can be used to predict responses to thera-
pies and to monitor the consequences of drug therapies.
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Recently, improved analytical and bioinformatics
tools have driven attention on pattern recognition
approaches rather than single-marker tests for prog-
nostic forecasting. It is expected that predicting meta-
stasization based on tumoral protein patterns will soon
be a reality. However, currently available technologies
either limit the number of proteins that can be ana-
lyzed simultaneously, or they are expensive, difficult,
and time-consuming. Moreover, the tools adapted for
expression proteomics might not be the same as those
for prognostic studies that require investigation of
protein function over time (reviewed in Ref.[23]).

DRUG TARGET IDENTIFICATION AND
VALIDATION BY PROTEOMICS

One of the areas where proteomics has made the
biggest impact in the pharmaceutical/biotechnology
industries is in drug target identification and vali-
dation. One of the many challenges the pharmaceutical
industry faces is the specificity of candidate drugs and
the precise nature of molecular targets being affected.
Functional proteomics provides a very useful approach
to examining drug specificity and drug target identifi-
cation.[24,25] The most common approach and one that
has been very successful is where a drug, or indeed a
molecular library of candidate drugs, is tethered to a
solid support or chip (Fig. 5). An appropriate extract
from cells (untreated and/or stimulated), tissue
extracts/fluids taken from control or treated animals,
diseased or normal biopsies or postmortem tissue
extracts, etc. is then washed over the chip/solid sup-
port and any interacting proteins or peptides will then
adhere to the drug bait. The complex can then be
washed (with varying degrees of stringency to make a
crude assessment of binding affinity) and then the
adhering proteins can be eluted. The eluate, often only
containing a few proteins, can then be submitted to
proteomic analysis and all the binding partners ident-
ified. This technique can also be applied to identify
both protein complexes and the mechanism by which
these complexes are formed, by simply attaching spe-
cific proteins of interest to the solid support and then
any drug that can either perturb or prevent complex
formation can be analyzed following separation and
mass spectrometric identification. Other strategies to
identify potential targets involve the covalent cross-
linking of a drug to its protein target; the covalent
complex can then be isolated and the binding pro-
tein(s) can be identified following enzyme digestion
and mass spectrometric identification.[26]

One of the biggest issues currently facing both the
biotechnology and pharmaceutical industries is drug
target validation. Proteomics has been very success-
fully applied to the validation of specific drug targets.[25]

Applying these techniques, of course, requires knowl-
edge of the potential targets and, in particular, the
biological pathway to be perturbed or enhanced, specifi-
cally knowledge of the precise proteins involved. A
broad-based approach is to simply look at gross
protein changes as a consequence of a specific drug
treatment, and then focus on expression differences for
specific proteins involved (e.g., a signaling cascade
and/or transcriptional or secretory event linked to a
receptor drug target). Thus the downside of such an
approach is that, very often, the proteins of interest are
of low abundance and are masked by high-abundance
(structural, chaperone, or other) proteins present in the
particular extract; this is a particular problem when
looking at plasma/serum where over 95% of the total
protein comprises only four or five protein types—thus
the linear and dynamic range for protein detection is
much reduced. A far more attractive approach is to
use proteomics to evaluate specific protein–protein inter-
actions and the effect a particular drug might have on
this interaction, and/or to examine the consequence of
a particular drug treatment on an array of representative
proteins that have been selectively isolated from the
tissue/plasma milieu.[27] Of course, in this context,
proteomics embraces specific enabling technologies
such as yeast two hybrid and fluorescent quenching
technologies such as BRET, FRET, etc. to examine
particular protein–protein or protein–drug interacting
pathways.[28]

PHARMACOKINETIC PROTEOMICS

With massive advances in mass spectrometry over the
last 5 years, both in terms of sensitivity and through-
put, more and more applications have been identified
and developed for the analysis of proteins and peptides
in biological matrices with the result that some of the
more traditional methods are being slowly discarded.
One area—although perhaps still very much in its
infancy—is the application of proteomics for fine in
vivo pharmacokinetic analysis of proteins and pep-
tides. Mass spectrometry has been very much the tool
of choice for the analysis of pharmacokinetic profiles
for nonproteinaceous drugs and other small-molecule
blood-borne constituents;[29] however, with the advent
of more discriminating and sensitive technologies,
specifically sophisticated ‘‘ion trap’’-based mass spec-
trometry, it is now possible to measure and monitor
specific peptides and proteins accurately in complex
biological matrices including blood.[30] However, there
are still issues to overcome given the speed and
throughput allowed by these technologies; it could be
argued that some of the more classical technologies
[enzyme-linked immunosorbent assay (ELISA), radio-
immunoassays, etc.] will be replaced by high-sensitivity
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mass spectrometry-based techniques for the pharmaco-
kinetic analysis of protein-based and peptide-based
therapeutics. Certainly, in vitro proteomics has been
used extensively to monitor peptide and protein sta-
bility in complex biological matrices such as plasma[31]

and other fluids and tissue extracts,[32] where the pep-
tide of interest is incubated with the biological extract,
aliquots are removed at predefined time points, and the
integrity of the protein/peptide is assessed by HPLC
and mass spectrometry (reviewed in Ref.[33]). Indeed,
for the design and analysis of stable peptide analogues,
proteomic-based approaches are now the method of
choice to monitor protein and peptide stability and
availability. The major advantage a mass spectrometric
approach offers over some of the more traditional, lar-
gely immunologically based technologies is that mass
spectrometry gives an absolute identification of the
protein and/or peptide, whereas an immunological
technique only measure the epitope(s); thus by using
mass spectrometry, any changes to the core structure
of the protein or peptide are immediately apparent.
Furthermore, monitoring structural changes provides
a valuable insight into metabolic pathways, and, of
course, with peptides and proteins, it is important to
bear in mind that subtly modified forms may still
retain biological activity. Finally, mass spectrometric/
proteomic approaches have aided enormously in the
area of peptide and protein formulation, where it is
easy to rapidly monitor the structural integrity of a
protein under a variety of different storage conditions,
diluents, etc.

CONCLUSIONS

In summary, proteomics is a series of sophisticated
enabling technologies, which allows, for the first time,
proteins (and their interacting partners) and/or
protein systems to be analyzed on a scale previously
only seen in the genomic arena. However, proteomics
should not be thought of as supplanting genomics;
rather, the two should be seen as complementary dis-
ciplines/approaches. Proteomics provides a potential
means by which the vast information obtained from
ventures such as the Human Genome Project can be
annotated, better understood, and applied to the pre-
vention and cure of diseases. In the field of molecular
pharmacology, proteomics, although in its relative
infancy, is starting to have an impact. There are exam-
ples in the literature where proteomics is being used to
monitor disease progression, identify novel drug
targets, validate existing targets, and identify and char-
acterize novel disease biomarkers, and, finally, proteo-
mics is starting to establish a role in the analysis of fine
pharmacokinetics. It must be remembered that this is
an emerging field and that the technology is now only

starting to move from the development phase into real
applications. Clearly, the technologies will continue to
be improved and refined; thus the role of proteomics in
the pharmacological sciences will become increasingly
important as we move toward a greater understanding
of integrated biological systems using the information
gained from the various proteomic genomic and other
molecular technologies.
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Pyrogens and Endotoxin Detection

James F. Cooper
Charles River Endosafe, Charleston, South Carolina, U.S.A.

INTRODUCTION

A pyrogen is defined as a fever-producing agent. Pyro-
gens are substances that cause febrile reactions when
sufficient amounts enter the circulatory system. Bac-
terial endotoxin is the most significant pyrogen because
of its potency and ubiquity. The Bacterial Endotoxins
Test has generally replaced the rabbit pyrogen test in
the pharmaceutical applications.

Early Research Efforts Involving Intravenous
Therapy and Pyrogens

Our awareness of pyrogens began with the advent of
intravenous therapy by Sir Christopher Wren in
1656.[1a,1b] During the development of experimental
medicine in the late 18th and early 19th century, many
documented reports describe intravenous infusion
therapy to humans that were frequently accompanied
by febrile episodes. The mechanism of fever induction
by infusion therapy was unknown. Since septic fever or
wound fever occurred frequently when tissue from
open wounds or surgical sites decomposed, physicians
speculated that pyrogens might be formed in these
tissues from processes such as fermentation or putre-
faction. After Louis Pasteur (1822–1895) discovered
that bacteria were the infectious agents that caused
fermentation, there was additional thought that pyrogens
were associated with bacteria. However, it was unclear
whether the pyrogens were produced by bacteria or
were inherently a part of bacteria. The history relevant
to bacterial pyrogens in medicine has been reviewed
elsewhere.[2–4]

Pyrogen research beginning more than a century
ago concentrated on the chemical, physiological, and
pharmacological nature of bacterial pyrogens. In
1894, Centanni extracted pyrogenic substances from
a large variety of bacteria, including Escherichia coli
and typhoid.[5] He also showed that these bacterial
pyrogens were not proteins and that they were heat
stable. Hort and Penfold’s studies, published in 1912,
provided the best understanding of the nature of injec-
tion fevers to that date.[6–8] They used rabbits to stan-
dardize an assay for fever. By utilizing their fever assay
and the staining procedure of Gram, they demon-
strated that the pyrogenic bacteria were predominately
gram-negative, whereas the non-pyrogenic types were

gram-positive. They were usually able to correlate the
pyrogenic activity of the distilled water used in their
studies with its bacterial count and showed that dead
Gram-negative bacteria (GNB) were also capable of
inducing pyrogenicity. They concluded that the cause
of all injection fevers was a filterable, heat-stable bac-
terial substance.

The classic investigations of Seibert during 1923–1925
established conclusively that injection fevers were caused
by heat-stable, filterable components of GNB.[4,9–11]

Shealso successfully developed a process to consistently
produce infusion fluids that could pass rabbit pyrogen
assays.

Advent of Large Volume Parenteral
(LVP) Solutions

Seibert’s methods for producing non-pyrogenic intra-
venous (IV) fluids enabled hospital pharmacies to pro-
duce solutions that were safe for patient therapy.[10,11]

Her manufacturing methods also launched the com-
mercial LVP solutions industry in the decade preceding
World War II. Production of today’s commercial LVP
solutions relies on the availability of large volumes of
non-pyrogenic water, known as Water for Injection
(WFI), which is typically generated by distillation.
Raw material ingredients are screened for the absence
of pyrogen and added to WFI. After non-pyrogenic
ingredients are verified, they are mixed with the WFI
in depyrogenated tanks and dispensed through filling
equipment into depyrogenated containers. These filled
containers are immediately autoclaved to sterilize the
solution and prevent the growth of any GNB, pyro-
gen-producing organisms that might be present in the
mixture.

NATURE OF PYROGENS

The term ‘‘pyrogen’’ is frequently used to describe the
pyrogen most significant to the pharmaceutical indus-
try, GNB endotoxin. Since pyrogen is a general term
for any substance that causes fever after IV administra-
tion or inhalation, it is important to differentiate non-
microbial and microbial pyrogens. Non-microbial
pyrogens include pharmacological agents like bleo-
mycin, colchicine, and polynucleotide poly-I : C.
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For sensitized hosts, there can beantigens of human
blood products, such as human serum albumin, peni-
cillin drugs, or other therapeutic agents.[12,13]

Microbial pyrogens are by far the most significant
problem for pharmaceutical manufacturers. Bacteria
(killed and live), fungi, plasmodia (malarial parasites),
and viruses (live) can all act as pyrogens. Additionally,
bacterial products, including streptococcal exotoxins,
staphylococcal enterotoxin and bacterial endotoxin
lipopolysaccharide (LPS), as well as fungal products,
can also act as pyrogens.[13] Because the LPS compo-
nent in the endotoxin is toxic in very small quantities,
GNB endotoxin is the microbial pyrogen most signi-
ficant for pharmaceutical producers, as mentioned
above. The amount of USP Reference Standard Endo-
toxin needed to initiate pyrogenicity in humans and
rabbits is about 1 ng/kg.[14] Whole cells induce
pyrogenicity when large numbers are phagocytized
by the macrophages they encounter as they enter
the bloodstream. Therefore, although it requires the
administration of at least 10,000 organisms/kg of the
most pyrogenic GNB bacteria to cause a pyrogenic
reaction inrabbits,[15] the number of gram-positive or
fungal organisms required to induce the same effect
is orders of magnitude higher, 10–108/kg.[12,16,17]

Mechanism of Fever Induction

Endotoxin pyrogen induces fever by an indirect pro-
cess. On entry into the circulatory system, endotoxin
is bound to LPS-binding protein (LPB) that transports
it to receptor cells in the reticuloendothelial system.
The main target cells are circulating mononuclear cells,
which produce proinflammatory cytokines such as
interleukin-1 (IL-1), interleukin-6 (IL-6), and tumor
necrosis factor-a (TNFa).[18,19] These cytokines are
involved in acute and chronic inflammation, induce
fever, and modulate the host’s response to bacterial
infection.[20]

Bacterial Endotoxin Pyrogen

Bacterial endotoxin is a high molecular weight com-
plex that constitutes an integral component of the
outer cell wall membrane of GNB. These bacteria con-
stantly shed endotoxin into the environment as they
grow and multiply, as well as when they die and disin-
tegrate.[21] Consequently, bacterial endotoxin can
either exist in a cell-associated state or in a free state.
Endotoxin that remains cell-associated can be removed
from a solution by microporous sterilizing filters, but
endotoxin in a free state easily passes through most
sterilizing filters. Since bacterial endotoxin is heat
stable, it is not fully destroyed by a routine autoclave
process. Endotoxin is ubiquitous and can be found

wherever GNBs exist. Endotoxin is found in the soil,
in food, in ground waters, and on any surface touched
by these substances. Since the vast majority of bacteria
that grow and multiply in water systems are gram-
negative, bacterial endotoxin is a normal constituent
of ordinary water. For this reason, it is a common
contaminant in laboratories and in wet manufacturing
areas, including laboratory glassware, research equip-
ment, and water baths. It can contaminate sampling
equipment, storage containers, and any reusable mate-
rials that retain moisture.

Chemical Nature and Structure of Endotoxins

Naturally occurring bacterial endotoxins contain the
lipid, carbohydrate, and protein makeup of the outer
cell membrane of GNB (Fig. 1). However, most of
the commercial endotoxin preparations have been
purified by various extraction procedures and are
generally free of nucleic acids, proteins, phospholipids,
and other bacterial cell components.[21] The primary
chemical configuration that remains after purification
is apolysaccharide structure that is covalently bound
to a lipid component called Lipid A. Based on its
chemical nature, which is common to various bacterial
families, this substance is referred to as lipopolysaccha-
ride (LPS). Although the terms endotoxin and LPS
are often used interchangeably, most reference ‘‘endo-
toxin’’ standards are purified preparations that are
more correctly described as LPS.

The Lipid A component of LPS is embedded in the
outer membrane of the bacterial cell, whereas the poly-
saccharide protrudes into the environment.[21] The
polysaccharide component is composed of two parts,
the core oligosaccharide that is connected to Lipid A
and a longer oligosaccharide O-specific chain that is
attached to the core (Fig. 2). The O-specific chain is
the most variable component of the complex. It consists

Fig. 1 Cell membrane of a gram-negative bacteria, including
the lipopolysaccharide, protein, and phospholipid of the
outer membrane (O-specific ¼ oligosaccharide-specific).
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of 20–40 repeating units that include up to eight
sugars, and it is responsible for the specific immune
reaction that each type of GNB is able to evoke in a
host. The core oligosaccharide is much less variable
than the O-specific chain, and its influence on the host
is less profound, although it can trigger antibody
production in response to mutant endotoxins that lack
an O-specific chain. The core is divided into the inner
core that attaches to Lipid A and the outer core that
links up to the O-specific chain. The inner core is the
more interesting of the two segments because it bears
two unusual sugars, a seven-carbon heptose and
3-deoxy-D-manno-2-octulosonic acid KDO. KDO
links the polysaccharide core to Lipid A and is found
in all endotoxins, but it occurs nowhere else in nature,
except in certain plants and algae.[22]

Lipid A is the least variable component of LPS.
It consists of a disaccharide of glucosamine, which is
highly substituted with amide-linked and ester-linked
long-chain fatty acids, each with a backbone of about
14 carbon atoms.[21] Lipid A is responsible for the vast
majority of both the harmful and the beneficial bio-
logical activities that have been attributed to endo-
toxin. A partial list of these activities is shown in Fig. 2.

Biological Properties of Endotoxins

Bacterial endotoxins have fascinated investigators for
years, in part because of their extensive and diverse
biological properties and activities. Endotoxins are
potent substances, which elicit a broad spectrum of
the harmful physiologic responses that are produced
in hosts by pathogenic GNB.[21] At the extreme, they
can produce profound alterations in organ function,
such as hypotension and disseminated intravascular
coagulation, which can lead to severe morbidity or
death. On the other hand, endotoxins are also active
stimulators of the mammalian defense system, which
can enhance the body’s capacity to cope with
both microbial infections and malignant tumors.

This dichotomy of biological activity continues to
intrigue research scientists who are attempting to mod-
ify the Lipid A component of endotoxin in such a way
that its toxic effects can be reduced or eliminated while
its beneficial effects are retained.[23]

Fever

Fever is one of the dramatic biological effects pro-
duced byendotoxin and one of the easiest to measure.
For this reason, it is one of the most studied and best
understood of the many physiological activities that are
initiated by endotoxin. The current understanding of
the pathogenesis of fever is shown in Fig. 3.[21] When
exogenous pyrogens enter the blood stream, they are
removed from circulation by phagocytosis. The host’s
phagocytic cells (primarily peripheral monocytes) are
thereby stimulated to synthesize a family of cytokines,
or endogenous pyrogens, that are released into
the circulation. These endogenous pyrogens travel to
the hypothalamus, the thermoregulatory center of the
body, via arterial blood supply. There the endogenous
pyrogens induce various cells to increase the level of
arachidonic acid metabolites (primarily the cyclo-
oxygenase-derived prostaglandins, prostacyclins, and
thromboxanes). There is considerable evidence that
prostaglandin E2 (PGE2) is the major arachidonic acid
metabolite associated with increasing the hypothala-
mic thermostat to febrile levels. During fever, levels
of PGE2 are elevated in the cerebral spinal fluid; the
ability of aspirin and other antipyretics to reduce fever
is directly related to their ability to block brain
cyclooxygenase. The new thermostatic setting signals
the nerves that stimulate peripheral blood vessels to
constrict those vessels and conserve body heat. This
causes the body to chill, and the discomfort that results
stimulates other physiologic mechanisms within the
body to generate more heat in order to return the

Fig. 2 The major components of lipopolysaccharide (LPS).

Fig. 3 The sequential events that produce fever in humans
and animals.
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body to a homeostatic condition. The end result is
fever.[18,24]

The systemic response to threshold pyrogenic doses
of endotoxin in humans is described in studies that
were conducted by the National Institutes of Health.
The USP Reference Standard Endotoxin (RSE),
Escherichia coli 0113 : H10 : K0, was injected into
healthy volunteers at dosages ranging from 2 to 4 ng/
kg.[25] About 1 h after administration, a monophasic
rise in temperature was observed, accompanied by
chills and rigors. The chills lasted for 15 to 30 min
and were followed by varying degrees of myalgias,
arthralgias, headache, and nausea over the next 2 h.
During this period, the subjects appeared sallow and
exhibited general malaise. The peak core temperature
(38.5–40�C) occurred at 3 h, followed by defervescence
and symptomatic improvement over the next 3–5 h.

Septic shock

As mentioned earlier, bacterial endotoxin is a concern
to the pharmaceutical industry because of its ability
to induce pyrogenic reactions at intravenous dosages as
low as 1 ng/kg. In higher dosages, endotoxin can be
lethal. In one report, a self-administered intravenous

dose of 1 mg of Salmonella minnesota endotoxin
initiated the full clinical manifestations of septic-shock
syndrome in a middle-aged laboratory worker.[26] Septic-
shock syndrome includes a high-cardiac-output form of
hypotension, disseminated intravascular coagulation,
abnormalities of hepatic and renal function, and non-
cardiogenic pulmonary edema. This patient was diag-
nosed and treated promptly and survived the episode.

Beneficial biological effects of endotoxins

Tumor reduction was attributed to endotoxin.[27]

Other beneficial effects of endotoxins on the host
defense system include enhanced immune protection,
protection from lethal irradiation, enhanced non-
specific resistance to infection, and resistance to toxic
doses of endotoxin (tolerance). A hypothesis has been
proposed[28] to explain the seemingly contradictory
findings of the toxic vs. beneficial effects of endotoxins.
It suggests that they are the primary signals that ani-
mals use to detect potentially harmful GNB and that
the host defense system employs many of the body’s
defenses to both detect and to react against the threat
of bacterial infection. This hypothesis also proposes
that the body possesses feedback mechanisms that, in
most cases, attempt to match the bacterial endotoxin
threat with an appropriate response. Thus, the inten-
sity of the responses to endotoxins has evolved to max-
imize protection while minimizing the biological cost
and self-damaging effects to the host. In general, the
benefits of these responses far outweigh the risks, and
when harmful events do occur, they are examples of
inappropriate activity of overly protective systems.[28]

Physical Properties of Endotoxins

It is important to be aware of the various physical
properties of endotoxins in order to understand why
they change their behavior when placed into different
environments. An understanding of these physical
properties isalso essential for designing effective pro-
cesses for depyrogenation.

Heat stability

It has long been known that endotoxins are thermo-
stable in the presence of moist heat and that they are
not appreciably destroyed by routine autoclaving
processes. Early research showed that boiling was not
completely effective.[9] However, endotoxins can be
destroyed by dry heat at temperatures above 180�C.
In fact, dry heat is the method of choice for depyro-
genating heat-resistant materials, such as glass and
equipment.

Fig. 4 Horseshoe crabs are placed in a restraining rack and
passively bled for a few minutes. They are promptly returned

to the sea unharmed. Amebocyte blood cells are concen-
trated, washed, and lysed to produce LAL reagent. (Photo
provided by J. Cooper, Endosafe, Charleston, SC.)
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Size

The size of endotoxin is dependent on its aggregation
state, which, in turn, is dependent on its surrounding
environment. In an aqueous environment, LPS is
arranged in a bilayer. Its hydrophilic Lipid A compo-
nents are clustered in the center of the bilayer, whereas
its hydrophilic components are exposed to the sur-
rounding solution. Bacterial LPS is stabilized by
divalent cations, and in the presence of magnesium
and calcium, it forms bilayer sheets and vesicles with
a diameter of about 100 nm.[21] However, if the
divalent cations are removed from the environment,
the bilayer breaks down into micellular forms that
are 20–70 nm long and about 3–7 nm thick. Inthe pres-
ence of detergents, these micelles can be even further
broken down into subunits of 0.8–1.2 nm in diameter
and 10–60 nm in length.

The tendency for endotoxin to aggregate into larger
and larger entities in an aqueous environment is due to
the attraction that the hydrophobic groups of the LPS
molecules have for one another. Aggregated endotoxin
vesicles of 0.1mm in diameter have been visualized by
using electron microscopes. Even in its largest aggre-
gation state, endotoxin passes through 0.22mm steriliz-
ing filters. Conventional reverse-osmosis membranes
that are nominally rated at pore sizes on the order of
1.0 nm are able to remove endotoxin from water.[29]

This process also removes any salts that may be present.

Molecular weight

In a typical aqueous environment that contains small
amounts of divalent cations, endotoxin has a molecu-
lar weight of about 106 Da (21). If divalent cations
are removed from the aqueous environment by chela-
tors, the endotoxin bilayers break down into micelles
of 300,000 to 1,000,000 molecular weight. When these
micelles are further broken down in the presence of
surface-active agents, their molecular weight drops
again to about 10,000–20,000. However, these steps
are completely reversible; if the detergents are dialyzed
out, and divalent cations are added back to the endo-
toxin, the micelles and then the membranous structures
reassemble themselves.[30]

As the salt concentrations in water increase, endo-
toxin forms larger and larger molecular weight aggre-
gates. The aggregation state of endotoxin affects both
its solubility and biological reactivity. As the molecular
weight of endotoxin increases, its solubility in water
decreases. Additionally, as the molecular weight of
endotoxin increases, toxicity in rats, rate of clearance
from blood, interaction with complement, and affinity
for cells also increase. However, endotoxin lethality in
mice decreases as its molecular weight increases, as
does its pyrogenicity in rabbits.[31]

Electrostatic properties

At pH levels above 2, endotoxin aggregates are nega-
tively charged and behave as anions.[21] This property
accounts for the attraction that endotoxin aggregates
have for divalent cations in solutions. It is also the
characteristic that provides the mechanism of action for
endotoxin removal by cationically charged adsorbents.

PYROGEN TESTING

The development of the large volume parenteral (LVP)
drug industry prompted the need for pyrogen testing to
assure their safety. Pyrogen contamination is a greater
problem for manufacturers of LVPs than it is for
producers of small volume injectables because the
initiation of patient fevers by parenteral solutions is
dose dependent rather than concentration dependent.
In other words, the onset and extent of injection fever
depends on the total amount of pyrogen delivered to a
patient and not on the concentration of pyrogen per
milliliter of drug. Therefore, an LVP must meet a more
stringentstandard for non-pyrogenicity than lesser
volume drugs.

The heavy demand for LVP drug therapy prior to
and during World War II and the need to ensure that
commercial infusion fluids were free from pyrogens
caused the United States Pharmacopeia (USP) to
undertake the development of a compendial test for
pyrogens.[32] In 1941, the Committee of Revision of
the USP authorized Subcommittee 3 on Biological
Assays to begin the first USP collaborative study of
pyrogen. Using Pseudomonas aeruginosa filtrates,
prepared by the Division of Bacteriology of the
FDA, the collaborative study was undertaken by the
FDA, the NIH, and 14 pharmaceutical manufac-
turers.[33,34] The study utilized the rabbit pyrogen test
used earlier by Hort and Penfold and Seibert and her
co-workers.[7–9] Large numbers of rabbits were chal-
lenged with both pyrogenic material and physiologic
saline solution. The results of the study, which were
published in 1943, led to the inclusion of the first
compendial pyrogen test in the 12th edition of the
USP in 1942. Although refinements have been added
from time to time, the USP rabbit pyrogen test remains
relatively unchanged from the original format.

Basically, the pyrogen test involves measuring the
rectal temperature of rabbits, both prior to and after
the intravenous injection of a test solution in the ear
veins. If the animals exhibit febrile responses that
exceed established limits, the test solution is judged
to be pyrogenic. Rabbits became the animal of choice
because they are relatively inexpensive, are easy to han-
dle, and have a labile thermoregulatory mechanism.
Rabbits frequently produce false-positive pyrogen
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tests. For this reason, a negative result is more signifi-
cant than a positive test, which makes the rabbit a
good choice for assuring the absence of pyrogen in a
test solution.[32]

In 1969, Greisman and Hornick compared three
purified endotoxin preparations on a dose-per-weight
basis in rabbits and healthy adult males.[35] Their
results showed that rabbits and humans require
approximately the same amount of endotoxin on a
weight basis to induce threshold pyrogenic responses.

USP Rabbit Pyrogen Test

The USP <151> Pyrogen Test (36) is designed for solu-
tions that can be tolerated by the rabbit in doses that do
not exceed 10 ml/kg body weight and can be delivered
within a time frame that does not exceed 10 min. Excep-
tions to these requirements are given in individual USP
product monographs or federal regulations for bio-
logics. Specifications for pyrogen test material handling,
calibration limits for recording equipment, and require-
ments for housing and conditioning the rabbits are also
given in the <151> test chapter.

For the initial pyrogen tests, groups of three
healthy, mature rabbits are chosen. Accurate tempera-
ture-sensing devices, such as clinical thermometers or
thermistor probes, are inserted into the rectum of the
rabbits to record their body temperature. If these
probes remain inserted throughout the test period,
the rabbits must be restrained with light-fitting neck
stocks that permit them to move about. During the
test, food but not water is withheld from the animals.

A control temperature is determined not more than
30 min prior to injection of the test dose. This is the
base for determining any temperature increase result-
ing from the injection. Test solutions are warmed to
37 � 2�C prior to injection. After injection, rabbit
temperatures are recorded at 30 min intervals between
1 and 3 h. Temperature decreases are considered as
zero rise. If no rabbit shows an individual temperature
rise of 0.5�C or more above its control temperature, the
product meets the requirements for the absence of
pyrogens. If any rabbit shows an individual tempera-
ture rise of 0.5�C or more, the test is continued with
an additional five rabbits. If not more than three of
the eight rabbits show individual temperature rises of
0.5�C or more, and if the sum of the eight individual
maximum increases does not exceed 3.3�C, the material
under examination meets the USP <151> require-
ments for the absence of pyrogens.[36]

Human Cell-Based Pyrogen Test

Pyrogens induce human monocytes to release proin-
flammatory cytokines such as IL-1, IL-6, IL-8, and

TNF-a, as previously discussed. Test methods have
been designed that include incubation of a test sample
with monocytes in whole blood or in cultured cell lines
and analysis of a specific cytokine after a suitable time.
This cell-based methodology may provide an alterna-
tive to rabbit pyrogen testing that is required for
human blood products. More development is needed
to determine the optimum cytokine for analysis and
to assess the nature of interference conditions.[37,38]

BACTERIAL ENDOTOXINS TEST (BET)

A Limulus amebocyte lysate (LAL) reagent is the basis
for an in vitro pyrogen test method that is specific for
bacterial endotoxin pyrogen. For this reason, it is now
referred to as the bacterial endotoxins test (BET),
although BET and LAL testing are used interchange-
ably. When it was first introduced, there was concern
by the industry and regulators that its specificity would
limit its application in the parenteral industry.[39] How-
ever, experience gained in this industry over the past 25
years confirms that endotoxin is the principal pyrogen
of concern to pharmaceutical and medical device man-
ufacturers. The BET has steadily gained acceptance
globally as a replacement for the rabbit pyrogen test.

Discovery of Limulus Amebocyte
Lysate (LAL) Reagent

The LAL test reagent is prepared by lysing amebocyte
blood cells obtained from the American horseshoe
crab, Limulus polyphemus. The origin of LAL reagent
is traced to Frederick Bang, who first recognized the
association between bacterial endotoxin and Limulus
blood coagulation in studies of marine organisms at
the Marine Biological Laboratory in Woods Hole,
MA. An interest in immunity and infectious disease
led Bang to study how Limulus would respond to an
injection of bacteria. He observed that gram-negative
Vibrio bacteria and its extracted endotoxin caused
death in horseshoe crabs, not from infection but from
intravascular coagulation.[40]

Jack Levin, who had an interest in the effects of
endotoxin on platelets and human blood coagulation,
joined Bang at Woods Hole, MA, for several summers
to do research on endotoxin-initiated Limulus blood
coagulation. This collaboration produced several publi-
cations that explained a simple mechanism of enzyme-
mediated interaction of LAL with endotoxin.[41,42] Levin
discovered a way to harvest the intracellular fluid by
osmotic lysis of stabilized amebocytes. Modern-day
preparation of LAL reagent still follows Levin’s basic
methods.
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Levin’s original interest in the LAL test was for its
potential as a clinical diagnostic tool for endotoxemia.
However, a collaboration between Levin and Cooper
produced the test’s most celebrated application as a
pyrogen test for the parenteral industry. The advent
of short-lived radioactive drugs in the late 1960s
prompted aneed for a pyrogen test that was quick
and required onlya small volume of test material. As
Cooper searched for an alternative endotoxin test for
these drugs, he compared LAL sensitivity with rabbit
response. The threshold pyrogenic level in rabbits
was determined for LPS derived from Escherichia coli
and Klebsiella. An excellent correlation was found
between rabbit febrile response (fever index) and
LAL reactivity (gel time), which indicated that the in
vitro test was indeed an indicator of a biological
response.[43] The LAL test yielded unmatched sensi-
tivity and reproducibility.

Cooper and Mills set up the first commercial LAL
production facility in 1971 in Chincoteague, VA, for
Mallinckrodt, Inc. Production sites for LAL reagent
are located on the eastern coast of the United States
where horseshoe crabs are found abundantly in shallow
coastal waters. The LAL test succeeded as the first
‘‘alternative to an animal test’’ because of amazing
similarity between Limulus and mammalian response
to endotoxin.[44] The activation of human monocytes
in blood by endotoxin to produce proinflammatory cyto-
kines compares strongly to the activation of amebocytes
in Limulus to produce clotting enzymes. As LAL
reagents became commercially available, the pharmaceu-
tical industry began to investigate the use of LAL testing
as an alternative to the rabbit pyrogen test.

LAL Clotting Mechanism

The LAL test is based on the primitive blood-clotting
defense mechanism that protects the horseshoe crab
from the hostile sea of GNB that surrounds it. When
a crab is wounded and invading bacteria enter its
blood stream, its amebocyte blood cells respond by
releasing granules that contain a coagulagen protein
substance. Intracellular serine protease zymogens
in the crab’s blood are triggered by the presence of
endotoxin to initiate a series of activations that sub-
sequently produce a coagulin gel clot from this coagu-
lagen protein. The sequential activation of Factor C,
Factor B, and the clotting enzyme in this coagulation
cascade results in an enormous amplification in sensi-
tivity of LAL for endotoxin. Fig. 5 shows a coagu-
lation scheme proposed by Nakamura.[45]

The horseshoe crab is also exposed to fungus and
yeast in its environment, which may explain why Fac-
tor G responds to a (1 ! 3)-b-D-glucan, a component
from the cell well of these organisms. This pathway

gives rise to a non-endotoxin activation of the LAL
coagulation system.[46]

Bacterial Endotoxins Test Methods

The observation of gel formation in a test tube as an
endpoint for an endotoxin assay provides the means
for a very simple test. The need for more objective
quantitative methods has led scientists to develop a
variety of automated methods for endotoxin measure-
ment. This discussion is limited to the three methods
that were accepted by the Food and Drug Administra-
tion (FDA).

Gel-clot BET

The gel-clot end point is the most commonly used
endotoxin test. It is simple and requires minimal lab-
oratory equipment and facilities. Equal volumes of test
solution and LAL reagent (usually 0.1 ml each) are
mixed in 10 � 75 mm glass test tubes. After incu-
bation at 37�C for 1 h, the tubes are observed for clot
formation after inverting them. Formation of a solid
gel clot that withstands inversion of the tube constitu-
tes a positive test. Each lot of gel-clot reagent licensed
by the FDA must be labeled with its sensitivity (l) to
the reference standard endotoxin (RSE). The test can
be used qualitatively to judge samples as positive or
negative at the reagent’s sensitivity; this method is
called a Limit test. The test may be also used as a
semi-quantitative assay by titrating positive samples
to an endpoint and multiplying the last positive sample
dilution by the labeled sensitivity.

Kinetic turbidimetric assay

During the LAL-endotoxin reaction, the solution
mixture becomes increasingly turbid. The kinetic

Fig. 5 Stages in the blood coagulation system of horseshoe
crab amebocytes.
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turbidimetric assay (KTA) requires an incubating
microplate or tube reader driven by an endotoxin-
specific software. The reaction mixtures in a KTA sys-
tem are continually monitored for changes in optical
density in each sample that are caused by scattering
and absorption of light. Generally, the KTA method
measures the onset time needed to reach a predeter-
mined absorbance by each reaction mixture. The onset
times of samples are compared with those of endotoxin
standards to yield quantitative values for each sample
or control that contains endotoxin.

Kinetic and endpoint chromogenic assays

Unlike previously described tests, chromogenic LAL
tests do not utilize the coagulagen protein from LAL
reagent to produce an endpoint. Although endotoxin
activates the same enzymatic cascade from the reagent,
as previously described, the clotting enzyme reacts with
a synthetic substrate that has been added to the reac-
tion mixture. The substrate consists of a colorless
amino acid chain attached to a chromophore. The acti-
vated clotting enzyme cleaves the bond that holds the
chromophore to the amino acid; the amount released
is proportional to the concentration of endotoxin.[47]

The chromophore that is released changes the color
of the reaction mixture, thereby increasing the optical
density. In the kinetic chromogenic assay (KCA), the
reaction times of assay mixtures are determined with
the same methods and readers used for KTA determi-
nations. Endpoint chromogenic reactions may be done
with non-incubating readers, where LAL, substrate,
and quenching agent are added sequentially. After
the reaction is terminated, the absorbency is read over
a one-log range. In contrast, the kinetic turbidimetric
and chromogenic assays may be conducted over a
2–4 log range.

Compendial and Regulatory Status of the BET

As confidence grew in the capability of the LAL test, as
a screening tool for endotoxin pyrogen, pharmaceuti-
cal and medical device industries began to replace the
rabbit test with the new in vitro test. The USP has con-
tinually revised the BET to keep abreast of advance-
ments in LAL methodology.

The USP <85> Bacterial Endotoxins Test

The <85> BET first appeared in 1980 as an informa-
tional chapter in the USP XX. Significantly, the USP
adopted the FDA E. coli 0113 endotoxin standard as
its reference standard and assigned units of potency
to it.[48] It also included information about calibrating
a control standard endotoxin (CSE) to the RSE.

The first large-scale conversion of the rabbit test to
the BET occurred in Supplement 5 to USP XXII when
the BET became the official endotoxin test for 185
USP articles. The USP 24 has endotoxin limits for over
650 USP articles.

Endotoxin limit

Endotoxin limits were introduced by the FDA to
ensure the absence of unsafe levels of endotoxin in par-
enteral products. Because endotoxin is ubiquitous, it
was necessary to assign an allowable, safe limit that
was below the threshold dose of endotoxin for pyro-
genicity. In 1983, the USP officially replaced the
<151> Pyrogen Test in USP monographs for 29 radio-
pharmaceuticals andfive pharmaceutical waters. The
USP subcommittee, responsible for revising the general
chapters of the compendium, announced in 1987 its
intent to replace the <151> Pyrogen Test with the
BET for all USP articles for which the BET could be
validated.[48] Endotoxin limits were applied to USP
articles using the K/M formula that was devised by
the FDA. The endotoxin tolerance limit for humans,
K, was set at 5 USP endotoxin units (EU) per kilogram
of body weight (5 EU/kg), and M was defined as the
maximum dose of the substance administered to an
individual per kilogram per hour. The maximum dose
is usually taken from the labeling of the parenteral
manufacturer. The endotoxin limit for a substance is
expressed in EU/mg or unit of product if it is admin-
istered on a weight basis, such as a small volume par-
enteral. Infusion solutions and medical device extracts
have an endotoxin limit of 0.5 EU/ml. Drugs that are
dosed on a volume basis also have an endotoxin limit
in EU/ml.

Endotoxin limit for cerebrospinal
fluid administration

Intrathecal administration applies to parenteral drugs
that are infused directly into cerebral spinal fluid
spaces. The tolerance limit, K, for these drugs is
0.2 EU/kg because intrathecal administration is the
most toxic route for endotoxin pyrogen. An outbreak
of aseptic meningitis followed intraspinal administra-
tion of nuclear imaging agents that were contaminated
with endotoxin, but had passed the USP Pyrogen
Test.[49] One-milliliter volumes of the agents that had
less than 10 EU per dose produced serious patient reac-
tions and prompted the tighter endotoxin limit.

Harmonized BET

A harmonized text for <85> bacterial endotoxins test
(BET) became effective in January of 2001.[50] It was a pro-
duct of the International Conference on Harmonization
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(ICH). It was drafted by the Japanese Pharmacopeia and
agreed on by the European Pharmacopeia and the USP.
In adopting the harmonized BET, the USP chapter intro-
duced radical changes. The text was simplified to make it
easier to understand and follow. Whereas the previous
version was a gel-clot test only, the new BET provides
standardization for both gel-clot and photometric LAL
methods. Any validated method may be used for a USP
article however, the gel-clot method is the referee test in
the unlikely case of a dispute.

FDA Validation Guideline for the LAL Test

The FDA was actively involved from the outset in
developing the BET as an alternative to pyrogen test-
ing. In 1972, a collaboration of Cooper with the
FDA Bureau of Biologics (now Center for Biologics
Evaluation and Research) established LAL method-
ology within the FDA. A study that compared LAL
and rabbit tests on a group of biological and radio-
pharmaceutical drugs indicated that the LAL test
was a rapid, sensitive, and reproducible way to detect
pyrogen in these products.[51] In 1973, the Federal
Register announced the intention of the FDA to
license LAL reagents as a biological product. That
announcement also proclaimed the usefulness of the
reagent for detecting endotoxin.[52]

A Federal Register announcement in 1977 gave
conditional approval for the BET as a release test for
medical devices and biological products, provided that
product manufacturers submitted appropriate test-
validation data to each respective agency to amend
their product’s registration documents or license.[53]

The Bureau of Medical Devices established its own
endotoxin standard and supported an industry colla-
borative study to develop an endotoxin limit and
uniform test method for parenteral devices. As accept-
ance of LAL testing grew, the FDA decided to prepare
a single guideline that would apply to all Agency-
regulated products that were subject to screening for
endotoxin. A FDA Task Force was formed with repre-
sentatives from the Agency’s various Centers to
standardize test-validation criteria. A guideline for
end-product testing by LAL methods was published
in 1987.[54]

The FDA LAL test-validation guideline describes
how to use all LAL methods and identifies three basic
requirements:

1. The LAL reagent used in all validation,
in-process, and end-product tests must be
licensed by CBER.

2. The product manufacturer must perform an
initial qualification of their laboratory person-
nel and facility.

3. Inhibition and enhancement tests must be
conducted on test products to ensure that the
products do not interfere with the detection of
endotoxin.

This guideline has been the most influential document
in LAL testing to date. Annual updates of the Appendix
E, endotoxin limits for established parenteral products,
were published by the FDA until 1994. With the
upgrades in test procedures and endotoxin limits
published in individual product monographs, the FDA
no longer has a need to revise the 1987 guideline.

Overcoming Inhibition and
Enhancement Conditions

Conditions for the LAL reaction with endotoxin
require pH neutrality and optimum levels of sodium
and divalent cations. A uniform temperature of 37�C
optimizes the rate of reaction. Most therapeutic drug
products require dilution with LAL reagent water
(LRW) before testing to avoid interference, which is
recognized by improper recovery of the positive pro-
duct control (PPC). Inhibition is a failure to recover
the PPC, whereas enhancement is high recovery of
the PPC. Cooper[55] has described ways to identify
the concentration of a substance, which is chemically
compatible with the BET, and to validate the BET with
drug products and excipients.

Inhibition mechanisms

There are three principal causes of inhibitory effects in
gel-clot and kinetic LAL testing.[55] One is an adverse
chemical condition, such as a non-neutral pH, subopti-
mum levels of sodium ions and divalent cations (mag-
nesium and calcium), or inhibition by trivalent cations
such as soluble forms of aluminum and gadolinium.
The LAL manufacturer can alleviate many of these
problems by incorporating optimum concentrations
of all necessary components into the LAL formula,
in particular, significant amount of an organic buffer.
The second important type of inhibition is loss of pur-
ified endotoxin used for the PPC. This invalidity is
somewhat of an artifact because purified endotoxin,
LPS, is more unstable in water than in native endo-
toxin, which has a stabilizing protein attached. This
instability leads to container adsorption and molecular
aggregation that makes the positive control unavail-
able for LAL detection, and this loss is not always
overcome by vortex mixing. Optimum formulation of
the CSE by the supplier is critical to the recovery
of positive controls. Finally, interference results from
inadequately controlled test parameters including test
accessories, reagents, and analyst’s proficiency.
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Enhancement

The LAL reaction is specific for endotoxin with the
exception of a glucose polymer from cellulose, yeast,
and certain other microbial sources, known as
(1 ! 3)-b-D-glucan.[46] This glucan activates LAL
the same as endotoxin and produces a synergistic
enhancement of the PPC in kinetic LAL studies. The
BET allows glucan-containing products to be tested
by LAL reagents that are treated to make them specific
for endotoxin and avoid a false-positive result.

Preparation of a positive product control (PPC)

The PPC, required by the FDA Guideline, is a sample
of the test material that contains a concentration of
endotoxin that is double the labeled sensitivity of the
LAL reagent.[54] The PPC must be tested with each
sample in a Limits test or kinetic LAL assay to ensure
that a result is valid and free of interference. The most
accurate and reliable technique is the ‘‘hot spike’’
method that requires adding 10 ml of endotoxin stan-
dard to the reaction vessel (tube or well) before
addition of LAL. The gel clot method requires the
addition of 10 ml of 20 l to the reaction mixture.
Kinetic methods require the addition of 10 ml of a stan-
dard, 10 times greater than the spike concentration, to
the wells or tubes designated as PPCs. Only inhibition
is seen in gel-clot Limits tests, whereas both inhibition
and enhancement are seen in kinetic LAL methods.

Sensitivity of a BET

The results of endotoxin tests for in-process solutions,
bulk materials, and finished parenteral products
should be reported in the same units as those assigned
to the product. Two factors determine the sensitivity of
a BET. For infusion solutions and device extracts, the
gel-clot sensitivity or the lowest point on the standard
curve (lambda for kinetic LAL) and the amount of
dilution determine test sensitivity.[55] For products that
have an endotoxin limit in EU/mg, the choice of
lambda and the concentration of the test material
determine sensitivity. The formula for product-specific
sensitivity (PSS) is a convenient way to calculate the
sensitivity of a BET for this type of product, where:

PSS ¼ Lambda ðEU=mlÞ
Test concentration ðmg=mlÞ

DEPYROGENATION

A process that removes or destroys endotoxin in a
solution or on a material is ‘‘termed’’? depyrogenation.
Endotoxin is difficult to eliminate because it is ubiquitous

in nature, stable, and pervious to sterilizing filters.
Chemical destruction requires treatment with strong base
or oxidants, which is usually too corrosive for practical
use. Aseptic processing of parenteral products requires
that all components, excipients, and active ingredients
be made endotoxin-free (depyrogenated) before filling
or assembly.[55,56] The BET is the test of choice to moni-
tor the effectiveness of depyrogenation.

Water

Municipal water systems usually contain 5–50 EU/ml of
endotoxin. Pharmaceutical waters are treated by ultrafil-
tration, distillation, or reverse osmosis to separate endo-
toxin from water.[55] The principal source of endotoxin is
bacteria within a water system in the form of biofilm or
colonies entrapped in resin beds, etc. A water system will
be contaminated unless there is an ongoing sanitization
program. The endotoxin limit for Water for Injection
was set at 0.25 EU/ml because it is a critical vehicle
and a major source of pyrogens.

Glassware

Dry heat sterilization is used to depyrogenate glassware
and other heat-stable materials.[55,57] Temperatures in
the range of 250�–325�C rapidly inactivate endotoxin
by thermal incineration. The size and mass of a load
influence the time required to reach equilibrium within
the oven; therefore, empirical data are required to verify
that desired conditions were achieved. Overkill cycles in
the range of 4–6 log reduction values (LRV) are
common. A heat exposure of 250�C for at least 30 min
provides greater than a 3 log reduction.

Oven cycles are most accurately challenged with an
endotoxin indicator that contains 1000–10,000 EU per
container in a 5–10 ml vial. This configuration enables
complete recovery of the endotoxin challenge because it
is small enough to vortex mix. Indicators are placed
inside a glass pack of vials or large vessels, exposed to
the oven cycle, and analyzed for log reduction.

Elastomeric Closures

Closures are traditionally sterilized and depyrogenated
by a combination of washing, rinsing, and steam ster-
ilization. All three of these steps are effective in reduc-
ing endotoxin and should be considered in the
validation process. Steam sterilization as a depyro-
genation process is under appreciated.[58] The com-
bined steps consistently give >3 log reduction values.
The recovery of endotoxin challenge levels from clo-
sures is less efficient than recovery from glass because
of the porous nature of the closure and inability to
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apply vortex mixing efficiently. An acceptable recovery
for challenge stoppers is >10%.[55]

Bulk Products

Outbreaks of pyrogenic reactions underscore the need
to assign endotoxin alert limits (EAL) and to screen
blood and fermentation products for endotoxin. Two
clusters of pyrogenic reactions were traced to a bulk
producer of gentamicin.[59] Patients reacted to endo-
toxin levels similar to the threshold pyrogenic dose of
4.1 EU/kg determined in a study of reference endo-
toxin in a population of healthy male volunteers.[60]

An EAL for a bulk product is a fraction of the
endotoxin limit (EL) for the finished product. An
appropriate range for an EAL is at least four to five
times less than the EL, depending on solubility and
interference properties of the material. A validated
method for a bulk substance should include a specific
method to dissolve the drug and dilute it to a compat-
ible concentration.[55]

Biotherapeutic products

The elimination of endotoxin from a recombinant or
fermentation product is challenging because the host
organism often contributes enormous amounts of
endotoxin to the bulk material. The product is usually
separated from endotoxin and feedstream impurities
by affinity columns.

CONCLUSIONS

The trend among pharmaceutical and medical device
manufacturers is to move from gel-clot to kinetic
LAL methods to quantify results, enhance test
efficiency, and improve management of BET data.
Powerful endotoxin-specific software for kinetic meth-
ods addresses the needs for simplicity, comprehensive
reporting, trend analysis, and compliance with software
validation requirements. In the past 25 years, the BET
has enabled the parenteral industry to greatly reduce
the levels of endotoxin pyrogen in its products. Compe-
tition between bait fishermen and the LAL industry for
the horseshoe crab has brought about coast-wide conser-
vation measures to maintain Limulus resources. The
BET will continue to be an essential tool for assuring
the safety of parenteral products.

REFERENCES

1a. Annen, G.I.I. An exhibition of books on the growth of our
knowledge of blood transfusion. Bull. N.Y. Acad. Med.
1939, 15, 622–632.

1b. Dudrick, S.J.; Rhoades, J.E. JAMA 1971, 215, 923–949.

2. Macht, S.D. Three hundred years of parenteral nutrition:
the history of intravenous nutritional therapy. Conn.
Med. 1980, 44 (1), 27–30.

3. Westphal, O.; Wesphal, U.; Sommer, T. The history of
pyrogen research. Microbiology 1977, 221–238.

4. Seibert, F.B. Pyrogens from an historical viewpoint. Trans-
fusion 1963, 3, 245–249.

5. Centanni, E. Untersuchungen über das infektionsfieber, das
fiebergift der bakterien. Deutsch. Med. Wochenschr. 1894,
10, 148.

6. Hort, E.; Penfold, W.J. Microorganisms and their relation
to fever. J. Hyg. Camb. 1912, 12, 361–390.

7. Hort, E.; Penfold, W.J. A critical study of experimental
fever. Proc. Roy. Soc. Med., London, Ser. B. 1912, 85,
174–186.

8. Hort, E.; Penfold, W.J. The reaction of salvarsan fever to
other forms of injection fever. Proc. Roy. Soc. Med.,
Part III, Pathology. 1912, 5, 131–139.

9. Seibert, F.B. Fever-producing substances found in some
distilled waters. Am. J. Physiol. 1923, 67, 90–104.

10. Seibert, F.B. The cause of many febrile reactions following
intravenous injections. Am. J. Physiol. 1925, 71, 621–651.

11. Seibert, F.B.; Mendel, L.B. Temperature variations in
rabbits. Am. J. Physiol. 1923, 67, 83–89.

12. Pearson, F.C., III. Pyrogens other than endotoxin. In Pyro-
gens; Marcel Dekker, Inc.: New York, 1985; 64–76.

13. Dinarello, C.A. Production of endogenous pyrogen.
FASEB 1979, 38, 52–56.

14. Elin, R.J.; Wolff, S.M.; McAdam, K.P.W.J.; Chedid, L.;
Audibert, F.; Bernard, C.; Oberling, F. Properties of refer-
ence escherichia coli endotoxin and its phthalylated deriv-
ative in humans. J. Infect. Dis. 1981, 144, 329–336.

15. Marcus, S.; Anselmo, C.; Luke, J. Studies on bacterial
pyrogenicity, II. A bacteriological test for pyrogens in par-
enteral solutions. J. Am. Pharm. Assoc. 1960, 9, 616–619.

16. Atkins, A.; Freedman, L.R. Studies in staphylococcal fever,
I. Responses to bacterial cells. Yale J. Bio. Med. 1963, 35,
451–471.

17. Braude, A.I.; McConnell, J.; Douglas, H. Fever from
pathogenic fungi. J. Clin. Invest. 1960, 39, 1266–1276.

18. Atkins, E. Pathogenesis of fever. Physiol. Rev. 1960, 40,
580–605.

19. Dinarello, C.A. Interleukin-1 and its biologically related
cytokines. Adv. Immuniol. 1989, 44, 155–205.

20. Bendtzen, K. Interleukin-1, interleukin-6 and tumor
necrosis factor in infection, inflammation and immunity.
Immunol. Lett. 1988, 19, 183–192.

21. Pearson, F.C., III. Endotoxin. In Pyrogens; Marcel Dekker,
Inc.: New York, 1985; 23–56.

22. Rietschel, E.T.; Brade, H. Bacterial endotoxins. Sci. Am.
1992 (August), 55–61.

23. Rietschel, E.T. Foreword. Immunobiol. 1993, 187, 167–168.
24. Hellon, R.; Townsend, Y. Mechanisms of fever. Pharm.

Ther. 1983, 19, 211–244.
25. Martich, G.D.; Boujoukos, A.J.; Suffredini, A.F. Res-

ponse of man to endotoxin. Immunobiology 1993, 187,
403–416.

26. Taveira da Silva, A.M.; Kaulbach, H.C.; Chuidian, F.S.;
Lambert, D.R.; Suffredini, A.F.; Danner, R.L. Brief
report: shock and multiple-organ dysfunction after self-
administration of Salmonella Endotoxin. New Eng. J.
Med. 1993, 328, 1457–1460.

27. Naunts, H.C. Bacterial pyrogens: beneficial effects on can-
cer patients. In Biomedical Thermology; Alan R. Liss,
Inc.: New York, 1982; 687–696.

28. Legrand, E.K. An evolutionary perspective of endotoxin: a
signal for a well-adapted defense system. Med. Hypoth.
1990, 33, 49–56.

29. Nelson, L. Application of Reverse Osmosis in Pyrogen
Removal, Depyrogenation, Technical Report No. 7;
Parenteral Drug Association: Philadelphia, 1985; 28–36.

30. Sweadner, K.J.; Forte, M.; Nelson, L. Filtration removal of
endotoxin (Pyrogens) in solution in different states of
aggregation. Appl. Environ. Microbiol. 1977, 34, 382–385.

3062 Pyrogens and Endotoxin Detection



P
ro

te
om

ic
s–

R
ad

io
la

bl
el

in
g

31. Galanos, C.; Freudenberg, M.A.; Luderitz, O.; Rietschel,
E.T.; Westphal, O. Chemical, physicochemical and biologi-
cal properties of bacterial lipopolysaccharides. In Biomedi-
cal Applications of the Horseshoe Crab (Limulidae);
Cohen, E., Ed.; Alan R. Liss: New York, 1979; 32–332.

32. Weary, M. The rabbit pyrogen test. In Pyrogens; Marcel
Dekker, Inc.: New York, 1985; 104–118.

33. Welch, H.; Calvery, H.D.; McClosky, W.T.; Price, C.W.
Method of preparation and test for bacterial pyrogens.
J.Am. Pharm. Assoc. 1943, 32, 65–69.

34. McClosky, W.T.; Price, C.W.; Van Winkle, W.J.; Welch,
H.; Calvery, H.O. Results of first USP collaborative study
of pyrogens. J. Am. Pharm. Assoc. 1943, 32, 69–73.

35. Greisman, S.E.; Hornick, R.B. Comparative pyrogenic
reactivity of rabbit and man to bacterial endotoxin. Proc.
Soc. Exp. Biol. Med. 1969, 131, 1154–1158.

36. <151> pyrogen test. In U.S. Pharmacopeia 24; United
States Pharmacopeial Convention, Inc.: Rockville, MD,
2000; 1850.

37. Taktak, Y.S.; Selkirk, S.; Bristow, A.F.; Carpenter, A.; Ball,
C.; Rafferty, B.; Poole, S. Assay of pyrogens by interleukin-
6 release from monocytic cell lines. Pharm. Pharmacol.
1991, 43, 578–582.

38. Dinarello, C.A.; Gatti, S.; Barfai, T. Fever: links with an
ancient receptor. Curr. Biol. 1999, 9, R147–150.

39. Pearson, F.C.; Weary, M. The significance of limulus
amebocyte lysate test specificity on the pyrogen evaluation
of parenteral drugs. J. Parenter. Drug Assoc. 1980, 34,
103–108.

40. Bang, F.B. A bacterial disease of Limulus Polyphemus. Bull.
Johns Hopkins Hosp. 1956, 98 (3), 325–351.

41. Levin, J.; Bang, F.B. The role of endotoxin in the extracel-
lular coagulation of Limulus blood. Bull. Johns Hopkins
Hosp. 1964, 115 (3), 265–274.

42. Levin, J.; Bang, F.B. Clottable protein in Limulus: its loca-
lization and kinetics of its coagulation by endotoxin.
Thromb. Diathes. Haemorrh. 1968, 19, 1186–1197.

43. Cooper, J.F.; Levin, J.; Wagner, H.N., Jr. Quantitative
comparison of in vitro (Limulus) and in vivo (rabbit) meth-
ods for the detection of endotoxin. J. Lab. Clin. Med. 1971,
78, 138–148.

44. Flint, O. A timetable for replacing, reducing and refining
animal use with the help of in vitro tests: the limulus
amebocyte lysate test (LAL) as an example. In Alternatives
to Animal Testing. New Ways in Biomedical Sciences;
Reinhardt, C.A., Ed.; Weinheim: Germany, 1994; 27–43.

45. Nakamura, T.; Morita, T.; Iwanega, S. Lipopolysaccharide-
sensitive serine-protease zymogen (Factor C) found in
Limulus hemocytes. Eur. J. Biochem. 1986, 153, 511–521.

46. Cooper, J.F.; Weary, M.E.; Jordan, F.T. The impact of non-
endotoxin LAL-reactive materials on limulus amebocyte

lysate analyses. PDA J. of Pharm. Sci. Technol. 1997, 51,
2–6.

47. Harada, T.; Morita, T.; Iwanaga, S.; Nakamura, S.; Niwa,
M. A new chromogenic substrate method for the assay of
bacterial endotoxins using Limulus hemocyte lysate. In Bio-
medical Applications of the Horseshoe Crab (Limulidae);
Cohen, E., Ed.; Alan R. Liss, Inc.: New York, 1979;
209–220.

48. Weary, M.E. Understanding and setting endotoxin limits.
J. Parenteral Sci. Technol. 1990, 44, 16–18.

49. Cooper, J.F.; Harbert, J.C. Endotoxin as a cause of aseptic
meningitis after radionuclide cisternography. J. Nucl. Med.
1975, 16, 809–813.

50. <85>Bacterial endotoxins test. In USP 24-NF 19; The
United States Pharmacopeial Convention, Inc.: Rockville,
MD, 2000; 2875–2879, Supplement 2.

51. Cooper, J.F.; Hochstein, D.H.; Seligmann, E.B. The
limulus test for endotoxin (Pyrogen) in radiopharmaceuti-
cals and biologicals. Bull. Parent. Drug Assoc. 1972, 26,
153–162.

52. U.S. public health service. Limulus amebocyte lysate:
additional standards. Fed. Reg. 1973, 38, 26130.

53. Dabbah, R.; Ferrry, E.; Gunther, D.A.; Hahn, R.; Mazur,
P.; Neely, M.; Nicholas, P.; Pierce, J.; Slade, J.; Watson,
S.W.; Weary, M. Pyrogenicity of E. coli 055 : B5 by the
USP rabbit pyrogen test—HIMA collaborative study. J.
Parenter. Drug Assoc. 1980, 34, 212–216.

54. US food and drug administration. In A Guideline on Vali-
dation of the Limulus Amebocyte Lysate Test as an End-
Product Endotoxin Test for Human and Animal Parenteral
Drugs, Biological Products and Medical Devices; Food and
Drug Administration: Rockville, MD, 1987.

55. Cooper, J.F. Bacterial endotoxins test. In Microbiology in
Pharmaceutical Manufacturing; Prince, R., Ed.; Parenteral
Drug Assoc., Bethesda, Davis Horwood International
Publication, Ltd.: Modalmeny, UK, 2001; 537–567.

56. Weary, M. Depyrogenation. In Pyrogens; Marcel Dekker,
Inc.: New York, 1985; 203–218.

57. Tsuji, K.; Harrison, S. Dry heat destruction of lypopolysac-
charide: dry heat destruction kinetics. Appl. Environ.
Microbiol. 1978, 36, 710–714.

58. Bamba, R.; Matsui, R.; Watabe, I. Effect of steam-heat
treatment with/without divalent cations of the inactivation
of lipopolysaccharides from several bacterial species. PDA
J. Parenter. Sci. Technol. 1996, 50, 129–135.

59. Fanning, M.M.; Wassel, R.; Piazza-Hepp, T. Pyrogenic
reactions associated with gentamicin therapy. N. Eng. J.
Med. (2000), 343, 1658–1659.

60. Hochstein, H.D.; Fitzgerald, E.A.; McMahon, F.G.; Vargas,
R. Properties of US standard endotoxin (EC-5) in human
male volunteers. J. Endotoxin Research. 1994, 1, 52–56.

Pyrogens and Endotoxin Detection 3063



P
roteom

ics–
R

adiolableling

Quality Assurance of Pharmaceuticals

Barbara Immel
Immel Resources, Petaluma, California, U.S.A.

INTRODUCTION

Whatever you can do or dream you can, begin it. Bold-
ness has genius, power, and magic in it.

— Goethe

The essence of pharmaceutical quality assurance (QA)
is to protect the patient and to ensure his or her safety
in taking a company’s drug product. One definition of
a quality product is that it meets its specifications, that
it is fit for its intended use, and that it satisfies the cus-
tomer. Having an effective QAU is required by both
United States and worldwide regulations governing
the industry. Quality assurance must be independent
of other departments and fully able to discharge its
responsibilities and exercise its authority within a
company without interference or conflict of interest.
Quality assurance achieves its mission by putting
necessary systems, procedures, and controls in place
and continually improving them.

RESPONSIBILITIES

The major responsibilities of QA include auditing and
evaluating operations, the approval of product and
document quality (approval here meaning either
‘‘approve’’ or ‘‘reject’’), and managing change control,
problem investigations, and product recalls, among
other tasks. Specific tasks vary depending upon
whether the QA group is working with research and
development on good laboratory practice (GLP) stud-
ies, in a manufacturing environment ensuring com-
pliance with good manufacturing practice (GMP)
regulations while producing clinical or commercial
product, or working with medical monitors, principal
investigators, institutional review boards, or contract
research organizations (CROs) in complying with good
clinical practice (GCP) regulations.

Quality assurance is primarily a preventive function,
the goal being to put good systems, standard operating
procedures (SOPs), and other needed documents in
place to consistently produce quality product, prevent
problems or mistakes from occurring, and release only
product, raw materials, studies, and reports that meet
specifications. Products that meet specifications may
still be rejected due to unsatisfactory conditions during

manufacture (such as environmental monitoring
excursions or other events that may affect the pro-
duct’s safety and purity).

Quality assurance can also be a reactive function,
responding to a product quality problem or regulatory
action. This group must have a written recall SOP and
system (which closely follows 21 CFR 7) such that it
can quickly consult with a cross-section of employees,
including regulatory, research and development, clini-
cal trial, manufacturing, quality control (QC), public
or investor affairs, and legal counsel, in determining
the known facts and the best course of action (and
corrective action) to take, including rapidly initiating
a product recall if necessary. Before discussing specific
QA roles and responsibilities under the regulations, let
us look at the overall process or life cycle of pharma-
ceutical product development.

PRODUCT DEVELOPMENT IN A NUTSHELL

In a recent PhRMA study, the average cost and length
of time to develop a single pharmaceutical product
from idea to marketing was estimated at $500 million
and 15 yr.[1] A few investment-banking firms have esti-
mated the cost to be even higher. The pharmaceutical
industry has several unique features. One is that the
industry exists to create products to treat disease,
reduce pain and suffering, improve the quality of life,
and find cures for disease. The second is that the indus-
try is highly regulated. Obviously, to remain in busi-
ness, a company must be profitable or have
sustaining revenue of some sort. James Tingstad, the
well-respected, now retired, columnist for Pharmaceu-
tical Technology, says in his recent book, Good Tech-
nical Management Practices, that in our industry, the
patient should always benumber one because he or she
is ill, followed by employees, and then by stockholders.
Obviously, this involves a very difficult balancing act—
balancing the needs of the patients with the needs of
employees, shareholders, and investors.

Beginning with the birth of an idea, a potential new
product is evaluated in research and development.
Certain studies (animal toxicology or safety studies)
must beperformed following GLPs. If the safety data
look good and the decision is made to further develop
the product, aninvestigational new drug application
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Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved.3064



P
ro

te
om

ic
s–

R
ad

io
la

bl
el

in
g

(IND) is filed in order to initiate human clinical trials
within 30 days of filing.

During clinical trials, all material produced to be
given to patients must be manufactured according to
GMPs. The stringency with which the GMPs are
applied can be viewed as a continuum, with less strin-
gent GMP requirements in clinical trials and tighter
requirements in later phases. The sterility of clinical
material, as well as theneed to prevent any risk of con-
tamination or cross-contamination, must be satisfac-
torily addressed andassured before venturing into
human clinical trials.

Clinicians or others involved in conducting the trials
must follow another set of regulations known as GCPs.
Typically, there are three to four major phases of clini-
cal trials for a drug or biologic product: Phase I, II,
and III (Phase IV being postmarketing studies). If
patient’s data prove promising, and if the product
has been demonstrated to be both safe and effective,
a new drug application (NDA) is filed.

Before a new product gains approval to be mar-
keted in the United States, two major steps must be
taken. One is the technical or scientific review, in which
reviewers from the U.S. Food and Drug Administra-
tion (FDA), and sometimes an outside advisory com-
mittee of experts, review the scientific and clinical
data to determine the product’s safety and efficacy.
As part of that review, an FDA investigator is sent

to the company’s manufacturing and research facilities
to perform a pre-approval inspection (PAI) or pre-
licensing (PLI) inspection, to see if the data are trust-
worthy, if applicable regulations were followed in
developing and manufacturing clinical product, and if
the manufacturing facility appears capable of follow-
ing GMPs during commercial manufacture. The site
that will be manufacturing commercial material must
pass the PAI or PLI for approval to be given.

If the scientific or medical review as well as the
inspection results are acceptable, the second step is
approval to market. Adherence to GMPs is then
required throughout the lifetime of the product. Fre-
quently, the company will opt to begin another clinical
trial to study the use of the compound for another indi-
cation, or to complete additional testing required by
the FDA. Those trials must be performed following
GCPs (Fig. 1).

GLPs

In the United States, GLP regulations (21 CFR 58)
apply to safety or animal toxicology studies performed
during research and development. These regulations
define GLPs for conducting non-clinical laboratory
studies that support or are intended to support appli-
cations for research or marketing permits for products

Fig. 1 New drug development timeline. (From FDA Consumer Special Report on New Drug Development in the United States,
U.S. Food and Drug Administration, Rockville, MD, January 1995.)
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regulated by the FDA, including food and color addi-
tives, animal food additives, human and animal drugs,
medical devices for human use, biological products,
and electronic products.

Compliance with this part is intended to assure the
quality and integrity of the safety data filed.[2]

Good laboratory practices require that management
establish a QAU to monitor each study to assure
conformance with the regulations. The GLPs also state
that the QAU must be entirely separate from and inde-
pendent of personnel engaged in the direction and con-
duct of the study.[2]

Regulatory requirements of the QAU include:

� Maintaining a copy of the master schedule sheet of
all non-clinical laboratory studies, indexed by test
article and containing the test system, nature of
study, date study was initiated, current status of
each study, identity of sponsor, and name of study
director.

� Maintaining copies of all protocols pertaining to all
non-clinical laboratory studies for which the unit is
responsible.

� Inspecting each non-clinical laboratory study at
adequate intervals to ensure the integrity of the
study.

� Maintaining written and properly signed records
of each periodic inspection showing date of inspec-
tion, study inspected, phase or segment of study
inspected, person performing the inspection, findings
and problems, recommended actions and actions
taken, and any scheduled date for reinspection.

� Immediately bringing to the attention of the study
director and management any problems found that
are likely to affect the study’s integrity.

� Periodically submitting to management and the
study director written status reports on each study,
noting any problems and corrective actions taken.

� Determining that no deviations from approved pro-
tocols or SOPs were made without proper authori-
zation and documentation.

� Reviewing the final study report to assure that the
report accurately describes both the methods and
SOPs and that the reported results accurately reflect
the raw data.

� Preparing and signing a statement to be included
with the final study report that specifies the date’s
inspections were made and the date’s findings were
reported to management and the study director.[2]

In addition, per U.S. GLPs, the responsibilities and
procedures of the QAU, all records it maintains, and
the method of indexing such records must be in writing
and continually maintained. Required records include
internal audit (inspection) dates, the studies inspected,
the phase of each study inspected, and the name of the

individual performing the audit. That information as
well as copies of all written procedures must be made
available upon request to FDA investigators. Upon
request, facility-testing management must also supply
a written certification to the FDA that the internal
audits have been implemented, performed, documented,
and followed up.[2]

Outside the United States, the Organization for
Economic Cooperation and Development (OECD)
publishes GLPs that have been adopted by its members
and the European Union. These GLPs apply to the test-
ing of chemicals to obtain information about their
properties and/or their safety with respect to human
health and the environment. The Japanese Ministry of
Health and Welfare (MHW) has also published GLPs
that apply to non-clinical laboratory safety studies that
support applications to manufacture or import drugs or
applications to re-examine new drugs in accordance
with the country’s Pharmaceutical Affairs Law.[3]

The good news is that harmonization efforts are
under way, and basic GLP principles are similar.
Nevertheless, differences do exist. Major differences
include the requirements for the specific contents of
protocols and final reports and the retention times
for records, samples, and specimens.[3] Manufacturers
must become familiar with the GLPs that concern their
products, learn to which worldwide regulatory agen-
cies their data will be submitted, and know which legis-
lation covers the material being produced and
evaluated.[4]

Pitfalls to Avoid

Recurring, problematic areas in GLPs seem to be in
documentation, training, working with and monitoring
contract laboratories, and obtaining necessary man-
agement support. A noted FDA investigator and
national GLP expert recently stated that the most com-
mon problems one sees may result from a general lack
of support for the QAU, including:

� Assigning responsibility for the QAU to an inex-
perienced employee (e.g., someone who holds a
business degree but lacks laboratory experience).

� Becoming complacent about training (e.g., assign-
ing responsibility to employees who can perform
the procedures but who do not know how to train).

� Misusing standardized copy to put together pro-
tocols and reports and not proofreading the
documents.

� Failing to validate computerized operations.
� Management’s belief that required reviews of final

reports and protocols can be shortened when com-
puters are used.

� Reduced, or non-existent, funding support for QA.

3066 Quality Assurance of Pharmaceuticals
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The investigator asks which is less expensive: funding
an additional one or two QA employees or not being
able to use a study or include it in a regulatory sub-
mission because it was not conducted following GLPs.

Other GLP problems reported by an experienced
FDA investigator include:

� GLP studies and ‘‘basic research’’ being done in the
same laboratory without a clear division of research.

� Lack of coordination between contract facilities
and sponsor of study.

� Outdated SOPs that do not reflect current practice.
� employees not following or not knowing SOPs,

‘‘maverick’’ SOPs.
� Inadequate review or studies, protocols, and SOPs

by QA.
� Lack of documentation of installation and/or

validation of equipment, computers, and software.
� Expired reagents and test articles.
� Failure to separate species (e.g., rats and pigs

housed together).
� Improper archiving of records and specimens—lack

of labeling or identification.
� No documented GLP training (especially for

support staff).[5]

It is critical to train and offer refresher training in
not only good laboratory notebook practices but also
in all job skills, test methods, and instrument systems
used, and to review data rapidly. It is important that
a well-respected individual provide the training. Good
notebook practices are also essential to successfully file
for and defend patents. A summary of laboratory note-
book tips is outlined in the following section.

Twenty-Five Laboratory Notebook Tips

1. Use permanent, indelible ink when making entries.
Write clearly and legibly. Remember that your
audience includes not only you or your supervisor,
but also the company’s regulatory and QA employ-
ees, patent attorneys, and FDA and other regulat-
ory agency investigators who may be reviewing
your data years after you record it. Describe and
provide quantities for all materials used.

2. For developmental or patentable work, state the
object, purpose, and results of each experiment
clearly and concisely.

3. Record all operating details and conditions,
including yields, product or compound names,
lot numbers of standards and reference materi-
als, suppliers, and anyexpiration dates.

4. Use good scientific methods. Narrow scientific
variables to one; strive for reproducibility,
accuracy, and precision.

5. Develop and use approved methods. Use com-
pendial methods whenever available. Validate
non-compendial methods. Make every effort
to put these suggestions in place so that you
can rely upon and consistently reproduce your
results.

6. Reference any methods, specifications, chroma-
tographic data, and chart books. Include docu-
ment numbers, effective dates, and revision
numbers for any controlled documentation.

7. Each page must be signed and dated by the indi-
vidual who makes the entry and who does the
work.

8. Attach graphs, charts, etc., to notebook pages
with permanent adhesive. When unfolded,
attached documents should be within the con-
fines of the opened notebook.

9. Development data should be checked, signed,
and dated, or witnessed (signed and dated, with
the notation, ‘‘read and understood’’) as soon
as possible.

10. Initials are acceptable in place of a signature if
the initials are on file and if this practice is writ-
ten and approved in the company notebook
SOPs.

11. Avoid negative or extraneous comments. Do
not state opinion. Be factual.

12. For products under development, a witness
must have the technical ability to witness the
work but must neither have conceived the idea
nor have taken part in any way in the work
performed by another employee.

13. Each day’s work should be started on a separate
page with lines drawn diagonally across the
unused portion of the previous page.

14. The supervisor or checker should sign under
any diagonal lines across unused portions of a
page.

15. If work is continued on a second page, start the
page with the phrase ‘‘Continued from page
. . . .’’ Each page must show the date of entry.

16. No entries should be made beneath attached
sheets, and nothing should be obscured.

17. Inserts should be signed and dated by the per-
son making the entry and checked and dated,
or witnessed, by another.

18. If data are not kept in the notebook, they must
be checked, signed, dated, and identified to pro-
vide a reference to the pertinent page of the lab-
oratory notebook.

19. Lab notebooks must not be copied without the
area supervisor’s or QA manager’s knowledge
and approval.

20. Every notebook must be assigned a unique
number when checked out, and reconciled when
it is returned to the company archives.
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21. Lab notebooks are confidential and are the
property of the company. Multiple, completed
notebooks should not be kept in the researcher’s
or analyst’s work area. Filled notebooks should
be returned to company archives for proper
storage. Intellectual property is the lifeblood
of an organization. Every company should
have a system set up for the proper archival
and retrieval of laboratory notebooks. A central
location should be chosen, and it should be
both fire- and waterproof. Proper filing should
be enforced, including requiring that departing
employees return their laboratory notebooks
prior to their leaving the company.

22. Every company should establish a laboratory
notebook policy and a record retention policy.

23. All employees must have documented training
in notebook procedures and in any revisions
to those procedures.

24. Take the time to organize your information
with a table of contents—a table listing all
experiments and the pages in which they are
documented—so that the information can be
easily retrieved when the company puts together
a submission or prepares for an FDA inspec-
tion.

25. To reference the notebook, include the analyst’s
or researcher’s initials, notebook number, and
notebook page.[4]

GMPs

The U.S. GMPs for drugs (21 CFR 210/211), made
final in 1978, were among the first GMPs to be pub-
lished by any nation.[14] The GMPs were intended to
help ensure the safety and efficacy of all products.

The regulations contain the minimum CGMP
for methods to be used in, and the facilities or controls
to be used for, the manufacture, processing, packing,
or holding of a drug to assure that such drug
meets the requirements of the act as to safety, and
has the identity, strength, quality, and purity character-
istics that it purports or is represented to possess.[10]

Responsibilities given the QA function, called
the ‘‘QC unit’’ in GMP regulations, are as follows.
The regulations state that there must be a QC unit
with the following responsibilities. Besides applying
to the manufacture of drugs or finished pharmaceuti-
cals, 21 CFR Part 210 and 211 serve as a guide for
the manufacture of active pharmaceutical ingredients
(APIs) or biologic APIs.

� Approving or rejecting all components, drug pro-
duct containers, closures, in-process materials,
packaging material, labeling, and drug products.

� Reviewing production records to assure that no
errors have occurred or, if errors have occurred,
that they have been fully investigated.

� Approving or rejecting drug products manufac-
tured, processed, packed, or held under contract
by another company.

� Having or providing adequate laboratory facilities
for the testing and approval (or rejection) of compo-
nents, drug product containers, closures, packaging
materials, in-process materials, and drug products.

� Approving or rejecting all procedures or specifica-
tions impacting the identity, strength, quality, and
purity of the drug product.

As with the GLPs, responsibilities and procedures
applicable to the QC unit must be in writing and must
be followed.[10] The proposed revision to the GMPs for
finished pharmaceuticals (not yet final at the time this
article was published) codify good practices already in
use at many companies, including reviewing and
approving validation protocols and reviewing changes
in product, process, equipment, or other changes to
determine if and when revalidation is warranted.[11]

Major responsibilities include the auditing and
evaluation of operations. Quality assurance must inde-
pendently assess and inform senior management of the
quality and compliance status of their operations, sup-
pliers, and contractors relative to their SOPs, material
specifications, company standards, and regulatory
requirements. Quality assurance usually manages or
supervises internal, corporate, and regulatory agency
audits and accompanies auditors, unless the company
has a separate compliance group to perform this func-
tion (whichever department is responsible, the respon-
sibilities should be defined in an SOP and followed).

Quality assurance is also responsible for approving
or rejecting product quality or ‘‘dispositioning’’ a lot.
Making disposition decisions is one of the toughest
jobs a QA professional will ever perform (see section
‘‘Making QA Decisions’’). Dispositions (whether
approval or rejection) should only be made after a
thorough review of all applicable records. The dispo-
sition decision should always be made by an experi-
enced QA professional or executive, never by a junior
employee or consultant, even though nothing in the
U.S. regulations prohibits the latter. (In the European
Union, only a ‘‘qualified person,’’ with the requisite
experience and so designated on the company’s manu-
facturing or marketing authorizations, may release a
lot. This requirement applies to any lots to be released
or sold in the European Union.[12])

In discharging their review and approval responsi-
bilities, QA must review the adequacy of procedures,
methods, sample plans, test methods, and internal
and external specifications and approve SOPs,
specifications, methods, validation plans and results,
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and related documents. The QC unit must also
approve raw materials, components, facilities (includ-
ing both internal facilities and those of suppliers and
contractors) and in-process and finished goods.

Where there is a program allowing Production or
another department to perform required inspections
and tests, the program and results of its activities shall
be subject to QA periodic audits or monitoring. This
monitoring may include QA inspections and tests per-
formed in parallel or in place of Production.

Quality assurance must approve each batch to be
marketed by the unit, manufactured by the unit for
use in clinical trials, submitted to regulatory agencies
in support of registrations, or used to support vali-
dation of a process.

Purely experimental batches do not require QA
approval. All approval must be based on a thorough
QA review of the adequacy of the facility, its proce-
dures, methods, records, inspections, and test results,
prior to batch release. This applies to both internally
manufactured batches and those made by contractors.

Finally, QA is also responsible for managing change
control, problem investigations, and product recalls. QA
must review and approve change, control SOPs, and
ensure that QA activities are completed by approving
proposed changes based on the impact of the change
on quality and compliance with the regulations.

Quality assurance must approve written problem
investigation SOPs, evaluate investigations, approve
actions, and ensure that corrective and preventive
follow-up is done. QA must identify and lead to con-
clusion any situation that requires a recall of a distributed
product or similar action. Recalls are one of the toughest
situations a QA professional will face. Items to consider
in a recall meeting are given later in this article.

Common sense dictates that the head of QA may
not be at a lower organizational reporting level than
the head of Production. To minimize conflicts of inter-
est, the head of QA should not have routine account-
ability for processing, packaging, purchasing,
production planning, engineering, or inventory con-
trol. Groups that develop data used for QA decisions,
such as laboratories and inspection departments,
usually report to QA but may report to another non-
Production area such as R&D. The QC laboratory,
which routinely performs tests of raw materials,
in-process materials, and finished product, is not a
manufacturing support operation.[18]

Major Tasks

Common tasks of a QA group involved in manufactur-
ing clinical or commercial product include the following:

� Controlled documentation and record-keeping.

� Batch record (the ‘‘recipe’’ for manufacturing each
lot) issuance and review.

� Batch or lot disposition (approve or reject).
� Internal audits.
� Review of (may help write) regulatory submissions).
� Change control.
� Problem investigations (including deviations, non-

conformances, yield discrepancies, out-of-tolerance
results, and so on).

� Customer complaints.
� Annual product reviews (review of all lots of each

commercial product).
� Environmental monitoring and control.
� Training.
� Stability program.
� Retention of retains and samples.
� Sampling.
� Validation.
� Handling quality crisis.
� Making recall decisions.
� Escorting outside investigators, responding to

regulatory agency inspection reports or communi-
cations.

� QC laboratory—performs all testing.[18]

Making QA Decisions

When reviewing the seriousness of a product or quality
problem and deciding whether to release a lot, consider
the following questions.[15] Please note that even a lot
that meets its specifications may need to be rejected,
based upon environmental monitoring or other serious
excursions.

� Does the product meet its specifications?
� What is its indication? What is the product used for:

heart patients? immunocompromised patients?
pediatric or elderly patients? (Please note that the
critical item in a recall situation is whether there
is a flaw in the product, not the indication for the
product.)

� What is the dosage form? How is the product deliv-
ered? (Injectables are among the most demanding
of dosage forms because their contents are immedi-
ately delivered to the bloodstream.)

� How serious is the problem? What is the risk
involved? Is contamination a possibility? If so, what
is the organism and its probable source? What does
the contaminant do to people when delivered by
your dosage form?

� What do the environmental monitoring data look
like? Did the product pass a sterility test? (The
results of environmental monitoring—including
operator touch plates and EM data for the facility,
air, water, and equipment—are more important
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than sterility tests, which do not guarantee sterility.
Please note that the environmental monitoring
data are also extremely important for the bulk drug
substance for a biologic product.)

� Should this product be released? Would you take
medication from this lot? Would you give it to your
child?

� Finally, what other products or lots are affected?
Were the same equipment, air, room, materials, or
stoppers used for another product or lot? Look
for the ‘‘ripple effect:’’ Other products might be
similarly affected. If they to are affected or suspect,
they too must be thoroughly investigated.

Items to Consider in a Recall Meeting

This information[6] is not all-inclusive. Please consult
your company’s QA executive, legal counsel, quality
advisory team, recall procedure, or the specific regulat-
ory requirements for handling a recall in the Code of
Federal Regulations (21 CFR 7).

Identifying scope of the problem:

� Which product? Indication?
� How many units or lots?
� When and where distributed?
� Other products or dosage forms affected?
� When and how did you learn of the problem?
� Internal discovery or test result? If yes, give details.
� External discovery? If so, give nature and details of

original complaint, with name, phone number, and
address of source.

� Has corrective action been taken?
� Has there been any reply to the complaint?

Determining the cause of the problem:

� If unknown, what are probable causes?
� How is it being investigated?
� How soon will cause be identified?
� Did product fail to meet specifications?
� Is product or device being used for treatment or

diagnosis?
� Relationship, if any, of the product or device to

reported incident or adverse event?

Classifying the recall:

� Risk to patient?
� Life-threatening problem?
� Product indication and patient population?
� Seriousness of defect or recall issue?

Conducting the recall:

� Notify distributors—get confirmation of receipt.

� If life threatening, get all units back and destroy them,
document their destruction, and ensure traceability.

� If a few units affected, notify by phone and follow-
up by letter.

� Write a script for the phone work, and insist that
individuals follow that script, so they do not babble.

� If sales technical representatives installed the pro-
duct (such as with a device or instruments), have
them retrieved.

� Before distribution, have the recall letter first
reviewed by legal counsel; the letter should
succinctly tell the recipients only the necessary
information. Clearly identify the letter as a recall
letter.

� Follow your recall SOP. Plan to conduct recall
effectiveness checks.

� Notify the FDA local office (or the appropriate
world regulatory agencies if your product is avail-
able outside the United States).

� Identify the product(s) and scope of the problem
(all lots or units).

� What is the cause if known (if not, working on it)?
� What are the risks and the recommended classi-

fication of the recall?
� Is a 72 h field alert needed? A medical device report

(MDR)? Biologic product errors and accident (E/
A) report?

� How do you plan to conduct the recall? Have all
affected lots (and/or products) been identified?

This last point is very important to avoid doing one
recall and then having to do another a few days or
weeks later. Such behavior also does not make regula-
tory agencies feel comfortable about either the state of
control or the ability to handle a recall.

Pitfalls to Avoid

According to FDA compliance executives with the
Center for Drug Evaluation and Research (the division
that regulates drugs), recent GMP compliance pro-
blems include:[16]

� Lack of process and computer validation.
� Out-of-specification results inadequately investigated.
� Failure to investigate injury complaints.
� Cross-contamination due to improper equipment

cleaning, particularly with APIs.
� Lack of complete validation for aseptic processing.
� Poor practices by operators in aseptic areas.
� Inadequate environmental monitoring.
� No validation of analytical methods.
� Inadequate employee training.
� Failure to demonstrate that analytical methods

used for stability testing indicated stability.
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Common reasons for GMP warning letters and
deficiencies observed during pre-approval inspections
include laboratory controls, production and process
controls, records and reports, and validation (cleaning,
process, assay, and computer).[17]

Every major world nation has its own version of
the GMPs, although the basic principles are the same.
European Union GMPs define pharmaceutical QA as
a ‘‘wide-ranging’’ concept that covers all matters
which individually or collectively influence the quality
of a product. It is the sum total of the organized
arrangements made with the object of ensuring that
medicinal products are of the quality required for their
intended use.’’[13] The U.S. FDA is widely viewed as
one of the toughest regulatory agencies worldwide.
Other world agencies such as the Medicines Control
Agency (MCA) and European Medicines Evaluation
Agency (EMEA) based in London, BfArm (the
German agency), the Health Protection Branch (HPB)
of Canada, and Kosheisho or the Japanese Ministry
of Health are also viewed as being quite stringent. A
general consensus (among Americans, in any event!) is
that if you are fully in compliance with all International
Conference on Harmonization (ICH) guidances and the
U.S. regulations, you will most likely be in compliance
with other world regulations.

GCPs

Good clinical practices are regulations governing the
conduct of human clinical trials. In the United States,
regulations that govern this discipline include the
following:

� 21 CFR 50: protection of human subjects.
� 21 CFR 56: institutional review boards.
� 21 CFR 312: IND.
� 21 CFR 314: NDA.
� 21 CFR 320: bioavailability and bioequivalence

requirements.

Members of the European Union follow Good
Clinical Practice for Trials in Medicinal Products
inthe European Community and The Manufacture of
Investigational Medicinal Products, an annex to
the EC Guide to Good Manufacturing Practice. The
Japanese MHW has also published GCP regulations.
However, since the publication of guidelines by the
ICH, a consortium of individuals working to set a uni-
fied standard for the European Union, Japan, and the
United States, the ICH GCP consolidated guidance
has become the de facto standard for conducting clini-
cal trials. The ICH guidance was developed taking into
account current GCPs of the European Union, Japan,

United States, Australia, Canada, the Nordic coun-
tries, and the World Health Organization (WHO).[6]

The ICH guidance defines QA as ‘‘All those planned
and systematic actions that are established to ensure
that the trial is performed and the data are generated,
documented (recorded), and reported in compliance
with GCP and the applicable regulatory require-
ment(s).’’ Quality control, on the other hand, is defined
as ‘‘The operational techniques and activities underta-
ken with the QA system to verify that the requirements
for quality of the trial-related activities have been
fulfilled.’’[6]

Specific responsibilities assigned to the QA/QC
group of the company sponsoring the trial (the ‘‘spon-
sor’’) are as follows:

� The sponsor is responsible for implementing and
maintaining QA and QC systems with written SOPs
to ensure that trials are conducted and data are gen-
erated, documented (recorded), and reported in
compliance with the protocol, GCP, and the appli-
cable regulatory requirement(s).

� The sponsor is responsible for securing agreement
from all involved parties to ensure direct access to
all trial-related sites, source data/documents, and
reports for the purpose of monitoring and auditing
by the sponsor, and inspection by domestic and
foreign regulatory authorities.

� Quality control should be applied to each stage of
data handling to ensure that all data are reliable
and have been processed correctly.

� Agreements made by the sponsor with the investi-
gator/institution and/or with any other parties
involved with the clinical trial must be in writing either
as part of the protocol or in a separate agreement.

The guidance also requires that the sponsor ensure
that all clinical trial materials are manufactured in
accordance with applicable GMPs.[6–8] In the clinical
setting, duties that normally would be performed by
QA in a manufacturing or GLP environment (such
as selecting, monitoring, or auditing of the site, train-
ing, and so on) may be performed by clinical research
associates (CRAs), the medical monitor’s staff, or the
CRO’s staff. Who performs the work or what the
department is called is not as important as ensuring
that the required work is being thoroughly performed,
documented, and monitored.

Pitfalls to Avoid

The clinical field is changing rapidly, and clinical pro-
fessionals must stay abreast of the changes. There are
major differences between the European, United
States, Japanese, and ICH requirements, particularly
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in their organization and detail, although all four
versions address the key issues. Any company wishing
to conduct human clinical trials in any country must
become familiar with and comply with all applicable
regulations. At the time of the publication of this arti-
cle, it was still a requirement that any company wishing
to market a product in Japan, conduct clinical trials in
Japan (despite the adoption of the ICH guidelines).
And since the recent death of the young man partici-
pating in a gene therapy trial in the United States,
clinical trials have been under increased scrutiny and
enforcement. In the United States, inspections done
to enforce GCP and GLP compliance are termed
‘‘bioresearch monitoring’’ inspections.

Problem areas reported by an experienced FDA
investigator during inspections of clinical investigators
include protocol violations, insufficient record keeping,
failure to have consent forms completed prior to sub-
ject’s beginning the trial, reporting of adverse events,
and drug accountability (inventory recordkeeping).

Problems noted during inspections of the Insti-
tutional Review Board (also known as the Ethics
Committee in Europe; the group that reviews and
approves the research to be done in that facility, the
clinical protocol, investigator’s brochure, and so on),
again by an experienced FDA investigator, include:

� Lack of written procedures.
� Lack of membership requirements.
� Not requiring an investigator’s brochure.
� Inadequate informed consent.
� Approving research while lacking a quorum.
� Inadequate recordkeeping, particularly minutes.
� Inappropriate use of emergency approval.
� Inappropriate use of expedited approval.
� Inadequate continuing review of research.[5]

Sponsors of clinical trials, their monitors, and/or
the CROs they delegate to, are responsible for:

� Obtaining FDA or other world regulatory agency
approval, where necessary, before study begins
(some studies require the filing of an IND; simpler
studies may sometimes be initiated after the
approval of the Institutional Review Board or
Ethics Committee).

� Manufacturing and labeling investigational
products appropriately.

� Initiating, withholding, or discontinuing clinical
trials as required.

� Refraining from commercialization of investiga-
tional products.

� Controlling the distribution and return of investiga-
tional products.

� Selecting qualified investigators to conduct studies.

� Disseminating appropriate information to investi-
gators.

� Selecting qualified persons to monitor the conduct
of studies.

� Evaluating and reporting adverse experiences.
� Maintaining adequate records of studies.
� Adequately monitoring clinical investigators.[5]

Sponsors may transfer responsibility for any of their
obligations to an experienced, reputable CRO, but
under the regulations, such transfers are permitted
only by written agreement. Responsibilities not speci-
fied in the written agreement are not transferred. Effec-
tive monitoring by the sponsor or their CRO is
considered critical in preventing fraud at clinical sites.
The monitoring or auditing is usually done by a QA
employee, or someone performing that role for the
sponsor.[5]

INTO THE FUTURE

A recent PhRMA survey shows that from 1980 to
1997, the number of employees in QA/QC and Pro-
duction decreased by 10,000—a reduction of 11.7%—
while the number of medical R&D and marketing
employees nearly doubled.[2] Could there be any corre-
lation between these statistics and the spate of GLP,
GMP, and GCP warning letters and other regulatory
actions taken against companies by the U.S. FDA?

There may be fewer QA/QC employees because
work is being outsourced, there is more automation,
and there is a reduction in force and plant consolida-
tions as a result of mergers. Perhaps, in the push to
speed products to market and cut costs, manufacturers
are harming themselves by insufficiently staffing some
areas, not always providing adequate training or super-
vision, making do with temporary employees, and
operating by triage.[4]

The consequences, however, for regulatory viola-
tions and severe quality problems in the United States
depend upon the severity and duration of the issue at
hand. The worst possible ramification, of course, is
that a patient would be injured.

U.S. regulatory ramifications for non-compliance
include invoking the application integrity policy (for
fraud), serious inspection observations, a warning let-
ter, import alerts, withheld research and/or product
approvals, cancellation of government contracts, pro-
duct recalls, seizure, consent decree of permanent
injunction, civil money penalties, suspension or
revocation of licenses, and prosecution (including
indictments and temporary or permanent debarment,
if found guilty).[5]

Clearly, it is in every company’s self interest to
not only put the patient first, but also to follow all
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applicable regulations. In the recent past, we have seen
extremely expensive civil money penalties, with the
most expensive one to date being $100 million for
repeated GMP violations over a 6-yr period.[13] As
we enter the 21st century, let us committo doing the
right thing, putting patients first, investing in necessary
resources, systems, and innovations to not only ensure
patient safety but also continually improve our opera-
tions, and commit to remaining current with changes
in worldwide regulatory expectations and meeting at
least the minimum required regulations. Any company
can have an effective QA system by:

� Putting meaningful, useful systems in place.
� Continuously implementing improvements.
� Having good and/or seasoned QA and QC

professionals.
� Having sufficient number of employees.
� Giving employees a voice.
� Having the support of senior management.
� Conducting thorough problem investigations that-

determine and address root causes.
� Remaining current with all applicable regulations

and proposed regulations.
� Networking with peers to remain current with

industry practice.
� Funding both compliance and business improve-

ments.
� Training and developing its people.
� Staying current with what regulatory agencies,

investigators, and inspectors are asking about.[6]

Not having an effective quality system and continu-
ing to be in non-compliance with regulatory agency
requirements or expectations will most likely lead to
serious consequences. We all have a responsibility
to minimize risk—to the patients we serve as well as
to our companies.[6]

Regulatory Timeline

Pure Food and Drug Act. Creates one of the first
government regulatory agencies (now known as the
FDA); the culmination of 25 yr of lobbying, this act
makes it illegal to sell ‘‘adulterated’’ or ‘‘misbranded’’
food or drugs.

Federal Food, Drug, and Cosmetic (FD&C) Act. Tra-
gedy: Sulfanilamide ‘‘elixir’’ made with poisonous sol-
vent causes 107 deaths. Result: Requires manufacturers
to prove the safety of products before marketing.

Two Unrelated Events. Insulin amendment requires
FDA to test and certify purity and potency of
insulin. Tragedy: Nearly 300 deaths and injuries from

distribution of sulfathiazole tablets tainted with pheno-
barbital. Result: FDA revises manufacturing and qual-
ity controls drastically, the beginning of what will later
be called GMPs.

1962: Kefauver–Harris Drug Amendments. Tragedy:
Thalidomide, a sleeping pill and treatment for morning
sickness, causes birth defects in thousands of European
babies. Result: Manufacturers must prove efficacy of
products before marketing them and ensure stricter
control over drug testing.

1978: CGMPs Final Rule for Drugs (21 CFR 210/
211). Establishes minimum CGMPs for manufactur-
ing, processing, packing, or holding drug products.

1979: GLPs (21 CFR 58) Final Rule. Establishes
GLPs for conducting non-clinical laboratory studies
that support applications for research or marketing
permits for human and animal drugs, medical devices
for human use, and biological products.

1982: Tamper-Resistant Packaging Regulations Issued
for OTC Products. Tragedy: Acetaminophen-capsule
poisoning by cyanide causes seven deaths. Result:
Revision of GMPs to require tamper-resistant packaging.

1983: Two Unrelated Regulatory Events. The Guide
to the Inspection of Computerized Systems in Drug
Processing initiates tighter controls on computers and
computer validation. Federal Anti-Tampering Act
makes it a federal crime to tamper with packaged
consumer products.

1987: Guideline on General Principles of Process
Validation. FDA expectations regarding the need
for process validation are outlined.

1992: Generic Drug Enforcement Act. Precipitated by
illegal acts involving abbreviated NDAs. Result:
Created debarment penalty and initiated PAIs for all
drug applications.

1996: Two Unrelated Events. Proposed revision to
U.S. CGMPs for drugs and biologics (21 CFR 210/
211) adds detail for validation, blend uniformity,
prevention of cross-contamination, and handling out-
of-specification results.

ICH Guidance for Industry: E6, GCP: consolidated
guidance from ICH becomes the de facto standard for
conducting human clinical trials.

1997: Electronic Records Final Rule (21 CFR
11). Requires controls that ensure security and integ-
rity of all electronic data.
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1998: Draft Guidances. Manufacturing, processing, or
holding APIs and investigating out-of-specification
(OOS) test results for pharmaceutical production.

Definitions and Other Useful Information

The following definitions are abstracted from the
requirements of laws and regulations enforced by
the U.S. FDA.[9]

The FD&C Act defines drugs as ‘‘articles intended
for use in the diagnosis, cure, mitigation, treatment,
or prevention of disease in man or other animals’’
and ‘‘articles (other than food) intended to affect the
structure or any function of the body of man or other
animals.’’ It is the intended use that determines
whether something is a drug. Thus, foods and cos-
metics may be subject to the drug requirements of
the law if therapeutic claims are made for them. The
FD&C Act prohibits adulteration or misbranding of
any drug and requires the ‘‘new drugs’’ be reviewed
and approved by FDA before they go to market.

Adulteration means contaminated with filth or
putrid. Over the years, the definition has been
expanded to include products that are manufactured
without following GMPs.

Misbranding applies to statements, designs, or pictures
in labeling that are false or misleading as well as to the
failure to provide required information in labeling.

Drug applications typically fall into three cate-
gories: an NDA, a new animal drug application
(NADA), or anabbreviated new drug application
(ANDA) for generic products.

Any individual found guilty of breaking the
required regulations or performing a prohibited act
per the U.S. FD&C Act (such as adulterating or mis-
branding a product) can be fined up to $250,000.
Any corporation or partnership found guilty of com-
mitting a prohibited act can be fined up to $1 million.
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INTRODUCTION

Managing for quality is and always has been a critical
task of management no matter what the industry. In
the pharmaceutical industry today, achieving quality
of products, services, and processes is as important as
it ever was; however, today we need to achieve it with
reduced resources. We need to do more with less. We
need to be as concerned with the quality system’s
efficiency as well as its effectiveness. Rising regulatory
and customer requirements make this ever more
challenging.

In this article, we will define the components of the
quality system. We will present the pros and cons of
various models of a quality system—drug GMPs, the
medical device quality system regulations, ISO 9000,
and the Malcolm Baldrige award criteria. In addition
to guidance on the design of the quality system, we will
describe some techniques that we have found to be
effective in managing it.

THE QUALITY SYSTEM

Traditionally in the pharmaceutical industry, the qual-
ity function is divided into two parts, quality control
and quality assurance. Quality control centers on test-
ing products to assure their compliance to specifi-
cation. It is in general concerned with evaluating
events from the past. FDA has recognized this
deficiency with the often-quoted philosophy that
‘‘you cannot test quality into a product.’’ Quality
assurance is focused on building quality into a product
through activities like validation, process and environ-
mental control, and documentation. Quality assurance
is in general concerned with events in the present. Only
relatively recently has the pharmaceutical industry
begun to emphasize a quality management account-
ability for continuous improvement of processes,
people, and culture. Quality management is about the
future, about prevention, and management’s role in
improving the quality system.

A system is a group of parts, components, or pro-
cesses that work together to achieve a common goal.

For the quality system, the common goal is under-
standing and meeting customer’s needs. The compo-
nents of the quality system are processes, people, and
culture (Fig. 1). There are four types of processes that
comprise the system:

� Management—the management processes are the
most important. Some of the management pro-
cesses that are critical to the quality system are:
the communication of policy, standards, directions,
objectives, and priorities to the organization; per-
iodic reviews of the quality system’s health and
need for improvement; creation of the quality cul-
ture; and ensuring the availability of adequate
resources.

� Core—the core processes are those that produce
product for sale to a customer. For each step in
the core process, the critical control points or vari-
ables and the acceptable ranges of these variables
must be identified. The controls may be done in
process by production or off-line in the QC labs.
The quality of the core process depends principally
on the design of the process and its validation; i.e.,
on its intrinsic capability.

� Supporting—some of the key supporting processes
in a GMP plant are: audits, change control, failure
investigations, labeling (artwork generation, label-
ing use and control), maintenance, materials man-
agement, complaint handling, product release,
stability/expiration dating, training, trend analysis,
and validation. Supporting processes add value in
proportion to their contribution to the core process.

� Supplier—the supplier process is essential for the
proper functioning of the core process. The quality
of the core process depends to a large degree on the
quality of incoming raw and packaging materials.
The goal is supplier partnership. The quality of
the supplier’s own processes directly impacts the
quality of your core process.

The focus on process quality is important because
the work gets done through processes. The quality of
the output depends on process quality and efficiency
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gains come from process improvements. It is also
necessary to remember, ‘‘over the long haul, strong
people cannot compensate for a weak process. All too
often, management relies on individual or team heroics
to overcome fundamentally flawed processes.’’[1] The
principal components of a process are shown in Fig. 2.
The most important component is ownership; i.e., the
process is actively managed. One generally finds that
departments are managed but processes are not. For
internal processes, the supporting processes, the inputs,
and outputs are generally information; information that
is supplied by internal suppliers and used by internal
customers. The activities in the process should be value
added. It is not unusual to find that nonvalue added
activities in the pharmaceutical manufacturing plant
exceed 25%.

The second component of the quality system is
people. Given that we have capable processes, we then
need people with the requisite knowledge and skills.
We have to hire and promote people with the potential
for the task and importantly with the correct attitude.
We need to develop them to their full potential. If we
have high performance standards, all employees will
have training needs. These must to be prioritized. A
tool for the determination of training needs and their
prioritization is described in Ref.[2]. Adequate time
and resources must be allocated to training. World-
class companies allocate about 100 hr yr�1 per person

for training. If improved performance is the goal of
training, its effectiveness must be evaluated by obser-
vation of performance or by improvement in business
metrics.

The third component of the quality system is cul-
ture. Given capable processes and skilled employees,
management needs to create a culture that fosters the
desired behavior and that supports the natural moti-
vation of employees to take pride in a job well done.
Some aspects of the quality culture are:

� There is a clear vision of the desired future and how
to get there.

� Management leads by example—if quality is num-
ber one, it is number one on management’s agenda
and decisions are made accordingly.

� Performance standards are high, employees are held
accountable for their actions and performance
feedback is frequent, with emphasis on positive
feedback.

� There is a lack of fear in the workplace, innovation/
improvements are encouraged with the understand-
ing that sometimes mistakes will be made.

� Individuals are respected and participate in the
management of the organization to the extent of
their capabilities.

� Learning, individual and organizational, is valued.
� Teamwork is fostered.
� Adequate resources are provided.

MODELS OF A QUALITY SYSTEM

The Food and Drug Administration’s (FDA) manu-
facturing regulations for drug products were published
as Current Good Manufacturing Practice for Finished
Pharmaceuticals in the Federal Register, Vol. 43, No.
190, September 29, 1978. These cGMPs along with
various guidances published since 1978 provide the
rules by which drug products to be sold in the United
States must be manufactured. The cGMPs are not a
good model of a quality system. They are not struc-
tured as a system, but are more a set of specific rules.
In this limited sense, they define compliance but miss
the mark in defining an adequate quality system. There
are some significant flaws, vagaries, and omissions in
them. The basic philosophy of these cGMPs is the
philosophy of quality of the 1950s and 1960s—control,
inspect, do not trust production, and the QC/QA
department is responsible for quality.[3]

A good model of a quality system is provided by the
FDA’s Quality System Regulations for medical
devices.[4] It is based on the ISO 9000 standard. These
regulations are based on a modern, up-to-date philo-
sophy of quality. They view quality as a total system,

INPUTS
(Suppliers)

ACTIVITIES
(Value-added)

OWNERSHIP

OUTPUTS
(Customers)

Control Control

Feedback Feedback

Fig. 2 Model of a process.

PEOPLE

SUCCESS

PROCESSES
ENVIRONMENT/
CULTURE

·Management·Core·Supporting·Supplier

Fig. 1 Quality system components.
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hold management responsible for quality, and empha-
size the importance of design and quality planning.[3]

Furthermore, FDA’s inspections of medical device
plants are system based.[5]

Our recommended model of a quality system for a
plant producing drug products is ISO 9000 : 2000, with
the addition of the rules specific to drug products taken
from the cGMPs. ISO gives the requirements for a
quality management system, while the cGMPs gives
the compliance requirements. The year 2000 version
of ISO 9000 represents the current best thinking about
quality and how to achieve it.[6] The quality manage-
ment principles as listed in Table 1 represent the philo-
sophy upon which the quality system is built.

Fig. 3 represents ISO’s view of the quality system.
ISO 9000 emphasizes the criticality of the role of top
management for the achievement of quality products
and processes. This role is described in detail in the
document. Besides the emphasis on system and process,
ISO highlights the importance of culture/environment.
‘‘Through leadership and actions, top management can
create an environment where people are fully involved
and in which a quality management system can operate
effectively.’’

The Malcolm Baldrige quality award represents a
still higher standard.[7] It is very comprehensive,
involving all aspects of the business. It’s core values
and concepts are similar to those of ISO 9000. The
categories and point values are given in Table 2.

Note the heavy weighting given to results. The
winners of this award generally score in the 700’s. It pro-
vides a useful tool for a self-assessment, a benchmarking
tool, even if your organization does not want to go to
the expense of applying for the award.

After reviewing model quality systems like ISO,
Malcolm Baldrige, or the European Quality Award,
it is evident that cGMPs fall short of being a true qual-
ity system. They lack many elements common to these
quality models such as leadership, planning, process
orientation, and continuous improvement. A corollary
concern is sometimes expressed that the pharmaceuti-
cal business is so regulated that a best practice quality
system like ISO is not sufficient. However, a central

tenant in all good quality systems is a customer focus,
continuously evaluating customer needs/requirements
and satisfaction. Companies that truly understand and
put in practice these quality systems will have no trouble
meeting regulatory customer requirements.

QUALITY PLANNING PROCESS

In order to continuously improve the quality system,
there must be in place a quality planning process.
The purpose of this process is:

� To evaluate the current quality system relative to
the desired quality system, both short and long
term.

� To develop action plans and allocate resources so
that the desired improvements in the quality system
are achieved.

� To monitor and measure performance against the
plan.

� To adjust the plan as needed.

A diagram of the quality planning process is shown
in Fig. 4. This planning process represents the first
four steps in the continuous improvement cycle
(Fig. 5), discussed in the section ‘‘The Quality Impro-
vement Process.’’

The quality planning process begins with setting
competitive standards, with creating the vision of
excellence that ensures success and that focuses and
motivates all employees. An important part of creating
this picture of the desired future is benchmarking; both
business and quality targets and the processes that
enable the achievement of these targets. One can
benchmark best internal performance and even other
pharmaceutical plants/companies. However, some of
the best quality practices are not found in the pharma-
ceutical industry, but are found in other industries. The
books and magazines published by the American
Society for Quality are a good source of best quality
practices. One can also learn much from the Malcolm
Baldrige winners.

The second step is to honestly and accurately assess
one’s current state. The performance of process assess-
ments has proven to be an effective tool for doing
this.[8] This method differs significantly from the tra-
ditional compliance audit. It focuses on efficiency as
well as effectiveness in achieving standards. It looks
beyond observations or symptoms for root causes. It
focuses on the quality of the processes and their out-
puts. It borrows from the Malcolm Baldrige award
the evaluation of:

1. Approach (process design and process owner-
ship).

Table 1 Quality management principles

Customer focus

Leadership

Involvement of people

Process approach

Systems approach to management

Continual improvement

Factual approach to decision making

Mutual beneficial supplier relationships
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2. Deployment (training, resource allocation, and
integration among departments and with other
processes).

3. Results (continuous improvement of perform-
ance metrics).

Once the desired end-point is determined and the
current situation is assessed, a gap analysis is com-
pleted and objectives are set to close the gaps. An
important step in the process is the prioritization of
objectives, based on balancing available resources with
risks. The development of the plan is ideally a partici-
pative one, involving the maximum number of people.
After the plan is developed, personal and team per-
formance objectives need to be aligned with the goals
of the plan. Finally, it is necessary to integrate the
quality plan with the overall business plan.

‘‘What gets measured gets done.’’ The health of the
quality system and the effectiveness of the quality plan
need to be monitored. Therefore selecting the right set
of quality metrics is important.[9,10] Traditionally qual-
ity costs are broken down into preventive, appraisal,
internal failure, and external failure costs. A commonly
used indirect measure of internal failure costs is not-
right-first time. Cycle time is another useful indirect
measure of quality. Process quality can be measured.[8]

Processes can be rated on a 1–5 scale where:

1. Process and ownership not defined, personnel
are not trained, results show process is ineffec-
tive.

2. Process and ownership are defined, personnel
are trained, process metrics are in place; but
process is not always followed and results need
improvement to meet minimum standards.

3. Process is consistently followed and results are
satisfactory.

4. Process has been continuously improved in
effectiveness, efficiency, and cycle time over
the past 2 yr. It is appropriately fail-safe and
mistake proof.

5. Based on benchmarking process is considered
world class.

For each key process there should be a set of
metrics. These process metrics could consist of process
cost, effectiveness, right-first-time, and customer satis-
faction. Examples of metrics for the change control
process are:

� Cycle time.
� Changes made without an adverse product impact

(%).
� Number of changes successfully implemented per

year.
� Customer/employee satisfaction with change con-

trol process.
� Completeness of documentation.

The quality metrics need to be reported to manage-
ment so that they can determine the health of the qual-
ity system and take whatever action is necessary to
improve it. The importance of metrics and their selec-
tion cannot be over emphasized. ‘‘People need an
assessment of some kind to give them a sense of where
they really are. They need to know the starting point
from which they will proceed in improving the quality
of their contribution.’’[11]

Customers
(and other
interested
parties)

Customers
(and other
interested
parties)

Management
responsibility

Resource
Management

Measurement,
analysis and 
improvement

Product
realization

Requirements Product

Output
SATISFACTION

Value adding activities
Information flow

Key: Fig. 3 Continual improvement of the quality

management system.

Table 2 Malcolm Baldrige categories and point values

Categories Point values (points)

Leadership 120

Strategic planning 85

Customer and market focus 85

Information and analysis 90

Human resource focus 85

Process management 85

Business results 450

3078 Quality Systems Management



P
ro

te
om

ic
s–

R
ad

io
la

bl
el

in
g

THE QUALITY IMPROVEMENT PROCESS

The link between quality planning and quality
improvement is execution. The continuous improve-
ment cycle (Fig. 5) starts with benchmarking and inter-
nal assessment to arrive at a gap analysis. From the
gap analysis an action plan with assigned leadership,
resources, timelines, and metrics is developed. From
this quality plan, the plant’s human resources must
successfully execute the plan for improvement to occur.
It is the leadership’s responsibility to assure that the
plan is ‘‘do-able,’’ appropriate and adequate resources
are assigned, and that the culture of the plant supports
change. This starts with the project leaders who must
have not only the technical skills, but also the project

management and people skills to accomplish the pro-
ject. Training in the proper skills to lead a quality
improvement project is available from many consulting
firms promoting the concept of ‘‘Six-Sigma.’’ People
trained in these skills are often called ‘‘Black Belts.’’

Once the project has been completed and deter-
mined to be successful by appropriate metrics, it is time
for management to reinforce the culture of continuous
improvement through appropriate team rewards and
recognition. It is best practice for the plant to reinvest
some of the saving from any improvement in other
improvement opportunities.

RESPONSIBILITIES IN THE QUALITY SYSTEM

Quality must be every employee’s responsibility. The
quality department will never succeed in forcing qual-
ity into products and processes. Instead, the plant’s
management team must, by their actions, hold each
employee accountable for the quality of their work.
Management must, in turn, assure that all employees
understand the requirements, have the necessary skills,
and have adequate time and resources to perform their job.

The specific responsibilities of some key manage-
ment personnel are:

1. Plant manager, the champion of quality

� Establish the expectation that quality is every-
one’s responsibility by his leadership actions.

� Establish in the total organization a quality cul-
ture of customer focus, continuous improve-
ment, and accountability for quality.

INPUTS

INPUTS

VISION

TODAY

MONITOR
AND ADJUST

ACTION PLAN

PRIORITIZATION

INPUT

GAP
ANALYSIS

·benchmarking·new product introductions·regulatory trends·customer requirements·company strategies

·where we want to be·our standard of excellence

·resource allocation·what, who, when

·current state of
quality system 

·available resources

·trend data·customer feedback·regulatory requirements·process assessment results·quality metrics

Fig. 4 The planning process.

Benchmark

Execute

Verify Assess

Gap Analysis

Action Plan

Fig. 5 The continuous improvement process.
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� Assure appropriate resources are provided for
quality and compliance.

� Make quality planning a prime component of
the plant’s planning process.

� Recognize and reward quality performance.

2. Quality manager

� Own the system/process assessment process.
� Facilitate system/process design and improve-

ment teams.
� Assure the organization is adapting to changes

in the external environment.
� Develop the needed quality knowledge and

skills within the organization.
� Interpret the compliance and customer require-

ments.
� Assure quality/compliance accountabilities are

fulfilled by organization.

3. Production manager

� Assure processes are performed, measured,
controlled, and documented as designed.

� Provide opportunity for the workforce to
identify and implement quality and efficiency
improvements of processes.

� Identify root causes of failures and implement
preventive actions.

4. Engineering manager

� Provide an infrastructure that is appropriate,
calibrated, validated, controlled, documented,
and maintained.

� Provide technical support to the improvement
process.

5. All employees

� Focus on the customer, internal, and external.
� Continuously improve one’s process.
� Be accountable for the quality of one’s work.

LEADERSHIP AND MANAGEMENT

We have seen already that both ISO 9000 and the Mal-
colm Baldrige award criteria give prominence to the
role of top management in establishing, maintaining,
and improving the quality system. Visionary leadership
according to the Malcolm Baldrige award:

� Sets direction.
� Creates customer focus.

� Establishes clear and visible values.
� Sets high expectations.
� Creates strategies and systems to achieve excellence,

stimulate innovation, build knowledge and capa-
bilities.

� Inspires and motivates the workforce.
� Encourages all employees to contribute, to develop

and learn, to be innovative, and to be creative.

To put these leadership goals into practice, we have
established Quality Management Teams (QMT) in
each of our plants.[12] The QMT consists of the com-
plete plant management team—quality, production,
engineering, technical support, human resources, and
finance. The plant managers chair the QMT to symbo-
lize their responsibility for quality and because they
have the power to assure all employees follow the qual-
ity principles. The purpose of the QMT is:

� To provide plant management with a forum to
exercise their responsibility for the establishment
and maintenance of an adequate and effective qual-
ity system.

� To foster a partnership to manage continuous
improvement in quality by focusing on processes,
people, and culture.

� To jointly plan for improvement of the quality
dimensions of business performance and to own
the quality plan.

The QMTs meet monthly for at least an hour and
quarterly for a more extended time to perform a com-
plete review of the quality system and quality plan.

CONCLUSIONS

Quality is fundamentally about customer focus. Both
the pharmaceutical industry and the FDA have this
in common; their customer is the patient. While quality
control and quality assurance are important, best qual-
ity practice today emphasizes the management of the
quality system. The quality system consists of impor-
tant processes, highly skilled people, and an empower-
ing/motivating culture. Training of personnel at all
levels must be a priority for management. The recom-
mended model of a quality system is ISO 9000 with the
specific requirements of GMPs added. Continuous
improvement of the quality system is assured by hav-
ing an effective quality planning process. All employees
must take responsibility for the quality of their work.
A critical but difficult process is communication. Man-
agement must provide the direction (top–down), listen
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(bottom–up), and encourage cross-functional
cooperation. It is clear that quality depends on the
leadership of the organization.
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Radiochemical Methods of Analysis
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INTRODUCTION

In nuclear medicine, drugs containing radioactive
metals, metal complexes, and metal conjugates are
used fordiagnosis and therapy of various diseases.
Radioactive materials used as pharmaceuticals are not
only small organic and inorganic molecules but are
also macromolecules such as monoclonal antibodies
and antibody fragments that are attached to radioac-
tive metals. Nuclear medicine has become a $12 billion
medical industry, and more than one-third of the hos-
pitals in the United States currently use radioisotopes
for such procedures. It is anticipated that diagnostic
procedures in the United States are likely to exceed
20 million by the end of 2000. The successful use of
radiochemicals needs a basic understanding of radi-
ation, radioactivity, and the nature and characteristics
of instruments to detect and quantitate radiation. This
article addresses these applications related to radio-
activity and radiochemical methods of measurement.

ATOMIC STRUCTURE, NUCLEAR STABILITY,
AND RADIOACTIVITY

Atomic physics describes the structure of atoms in
complex mathematical terms of quantum mechanics.
However, the model of the atom as described by Niels
Bohr in 1913 is very simple, pictorial, and more than
adequate for a basic understanding of the phenomenon
of radioactivity. Bohr’s planetary model of the atom
consists of a dense positively charged nucleus sur-
rounded by negatively charged electrons (e) in orbits
of well-defined energy states. The nucleus consists of
positively charged protons and neutral particles called
neutrons. The protons and neutrons are held together
by very a strong nuclear force of attraction, effective
at very close distances (approximately 10�13 cm). These
strong forces for each nucleus are computed in terms
of binding energy. The electroneutrality of the atom
is maintained by the orbital electrons, which are equal
in number to that of the protons. This number is called
the atomic number, Z. The masses of the atoms (A) and
other particles are described in terms of atomic mass

units (amu). The amu is defined as 1/12th the mass
of a carbon atom with atomic mass of 12.0000. The
properties of these nuclear particles known as nucleons
and electron are summarized in Table 1.

Any configuration of protons and neutrons is called
a nuclide. There are three nuclides of the element
hydrogen with atomic number 1. Some characteristics
of the nuclides are listed in Table 2.

The notation is used to indicate the nuclide of an
element. The three nuclides of hydrogen are called iso-
topes of hydrogen. Tritium with an N/Z ratio of two is
unstable. When the N/Z ratio becomes higher, the
nucleus become unstable and results in the disinte-
gration of the nucleus so as to achieve a stable N/Z
ratio and therefore a stable nucleus. This process is
called radioactive decay. This radioactive process can
be spontaneous in some naturally occurring nuclides;
then these elements are said to be naturally radioactive.
When such instability is brought about by bombarding
stable nuclides with high-energy particles, it is called
artificial radioactivity. Of nearly 3000 known nuclides
of elements, which are either man-made or natural,
287 nuclides of 83 elements are stable; the rest are
unstable to varying degrees. The unstable nuclides dis-
integrate to form stable nuclides with release of energy
and nuclear particles. Binding energy and nuclear sta-
bility are found to be dependent on the ratio of number
of neutrons to protons (N/Z or n/p ratio). To be
stable, at least one proton is required. The most stable
heavy nuclide is , with 83 protons and 126 neutrons
(N/Z ¼ 1.5). In general, when the N/Z ratio is greater
than 1.6, the radioactive nuclide readjusts to a stable
ratio of N/Z with the release of energy and particles
of matter. The three nuclides of hydrogen are called
isotopes. Other members of the nuclide family are iso-
bars and isotones. The characteristics of these nuclides
are given in Table 3.

Radioactive Decay

Different radioactive species undergo disintegration at
different rates. The rate of this decay or activity
is characteristic of the individual nuclide and is
proportional to the number of radioactive nuclides

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000429
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present at the beginning of this time interval. The pro-
portionality constant is called the decay constant and
is denoted by l. The decay constant is a measure of
the probability that a certain radioactive nucleus will
disintegrate within a specified time interval. These dis-
integrations are characteristic of the nuclide and are
unaffected by pressure, temperature, concentration,
and other physical or chemical properties of the radio-
nuclide. This rate constant is conveniently denoted in
terms of t1=2, or halflife. The halflife of a radionuclide
is the time required for the sample activity to decrease
to half its initial value. t1=2 is related to rate constant (l)
as follows:

l ¼ 0:6932=t1=2

In fact, less than 1% will be radioactive in seven
halflives, and after 10 halflives, greater than 99.9% of
the radioactive nuclide will have lost its activity. The
halflife refers to that of a pure nuclide. In a sample
containing mixtures of disintegrating radionuclides,
the total activity is the sum of the separate activities.
From a plot of relative activity against time, the indi-
vidual halflives can be computed. However, in practice,
this can be realized for mixtures containing 3 or <3
nuclides. Other commonly used terms in nuclear
medicine and pharmacy are average (mean) halflife,
biological halflife, and effective halflife. Average half-
life is the mean lifetime of a nuclide, and it is equal
to 1.44 � t1=2. Biologic halflife, tb, is the time required
for the body to eliminate half the administered dose by
normal biological process of elimination. Effective

halflife (teff) is a measure of how fast the body elimi-
nates the radioactive material by the combination of
biological elimination and radioactive decay:

1=teff ¼ 1=tb þ 1=t1=2

Unit of Activity

The fundamental SI unit of activity is the Becquerel
(Bq). One Bq is equal to one disintegration per second
(dps). Because this is a very small unit, it is more often
expressed in kilobequerels or kBq. However, the older
historical unit of activity Ci is normally used for radio-
pharmaceuticals. The Curie was defined in terms of the
number of disintegrations per second of 1 g of 226Ra
and is equal to 3.7 � 1010 dps. Other commonly used
units are millicurie and microcurie (mCi and mCi). The
unit of Ci represents absolute activity (A). However,
relative activity R is proportional to the efficiency of
the counting device. The device reports in counts per
minute.

R ¼ qA; q ¼ efficiency quotient. Sometimes spe-
cific activity, in terms of radioactivity per unit mass
of an element or radiolabeled compound or unit vol-
ume of solution is also specified. In these case, the mass
or volume should be clearly specified.

Decay Processes

The radioactive decay process involves the emission of
radiation, which is dependent on the mode of decay of

Table 1 Mass, charge, and energies of nucleons and electrons

Particle Mass (Kg)

Mass

(amu) Charge

Energya

(MeV) Comments

Electron (e) 0.9108 � 10�30 0.000549 �1 0.511 —

Proton (p) 1.6721 � 10�27 1.00728 þ1 938.8 —

Neutron (n) 1.6744 � 10�27 1.00867 0 939.9 —

Alpha (a) 6.6465 � 10�27 4.003874 þ2 3726.7 Binding energy of the a-particle is 28.29 MeV

Beta (b�) 0.9108 � 10�30 0.000549 �1 0.511 Variable kinetic energy depending on how ejected

Positron (bþ) 0.9108 � 10�30 0.000549 þ1 0.511 Variable kinetic energy depending on how ejected

Neutrino (v) 0 0 0 — —

Photon 0 0 0 Varying energy
aEnergy is based on the rest mass of the particle.

Table 2 Configuration of nuclides of hydrogen

Nuclide

No. of protons

(Z)

No. of neutrons

(N)

N/Z (n/p)

ratio Notation

Nuclear

stability

Hydrogen 1 0 0 Stable

Deuterium 1 1 1 Stable

Tritium 1 2 2 Unstable
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the particular radionuclide. Radiation resulting from
any decay process can be classified as alpha (a), beta
(b), gamma rays (g), and/or other emissions.

a-Particles

Alpha (a)-particles are doubly charged, highly ener-
getic helium nucleus. a-Particles originate in the nuclei
of heavier atoms. The emission involving a-Particles is
the most efficient process for a radionuclide to attain
stability because the nuclide loses both charge and
mass. Because a-Particles are very heavy (7400 times
of that of an electron) and doubly charged, they attract
electrons from the surrounding medium when they
pass through a medium. This results in the ionization
of the medium. An a-Particle loses energy, slows down,
and finally becomes a helium nucleus. In each ioniza-
tion process, it loses 34 eV per event. For example, a
loss of 3.4 MeV of energy causes 100,000 ionization
events. These particles travel very short distances,
called the range. Because they are extremely efficient
in ionizing, they lose energy very rapidly. This range
is approximate 4 cm in air and a few thousandths of
a centimeter in biological tissues. Because of this
tremendous amount of energy transfer, a-Particles
can cause extensive damage to organs and tissues when
they are exposed to this radiation. Generally, a-Parti-
cles arise during the natural decay of elements with a
Z value greater than 83. A typical alpha decay process
is represented below:

238
92U 234

90Th   +   42He   +   Energy

b-Particles

A b-Particle is a high-velocity nucleon ejected out of a
decaying nucleus. b-Particles have the rest mass
(0.000548amu) of an electron. If it is negatively
charged, it is called a negatron and if positively
charged, it is called apositron. In common usage, b-
Particle emission refers to the negatron (b�) and bþ-
Emission is called positron emission. For example,
the decay of 32

15P to 32
15S results in the emission of

b�, antineutrino, and release of energy. The difference
in the masses of the two nuclides, 0.001836 amu

(31.965675 for P � 31.9638390 for S), results in the
release of energy equivalent to 1.70 MeV. Part of this
energy is used up in the ejection of particles, and the
remaining is used in the release of antineutrino.
Because no other energy is emitted, 32P is called a pure
b-Emitter. Sometimes some portion of the energy dif-
ference may be retained in the nucleus, and consequently
the nuclide resides in a nuclear excited state. The excited
nucleus may lose the excess energy and return to the
stable ground state in the form of electromagnetic radi-
ation (gamma-rays). b-Particles are emitted with variable
energy from zero to the maximum of the difference in
energy between the parent and daughter nucleus. The
variability in energy arises from the distribution of energy
between the b-Particle and the antineutrino.

Negatively charged b-Particles are emitted when the
radionuclide has more neutrons than required by the
number of protons for stability. Sometimes more than
one b-Particle may be emitted. For example, 131I
decays with the emission of six b-Particles and 14
g-Rays of different energies:

131
53I 131

54Xe   +   β–   +   β–   +   γ
 +   antineutrino   +   Energy

Nearly 100% of all these decay processes correspond to
b-Particles of energy 0.61 MeV and g-Radiations of
energy 0.364 MeV. The decay to form stable nuclides
may involve the formation of many unstable inter-
mediate radionuclides. For example, the decay of
127

50Sn to 127
53I, shown below, involves the formation

of a number of intermediate nuclides:

127
50Sn 127

51Sb 127
52Te 127

53I

In general, b�- and bþ-Particles penetrate deep into
the medium; however, they do not cause damage to
tissues and organs. Radionuclides that decay by b-
Particle emissions are used very extensively in nuclear
medicine for diagnostic and therapeutic applications.
Positron-emitting nuclides are used in nuclear medicine
for diagnostic purposes. bþ-Emitting radionuclides are
under active study for use in radiotherapy. An example

Table 3 Characteristics of nuclides

Nuclide

Atomic

number (Z)

Mass

number

Neutron

number

Chemical

property Examples

Isotopes Same Different Different Same 15
8O, 16

8O, 17
8O, 18

8O

Isobars Different Same Different Different 67
29Cu, 67

30Zn, 67
31Ga,

Isotones Different Different Same Different 59
26Fe, 60

27Co, 62
29Cu, (33 neutrons each)

Isomers Same Same Same Same 99m
43Tc, and 99

43Tc. (m) meta stable isomer
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of a decay process involving emissions of positrons
follows:

15
8O 15

7N    +   01β+ 

g-Rays (g)

During the disintegration of the nucleus, part of the
energy is used in the creation of excited-state radio-
nuclide. In the excited state, the nuclide is unstable.
The release of energy while the excited nucleus returns
to the ground state appears as electromagnetic radi-
ation. These radiations are called g-Rays. g-Emission
is common when the difference between the excited
state and the lowest energy ground state nucleus is
greater than 100 keV. Because g-Emission iselectro-
magnetic radiation, there is no change in the neutron
number or mass number or atomic number. Therefore,
invariably, g-Radiation is always preceded by a nuclear
decay reaction involving emission of a, b�, bþ parti-
cles.

g-Rays are high-energy electromagnetic radiation
such as X-Rays with no electrical charge. g-Rays are
different from X-Rays in that they differ with respect
to their origin.X-Rays originate from orbital electrons,
whereas g-Rays originate from the decay of a nuclide.
The g-Rays also ionize the medium by striking orbital
electrons with high energy and by knocking the elec-
trons out of the atom. These ejected electrons cause
secondary ionization referred to as indirect ionization.
The degree of penetration of g-Rays is extremely high.
There are at least seven different processes by which g-
Rays can interact with matter. However, the processes
associated with g-Ray interaction or production, which
are pharmaceutically relevant, are electron capture,
isomeric transition, and internal conversion. These
are briefly discussed below.

Electron capture is a decay process in which an
orbital electron loses energy and becomes absorbed
into the nucleus. As a result, outer-shell electrons jump
to fill the inner-shell vacancy resulting in an electron
orbit reshuffling. This process result in the release of
X-Rays, and these electrons are subsequently absorbed
and result intherelease of weakly bound orbital elec-
trons. These are called Auger electrons. When the
decay process involves in positron emission, it is almost
always followed by electron capture. As a result of
nuclear reaction, an excited radionuclide (with energy
>100 keV) loses energy by de-excitation:

Electron Capture EC
125

52Te

125
53I

More often, these occur in multiple steps with the
releaseof g-Ray photons of multiple energy. Thus, the
resulting g-Ray spectrum is unique to the decaying
radionuclide; this uniqueness, therefore, is used to
identify the unknown nuclide. g-Rays with no mass
and charge can penetrate into matter and bring about
other chemical reactions in the system. g-Rays are
widely used in nuclear medicine.

An excited radionuclide may remain in several
excited states before reaching ground state. However,
transitions can occur within these excited states with
the emission of g-Rays. These transitions are called
isomeric transitions. When these isomeric transitions
are significantly long-lived, these are called metastable
states.

An example of the decay process is shown below.
(&- increase in Z, .- (left arrow) decrease in Z)

99
42Mo

t1/2 = 67hr (β–, 82%)
99m

43Tc (t1/2 = 6hr)
99

43Tc (t1/2 = 2.2 × 105 years)

99
44Ru

β–

A process alternative to isomeric transition is called
internal conversion (IC). In some cases, the g-energy is
absorbed by a K-shell (inner) electron. This electron is
ejected out with lower energy. This ejected electron
is the internal conversion electron, and the process
is called internal conversion. Some diagnostic and
therapeutic radionuclides with corresponding half lives
are given below.

Diagnostic Raidonuclides. (t1=2 in units as indicated
are given in parentheses.) t1=2 hours: 67Cu (62.0);
67Ga (78.3); 90Y (64.1); 117In (67.9); 99mTc (6); 201Tl
(72) {b�-particles}-t min; 11C (20.4); 13N (10.1); 15O
(2.0); 18F (1.9); 68Ga (68.0); and 82Rb (1.25) {bþ}.

Therapeutic Radionuclides. t1=2 days: D; 32P(14.3);
47Sc (3.4); 67Cu (2.6); 64Cu (0.5); 90Y (2.7); 105Rh
(1.5); 111Ag (7.5); 117m Sn (13.6); 131I (8.0); 149Pm
(2.2); 153Sm (1.9); 166Ho (1.1); 177Lu (6.7); 186Re (3.8);
188Re (0.7).

RADIATION DETECTION AND MEASUREMENT

Interaction of Radiation with Matter, Ionization
Chamber, and GM Counters

The detection and quantitation of nuclear radiation
are based on its interaction with material contained
in the detector. Ionization of the gas particles in the
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medium and scattering are the two most common types
of interaction of radiation with matter. Radiation
causes darkening of photographic emulsion, ionization
of a gas or a mixture ofgases, or fluorescent scintil-
lation. In radiology, exposure and observation of the
photographic film are most commonly used. When
a-Particles with high kinetic energies impinge on gases
enclosed in a chamber, they produce approximately
40,000 (�10,000) ion pairs per cm. The range of
a-particles is short (approximately 6 cm in air and
2 mM in lead); b-Particles have longer and irregular
paths and produce approximately 100–700 ion pairs
per cm. A typical ionization chamber, shown in Fig. 1,
consists of a sealed tube containing helium, neon, or
gas–air mixtures placed in a space between two electro-
des. The incoming particles create ion pairs; the ions
are separated and collected at the electrodes of
opposite charge. Electrons are collected at the anode.
The number of such ions collected at each electrode
is also a function of the applied voltage across the elec-
trodes. If the response is measured in terms of pulse
height (proportional to the number of electrons col-
lected), a plot of this value against applied voltage will
exhibit a characteristic response as given in Fig. 2. The
different regions in Fig. 2 are explained below. Region
I is called the recombination region. In this region, ion
pairs produced increase linearly as a function of
applied voltage (<100 V) as recombination is pro-
portionately decreased. This is not a useful region for
measurement. In region II (100–400 V), pulse height
attains a plateau because all ions formed are collected.
This region is used in ionization chambers to measure
energies of g-Rays and X-Rays. This region is also
used for identification of a- and b-Particles because
the height at which plateau occurs is characteristic of
the nature of the particle. Dose meters and dose rate
meters, which measure high-intensity radiation fields,
operate in this region. In region III (400–800 V), the

number of pulses produced is proportional to the
intensity of radiation. The size of the pulses counted
gives a measure of the primary ionization produced.
In this region, the primary electrons are accelerated
with high gain in energy. This high energy causes
additional secondary electrons to be generated as a
result of interaction with gases in the ionization cham-
ber. These secondary electrons cause further ioniza-
tion. The net effect is pulse amplification; the size of
the amplification is of the order of 100–10,000 times
that of the size of the ions initially produced in the
ionization chamber.

In Fig. 2, the two response plots correspond to two
particles of different energy. Ionization chambers oper-
ate in this region.

Region IV (applied voltage 800–1000 V) is limited
proportional region and is not important for purposes
of detection. When the applied voltage is between 1000
and 1500 V, the size of the pulse is no longer pro-
portional to the initiating event. However, each pulse
corresponds to a single event. The counters that oper-
ate in this region are called Geiger–Mueller counters or
GM counters. The GM counters are very sensitive.
Because of the high gain involved, these are used pri-
marily in regions where the radioactivity is of very low
intensity, (e.g., radioactive contamination). The read-
ings are given in milli-, micro-, or Roentgens/h or in
counts per minute. In the GM counter, ionization pro-
duced spreads to the entire gas. Therefore, the counter
may not respond to a succeeding second incoming
pulse before a recovery time of approximately 100–
300 ms. This dead time for recovery is unusually high
compared with the dead time for the proportional
counter, which is approximately 1ms. Secondly,
because a fixed amount of gas is present in the chamber,
the purity of the gas in the chamber decreases. There-
fore, the GM counter has to be calibrated frequently,
using standard 226Ra or 137Cs sources per Nuclear
Regulatory Commission (NRC) requirements. Above
an applied voltage of 1500 V, continuous discharge
occurs, and this is not useful for any measurement.

lonizing
radiation

Electron flow

+

+

–

e–
Ammeter

Fig. 1 Block diagram of a simple air ionization chamber.
Electrons are attracted to the positive plate, and positive ions

go to the negative plate.

III
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Fig. 2 Pulse height versus applied voltage response.
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Scintillation Detectors

When radiation interacts with certain substances
called fluors or phosphors, it produces a flash of
light called scintillation. The scintillation is then detected
using a sensing element, amplified, sorted, and recorded
by counting. The scintillation-detecting instruments
include well counters, scanners, thyroid probes, and
scintillation cameras called Auger cameras. In addition,
all these instruments consist of a collimator (excluding
well counters), photomultipliers, a high-voltage power
supply, an amplifier, a gain control unit, a pulse height
analyzer, and instruments or computers for appropriate
display modes. The scintillation cameras also contain
coordinate-positioning (x,y) circuits.

Solid-state detectors

These detectors are made of semiconducting materials.
In these detectors, solid-state electrodes are made from
Li doped with Si or Ge. The resolution is approxi-
mately 1–2 keV for 1 MeV g-Rays and sometimes pro-
vides a greater than 10-fold improvement over NaI (Tl)
scintillation detectors, described below. These are com-
mercially available and more often used in research-
grade instruments.

A brief review of scintillation phosphors and their
uses are given in Table 4.

Liquid Scintillators

The sample radionuclide is dissolved in a liquid scintil-
lator called the scintillation cocktail. It consists of two

principal components. The first is a primary solvent
such as toluene, xylene, or 1,2,4-Trimethylbenzene
(pseudocumene). The second component is the fluor
solute, 2,5-Diphenyloxazole (PPO) that emits UV light
at �380 nm. The cocktail may also contain one or
more the following:

� A secondary solvent such as dioxane to improve
solubility of aqueous samples or surfactants such
as sodium dodecylbenzenesulfonate as emulsifier.

� A secondary scintillator to shift the wavelength of
photons emitted (�380 nm) to the wavelength
response of some photomultiplier tubes (PMT,
�420 nm).

� One or more adjuvants for purposes of suspending
or solubilizing biological tissues.

A brief description of other components of scintil-
lation detectors (generally applicable to liquid scintilla-
tors also) is given below.

Photomultiplier (PM) tubes

The PM tube has a light-sensitive electrode called the
photocathode. It emit electrons when photons strike
it. The electrons are then accelerated from the photo-
cathode to the anode of PM tube by the application
of approximately 1000 V in steps of approximately
100 V by a series of electrodes called the dynodes. In
the PM tube, secondary electrons are produced, result-
ing in pulses of 105 to 108 electrons. Typically a photo-
tube with 10 dynodes delivers approximately 410

electrons. This gain or amplification is dependent on
the dynode voltages.

Table 4 Scintillation phosphors and their uses

Particle detected Phosphors used Characteristics/comments

Alpha (a) Thin sheet of plastic scintillator or zinc
sulfide embedded in a transparent tape

Phosphors are wrapped in very thin aluminized
mylar foil to exclude light. a-Particles, because of

low penetrating power, lose all their energy to
scintillators. b- and g-Particles produce only
smaller pulses and by adjustment of appropriate
setting of the discriminator, a-Particles alone can

be counted.

Beta (b) Single crystals of anthracene, trans-stillbene are
commonly used. Sometimes naphthalene doped
with anthracene can also be used.

For b-Particle counting, especially low-energy
particles from 14C and tritium, liquid
scintillators are commonly used (see discussion

below on liquid scintillators).

Gamma (g) Sodium iodide doped with thallium iodide are used
[NaI(Tl)]; thallium, which is present at 0.1–0.4% of
sodium emits 420 nm scintillations. This phosphor is

very efficient in absorbing g-radiation because of high
atomic number of iodine and high density of
sodium iodide.

Sodium iodide is hermetically sealed. It is
normally used in well counters. A typical
well counter used in laboratory and that

used in cameras in nuclear medicine are
show in Figs. 3 and 4.
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Preamplifier

Even though such a large number of secondary electrons
are generated, these are not adequate to generate enough
current. The voltage pulse is amplifed by a factor of 4–5
by the preamplifier without loss of power. The preampli-
fier also provides the driving force necessary to prevent
loss in the several feet of connecting cables.

Linear amplifier

The pulses received from preamplifier have wide
variation in energies of the particles. The gain in the
amplifier is of the order of 8000 such that a 1 mV
signal is amplified to approximately 8 V while still
maintaining the proportionality of the energy delivered
by the particle (more often g-Ray) to the detectors.
The amplified pulse is then delivered to pulse height
analyzer.

Pulse height analyzers (PHA)

The pulses that emerge from the amplifier usually have
different amplitudes owing to differences in energies.
These analyzers are essentially energy sorters. Single-
channel PHAs count pulses of a given amplitude,
whereas multichannel analyzers (MCAs) scan whole
energy range and record the pulses in each channel.
For example, by using an MCA, g-Ray spectrum can
be recorded and, thus, these instruments that use
MCAs are called g-Ray spectrometers. MCAs may
have as many as 4000 channels.

X-Y-positioning circuits

These are unique to scintillation cameras, known as
Auger cameras, used in nuclear medicine studies.
Approximately 19–91 PMTs are mounted on a Na(Tl)
crystal used in the camera. These crystals are typically–
thick. The number of PMTs, which are optically
coupled to the back of the crystal, is determined by
the size and shape of the crystal. A maximum amount
of light will be received by the PMT nearest to the
point of interaction compared with the other PMTs,
which are positioned differently. The amount of light
received in these PMTs is proportional to the solid
angle subtended by the PMT. Therefore, X–Y-posi-
tioning of the camera has to be controlled and known
so that X–Y-coordinate of the g-Ray interaction can
be assessed accurately. These data are stored in a com-
puter and then processed or recorded on Polaroid or
X-Ray films.

Efficiency of detection in scintillation detectors

In gas-filled as well as scintillation detectors, the
observed count rate is typically less than the actual
decay rate of the radionuclide. The efficiency of detec-
tion may differ from particle to particle under identical
conditions using the same type of detector. The factors
that affect the efficiency of detection are operating volt-
age, resolving time, geometry of the instrument used in
relation to the position of the sample with respect to
the detector, scaler, energy resolution, absorption by
cells, and sometimes constituents of the sample itself.

Fig. 3 A typical well counter used for measurement of
gamma rays.

Flat Field Collimator

Inverted
Well

Counter

Fig. 4 A typical well counter used in nuclear medicine.
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For example, the scintillation cocktail sometimes
reduces counts considerably. This effect is known as
quenching. For accurate measurements of radioactivity,
appropriate correction for quenching is required.

Frequent calibration of the instruments with the use
of appropriate standards is required to make suitable
allowances for decreases in the efficiency of the instru-
ments. Such calibration standards are available from
the National Institute of Standards and Technology
(NIST). Other sources traceable to NIST standards
through active program of participation in comparison
measurements also provide such standards. The United
States Pharmacopeia (USP) also provides nuclear decay
data for new calibration standard. USP 24 lists t1=2,
energy of photons, and number of photons per disinte-
grations, for the following radionuclide standards:
137Cs, 137mBa, 22Na, 60Co, 57Co, 54Mn, 109Cd, 109Ag,
and 129I.

Tomographic Imagers

Tomography is a process in which three-dimensional
images are constructed using a large number of two-
dimensional slices of images from an object. Computed
tomography uses rigorous mathematical algorithms
to reconstruct these images. When radionuclide emis-
sions are used, it is called emission tomography. Two
common techniques are now used to obtain images
using emission tomography, namely, single photon
emission computed tomography (SPECT) and
positron emission tomography (PET). In SPECT,
g-Emitting nuclides are used, whereas in PET, posi-
tron-emitting nuclides are used. In the SPECT system,
an object is photographed using many Auger cameras
at a number of small angles (between 3 and 10�)
around the object. The total span may be between 0
and 180� or between 0 and 360�. Because the rotating
cameras provide two-dimensional digital images, these
are stored as 64 � 64 matrix (for 180� span) or as
128 � 128 matrix (for 360� span) digital information.
The Auger cameras use NaI (Tl) crystals in the detec-
tor heads. In PET, positron-emitting radionuclides
are used. Each positron emitted from these radionu-
clides travels through tissues, deposits energy, and
finally is annihilated by interaction with an electron.
The annihilation results in the formation of two
photons traveling in opposite directions (180� apart)
with energy of 0.511 MeV. Two Auger cameras are
placed 180� apart but at the same distance from the
object. Each camera detects a photon at the same time.
By appropriately moving cameras in pairs, the data are
collected over many angles and stored in 64 � 64 or
128 � 128 matrix. Thus, this electronic collimation
brought about by simultaneous detection increases
sensitivity and reduces the need for use of collimators

as in SPECT. Additional advantages of PET include
easy availability of radionuclides with short halflives
of isotopes of elements commonly found in organic
molecules (such as F, N, C, and O). (See USP 24 for
additional details of requirements for radiopharmaceu-
ticals for PET.)

ANALYSIS OF RADIOCHEMICALS

Radiochemical methods of analysis are considerably
more sensitive than other chemical methods. Most
spectral methods can quantitate at the parts-per-mil-
lion (ppm) level, whereas atomic absorption and some
HPLC methods with UV, fluorescence, and electro-
chemical methods can quantitate at the parts-per-
billion (ppb) levels. By controlling the specific activity
levels, it is possible to attain quantitation levels lower
than ppb levels of elements by radiochemical analyses.
Radiochemical analysis, inmost cases, can be done
without separation of the analyte. Radionuclides are
identified based on the characteristic decay and the
energy of the particles as described in detection proce-
dures presented above. Radiochemical methods of
analysis include tracer methods, activation analysis,
and radioimmunoassay techniques.

Tracers and Tracer Methods of Analysis

Radiochemical tracers or radiotracers are compounds
labeled with radioisotopes. For tracer methods, the
compound to be measured or a suitable reagent is
radiolabeled. A measurement of the redistribution of
tracer within such a sample–reagent reaction system
provides the required quantitative analytical infor-
mation. Major advantages of tracer methods are high
sensitivity, simplicity, and speed. Radiotracers are
more commonly used for following mechanisms of bio-
logical and/or chemical processes or if there is need to
eliminate complicated separation procedures,
especially in biological processes.

Isotopic dilution analysis

In isotope dilution analysis, a known amount of radio-
labeled compound with known specific activity is
spiked to a known amount of an unknown mixture
containing the same compound made up of stable iso-
topes. Then, the components of the radiotracer-diluted
samples are mixed thoroughly to form a homogeneous
mixture. This istopically diluted mixture, with known
levels of dilution, is then suitably treated to isolate a
small amount of the desired constituent. The radio-
active isotope content of the isolated portion is deter-
mined by measuring its specific activity. From the
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specific activities of the tracer before and after dilution,
the concentration of the component in the mixture can
then be calculated. The major advantage is that these
isolation procedures need not be quantitative; how-
ever, it is necessary that the compound isolated should
be pure enough for an activity determination. Isotope
dilution analyses are used for determination of inor-
ganic trace elements and for the determination of
organic compounds in biological systems. If separa-
tions are required and the radioisotope concentration
is not adequate to bring about separation, dilutions
can be accomplished by using a non-radioactive com-
pound (or carrier) with similar chemical behavior. For
example, if radio strontium is to be precipitated and it
is in low amounts such that it cannot be quantitatively
precipitated, it can be coprecipitated along with a
calcium salt by the addition of calcium before precipi-
tation. An alternative procedure to isotope dilution,
reverse or inverse isotope dilution, can be used to
determine the quantity of radioactive compound by
dilution with an inactive compound. This procedure
is applicable when a system contains an unknown
amount of isotopically labeled substance of known
specific activity.

Radioisotope exchage

For understanding mechanisms and kinetics of organic
or biological reactions, non-radioactive atoms in mole-
cules or ions are allowed to exchange with appropriate
radiolabeled compound. After chemical exchange
between a labeled compound and the test sample (the
chemical form of the element being different in the
two solutions, e.g., iodine in CH3I vs 131I� in labeled
sodium iodide), the specific activity of the element
becomes the same in the sample and reagent. A mea-
sured decrease in the activity of the reagent or increase
in the activity of the sample can then be related to the
amount of element present in the sample. Isotopic
exchange methods of analysis are very sensitive, rapid,
and specific. Isotopic exchange plays a very important
role in pharmacokinetic studies. For example, a drug
molecule may be labeled with tritium to follow the
drug distribution. Exchange of tritium with an unla-
beled compound or with a water molecule in the vicin-
ity may lead to erroneous interpretation of the drug
distribution if suitable precautions are not taken to
avoid potential isotopic exchange reactions.

Radiotracers as radiopharmaceuticals: Methods
for radiopharmaceutical analysis

When radiolabeled compounds (radiotracers) are used
for diagnostic and therapeutic purposes, it is called a
radiopharmaceutical. A radiopharmaceutical should
be easily produced, inexpensive, readily available, have

relatively short halflife, and preferably should be a
g-Emitter with an energy between 30 and 300 keV.
Such a g-Emitting nuclide should invariably decay by
electron capture or isomeric transition. When posi-
tron-emitting nuclides are used, they must have specific
localization in the desired organ or tissue and should
not result in undue radiation exposure. Radiotracers,
used as pharmaceuticals, are produced in one of two
ways: either as a product of nuclear fission reactions
or as a product of nuclear reactions induced by high-
energy accelerator particles or neutrons. Particle accel-
erators are instruments that cause nuclear reactions by
bombarding target nuclides with highly accelerated
and energized particles such as protons, deutrons,
and electrons. For production of radiopharmaceuti-
cals, on-site accelerators called cyclotrons are used.
For production of positron-emitting radionculides
linear accelerators are used. Readily transportable
instruments, which serve as sources for short-lived
radionuclides, are called generators. Typically, in a
generator, a long-lived parent nuclide is allowed to
decay to a short-lived daughter radionuclide. Using
differences in chemical properties, the daughter nuclide
is separated from the parent. Typical pharmaceutically
relevant radionuclides and their sources are summar-
ized in Table 5.

A radiopharmaceutical is a radioactive chemical
used as a pharmaceutical. Therefore, as pharmaceuti-
cals, they should have proper ionic strength, pH, iso-
tonicity, and osmolarity. In addition to chemical
purity, radionuclide purity and radiochemical purity
also have to be demonstrated. The radionuclide purity
refers to the ratio of the amount of radioactivity corre-
sponding to that of desired radionuclide to the total
amount of radioactivity owing to other isotopes and
other isotopic impurities. Radionuclide purity is
determined by measuring halflives and other character-
istics of radiation of the radionuclide. Radiochemical
purity refers to the fraction of total radioactivity in
the desired form. Radiochemical impurities are general
chemical impurities formed by the chemical as a result
of decomposition of the chemical entity, whereas all
the resulting impurities may still be radioactive. Poten-
tial decomposition pathways are the same as for any
other pharmaceutical. Examples include acid and base
hydrolysis products, oxidized and reduced species,
additional radiolysis products, and photochemical
and thermal decomposition products of the chemical.
For example in many 99mTc-labeled complexes, free
unreacted 99mTcO4

� and hydrolyzed 99mTc are radio-
chemical impurities. A number of analytical methods
can be used to detect and determine radiochemical
impurities. For example, when separating the impuri-
ties from radiochemical compound of interest using
HPLC, if a radiochemical detector is used, all the
radioactive impurities that are separated can be
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quantitated, and radiochemical purity can be ascer-
tained. These include but are not limited to distillation,
precipitation, paper, thin layer, gel chromatography,
HPLC, ion exchange, solvent extraction, and other
separation and purification techniques. The techniques
and principles of these techniques are the same as for
any other pharmaceutical. Thus, these techniques are
not addressed here.

Activation analysis

Activation analysis is a process in which a target trace
element in a sample matrix is irradiated with particles
in a nuclear reactor. As a result, an activated radio-
nuclide is formed. The characteristic particles or
g-Rays emitted are used for qualitative identification
and, more often, for quantitative measurement. The
most common activation analysis is neutron activation
analysis (NAA). In this technique, a sample containing
the element is irradiated with neutrons in a reactor.
After irradiation, g-Emissions ensue from the decaying
radionuclide. These are quantitated by using appropri-
ate semiconductor radiation detectors. Detecting
g-Rays of a specific energy identifies the radionuclide.
These particular energy values correspond to unique
energies characteristic of the decaying radionuclides.
For example, when 24Na decays to 24Mg, the g-Rays
released have unique energies of 1.268 and
2.754 MeV. A plot of g-Ray counts versus energy yields
a g-Ray spectrum; the area under the curve is pro-
portional to the radioactivity of the sample. The rate
at which g-Rays are emitted is proportional to the

concentration of the radionuclide. When a large num-
ber of elements in a single sample matrix are analyzed
using appropriate instruments for quantitation, with-
out separation of the elements, it is called instrumental
neutron activation analysis. When there is spectral
interference in the sample matrix and if chemical sepa-
ration is carried out to isolate the element, it is called
radiochemical neutron activation analysis. When other
charged particles are generated for analysis by acti-
vation, it is called charged particle activation analysis
(CPAA). CPAA is applied to the determination of
elemental concentration in surface layers.

All methods of activation analysis are very accurate
and sensitive, and a precision of approximately 2%
RSD is easily attainable. Detection limits in parts per
per billion or lower, depending on the element and
sample matrix, are easily attainable. As many as 60 dif-
ferent elements that can form radionuclide can be ana-
lyzed using NAA. NAA finds wide application in a
number of other fields, and these are summarized in
Table 6.

Radioimmunoassay

Radioimmunoassay (RIA) is a technique based on the
formation of antigen–antibody complex. This tech-
nique essentially involves the application of isotope
dilution analysis. An antigen is typically a protein of
molecular weight greater than 10,000 that stimulates
the production of antibody in an animal body.
The antigen subsequently binds with the antibody.

Table 5 Examples of radionuclides and their production mode

Production mode ! Reactor Accelerator Generator

Radionuclides
Produced !
(some examples)

99Mo, 131I, 137Cs,133Xe,
32P, 51Cr, 125I,135mBa, 195mpt.

123I, 57Co, 67Ga, 201Tl,111In,
127Xe, 81Rb.
The following positron
generating nuclides

are produced on site: 11C,
13N, 15O, 18F;

99Mo to 99mTc,to 99Tca, 113Sn to
113mIn, to 113In, 87Y to 87mSr,
81Rb to 81mKr, to 81Kr, 195mHg to
195mAu, to 195Au; other elements

used for generator reactions include
68Ge, 62Zn, 137CS, and 82Sr.

aDecay as indicated below: parent to daughter to granddaughter.

Table 6 Application of neutron activation analysis

Field of application Typical application

Geology Characterization of elemental deposition or formation

Environmental science Atmosphere, soil, and water pollution

Industrial engineering Corrosional and frictional effects

Agriculture Nutrient deficiency

Chemical studies Contamination, characterization of reference standards, surface effects

Forensic science Sample identification, correlation of samples to crime scenes
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Antigen is usually measured in the patient’s sample,
and the antigen becomes the analyte. To an antibody,
a mixture of labeled and unlabeled antigen is added in
excess such that the quantity of antibody needed to
bind is allowed to be insufficient. As a result, both
types of antigen compete with the limited amount
of antibody in the sample. The reaction in an RIA
mixture can be described as follows.

Ag*

Ag*–Ab   +   Ag*

Ag–Ab   +   AgAg

+   Ab

k1

k2

k1 and k2 are rate constants; equilibrium constant
K ¼ k1/k2.

To a constant amount of labeled antigen and
antibody, increasing amounts of unlabeled antibody
are added. The initial amount added is still in excess
of the antibody needed for binding. As a result of
competing reactions of the labeled and unlabeled
antigen, the greater the concentration of the unla-
beled antigen added, the less is the amount of bound
labeled complex (Ag�–Ab complex) and hence greater
is the free (unbound) antigen. After incubation to
equilibrium at a specified temperature and time,
unique to the system, separation of the free labeled
Ag�, the fraction of the bound labeled antigen is
determined by measuring the activity of the radioac-
tive nuclide. By plotting the percent of bound labeled
antigen versus the concentration of antigen added,
the concentration of the unknown antigen can be
determined. Several radionuclides such as 14C, 3H,
131I, 32P, 75Se, 59Fe, 99Mo, and 57Co have been used
for RIA. However, 125I is the most commonly used
radionuclide for RIA. The earliest method of separ-
ation included electrophoresis and chromatography.
However, today RIA kits are marketed by commer-
cial manufacturers with detailed description of the
principles of the method, methods of use, sensitivity,
precision, and limitations of use for specific uses. The
RIA methods are very rapid, sensitive, specific, and
inexpensive, especially for large biological samples
in complex sample matrices.

The RIA technique is applied in assays of hor-
mones, steroids, peptides, aminoglycosides such as
tobramycin and gentamycin, insulin, many immuno-
globulins, different types of viral heptitis, plasma cate-
cholamines, angiotension-converting enzymes, many
vitamins including vitamine B12, human growth hor-
mones, many folate derivatives, and others. Many
commercially available RIA kits, unique to each kit,
contain series of standards with known concentrations
of unlabeled antigen, a vial of suitable labeled antigen,

a vial of antibody solution, and appropriate precipi-
tants or other analytical aides.

RADIATION SAFETY

When radiation energy is absorbed by tissues, depend-
ing on the dose received, rupture of chemical bonds
occurs that causes damage to cells and tissues. Such
damage may not be clinically apparent even for years
if the absorbed dose is small. Radiation damage is
measured in terms of absorbed dose. Dose is defined
as the energy imparted to a material per unit mass. The
SI unit of dose is called Gray, or Gy (joules/Kg). The
traditional unit is rad. One Gy ¼ 100 rads. However,
the effectiveness of all radiations is not the same. The
effectiveness is dependent on the nature of the particle,
the thickness of the tissue or organ, and the character-
istics of the material or organ to which such a dose is
administered. Thus, to account for such differences in
effectiveness, another term, called dose equivalent, is
used. The SI unit of dose equivalent is Sievert, which
is numerically equivalent to Gy multiplied by the
appropriate weighting factor corresponding to biologi-
cal tissue or organ. For example, the weighting factor
(WR) for many tissues is 0.3, whereas it is 0.03 for bone
surfaces. The radiation weighting factor is also depen-
dent on the energy of the particles. For example, for
neutrons with less than 10 keV, WR, ¼ 5, whereas it
is equal to 20 for neutrons greater than 100 keV.

For purposes of administered dose of a radiophar-
maceutical, the package insert contains a table that
lists dosage for the ‘‘average’’ patient as a function
of administered activity. This information may be used
for calculation of radiation dose. If needed, a medical
physicist will calculate administered dose based on
Medical Internal Radiation Dose (MIRD) committee
recommendations.

External exposure to ionizing radiation as a result of
occupation is measured using dosimeters. Three differ-
ent types of dose monitors are commercially available.
They are pocket dosimeters, film badges, and thermo-
luminescent detectors (TLDs). Pocket dosimeters are
GM counting-based digital dosimeters, which provide
immediate reading. Film badges are the least expensive
and most popular. Using appropriate filters in the film
holder, accurate readings to exposure to different par-
ticles can be measured. The major disadvantage with
film badges is the waiting period required for develop-
ing and processing films. In TLDs, the radiation
received is stored in holders containing crystals of
LiFor manganese-activated calcium fluoride. Subse-
quently, during measurement, the crystals are heated
to required temperatures such that they emit light.
When measured, the emitted light provides a measure
of absorbed dose.
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REGULATORY REQUIREMENTS

The regulations of various advisory groups and
government organizations have to be met in handling,
use, and disposal of radioactive material and radio-
pharmaceuticals. These include the FDA, NRC,
Department of Transportation (DOT), Environmental
Protection Agency (EPA), and Occupational Safety
and Health Administration (OSHA). Of these, the
FDA regulates safety, stability, efficacy, and toxicity
of the radiopharmaceuticals; NRC regulates all reac-
tor-produced by-products regarding use, handling, dis-
posal, and radiation safety and protection of workers
and the public using the facilities. Title 10 of the Code
of Federal Regulations, 10 CFR 20, contains the regu-
lations for radiation protection, whereas 10 CFR 35
addresses medical uses of radioactive materials. Title
49, 49 CFR, addresses packaging and transportation
of radioactive materials. In addition, all USP require-
ments have to be met for a radiopharmaceutical. The
International Committee on Radiation Protection
(ICRP) and the National Committee on Radiation
Protection (NCRP) provide radiation dose recommen-
dations for adoption to other regulatory agencies. The
NRC requires that licensees follow the ALARA philo-
sophy regarding radiation exposure. ALARA is an
acronym for as low as reasonably achievable. Under the
ALARA concept, when radiation exposure of a worker
exceeds 10% of the allowed occupational limit, an investi-
gation is required. If it exceeds 30%, investigation and
corrective action are necessary per NRC requirements.

As with any other pharmaceutical, radiotracers used
as pharmaceuticals are subject to all regulatory
requirements. The radiopharmaceutical manufacturer
must, at a minimum, satisfy the requirements of the
NRC and the FDA.
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INTRODUCTION

Inhalation aerosols have been successfully used to
deliver drugs to the lung for local and systemic thera-
peutic effects. In vivo evaluation of pharmaceutical
inhalation products is achieved by gamma scintigra-
phic imaging of the aerosol deposited in the lung.
Imaging provides direct information on the amount
and location of the drug deposited in the lung after
inhalation. This local bioavailability, rather than the
systemic bioavailability after absorption, is pertinent
to drugs that act directly on the lung. For drugs that
act systemically, the deposition site affects the rate
and extent of absorption. As a result, lung deposition
using gamma scintigraphy has been proposed for
bioequivalence studies of aerosol products. The
deposition data can further be linked to the clinical
response and in vitro particle size distribution, adding
a new dimension to the interrelationship between them.

To measure lung deposition by imaging, the aerosol
must be first labeled or tagged with a suitable radionu-
clide. Radiolabeling techniques have been developed
for current inhalation products including nebulizers,
propellant-driven metered dose inhalers (MDIs), and
dry powder inhalers (DPIs).

Lung imaging is achieved using a gamma camera,
which creates an image of the gamma rays emitted by
the radionuclide in the lung. In the past, numerous lung
deposition studies on radiolabeled aerosol products have
been carried out using planar imaging by which only the
anterior or posterior two-dimensional view of the lung
is obtained. However, as the lung is a three-dimensional
object, spatial distribution of the aerosol in the lung can
be best obtained using tomographic (rather than planar)
imaging such as single photon emission computed
tomography (SPECT), a technique for producing cross-
sectional images of the radionuclide distribution in the
body. This is achieved by imaging the lung at different
angles (e.g., 64 or 128 images at 180 or 360�, respectively)

around the thorax using a rotating gamma camera,
followed by computational image reconstruction.

RADIOLABELING PHARMACEUTICAL
AEROSOLS

It is a prerequisite that the pharmaceutical aerosols be
suitably radiolabeled before any lung scintigraphic
imaging can commence. Ideally, the drug can be
directly radiolabeled, that is, chemically by substitu-
tion of an atom in the drug molecule with a radioactive
isotope. This can be achieved using positron emitters
such as C-11, N-13, and O-15 atoms. Positrons are
positively charged electrons, which, when combined
with an electron, produce two gamma rays with equal
energy (511 keV) emitted at 180� to each other. Theo-
retically, as C, N, and O atoms are present in all
organic molecules, they can be used to label virtually
any drug. In reality, the use of these atoms is limited
by their short half-lives (20, 10, and 2 min for C-11,
N-13, and O-15 atoms, respectively) relative to the time
taken for manipulating the drug (including organic
synthesis for radiolabeling and successive processing
for product characteristics assurance such as particle
size distribution of the aerosol particles). Furthermore,
to produce these positron emitters, it is necessary to
have a nearby cyclotron facility, which means that
the process involves extra cost. So far, only three
antiasthmatic compounds have been successfully radio-
labeled by positron emitters: ipratropium bromide
(Br-77),[1] triamcinolone acetonide (C-11), and flutica-
sone proprionate (F-18).[2,3] As Br-77 will dissociate from
ipratropium in water, tracking ipratropium in the body
still requires proper labeling of the molecule itself with
a positron emitter. This is indicative of the difficulties
of direct radiolabeling.

Because of the aforementioned limitation, gamma
emitters have been employed to radiolabel the drug
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indirectly for gamma scintigraphy. In this case, the
radiolabel associates with the drug by physical means
instead of chemically incorporating into the drug
molecule via covalent bonds. Hence, instead of being
a direct chemical approach, it is indirect radiolabeling.
Technetium-99m is the most commonly used pure
gamma emitter for indirect radio labeling of
pharmaceutical aerosols. The gamma ray of 99mTc
has sufficient energy (140 keV) to penetrate body
tissues without significant absorption or scattering,
but when it reaches the detector of the gamma camera,
it is absorbed and converted into light photons, thus
optimal for gamma camera imaging. The half-life of
99mTc is 6 hr, which is long enough for handling and
imaging, but not too long to increase the radiation
dose to the subject unnecessarily. As a result, 99mTc
is used for the majority of nuclear medicine imaging
studies. Once inhaled into the lung, 99mTc can have a
much shorter biological half-life, depending on the
physical form. As diethylenetriamine pentaacetic acid
or DTPA complex, it will be absorbed rapidly from
the lung into systemic circulation, followed by
glomerular filtration in the kidney to the bladder
where it is excreted in the urine, and the whole
process can take less than 2 hr, if the subject drinks
plenty of water.

Regardless of the type of aerosol products to be
radiolabeled, a fundamental requirement in radiolabel-
ing aerosol products is that the radiolabel must associ-
ate with the drug in such a way that not only the
radiolabel distribution matches the drug distribution,
but also that the radiolabel distribution matches that
of the unlabeled aerosol product.

Nebulizer Solutions

Nebulizer solutions are by far the simplest among the
aerosol products, and radiolabeling is achieved by sim-
ply mixing the radionuclide with the drug solution. As
the radionuclide and the drug are uniformly distribu-
ted in the solution and provided that no precipitation
of the ingredients occurred, each nebulized aerosol
droplet would contain both radioactivity and drug in
proportion to the droplet size. Technetium-99m,
complexing with DTPA or human serum albumin, is
widely used as the radionuclide. Sodium pertechnetate
is not suitable as the free anion, like iodide, has a high
affinity for the thyroid. Lung deposition of nebulized
salines and drug solutions including nedocromil
sodium,[4] salbutamol, fenoterol, ipratropium bromide,
carbenicillin, pentamidine isethionate,[5] flunisolide,[6]

liposomes containing beclomethasone dipropionate,[7]

interferon gamma,[8] and cyclosporine[9] have been
studied using this radiolabeling technique of mixing
the radionuclide with the drug solution.

Propellant-Driven MDls

Examples of radiolabeling MDIs for lung deposition
studies are given in Table 1. Historically, there are
three major methods of radiolabeling suspension
MDIs, developed by Few, Short, and Thomson,[29]

Newman et al.[30], and Kohler, Fleischer, Matthys.[31]

The first two were initially developed for polymeric
particles but were later modified for drugs.

Early in 1970, Few, Short, and Thomson[29] radio-
labeled polystyrene particles for a mucociliary clear-
ance study. The radiolabeled aerosols were produced
by a spinning-disk generator. The technique involves
the key steps of extracting sodium pertechnetate
(Na99mTcO4) into chloroform as tetraphenylarsonium
(TPA) pertechnetate, followed by evaporation of the
chloroform. A solution of polystyrene is added to the
radioactive residue and dispersed (Table 2). This tech-
nique has subsequently been adopted by other workers
for radiolabeling pharmaceutical MDIs of sodium cro-
moglycate.[15] It is important to note that in this tech-
nique, the complexing agent TPA chloride is classified
as poisonous.[32] Although the actual amount of the
compound inhaled is in the nanogram range, safety
to the researchers and the subjects inhaling the aerosols
has to be carefully ensured.

Another way to radiolabel the pharmaceutical MDI
is to use Teflon particles with a size distribution similar
to that of the drug of interest (Table 3). This was carried
out in 1981 by Newman et al.[30], who employed Teflon
particles of mean size 2 � 0.4mm to mimic the MDI
aerosols of bronchodilators. Hence, the Teflon particles
were used as a surrogate for the drug. The Teflon
particles were almost monodisperse and were produced
by a spinning-disk aerosol generator. However, this
approach is limited by the physicochemical character-
istics of the Teflon particles being different from those
of the drug particles. Furthermore, the aerosol particle
size distribution of the Teflon may not match that of
the drug. By coadministering a physical mixture of the
radiolabeled Teflon particles with the drug salbuta-
mol, the lung deposition and clinical response had been
monitored simultaneously.[11,12]

The first attempt to radiolabel drug particles
(instead of polymers like polystyrene or Teflon parti-
cles) for pharmaceutical aerosols was carried out on
fenoterol and salbutamol by Kohler, Fleischer, and
Matthys.[31] (Table 4). However, it was later found that
their method would change the particle size dis-
tribution of the labeled aerosol, resulting in a coarser
aerosol than the unlabeled product. After subsequent
improvement by Summers et al.[17] (Table 5), this
method has become widely used for radiolabeling
MDls. It is preferred over other methods, as it does
not involve extraction with TPA chloride and
chloroform.
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It is worth noting that each of the above-mentioned
radiolabeling methods can be further modified for the
study need. For example, the drug particles can be
suspended in the organic phase containing the

radiolabel and spray-dried, followed by reconstitution
in the propellants, as has been carried out on
salbutamol sulfate.[10]

Although the radiolabeling methods have been
widely used, the mechanism of association between
the radiolabel and the drug particles has been studied
only recently. The study by Farr[33] on MDI systems
indicated that in the chlorinated fluorocarbons (CFC)
formulation, the radiolabel 99mTcO4

�, being hydrophi-
lic, would associate with hydrophilic domains includ-
ing the surface of hydrophilic drug particles and the
interior of surfactant reverse micelles. There is a need
to extend the study to other systems, such as
hydrophobic drugs and non-CFC propellants.

DPI

Examples of radiolabeling DPIs for lung deposition stu-
dies are given in Table 6. A method of wide application
to radiolabeling dry powders is by adsorbing the radi-
olabel on the particles in a suitable liquid (Table 7).

Table 1 Radiolabeling pharmaceutical MDIs

Drug MDI Study objective References

Salbutamol sulfate Development of radiolabeling methoda [10]

Salbutamol Radiolabeling method development, simultaneous measurement
of lung deposition, and bronchodilator responseb

[11]

Salbutamol Comparison of lung deposition and
bronchodilator response between MDI, DPI, and nebulizerb

[12]

Sodium cromoglycate Development of radiolabeling methodc [13]

Sodium cromoglycate Comparison of MDI with DPI [14]

Sodium cromoglycate Effect of spacer [15]

Sodium cromoglycate Effect of higher dose (5 mg/puff) Effect of spacer [16]

Nedocromil sodium Development of radiolabeling method [17]

Nedocromil sodium Ventilator suitability [18]

Terbutaline sulfate

and salbutamol

Development of radiolabeling method [19]

Nacystelyn Lung deposition [20]

Salbutamol and fenoterol Development of radiolabeling method and lung deposition [21]

Flunisolide and fenoterol Lung deposition and effect of spacer [22]

Salbutamol Development of radiolabeling method and comparison of MDI and DPI [23]

Beclomethasone dipropionate
in hydrofluorocarbons

Correlation of in vitro particle sizing with in vivo deposition [24]

Fenoterol Comparison of nebulizer with MDI plus a holding chamber [25]

Fenoterol Comparision between CFC and hydrofluoroalkane propellants [26]

Salbutamol Aerosol delivery by microprocessor control
[SmartMistTM (Aradigm, Hayward, CA)]

[27]

Mometasone Furoate Development of new formulation [28]

Fluticasone propionate Development of radiolabeling method for MDIs using positron emitters [3]
aDrug particles were suspended in the chloroform phase and spray-dried.
bRadiolabeled Teflon� was used (the drug itself was not radiolabeled).
cSpray-drying of the drug was followed by reconstitution in an MDI.

Table 2 MDI radiolabeling

Elution of 99mTc as sodium pertechnetate from a
99Mo-99mTc generator

Adjustment of pH to 7–9 with concentrated NH4OH

Addition of a drop of 5% TPA chloride aqueous solution

Extraction of 99mTc-TPA into chloroforma

Separation by passing through phase-separation paperb

Collection of the filtrate (the CHCl3 phase
containing the 99mTc-TPA)

Evaporation of the CHCl3 to dryness

Reconstitution in the appropriate medium containing
the compound for radiolabeling
aFor example, by mechanical shaking or sonicating the solution with

CHCl3.
bFor example, Whatman 1P

S silicone-treated phase separation filter paper.

(From Ref.[29].)
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The drug particles are wetted with a non-solvent
containing the radiolabel, followed by evaporation of
the solvent, leaving the radiolabel on the surface of
the drug particles. This method has been applied to
radiolabel terbutaline sulfate, budesonide, and formo-
terol.[36,38,42] Factors influencing the radiolabeling of
dry powder formulations include the physicochemical
nature of the drug, choice of non-solvent for the drug,
solubility of radiolabel in the non-solvent, moisture
level, electrostatic charge, and the number of
processing steps.[13] Unfortunately, the details still

remain largely as proprietary information and are
not available in the literature. For example, exactly
how the spherical agglomerates of budesonide powder
are to be wetted with the 99mTc solution to ensure
reproducible radiolabeling has not been reported.

Alternatively, a method resembling Table 2 can be
used, provided that the drug (e.g., terbutaline sulfate)
to be radiolabeled does not dissolve in CHC13. This
method involves the same first six steps as Table 2.
After the filtrate (the CHC13 phase containing the
99mTc-TPA) is collected and added to the drug powder,
the CHCl3 is then evaporated (e.g., at 70�C), leaving
the radiolabel with the powder. The powder is ready
for filling into the DPI. Bronchodilators (salbutamol
and terbultaline sulfate) and prophylactics (nedocromil
sodium) for asthma along with lactose carriers have
been successfully labeled by this technique for lung
deposition studies.[14,35,41]

An earlier method of radiolabeling dry powders
(mainly sodium cromoglycate) involved spray-
drying.[44,45] The basic principle can be considered the
same as the one in Table 2 for MDIs in that radiolabeled
particles were produced by evaporation of radiolabel-
containing atomized droplets. The method is straight-
forward (Table 8), but suffers the limitation that the
spray-dried particles may not be physicochemically the
same as those in the commercial products, because
milling rather than spray-drying is normally used for
micronization of the drug particles. Spray-drying,
following 99mTc adsorption to the surface of the particles,
has also been used to prepare radiolabeled cromoglycic
acid and nedrocromil powders.[40]

Technegas is another form of 99mTc, which can be
used to radiolabel drug particles. Sodium pertechnetate
is combined with carbon to form nanoparticles, which
primarily has been used for lung ventilation studies.
Recently researchers have adsorbed Technegas onto
the surface of DPI particles (Table 9) to use in lung
deposition studies.[39] This technique offers the ability
to achieve high levels of specific activity (MBq/mg)
for the powder along with fast processing times

Table 4 MDI radiolabeling

Elution of 99mTc as sodium pertechnetate from a 99Mo-99mTc
generator

Extraction of 99mTc-TPA into methyl ethyl ketone (MEK).a

Repeat the extraction if necessary

Separation of the aqueous and MEK phasesb

Collection of the MEK phase (containing the pertechnetate)

Evaporation of the MEK to dryness in a glass beaker

Addition of propellantc and surfactantd to the dry pertechne-

tate

Concentration by evaporating the propellant to 0.2 ml

Transfer of propellant containing the pertechnetate and
surfactant into an MDI canister to be radiolabeled, followed
by recrimping of the MDI

Mixing by shaking
aFor example, by shaking the pertechnetate solution with approxi-

mately equal volume of MEK.
bFor example, in a separating funnel.
cFor example, Freon 11, 5–10 ml has been used.
dFor example, 1% sorbitan trioleate has been used.

(From Ref.[31].)

Table 3 MDI radiolabeling

Elution of 99mTc as sodium pertechnetate from a 99Mo-99mTc
generator

Removal of sodium by passing the eluate through a cation
exchange column

Collection of the filtrate

Evaporation of the filtrate to dryness

Addition of Teflon suspended particles in 40% alcohol

Generation of radiolabeled Teflon particles by spinning-disk

techniquea

Collection of radiolabeled Teflon particles

Transfer of the radiolabeled particles to an empty canister

Addition of the content from a commercial MDIb into
the canisterccontaining the radiolabeled particles, followed
by recrimping of the MDI

Mixing by sonication
aFor example, a spinning speed of 62,000 rpm has been used.
b,cBoth canister are chilled at�60�C before the transfer is carried out.

(From Ref.[30].)

Table 5 MDI radiolabeling

The first four steps are the same as in Table 4

Evaporation of the MEK (containing the pertechnetate) to
dryness in an empty canister

Transfer of the content from a commercial MDI into the can-
ister containing the pertechnetate for radiolabeling, followed

by recrimping of the MDI

Mixing by sonication

This method is simpler than that in Table 4 as it does not involve the

propellant concentration step and the subsequent transfer of the

concentrate.

(From Ref.[17].)
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(e.g., 10 min). However, there is still some concern
over the long-term safety of administering carbon
nanoparticles to the various sites of the lung.

The exact mechanism of association between the
radiolabel and the drug particles is unknown and is
generally regarded as a surface-coating phenomenon.
However, the surface is proportional to the square of
the particle size, whereas the volume (drug mass) is
proportional to the cube of the particle size. It follows
that to have a match between the radiolabel and drug
mass in the aerosol, the radiolabeled particles must
exist as agglomerates rather than as single particles.

Measuring the subjects’ inhalation patterns during a
scintigraphic study can be important, especially consid-
ering that many DPIs are dependent on inspiratory
flow for aerosol generation. This can be measured

using an inline spirometer or calibrated flowmeter
connected to oscilloscope. The critical flow parameters
that may affect the aerosol generation are peak flow
rate, total volume of inhalation, initial acceleration,
and time of inhalation. These parameters are becoming
more commonly measured to help explain any varia-
tion or flow dependency.[42] Depending on the study
aims, controlling the patterns with restriction valves
may be needed to obtain consistent flow profiles.

Quality Control of Aerosols

It is imperative that the radiolabeling process be suffi-
ciently validated before the aerosols are administered
to human subjects. This includes identifying the purity
and form of the radiolabel if complex extractions are
performed. As mentioned previously, it is important
to ensure that the particle size distribution of the radi-
olabeled aerosol is similar to that of the unlabeled
aerosol, which is most commonly accessed using an

Table 6 Radiolabeling pharmaceutical DPIs

Drug DPI Study objective References

Terbutaline sulfate Development of radiolabeling method
for Turbuhaler in lung deposition study

[34]

Nedocromil sodium Lung deposition study and comparison with an MDI [35]

Budesonide Nasal distribution study [36]

Budesonide Lung deposition in children with cystic fibrosis [37]

Budesonide Lung deposition study using a new DPI Comparison
between two DPIs at different flow rates with pharmacokinetic data

[38]

Budesonide Development of TechneCoatTM (Pharmaceutical Profiles, Nottingham, U.K.)

radiolabeling technique

[39]

Salbutamol Lung deposition study using a new DPI [13]

Disodium cromoglycate Lung deposition comparison between a conventional MDI and a new DPI [35]

Salbutamol sulfate Development of radiolabeling method and comparison with an MDI [23]

Cromoglcic acid
and nedocromil

Development of radiolabeling method [40]

Lactose Deposition of lactose carriers in the lung [41]

Formoterol Lung deposition study and comparison of in vitro and in vivo data [42]

Tobramycin Lung deposition study of dry powder formulation with PK data [43]

Table 7 DPI radiolabeling

The first four steps are the same as Table 4

Evaporation of the MEK (containing the pertechnetate) to
dryness

Redissolution of the pertechnetate in a suitable liquida

Addition of the pertechnetate solution toa the drug powder
to be radiolabeledb

Evaporation of the liquidc

Filling of the radiolabeled powder to the DPId

aThe liquid must be a nonsolvent for the drug powder to be radiola-

beled; some suitable ones include water for budesonide, chlorofluor-

ocarbon 11 for salbutamol.
bMixing e.g., by sonication for 20 min, if required.
cFreeze-drying has been used for water removal.
dBlend with lactose carrier, if required.

Table 8 DPI radiolabeling

Preparation of solution of the drug to be radiolabeleda

Addition of sodium pertechnetate to the drug solutionb

Spray-drying of the solutionc

Collection of dry powder

Filling of the radiolabeled powder into the DPId

aFor example, 6% w/w for sodium cromoglycate.
bFor example, 1 ml of pertechnetate in normal saline.
cFor example, Buchi minispray dryer, model 190, liquid feed rate

60 ml/min, inlet air temperature 180�C, air throughput 2.4 m3/min,

and nozzle air pressure 800 kPa (116 psi).
dBlend with lactose carrier, if required.
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impaction method to determine the aerodynamic size.
Depending on the process, it may also be necessary
to perform the quality check on the day of study prior
to inhalation of the aerosol. Dose uniformity is impor-
tant for MDIs and reservoir DPIs; thus knowledge of
the dosing needs to be established. Assessment of the
physical characteristics such as particle morphology
and crystallinity, which can affect dispersion of dry
powders, is required to ensure that the radiolabeling
process has not altered these parameters.

Microbial contamination of aerosol products is of
major concern, as contaminated aerosols entering the
human airways may lead to infection. This is especially
important when aqueous solutions or compressed air
are used in the labeling process. Autoclaving and using
hospital grade disinfectants on equipment used in the
radiolabeling process along with a suitable environment
(good manufacturing practice or cleanroom facility)
may help to minimize the risk of contamination. The
use of inlet air filters on spray drying equipment is also
recommended. External testing laboratories are able
to test the aerosol product against the British Pharma-
copoeia or other regulatory standards for microbial
requirements on inhalation products. Yeast, mould,
and total viable aerobic count must all be less then
102 cfu/g with no pathogens present.

RADIOTRACER IMAGING
OF LUNG DEPOSITION

Nuclear medicine scintigraphic imaging provides a
powerful tool for studying drug delivery[46] and the
use of the gamma camera for the non-invasive mea-
surement of aerosol deposition and clearance is well
established.[46–49] The gamma camera allows the for-
mation of an image of the radiotracer distribution in
the patient or subject. The gamma camera detector con-
sists of a collimator in front of a scintillating crystal,
which is coupled to an array photomultiplier tubes
and then the gamma camera electronics and computer.[50]

The collimator acts like a lens and only allows gamma

rays within a specified angle to reach the scintillation
crystal, which converts the energy of the gamma rays
to light photons. The light photons are converted
to electrical signals by the photomultiplier tubes. Elec-
tronic processing of the signals from the photomulti-
plier tube then provides position information of the
detected gamma ray, which is used to build up an
image of the radiotracer distribution in the subject in
computer memory.[50] The image formed by the
gamma camera is a compression of the three-dimen-
sional radiotracer distribution into a two-dimensional
image and is usually referred to as planar imaging.
Planar imaging is well established for lung deposition
studies, being considered the ‘‘industry standard’’
and method of choice,[47,49] and indeed has provided
valuable insight into the performance of aerosols
and aerosol delivery devices as well as interventions
and pathologies that affect lung aerosol clearance
through, for example, mucociliary clearance. However,
compressing the three-dimensional radioaerosol
distribution in the lungs into a two-dimensional image
is a major drawback. This limits the ability to assess
regional distribution of the aerosols in the lungs, and
this may become particularly critical if the lung
deposition data are to be used for bioequivalence
comparisons.[47,51]

Images of the three-dimensional tracer distribution
in the lungs can be produced by SPECT. Single photon
emission computed tomography involves taking
typically 60–120 projection images at regular angular
increments, while the gamma camera is rotating
around the patient covering 360�. The projection
images are then reconstructed into transverse slices
that provide images of the three-dimensional aerosol
distribution in the lungs.[52] The stack of transverse
slices reconstructed from the SPECT projections
describes the volumetric distribution of the radiotracer
in the lungs and can be reformatted into coronal, sagit-
tal, or other oblique sections as required. Coronal
slices as shown in Fig. 1 are most commonly employed,
as they provide intuitive comparison with anterior and
posterior planar imaging. Single photon emission
computed tomography has been used to measure lung
deposition in a number of studies,[4,53–58] and SPECT
has proved superior to planar imaging in discriminat-
ing between deposition in lung parenchyma, large
and small airways and for assessing regional aerosol
distribution.[4,48,53,55–57,59,60]

Positron emission tomography (PET) is another
tomographic technique using radiotracers, labeled with
positron emitters.[61,62] Positron emitters include 13N,
15O, 11C, and 18F, sometimes referred to the elements
of life, and these radioisotopes are particularly suitable
for incorporating into the drug molecule, thus allowing
not only the deposition of the drug, but also its absorp-
tion and clearance from the lungs to be studied.[2,48,62]

Table 9 DPI radiolabeling

Sodium pertechnetate placed in carbon crucible inside
Technegas generator

Chamber purged with argon gas

Crucible is heated to 2550�C

Technegas particles drawn through the powder samplea

Recovery of the powder from the filter

Filling of the radiolabeled powder into the DPIb

aRadiolabeling particles using the TechneCoat system is protected by

patent.
bBlend with lactose carrier and/or excipients, if required.

(From Ref.[39].)
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However, as mentioned earlier, owing to the short half-
life of positron emitters (13N—10 min, 15O—2 min,
11C—20 min, and 18F—110 min), ready access to a close
by cyclotron and radiochemistry facility is required.
This has restricted the wide spread use of the PET in
aerosol studies. However, with the rapid growth of
PET cyclotrons to meet the demand of the rapid
expansion of clinical PET, access to this technology
has improved considerably.

Quantification of Aerosol Deposition
and Clearance

Assessment of aerosols and aerosol delivery devices
requires accurate estimations of not only was the activ-
ity deposited in the lungs, but also in other regions such
as oropharynx and stomach.[47] For clearance measure-
ments, such as mucociliary clearance, absolute estimates
of activity are not required. Instead, the method should
be able to confirm initial deposition of the aerosol to,
primarily, the ciliated airways and provide good differ-
entiation between central and peripheral regions to
allow their respective clearances to be determined.
Acquisition frame has to be sufficiently fast to allow
clearance to be accurately followed, particularly during
the fast initial clearance of aerosols from the lungs.

Estimation of in vivo activity for both planar and
SPECT studies requires corrections for both attenua-
tion and scatter.[47,63] Attenuation occurs when gamma
rays are absorbed by body tissue before reaching the
gamma camera detector. This causes a reduction in
detected activity, which depends on the amount of
tissue between the source of the gamma photons and
the detector. Gamma rays lose part of their energy
and change direction owing to Compton interactions

in the tissue, which is referred to as scatter. Scatter
causes mispositioning of the detected counts and
blurring in the image, as well as loss in quantitative
accuracy as it causes a relative increase in detected
photons in areas with increased amounts of tissue
between the source of the photons and the detector.

Attenuation correction requires estimates of the
amount of the tissue and its density between the
gamma emitting source and the detector. Because of
the heterogeneous nature of the thorax (lungs, bone,
and soft-tissue) with quite different densities and
attenuating properties, uniform attenuation cannot
be assumed in the thorax. Thus for proper attenuation
correction, attenuation has to be measured. Attenuation
information can be obtained by a transmission scan with
an external gamma-emitting source,[64] or can be derived
from anatomical imaging such as CT[65] or MRI.[55,59,66]

To avoid uncertainty in the alignment between the emis-
sion and attenuation data, transmission data is ideally
acquired simultaneously with the emission data, which
also avoids extending the study time associated with a
separate transmission data acquisition. A number of
simultaneous emission/transmission techniques have
been implemented for SPECT including scanning line
source[67] and fan beam collimators.[68,69] For planar
imaging, simultaneous emission/transmission scanning
is not usually performed. Attenuation is assessed by
measuring transmission using a sheet source of activity
or introducing a known amount of activity into the lungs
by intravenous injection of labeled particles that lodge in
the capillaries of the lungs.

A number of different scatter correction techniques
have also been developed,[52] including methods based
on multiple energy windows, as well as based on the
transmission data[70–72] and Monte Carlo modeling

Fig. 1 Transmission (top row) and emission images for the same subject studies with small aerosols (MMAD 3.2 � 0.2 mm,
span 1.8–middle row) and large aerosols (MMAD 6.5 � 0.2 mm, span 1.7–bottom row). The first three columns are selected coro-

nal slices from the first 2 minute frame of the SPECT study, while the last column represents the corresponding planar images
generated from the same SPECT study frame. SPECT PI values were 0.40 and 0.33 for the small and large particle sizes, respec-
tively. Planar PI values were 0.47 and 0.43, respectively, for the small and large particle sizes.
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techniques.[52] All of these can be applied to SPECT
data, but planar imaging scatter correction is limited
to the multiple energy window techniques. Attenuation
correction is essential for quantitative aerosol deposi-
tion measurement, but scatter correction can some-
times be avoided by suitable phantom calibration of
activity measurement.[69] Planar activity quantification
techniques have to make assumptions about the distri-
bution of activity as a function of depth. Use of
geometric mean of anterior and posterior images reduces
but does not eliminate the dependence of activity estima-
tion on the three-dimensional distribution entirely.
For planar aerosol deposition studies, it is usually
assumed that activity is distributed uniformly through-
out the lungs and errors can be introduced when
this assumption does not hold, for instance, for aerosols
with pronounced central airway depositions.[48] As
SPECT provides images of the three-dimensional activ-
ity distribution, no such assumptions are required.

Planar vs. SPECT

While it is acknowledged that SPECT has the potential
for better assessment of regional aerosol distribu-
tion,[4,48,53,55–57,59,60] the main drawbacks attributed
to SPECT are high radiation dose[46,47] and long image
acquisition times.[48,73] This can potentially lead to
significant clearance of the aerosols from the lungs
during the SPECT study, confounding interpretation
of total and regional lung deposition.[49]

A survey of planar and SPECT imaging studies
found that similar radiation doses were associated with
planar than with SPECT studies.[60] The radiation
detriment to the subject from a given study is

quantified by the effective dose,[74] which not only
depends on the amount of radioactivity in the lungs,
but also depends on the total inhaled radioaerosol
activity. Fig. 2 shows the coronal slices through the
same subject studied with three different aerosols.
The total inhaled amount of activity was approxi-
mately 50 MBq on each occasion, but the fraction
delivered to the lungs differed substantially between
the studies. The effective dose was 0.3 mSv on each
occasion based on total administer activity of
50 MBq of 99mTc-DTPA[74] for a total effective dose
of 0.9 mSv for the three studies. It has been customary
in planar studies to inhale radioaerosols until a set
count rate of about 2000 cps is reached in the lungs.[60]

To achieve a count rate of about 2000 cps with the
camera used for this SPECT study, approximately
40 MBq of activity would need to be deposited in the
lungs. Based on the fractions delivered to the lungs,
total inhaled activity would have to be 100, 190, and
565 MBq for the three studies respectively, resulting
in effective doses of 0.6, 1.1, and 3.4 mSv, respectively
for a total effective dose of 5 mSv from the three
studies. Hence careful consideration to radiation dose
must not only be given to SPECT studies but also to
planar studies.

As shown in Fig. 2, activities >10 MBq deposited in
the lungs provide adequate SPECT images of the lungs
with a 2 min SPECT acquisition protocol described
below. The use of less than 5 MBq still allowed the
activity in the lungs to be accurately quantified. This
allows the limiting of total inhaled activity to about
50–100 MBq for SPECT studies when an appreciable
fraction (>10%) of the radioaerosol deposits in the
lungs. The effective dose associated with that is
0.3–0.6 mSv for 99mTc-DTPA and 0.6–1.3 mSv for

Fig. 2 Coronal slices (3.6 mm thick) through three studies in the same subject with different fractions of the aerosol deposited in
the lungs. (A) Total inhaled activity: 49.9 MBq, total activity in the lungs: 19.7 MBq; (B) total inhaled activity: 56.2 MBq, total
activity in the lungs: 12.0 MBq; and (C) total inhaled activity: 48.3 MBq, total activity in the lungs: 3.4 MBq.
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99mTc-pertechnetate.[74] For comparison, most clinical
nuclear medicine studies and diagnostic radiology
procedures are associated with effective doses of
several to 10s of mSv, and radiation dose from natural
sources of background radiation is about 2–3 mSv in a
year, depending on the geographical location. While
the effective dose associated with SPECT studies is
small, there is considerable scope for reducing inhaled
activity below 10 MBq and as low as 1 MBq.[46,60] Thus
if a low dose planar study provides the required infor-
mation, then use of a higher dose SPECT study would
need to be questioned. Conversely, if a low dose planar
study does not provide all the required information,
but a moderate dose SPECT study does, a SPECT
study is advised, as a suboptimal planar study exposes
the subject to unnecessary radiation.

Traditionally, lung SPECT studies have been asso-
ciated with long acquisition times of 15–30 min.[48,53,56,66]

Significant clearance of the radiolabel from the
lungs may occur, during the SPECT study, through
absorption or mucociliary clearance, particularly
for radiotracers with fast clearance, such as 99mTc-
pertechnetate, with lung half-clearance times of only
about 10-15 min.[75] Clearance potential not only leads
to an underestimation of activity deposited in the lungs,
but also reconstruction artifacts.[76,77]

Current generation multidetector gamma camera
systems allow complete SPECT studies to be collected
in as little as 10 sec and have been used for quantify-
ing tracer uptake and clearance for a range of appli-
cations.[78–80] Application of fast, dynamic SPECT
has also been demonstrated in the lungs, with SPECT
frame rates of 1 min for aerosol deposition and
clearance studies[69,81] and as low as 30 sec for mea-
suring the wash-out of 133Xe from the lungs.[82,83]

As shown in Fig. 2, and detailed above, even at these
fast SPECT frame rates, adequate SPECT images can
be obtained while maintaining a low radiation dose to
the subject. Thus these techniques have overcome the
limitation of long SPECT study times and make them
suitable for SPECT measurement of aerosol deposi-
tion and clearance. However, multidetector SPECT
cameras are recommended to achieve these short
study times. With the widespread clinical use of dual
detector systems, this should not be a major issue.

Quantitative SPECT regimes are well established[79]

and rely on fewer assumptions about, e.g., three-
dimensional activity distribution than planar activity
quantitation approaches.[48] While phantom studies
can be used to assess accuracy of activity quantitation,
these may not entirely reflect the accuracy achieved in
human subjects. Mass balance calculations, where the
initial activity loaded into the delivery device is
compared to the activity in the subject estimated by
the imaging technique plus the residual activities in
the device and exhalation filter, can provide a good

indication of the in vivo activity quantitation. With
our quantitative fast SPECT technique,[69] the recov-
ered activity as a percentage of initial device activity
was 102 � 7% (n ¼ 40) for a range of different
protocols using both liquid and dry powder aerosols.
Thus the accuracy of SPECT is at least as good as
the ‘‘around 10%’’ quoted for planar studies.[46,73,84,85]

It has been suggested that the accuracy of planar
activity estimation may be affected by differences in
central distribution vs. peripheral distribution.[48] No
such distribution effect has been observed with our
SPECT studies. In addition, careful attention has to
be paid to attenuation and scatter correction with
planar imaging to avoid large errors.[63] It is unclear at
this stage whether SPECT offers any significant advan-
tage over planar imaging for total, as distinct from
regional, activity quantitation as both techniques appear
to provide quantitation with an acceptable accuracy.

Data Analysis

Image processing

No or limited processing of planar images is required
before they can be analyzed with region of interested

Fig. 3 Transaxial slices reconstructed with filtered back pro-

jection (top row) and iterative reconstruction (bottom row).
Negative reconstructed values have been set to zero for the
filtered back projection reconstruction. The streak artifacts

and count defects caused by focal activity deposition in the
central airways are clearly evident on the reconstructions
with filtered back projection. The iterative reconstruction
provides artifact free images.
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analysis. Formation of geometric mean images from
anterior and posterior views reduces the dependence
of the activity distribution with depth and improves
quantitation. In addition attenuation correction
factors have to be estimated according to the selected
validated method for activity quantitation.[47] In con-
trast, the acquired SPECT projections have to be recon-
structed before volume of interests can be defined.
Quantitative SPECT reconstruction with attenuation
and scatter correction is required if aerosol deposition
is to be quantitated. The main algorithms used for
SPECT image reconstruction are filtered back projec-
tion and iterative reconstruction. The main advantage
of filtered back projection is its computational
efficiency and speed. However, for studies with focal
central airway deposition, filtered back projection can
cause severe streaking artifacts as shown in Fig. 3. This
not only causes artifacts in the image, but can also bias
the activity quantitation. Iterative reconstruction
techniques avoid the streak artifacts (Fig. 3) and also
can easily incorporate attenuation and scatter correc-
tion as part of the reconstruction.[79] The main disad-
vantage of higher computational burden and long
reconstruction times has been largely eliminated by
the development of accelerated algorithms[86] and the
speed of current generation nuclear medicine compu-
ters. Further advantages of iterative reconstruction
are improved noise properties and more control over
noise, which is particularly important for the fast
SPECT acquisition times proposed for aerosol studies.

Thus iterative reconstruction is the clear method of
choice for fast lung SPECT studies.[69]

Drawing of the Lung Region

Assessment of regional lung aerosol deposition man-
dates reliable and reproducible definition of a region
over the right lung for planar studies. As variations
in aerosol deposition precludes using the aerosol image
for lung region of interest (ROI) definition, either a
ventilation image using 81mKr[47,87,88] or 133Xe[89,90] or
a transmission image[56,91] is used to manually draw
the right lung ROI which is then superimposed on
the aerosol deposition image. The whole lung region
can then be further subdivided into apex and basal
regions, or for estimation of the penetration index
(PI), into central, peripheral, and intermediate regions.
However, there is no consensus on how the size and
shape of the regions should be defined, and both
rectangular and lung shape regions have been used
in the past. Peripheral regions should contain more small
airways, while in the central region, large, conducting
airways should dominate to allow assessment of rela-
tive aerosol deposition in the small and large airways.
In planar imaging, there is considerable overlapping
of lung structures, and hence planar imaging only
provides a crude and insensitive measure of peripheral
vs. central airway deposition. However, the PI from
planar images has proven to be a useful index for

Fig. 4 Selected coronal slices from a PET/CT study, showing the high quality of both PET and CT data that can be obtained
from these hybrid scanners.
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detecting marked differences in deposition patterns,
particularly as the subjects act as their own controls.

Early regional analysis of SPECT data has been
limited to applying planar image definition techniques
to a central, thick coronal slice extracted from the
SPECT data.[53,56] However, this does not take full
advantage of the information contained in the SPECT
data. Automated definition of the right lung volume of
interest from the simultaneously collected transmission
data has been achieved using thresholding and
morphological operators.[69] Alternatively, coregistered
anatomical imaging has been proposed to define the
right lung volume outline.[66,73] The lung volume of
interest can then be divided into concentric shells,
which can be related to airway generations.[59,66,69,73,92]

Central and peripheral lung regions are then defined by
combining appropriate number of inner and outer
shells, respectively. As has been demonstrated, this
approach has proven to be more sensitive to detecting
changes in regional aerosol deposition than planar
imaging.[55,69]

Future Directions of Lung Deposition Studies

Planar imaging will continue to provide useful infor-
mation about aerosol deposition and clearance and
will be sufficient for a range of applications. Fast
SPECT has been shown to be feasible for aerosol
studies and is likely to provide additional insight
and information about aerosols and delivery devices.
With the large expansion of clinical PET, PET appli-
cations to aerosols, particularly labeling of the active
drug molecules and following their fate in vivo is
likely to grow.[2,62] Most PET scanners recently
installed are combined PET/CT system, taking full
advantage of the complementary information pro-
vided by the coregistered functional and anatomical
information (Fig. 4). A hybrid SPECT/CT system,
with a low end CT, has been available from one
manufacturer for a number of years.[93] Recently,
two more gamma camera manufacturers have
announced SPECT/CT systems with high end, multi-
slice CTs. The CT images from these scanners not
only provide information for attenuation correction,
but also show great potential for more precisely
defining and characterizing regional lung deposition,
provided an additional radiation dose from the CT
can be obtained.

CONCLUSIONS

Radiolabeling of nebulizer solutions, propellant-driven
metered-dose inhalers, and dry-powder inhalers is

generally well documented. For some dry-powder
inhalers the procedure may still be lacking sufficient
details to ensure reproducible radiolabeling. Deposition
of radiolabeled aerosols in the lung has been mainly
measured by planar imaging. Tomographic imaging
using SPECT can provide three-dimensional informa-
tion about the spatial distribution of the aerosol in the
lung. The recent development of the fast dynamic
SPECT has made it the method of choice for aerosol
imaging.

ARTICLES OF FURTHER INTEREST

Inhalation: Dry Powder, p. 2077.
Radiochemical Methods of Analysis, p. 3082.
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INTRODUCTION

A paradigm shift has occurred in receptor-based drug
discovery based upon the elucidation of the complete
human genome and advances in genomics research,
which have revealed a plethora of potential new recep-
tors on which to focus drug discovery efforts. Based on
sequence, structural, and functional similarities of a
great number of receptors, these receptor targets can
be grouped into relatively few multigene superfamilies.
Molecular biological approaches have also revealed
that additional receptor subtypes and isoforms are
generated through multiple mechanisms. The current
challenge lies in the development and application of
new strategies for rapidly mining the receptor genome
sequences to establishing and understanding their
function, which has been referred to as ‘‘functional
genomics.’’ Practical problems and approaches to
assays for the characterization of the ligand binding
and elucidating signaling properties of expressed
orphan receptors are critically evaluated. The ensuing
characterization of orphan receptors is expected to
reveal therapeutically important receptor targets that
will serve as a platform for much of the drug discovery
enterprise. These findings will spur the discovery and
development of a new generation of receptor-subtype
specific drugs with enhanced therapeutic specificity.

CONCEPT AND DEFINITION OF RECEPTORS

To paraphrase Voltaire, if receptors did not exist it
would be necessary for pharmacologists to invent
them. In fact, this is precisely what J.N. Langley did
around the turn of the century when he suggested the
existence of ‘‘receptive substances’’ through which
tissues were able to selectively recognize agonist and
antagonist chemicals (i.e., ligands) and, importantly,
also provide a mechanism for the translation of this
recognition event into a physiological response. Thus,
a basic and enduring operational definition of a recep-
tor is that it ‘‘must recognize a distinct chemical entity
and translate information from that entity into a form
that the cell can read to alter its state accordingly, for

example, by a change in membrane permeability, acti-
vation of a guanine nucleotide regulatory protein, or
an alteration in the transcription of DNA.’’[1] Hence,
the attributes of ligand recognition and signal trans-
duction are both fundamentally necessary to define
receptors. The transduction process may be mediated
through an integral part of the receptor structure and
may involve receptor interactions with additional
non-receptor proteins. A signal transduction feature
of many ligand–receptor interactions is the activation
of a kinase domain that initiates phosphorylation in
a signal transduction pathway.

This definition has been the basis for an enormous
body of scientific investigation into the function and
regulation of receptors and mechanisms of drug action.
However, final proof of the existence of receptors did
not occur until relatively recent applications of modern
biochemistry and molecular biology to purify,
sequence, clone, and express pure receptor proteins.
This lack of proof notwithstanding, the therapeutic
basis of many modern, and not so modern, drugs
resides in their specific interactions with receptor mole-
cules located in the plasma membrane or cytosol of
target cells. In fact, these specific interactions have pro-
vided the experimental basis for their discovery and
development.

CRITERIA FOR RECEPTOR CLASSIFICATION

Primacy of Molecular Structure

Historically, pharmacologists classified receptors based
on the concept that a single receptor mediated a phar-
macological response to a single endogenous agonist
and that receptor subtypes could be defined primarily
by pharmacological properties. Receptor subclassifica-
tion systems were dependent upon the availability of
selective and potent natural substances (toxins and
alkaloids) or synthetic ligands, which could selectively
elicit or inhibit biochem-ical and physiological
responses from receptors. In some cases, subtypes
could be distinguished by different signal transduction
mechanisms associated with each receptor subtype.
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While this approach led to understanding the mole-
cular and cellular mechanisms of many drugs and to
significant therapeutic advances, it did not provide evi-
dence of the numerous and diverse subtypes that are
now known to comprise all receptor families.

The enormous molecular diversity and multiplicity
of receptor subtypes for a given neurotransmitter or
hormone were not fully appreciated until the appli-
cation of modern molecular biology techniques. The
GPCRs (G-protein coupled receptor) currently com-
prise the single largest receptor superfamily, with
estimates of over 1000 receptors in the human genome.
Within each receptor family, the multiplicity of recep-
tor subtypes has greatly exceeded the numbers that
were predicted on the basis of pharmacological data
alone. Now frequent cloning of many receptor genes
and the study of the encoded recombinant proteins
have both revolutionized the criteria necessary for
classification of receptors, which otherwise could
not be distinguished pharmacologically and provided
fundamental insight into mechanisms of drug action
at the molecular level.

Current classification criteria for receptors devel-
oped by the Committee for Receptor Nomenclature
and Drug Classification of the International Union
of Pharmacology (NC-IUPHAR) are based on a
combination of information derived from molecular
structure (structural), pharmacological characteristics
of the receptor (operational or recognitory) and on sig-
nal transduction mechanisms used by the receptor
(transductional).[1] Of these three essential criteria,
the amino acid sequence of the receptor provides a
definitive identification of a distinct protein and thus
serves as an unambiguous primary basis for classi-
fication. Identification of the endogenous ligand or
ligands provides a secondary means to group receptors
into families. Integration of pharmacological evidence
obtained from radioligand binding studies of selective
agonists, antagonists, and allosterics (modulatory
ligands), and their characterization in functional assays
(changes in intracellular cAMP levels, calcium, or
reporter gene assays) enables a comprehensive assess-
ment for classification based upon all three essential
criteria.

Receptors can be most reliably subclassified and
defined on the basis of antagonist affinities, whereas
data obtained with agonists are considered much less
useful since intrinsic activity and potency have been
found to be cell and tissue dependent. Information
on receptor-effector mechanisms that reflect the mol-
ecular signaling properties of the receptor provides
another tier for receptor classification, although trans-
duction mechanisms for novel receptors may be
unclear and subject to controversy. Furthermore,
the use of heterologous cellular expression systems
for the study of recombinant receptors has revealed

the potential for receptor subtypes to initiate signaling
events not normally associated with their physiological
role. These studies have also demonstrated that the
ultimate response to receptor activation is cell-type
specific. Hence, the potential ambiguity that may arise
in defining receptor transductional characteristics has
led to the recognition that this characteristic has
more limited value among classification criteria. The
question of how to integrate receptor structural infor-
mation, pharmacological characteristics, and transduc-
tional properties into a rational scheme of receptor
classification and nomenclature is a subject of continu-
ing discussion among pharmacologists.[2]

Receptor Superfamilies, Families,
and Subtypes

From the vast number of amino acid sequences
deduced from fully sequenced genomes and from
cloned receptor proteins, primary amino acid and
structural similarities have been identified that are
common to numerous receptor types that possess dis-
tinct pharmacology. Putative receptor genes usually
contain recognizable sequence motifs to suggest a
superfamily of receptor they might encode. This hom-
ology method has been widely used to find common
sequence motifs that typically occur in the extracellular
ligand binding domains, transmembrane domains, or
within intracellular domains of receptors. This has
enabled receptor classification into superfamilies based
on sequence similarities that encompass many receptor
proteins that differ pharmacologically but are struc-
turally and functionally similar since they share a
single molecular signal transductional mechanism. The
‘‘common structure–common function’’ concept is
not unique to receptors but originates from the obser-
vation that families of proteins are derived from a
common ancestral gene. Receptor subtypes within a
superfamily are generally considered to have arisen
through evolutionary mechanisms of gene duplication
and genetic drift leading to divergence from a common
progenitor receptor gene rather than reconstruction of
new genes de novo. Indeed, members of a family are
often clustered in a relatively small region of the
human chromosome, and the genomic organization
of highly homologous receptors (and receptor sub-
units) often reveals identical structures consisting of
the same number of protein-encoding exons. For many
members of the GPCRs superfamily, the entire protein
is encoded by only a single exon.

Despite the enormous multiplicity of receptor sub-
types, a limited number of basic superfamilies have
been recognized that currently suffice to accommodate
all of the signal transducing receptors. As an example,
in the GPCRs superfamily, the signature motif of these
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single subunit receptors is seven distinct hydrophobic
domains of 20–30 amino acids, which are linked by
hydrophilic amino acid sequences of varying length.
As shown in Fig. 1, the aligned amino acid sequences
of the five subtypes of human somatostatin receptors
are shown, using the single-letter amino acid code.
The seven transmembrane regions are indicated, which

show the highest level of sequence identity from the
overall receptor sequences. Biophysical and biochemi-
cal studies have shown that these sequences form a
bundle of transmembrane a-helices in the plasma
membrane and that the amino terminus is present on
the extracellular surface and the carboxyl terminus is
present on the cytoplasmic surface of the membrane.

Fig. 1 Primary amino acid sequence comparison between five members of the human somatostatin receptor family. The amino

acid sequences are aligned, using the single-letter amino acid code. Gaps introduced in the sequences to optimize the alignments
are represented with dashes (–). The boxes indicate amino acids that are identical in all five receptor subtypes. The highest level of
homology occurs within the seven canonical transmembrane domains of the human SST receptors (indicated above the

sequences) and these domains have been derived by a combination of hydropathy analysis and comparison with the transmem-
brane domains of the other G-protein coupled receptors. The high level of homology among the members of the SST receptor
family in the seven membrane spanning domains is shared by other G-protein coupled receptors that are coupled to inhibition of
adenylyl cyclase.

3110 Receptors for Drugs: Discovery in the Post-Genomic Era



R
ec

ep
to

rs
–S

al
t

R
ec

ep
to

rs
–S

al
t

Other smaller structural motifs act as functional micro-
domains in GPCRs. These domains have been mapped
by site-directed and deletion mutagenesis studies,
generation of receptor chimeras, and through the use
of antibodies and include sequences critical for ligand
binding, coupling to G-proteins and phosphorylation
(Fig. 2). Functionally, all agonist-activated GPCRs sig-
nal through interaction with heterotrimeric G proteins,
triggering a diverse array of cellular responses. Other
major recognized superfamilies include the ligand
gated-ion channel receptor (LGCR), receptor tyrosine
kinase (RTK), receptor protein tyrosine phosphatase,
tumor-necrosis factor (TNF)/nerve growth factor
(NGF) receptor, TGF-b serine/threonine kinase recep-
tor, and nuclear receptor superfamilies. Undoubtedly,
as many novel sequences of receptors become known
that cannot be accommodated within the existing
superfamily framework, and their signal transduction
properties are defined, new superfamilies of receptors
will be proposed. Receptors are further subclassified
into receptor families and subfamily groups on the
basis of relative sequence homologies, operational
and signal transduction mechanisms. The nomencla-
ture system frequently employed has been to name
families with reference to their endogenous ligands,
for example, glutamate, serotonergic (5-HT), dopami-
nergic, epidermal growth factor. Each family typically
consists of multiple receptors subtypes that share simi-
larities in their molecular biological, pharmacological,
biochemical, and physiological properties. Within a
receptor family, members of one subfamily are more

closely structurally homologous to one another (on
average between 50 and 80%) than to members of
other subfamilies (in the range of 25%). However, the
current nomenclature system carries forward several
notable idiosyncrasies with regard to ligand–receptor
systems in which a single endogenous ligand serves as
the neurotransmitter for receptors belonging to two
distinct superfamilies. Hence, acetylcholine is the trans-
mitter for muscarinic acetylcholine receptors that are
GPCRs with seven transmembrane domains.[3] and
the unrelated nicotinic acetylcholine receptors that
are multisubunit ligand-gated ion channel receptors
(LGCRs).[4] Similarly, several neurotransmitters inter-
act with receptors that belong to these two different
superfamilies. Glutamate receptors are divided into
metabotropic (GPCRs) and the ionotropic, which
include the NMDA, AMPA, and kainate families
(LGCRs). GABA receptors are classified as GABAB

(GPCRs) and GABAA (LGCRs), and purinergic P2
(P2X and P2Y) receptors also have subtypes in both
superfamilies. All serotonergic receptors (5HT1–
5HT7) belong to the GPCR superfamily with the
exception of the 5HT3 receptor, which is a LGCR.[5,6]

Multiligand/Multireceptor Families

It is well recognized that all superfamilies contain
examples of receptor subtypes that interact with more
than one species of endogenous ligand. Receptor bind-
ing and tissue-culture experiments have shown that a

Amino terminus:
Important for initial contact and
binding of peptide and glycoprotein
hormone ligands. Can be as long as
350–570 residues, or as short as a
few amino acids

Transmembrane domains:
The core of a GPCR. Also
contain sites for binding of
11-cis-retinal and catechol-
amines. Sequences are
conserved among GPCRs 

Extracellular loops:
Believed to be essential for
interaction with ligand in some
GPCRs, but not in others. 2nd
ext. loop can be ~170 aa.
Disulfide bridge between loops
1& 2

Intracellular loops:
Their sizes vary. 1st int. loop
usually is small. 3rd loop can
be as big as 238 aa and con-
tains sites for G protein inter-
action and phosphorylation

Carboxyl terminus:
Contains potential sites for
phosphorylation and palmi-
toylation. Can interact with
G proteins. As long as 358 aa
or as short as a few aa

GPCR Domains

Fig. 2 Seven transmembrane span-
ning model of the a typical G-protein

coupled receptor showing functional
domains. The core of about 175 amino
acid residues that forms the transmem-

brane domains (defined by hydropho-
bicity analysis) are highly conserved
among superfamily members. The

extra- and intracellular loop regions
and C-terminus are much more diver-
gent, even among closely related recep-

tors. Sites for glycosylation are found
on the amino terminus and a palmito-
lylation of a Cys in the C-terminal
domain are shown. Intracellular resi-

dues involved in G-protein coupling
and interaction with receptor-specific
kinases that mediate desensitization

occur on the intracellular loops.
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structurally related family of ligands may bind and
activate a single receptor. The existence of families of
endogenous ligands that activate either one or more
closely related receptor subtypes presents a significant
challenge of ‘‘receptor promiscuity’’ to both receptor
classification and drug–receptor design. The newly
recognized prevalence of such multi-ligand receptor
families present among diverse receptor superfamilies
suggests that the classical pharmacological dictum of
one ligand per one receptor is no longer tenable.

Within the GPCR superfamily, the individual
subtypes of CC-chemokine receptors bind and are acti-
vated by multiple CC-chemokine ligands. Determining
chemokine structure and function is extremely difficult
especially when cells contain an ensemble of receptors
on their membrane. For example, most chemokine
receptors have more than one high-affinity endogenous
agonist, and most chemokines bind to more than one
receptor subtype. Within the 11 member CC-chemo-
kine receptor family, there are at least five subtypes
of chemokine receptors involved in binding the CC-
chemokines (also known as b-chemokines): MCP-1,
MIP-1a, and RANTES. Based on studies to date,
one receptor (CCR-1) binds all three ligands, another
(CCR2) binds only MCP-1, and RANTES binds to
CCR1, CCR3, and CCR5. Similar observations of
complex ligand–receptor promiscuity are seen with
the CXC- or a-chemokine family and five receptor
subtypes. Two closely related neutrophil-derived
CXC (IL-8) receptors, CXCR-1(IL8RA) and CXCR-2
(IL8B), have been cloned whose binding characteristics
account for the binding observed with neutrophils.
CXCR-1 receptors interact with three ligands (IL-8,
GCP-2, and NAP-2) that are also known to bind
CXCR-2 receptors.

A second example of multiligand/multireceptor
interactions is illustrated by the bone morphogenetic
proteins (BMPs), which are members of the TGF-b
superfamily. The BMP family of protein ligands has
diverse functional roles, including bone and cartilage
formation, cell proliferation, apoptosis, differentiation,
and morphogenesis. A number of BMPs have been dis-
covered and, based upon sequence homology, most of
the GDFs (growth/differentiation factors) have been
added to the BMP family, bringing the number of
ligands in this family to around 25. TGF-b, BMP-2,
and BMP-7 interact with at least six receptor subtypes
of the potentially multimeric Type 1 and Type II recep-
tors in the TGF-b receptor serine/threonine kinase
superfamily. The complexities in devising a uniform,
rational nomenclature scheme that incorporates
endogenous multiligand/multireceptor interactions
and also is consistent with instances in which a cell
surface receptor can simultaneously function as both
a ligand for a receptor on another cell and as an
independent receptor entity are substantial.

Receptor Subtypes Composed of
Combinatorial Subunits

The central tenet of the current classification system is
to define a unique receptor subtype for each receptor
that is composed of only single polypeptide encoded
by distinct gene. As an example, the dopamine receptor
family is known to contain at least five distinct
subtypes, dopamine D1–D5 receptors, each receptor
consisting of one subunit encoded by separate genes.
A more complex system arises in the case of multisub-
unit oligomeric receptors, as in the case of the LGCR
superfamily. These multisubunit receptors are known
to exist as hetero-oligomers with many subunit combi-
nations that comprise distinct subtypes. For several
families, homologous genes encoding highly related
receptor subunits have been designated by a combi-
nation of greek letters and numbers. Molecular cloning
studies of GABAA receptors have identified five
different subunit types named a, b, g, d, and r, which
share significant amino acid sequence identity with
each other (30–40%) and with other members of the
ligand-gated ion channel superfamily. Nearly all of
these subunits also have a number of different isoforms
(a1–6, b1–4, g1–3, d, and r1–2) and all sequences
within each isoform family are highly homologous
(70–80% identity). Individual GABAA receptor
subtypes are thus defined by the distinct combination
of subunits and stoichiometry that compose the oligo-
meric complexes, such as a2a3b3g2, a1a3b2g2, and
a1a3b2g2. However, subunits of the NMDA, AMPA,
and kainate receptor-ion channel complexes have been
classified using an alternate system; NMDA1 and
NMDA2A-D, and glu1-7 and ka1-2. The combina-
torial mechanism of receptor assembly has the poten-
tial for producing a large number of receptor
subtypes and is a common feature of the multigene
families that comprise the LGCR superfamily.

Molecular Mechanisms Producing
a Diversity of Receptor Isoforms

Additional variation in receptor sequences occurs
through naturally arising mutations, naturally occur-
ring allelic variants, RNA splicing, and RNA editing.
For example, the human dopamine D4 receptor sub-
type contains a direct repeat of a 16 amino acid
segment in the putative third intracellular loop of the
receptor. Naturally occurring allelic variants of this
receptor subtype contain variable numbers of direct
repeat units (e.g., 2, 4, 7 repeats; dopamine D4.2, D4.4,
D4.7) producing a substantial number of receptor var-
iants in the human with different primary amino acid
sequence but as yet indistinguishable receptor binding
and signal transduction pharmacology for a wide
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range of ligands.[7] Other subtype variants occur at the
level of RNA splicing giving rise to length variants of
the receptor subtype. For example, differential splicing
results in the long and short isoforms of the dopamine
D2 receptor, D2L (D2A) and D2S (D2B),[7] and produces
two proteins differing by 29 amino acids. RNA editing
is yet another mechanism producing sequence and
functional diversity and has been found to produce
seven different edited forms of the kainate GluR6
subunit, all encoded by only one gene. While many
receptors are subject to posttranslational modifica-
tions, such as phosphorylation, which modulate recep-
tor properties, these differences are not considered to
define a receptor subtype.

Species homologs of the same receptor subtype dis-
play a high degree of amino acid sequence homology,
typically showing 85–95% sequence identity between
species. This is a greater sequence similarity than is
usually found between distinct receptor subtypes in
the same species. The introduction of cloning has
enabled identification of species homologs of receptors
that otherwise might be defined as distinct receptor
subtypes due to their species-specific pharmacology,
as was found in the case of the rat 5-HT1B and human
5-HT1B (5HT1Db) receptors.[8] Since a change in as
little as a single amino acid within the binding site
domain can markedly alter ligand affinity, some recep-
tor species homologs exhibit distinctive pharmacology.
A notable example is the comparative binding of
the non-peptide antagonist ligands, CP96345 and
RP67580, to the human and rat neurokinin NK1 recep-
tors. While CP96345 binds with nanomolar affinity to
the human NK1 receptor, it exhibits two orders of
magnitude lower affinity for the rat receptor, whereas
RP67580 shows selectivity for the rat receptor. The
magnitude of the selectivity difference is noteworthy
given that the rat and human receptors are 95% iden-
tical. Construction of single residue substitutions in
recombinant NK1 receptors demonstrated that an
exchange of two residues was sufficient to reverse the
species selectivity of the two ligands. Due to the
number of cases in which species homologs differ from
human receptor pharmacology, the use of cloned
human receptors for drug discovery screening
programs is increasingly favored.

Orphan Receptors

Putative receptors identified by gene cloning that exhi-
bit homology to known receptors in the existing super-
families but for which no known ligands have been
identified are referred to as orphan receptors. Initially,
these novel receptors may be classified based upon the
level of sequence homology. When the endogenous
ligand for an orphan receptor remains unknown, the

receptor may be provisionally named based on the
binding of a synthetic ligand to the receptor until the
endogenous ligand is identified. As the functions of
an orphan receptor are uncovered, these novel recep-
tors frequently become targets for the development
of new therapeutics.

LIGAND–RECEPTOR INTERACTIONS
DEPEND UPON RECEPTOR
CONFORMATIONAL STATES

Resting, Activated, and Densensitized
Receptor States Differ in Ligand Affinity

One of the major criteria in receptor subtype classi-
fication is the pharmacological selectivity profile as
defined by ligand affinities (equilibrium dissociation
constant, Kd) and activation constants. Since binding
data overcome many of the limitations inherent in stu-
dies of biological responses, ligand affinities have pro-
vided a practical method to define and classify related
subtypes. Nevertheless, accurate comparisons of ago-
nist affinities of cloned receptors with binding affinities
characteristic of the native cell type or tissue may be
difficult to obtain. Agonist affinities determined for
recombinant receptors expressed in distinct heterolo-
gous cell types have been found to vary substantially
and differ from value characteristic of the native cell
type.[9] These findings underscore the need to compare
ligand affinities and function of an expressed recombi-
nant receptor in several host cell lines and for related
receptor subtypes to be expressed in a common host
cell line in order to allow accurate pharmacological
comparisons.[10] Receptor classification schemes will
need to take into account the host cell environment
when evaluating ligand affinity and functional data.

In contrast to traditional receptor theory, it is now
evident from molecular pharmacological analysis that
transitions between receptor states can be induced by
interaction of a receptor with a full spectrum of ligands
that have very different capacities to activate the
receptor. Ligand-induced changes in the population
distribution of receptor molecules between these states
govern the binding and functional properties of the
receptor. As discussed in detail ahead, measurements
in vitro and in situ have revealed the importance of
temporal responses in characterizing multiphasic
ligand–receptor interactions for the ligand-gated ion
channel and GPCRs superfamilies.

An agonist, by virtue of the molecular ‘‘infor-
mation’’ it contains (e.g., size, 3D configuration,
charge distribution, hydrogen- or ionic-bonding resi-
dues, chirality), selectively binds to a complementary
3D surface or binding site domain formed by amino
acid residues of a receptor protein and initiates a
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cellular response. Drugs classified as full agonists elicit
the maximal response while compounds that only elicit
a fractional response are referred to as partial agonists.
Regardless of whether the agonist is an endogenous
physiological ligand, a natural product, or a synthetic
compound, agonist binding is coupled to conforma-
tional changes in the receptor protein that involve a
molecular transition to a common, active receptor
state. As an example, binding of either full, strong, or
weak partial agonists to the nicotinic acetylcholine
receptor induced a transition to a open channel state
that is characterized by the same unitary conductance.
Although the frequency and duration of the receptor
open state differ, this is indicative of a single, active
conformation of the receptor. The simplest schemes
for receptor activation take into account that occu-
pation of a receptor (R) by an agonist (L) results in
a conformational change in the receptor to create an
agonist-activated state (LR�), which can bring about
an effect or response, and can be represented as:

L þ R 9
Kd

LR� 9
E

LR� ! Response

where L is the agonist, R represents the unoccupied
(inactive) receptor, R� is the active state of the recep-
tor, Kd is the dissociation constant for agonist-receptor
binding, and E is the constant describing the equi-
librium between the LR and the LR� states of the
receptor.

Contemporary models of receptor activation
attempt to incorporate increasingly detailed knowledge
of multiple conformational states, including desensi-
tized receptor states. A fundamental component of
these molecular activation schemes for receptors is that
receptors exist in a dynamic equilibrium between three
states, an inactive (R), an active conformation (R�) and
a desensitized state (R0), and that the biological
response to a given ligand is governed by its ability
to change the equilibrium (or its relative preference
for binding) between the three receptor states. Contin-
ued exposure of LGCRs to agonists promotes a multi-
phasic conversion to desensitized receptor states that
develop on time scales ranging from milliseconds to
minutes. Generally, GPCR activation is also followed
rapidly by a loss of responsiveness, also termed desen-
sitization, which is then followed by a period of
recovery or resensitization. These changes in signaling
are tightly regulated, primarily via mechanisms that
involve rapid GPCR phosphorylation, internalization
of receptors that remove them from the cell surface,
andeither degradation or recycling back to membrane
surface.[11]

Many receptors that function as ligand-gated ion
channels can be described by a two-state cyclic scheme
for receptor desensitization (including only one

desensitized state), which was initially deduced from
extensive studies of the kinetics of nicotinic acetyl-
choline receptor (AChR) state transitions induced by
ligand binding.[12] This model was expanded to a
general coupled-equilibria model that described the
molecular species and influence of agonists and non-
competitive inhibitors (non-competitive antagonists)
on receptor states.[13] As shown in Fig. 3, the model
incorporated the fact that the AChR contains two
interacting agonist binding sites and a topographically
distinct binding site for an allosteric, non-competitive
inhibitors.

For many receptors, the agonist binding site of the
receptor protein can interconvert between high and
low affinity binding states or receptor conformations.
Moreover, differences in affinity of the agonists for
the same site in different receptor states may be dra-
matic. In the case of LGCRs, the desensitized states

Fig. 3 Structure and ligand binding sites of the muscle sub-
type of the nicotinic acetylcholine receptor. The structure is
derived from electron microscopy of two-dimensional crys-

tals of receptors in Torpedo membranes. The five subunits
together form a cylindrical shape approximately 120 Å long
with a 70 Å diameter, which spans the membrane. The recep-

tor on the right shows a section along the axis of the receptor
and the cation conducting pathway in profile. A 60 Å diam-
eter central hydrophilic tube is present on the synaptic side
which is the entrance to the transmembrane ion channel

which narrows at the level of the membrane. Current resol-
ution of the receptor cannot resolve dimensions of the ion
channel within the membrane bilayer which permeability stu-

dies have defined as an aqueous pore of about 7 Å diameter.
Locations of the ligand binding sites have been mapped
within the receptor structure by fluorescence energy transfer

techniques. The two agonist binding sites, one on each
a-subunit, are 20–30 Å from the membrane surface and the
single allosterically-coupled non-competitive inhibitor site is

located in the channel. Positions of two snake venom a-toxin
molecules (peptides of 7500 kD, peptide backbone shown)
bound to the synaptic surfaces of the a-subunits are shown
for the receptor on the left.
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display higher agonist binding affinity and no receptor-
mediated ion permeability. It is the preference for
ligand binding to the desensitized receptor that is the
driving force underlying conversion to the desensitized
state. The binding affinity (Kd) of acetylcholine to the
muscle subtype of the nicotinic acetylcholine receptor
measured at equilibrium is about 10 nM (desensitized
state), 4–5 orders of magnitude below the apparent
dissociation constant for the permeability response
(activatable state) mediated through the same binding
site.[14]

Multiple agonist-affinity receptor states have also
been described for many GPCR receptor families.
GPCRs may adopt either a high-affinity or low-affinity
state for agonists (KH and KL), which may differ by
1000-fold when characterized in native membranes
purified from either brain tissue or derived from cell
lines. Low-affinity agonist states for receptors, which
typically cannot be determined by direct binding of a
radiolabeled agonist, have been measured by employ-
ing radiolabeled antagonists and examining the pattern
of competition over a wide range of agonist concen-
trations. For recombinant GPCRs, agonistinduced
changes in affinity depend upon efficient coupling of
the expressed recombinant receptor to endogenous
G-proteins present in the host cell line, and coupling
is highly dependent on the combination of receptor
and clonal cell line. For example, agonist-stimulated
D3 dopamine receptor-mediated effects were lacking,
and an inability to demonstrate significant affinity
shifts for agonist ligands was found in the presence
of guanine nucleotides in COS or CHO cells.[14] How-
ever, receptor coupling to inhibition of adenylyl cyclase
was readily obtained for closely related subtypes in the
D2 receptor subfamily, recombinant D2 and D4 recep-
tors, expressed in a variety of cell lines (CHO-K1,
HEK-293, C6-glioma, Ltk�).[15,16]

Antagonist Modulation of Receptor
Conformational States

According to classical models for drug–receptor inter-
action, full competitive antagonists and agonists share
the ability to bind to a common site on the receptor
molecule but differ in that antagonists are devoid
of intrinsic activity. While a competitive antagonist
occupies the binding site of the receptor, it does not
promote conversion of the receptor to the active con-
formation. Indeed, at the biochemical level, nicotinic
acetylcholine receptor agonists and antagonists that
differ in size and structure (acetylcholine, tubocurar-
ine, and snake venom a-toxins) have been mapped to
the same molecular site on the receptor a-subunit
and their binding is mutually exclusive. However,
recent data suggest that no overlap in the binding site

for competitive ligands is required if they bind in a
mutually exclusive manner to different binding sites
that are present only in different receptor conforma-
tions. Competitive antagonists may be subclassified
into at least two categories: 1) neutral antagonists that
do not exhibit a preference for an inactive or active
receptor conformation and have no effect on basal
receptor activity and 2) negative antagonists, also
termed inverse agonists, which exhibit the defining
property of inhibiting agonist-independent receptor
activity and possess negative intrinsic activity. Further-
more, negative antagonists stabilize a different recep-
tor conformation (state) than neutral antagonists.

For both LGCRs and GPCRs, whose activity is
governed by distributions between inactive and active
states, negative antagonists promote conversion of
the receptor to an inactive conformation and stabilize
a conformation of the receptor that is distinct from
the unliganded receptor (resting state). For G-protein
coupled receptors, studies of receptors expressed at
high levels, using the baculovirus expression system
in Sf9 cells or of receptors that have been rendered
constitutively active by site-directed mutagenesis, have
provided an experimental system in which agonist-
independent, spontaneous adenylyl cyclase activity
can be measured. This phenomenon has been best
characterized for the b2-adrenergic receptor but has
also been observed for the bradykinin, dopamine D1,
and 5-HT2C receptors, suggesting it is likely to be a
general feature of the superfamily. A group of well-
characterized b2-adrenergic receptor antagonists were
found to inhibit, to varying degrees, receptor depen-
dent spontaneous activity.[17] Negative antagonists
have been shown to promote the dissociation of spon-
taneously occurring receptor–G-protein interactions,
using constitutively active mutant receptors. As an
example, the ligand ICI118551 has been shown to
inhibit the basal signaling activity of the b2-adrenergic
receptor, thus acting as a negative antagonist.[18]

Inverse agonist drugs may also span a range of
activities, and thus current ligand and drug classi-
fication schemes recognize full agonists, partial ago-
nists, neutral antagonists, and partial and full inverse
agonists. For the ligand-gated ion channels, pharmaco-
logical studies of the interaction of the nicotinic acetyl-
choline receptor with aseries of N-substituted analogs
of decamethonium identified several compounds as
antagonists but unique in their capacity to antagonize
receptors that had been previously exposed to agonists.
Through an extensive series of equilibrium and kinetic
binding experiments, it was shown that these antago-
nists preferentially bound to the desensitized receptor
state and had the ability to promote the conversion
of the nicotinic acetylcholine receptor to this inactive
state. In contrast, classical antagonists, such as
tubocurarine, demonstrated the same affinity for both
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resting and desensitized receptor states. Antagonists
that demonstrated enhanced affinity for the desensi-
tized receptor state were termed metaphilic antagonists.

Non-Competitive Antagonists

Non-competitive antagonists interact with a spatially
distinct site (NCI site), which may be allosterically
regulated by the agonist binding site(s) and block
receptor function through an allosteric mechanism.
In the absence of agonist, the allosteric constant, M,
is increased by binding of these inhibitors, and in the
presence of agonist, the rate of agonist-elicited conver-
sion to the desensitized state is accelerated. For the
LGCRs, the allosterically coupled NCI site is
fundamentally different from the agonist site in its
pharmacology. A study of the interaction of a phenyl-
phenanthridium ligand, ethidium, with the high-
affinity NCI site of the nicotinic acetylcholine receptor
determined that it bound with extremely high selec-
tivity to the desensitized state relative to a state stabi-
lized by interaction with snake a-toxin at equilibrium,
showing a ratio greater than 2800.[13] Conversely,
ethidium binding at the NCI site and its occupation
converted the receptor to a state of higher agonist
affinity. Similarly, association rates for the binding of
radiolabeled phencyclidine (PCP) to the NCI site
increased by a factor of 1000–10,000 for the transient
open-channel state relative to the toxin stabilized
receptor state.[19] Potential explanations for these
findings are that the binding site location within the
transmembrane ion channel is sterically inaccessible in
a toxin-stabilized receptor conformation (Fig. 3) and
that binding occurs only to selected conformational
states, such as the open channel state.[20] Numerous
ligands act through allosteric mechanisms to regulate
receptors in the LGCR superfamily. As in the case of
the AChR, drugs such as MK-801 and PCP bind within
the ion channel domain of NMDA receptors, blocking
agonist-dependent activation. GABAA receptor func-
tion is also regulated by the binding of benzodiazepines,
barbiturates, and steroids at distinct allosteric sites on
the receptor.

Methods to Study Drug–Receptor
Interactions in Real Time

Drug–receptor interactions may quantitatively differ
among rapidly converting multiple receptor states that
are induced by agonist binding. While most studies
commonly focus on analysis of ligand–receptor inter-
actions and cellular responses under presumed
steady-state conditions, experimental techniques avail-
able for the quantitative analysis of drug–receptor
interactions with transient receptor conformational

states are more limited. Since the actions of many
receptors regulate rapid (within seconds) and transient
changes in intracellular calcium and protein kinase
activity, the magnitude and the duration of the
response to either transient or sustained agonist stimu-
lation will determine the integrated cellular response.
Thus, the effects of drugs on the temporal integration
of individual receptor responses are critical in deter-
mining the response of a cell to extracellular stimuli.

Molecular pharmacological techniques have been
applied to study rapid, real-time analysis of ligand–
receptor conformational states and cellular signaling.
A variety of rapid mixing techniques have provided
sensitive and rapid measurements capable of defining
receptor conformational transitions induced by agonist
or drug binding to membrane-bound receptors. The
earliest ligand–receptor kinetic studies measured radio-
ligand binding of agonists and functional responses,
using rapid filtration, but were technically limited in
kinetic resolution. Direct spectroscopic measurements
extending into the millisecond time domain have been
made of conformational transitions for the nicotinic
acetylcholine receptor (LGCR) and the formyl peptide
(fMLP, GPCR) receptor because the affinity of fluor-
escent agonist ligands is greatly altered by interaction
with their respective receptors.[21] Real-time analysis
of fluorescent formyl peptide ligand binding to intact
human neutrophils by both spectrofluorometric and
flow cytometric methods has led to a model of signal
transduction dynamics and ligand–receptor–G-protein
ternary complex interactions.[22] Extrinsic fluorescence
labeling of receptors by covalent modification of the
receptors with reporter groups has also provided evi-
dence for conformational changes in LGCRs and
GPCRs. Spectroscopic signals originating from incor-
poration of an environmentally sensitive fluorescent
probe into the purified, human b2-adrenergic receptor
provided kinetic information indicative of both agonist
and negative antagonist-mediated receptor conforma-
tional changes.[23]

Electrophysiological analysis of drug interactions
with single receptor ligand-gated ion channels and
voltage-dependent channels has provided another
invaluable approach to analyze the activated open-
channel states and closed states of LGCRs and volt-
age-activated ion channels with time resolution
unmatched by other techniques. Using the methods
of patch clamping, these high-resistance seals (giga-
ohm) attached to membrane patches or intact cells
have recorded changes in conductance arising from
the opening of individual transmembrane channels.
Studies of this nature have been crucial in defining
functional characteristics of many subtypes of recep-
tor-ion channels and allowed the investigation of the
mechanism of interactions of drugs with open channel
states of these receptors, which are otherwise not
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amenable to study. In a classic study, the channel
blocking mechanism of the local anesthetic QX-222
with the nicotinic acetylcholine receptor was
defined.[24] Rapid and repeating flickering changes in
conductance of one channel were observed as single
drug molecules stochastically entered, blocked, and left
the receptor ion channel. Kinetic constants derived
from such measurements can define state-dependent
blockade of receptor channels.

Flow cytometry has been utilized as a powerful
approach to collect multiparameter kinetic data to
evaluate multiple activation parameters simultaneously
in individual cells and to correlate these parameters
with the ligand occupancy of each cell. Cellular func-
tional parameters that can be measured employing this
technique include intracellular calcium, magnesium,
pH, and membrane potential. Choices of functional
parameters depend only upon the availability and uti-
lization of a wide range of specific fluorescent probes
that can act as reporters of the desired cellular param-
eter. Now a common procedure is to employ a fluor-
escent probe for calcium to measure continuous
changes in intracellular calcium in populations of cells
in suspension or in cellular monolayers of immobilized
cells, using conventional spectrofluorometers. Utilized
in combination with fluorescence digital imaging
microscopy, spatial gradients reflecting changes in ion
concentrations within individual living cells in the
millisecond time domain have been visualized. New
instrumentation has enabled adaption of this technique
to a high-density plate format that is suitable for high-
throughput screening in drug discovery programs.

Progress in defining the spatial and temporal cellu-
lar location of receptors in living cells during signal
transduction has advanced through the use of confocal
fluorescence microscopy coupled with the development
of receptor-specific fluorescent probes. Receptor fluor-
escent probes, in particular, green fluorescent protein
(GFP), have become a popular reporter molecule that
has allowed measurements agonist mediated events
in real time. Tagging of GPCRs with the GFP has
enabled the direct visualization of real-time trafficking
of GPCRs in living cells.[11] The approach utilized has
been to generate expression constructs that contains
GFP fused to the carboxyl terminus of the receptor.
Synthesis and expression of over 20 different GPCR–
GFP chimeric fusion receptors has shown rapid
changes in GPCR receptor cellular distribution in the
membrane and the subsequent internalization of ligand
and receptor. Such analyses have provided crucial
insight into the mechanisms involved in controlling
GPCR function and enable the studies of the actions
of GPCR drug agonists. While basic receptor studies
employing fluorescent ligands are still few, this nascent
area is expanding as additional specific fluorescent
ligands, recombinant receptors, and instrumentation

become widely available. These studies have also estab-
lished fluorescence-based detection methods as the
preferred format for ultrahigh throughput screening
in drug discovery programs.

FUNCTIONAL ROLES FOR A MULTIPLICITY
OF RECEPTOR SUBTYPES

The approach of molecular cloning has greatly
expanded our knowledge of many receptor subtypes
and has revealed an impressive heterogeneity of recep-
tors not previously envisioned. The discovery of mul-
tiple receptor subtypes that are highly homologous
has provoked examination of key questions related to
their physiological functional significance and their
importance as individual drug discovery targets. Sub-
stantial efforts have been made to define specific
physiological roles and advantages conferred to the
organism by expression of multiple receptor subtypes
that have apparently identical endogenous ligand
binding and signal transduction properties. Despite
examples of receptor subtypes that exhibit indistin-
guishable binding and functional coupling properties,
these closely related subtypes and isoforms may exhibit
differences in properties that include the time course of
activation, ionic selectivity, desensitization, regulation,
and efficacy in coupling to distinct second messenger
systems. Furthermore, homologous receptor subtypes
within a family often display differentially regulated
expression in particular cell types and tissues in response
to specific stimuli.

Molecular Mechanisms Generating Diversity

Small differences in receptor structure (one to several
amino acids) have been found to endow important
pharmacological and functional differences to receptor
subtypes and species homologs. Within the GPCR
superfamily, a change in a single amino acid residue
was found to underlie the major pharmacological
differences between the rat 5-HT1B and the 5HT1Db

receptors.[25] Similarly, a change of one residue
(Asn351Asp) in the dopamine D5 receptor results in
a 10-fold decrease in dopamine binding affinity while
mutations in the D2 receptor lead to differences in
binding affinities for typical and atypical neuroleptic
drugs used in the treatment of psychotic disorders.
Essential differences in coupling of splice variants of
the dopamine D2 receptor, mglu1 receptor, somatosta-
tin sst2 receptor, and prostaglandin EP3 receptor have
been observed. Within the ligand-gated ion channel
superfamily, it has been found that the charge and size
of a single amino acid residue in a critical channel site
(the Q/R site of the GluR-B subunit) determines the
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particular ionic selectivity and permeability properties
that characterize subtypes of AMPA-kainate-activated
channels.[26] For the muscle subtype of the nicotinic
acetylcholine receptor, the functional properties of
the receptor (channel conductance and open time)
are altered during development by substitution of
one of the subunits in the pentameric complex; from
(a1)2b1gd in embryonic muscle to (a1)2b1ed in the adult
muscle. Thus, the highly signficant changes in receptor
structure and function that can result from subtle
variations in the genetic sequence encoding receptors
can affect target identification, characterization, and
validation in the drug discovery process.

Cellular and tissue expression patterns for related
receptor subtypes may overlap but are often highly
specific and tightly regulated. For example, there are
striking differences in the cellular distribution of
CXCR1 (IL-8R1) and CXCR2 (IL-8R2) receptors
(77% sequence identity overall). CXCR1 expression is
restricted to neutrophils, monocytes, and a few
myeloid cell lines, whereas CXCR2 is widely distri-
buted in myeloid cell lines but also in lymphocytes,
melanoma cells, melanocytes, and fibroblasts.[27] These
specific cellular distributions suggest that the main
function of the CXCR1 receptor is neutrophil acti-
vation and mobilization of phagocytes in host defense
while the CXCR2 receptor serves to mediate migration
and growth of cells not involved in defense. In situ
hybridization studies of mRNAs encoding subunits
of the neuronal nicotinic acetylcholine receptor gene
family (LGCRs) and subtypes of GPCRs have docu-
mented that transcripts corresponding to homologous
receptor subunits and subtypes within a receptor
family exhibit distinct anatomical distributions in the
mammalian brain.[28] Among the family of human
dopamine receptor subtypes, D2 receptors are most
highly expressed in the striatum, D3 and D5 receptors
exhibit a preferential localization in the limbic area
of the brain and low expression in motor areas such
as the basal ganglia, while D1 and D4 receptors are
both abundant in the cerebral cortex. Thus, the
operative paradigm is that functional diversification
and heterogeneity in expression patterns for receptor
subtypes allows each subtype and isoform to perform
a unique physiological role.

Defining Receptor Subtype Function

The process of defining receptor subtypes associated
with cloned sequences and their associated physiologi-
cal and pharmacological properties remains a major
challenge, particularly for the ligand-gated ion channel
superfamily. The molecular diversity of subunits that
comprise the nicotinic acetylcholine, GABAA, and
glutamate LGCRs families allows for a plethora of

subtypes composed of unique heteromeric subunit
combinations. Many of the subunits do not directly
bind ligands but nevertheless dictate binding properties
for the receptor complex. Expression of distinct combi-
nations of subunits is required to understand the
individual roles each subunit plays in creating pharma-
cologically distinct receptor subtypes when expressed
in heterologous cells. Such expression studies have
shown that recombinant GABAA receptors composed
of different a-subunit isoforms in combination with
invariant b and g subunits display distinct benzodi-
azepine pharmacology, GABA–benzodiazepine inter-
actions, and steroid modulation. The existence of
multiple receptor subtypes with unique pharmacologi-
cal characteristics and differential subanatomical
localization provides the rationale for their use as mol-
ecular targets in the development of novel subtype-
selective drugs that are targeted to specific tissues
and are hopefully devoid of the side effects associated
with existing non-selective drugs.

CLONED HUMAN RECEPTORS AS DRUG
DISCOVERY TARGETS

An important application of recombinant DNA tech-
nology has been the capability to provide human,
cloned receptor subtypes as expressed functional
proteins for drug discovery efforts. Prior to the avail-
ability of the cloned receptor targets, screening pro-
grams relied upon utilization of receptors obtained
from animal tissue homogenates that had the inherent
disadvantages of receptor heterogeneity, non-human
pharmacology, and low receptor expression levels.
The development and utilization of stable cell lines that
express high levels of a single human receptor subtype
for drug screening allow for a more accurate and selec-
tive pharmacological screening method compared with
conventional methods and have enabled the discovery
of highly selective drugs that discriminate between
various receptor subtypes. Furthermore, cell lines have
been engineered to express a recombinant receptor
linked to a second messenger or other downstream bio-
chemical response so that the functional consequences
of receptor occupancy can be detected. Thus, not only
can drug binding affinity of novel lead compounds be
quantitatively defined, but the use of such recombinant
cell lines permits rapid characterization of agonist or
antagonist activity and measurements of compound
efficacy at the cellular level.

Many human recombinant receptor subtypes
expressed in a wide variety of human and other mam-
malian host cell backgrounds (e.g., CHO, HeLa,
L-cells) have been found to exhibit ligand binding
properties indistinguishable from their non-recombi-
nant ‘‘native’’ receptor counterpart. However, the use
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of recombinant receptor systems for receptor classi-
fication and pharmacological characterization can gen-
erate misleading data if heterologous host cell-specific
properties have been imposed on the receptor. Ligand
binding and signal transduction properties of many
GPCRs have been found to depend upon the host cell
as well as the expression level of the receptor, and thus
agonist affinities and coupling mechanisms determined
in different recombinant expression systems may not
be identical. In the case of the expression of the human
5HT1A in HeLa cell lines, certain compounds acted
as agonists in a cell line with a high receptor density
but acted as pure antagonists in a cell line with only
a sixfold lower density of receptors. Similarly, data
for other GPCRs have been obtained showing the
dependence of agonist efficacy and pharmacological
properties on receptor density.

The question of analyzing receptor function must be
viewed within the context of the functional level for
analysis as to whether the molecular entity is the single
receptor, a signal transduction pathway, or an inte-
grated cellular response. For example, activation of a
specific signal transduction pathway is often viewed
as a constituting a receptor response. Insight into the
complexities of analyzing the responses of recombinant
receptors in heterologous cells is provided by studies
of the signal transduction properties resulting from
the activation of the D2 dopamine receptor stably
expressed in two different cell lines. Activation of D2

receptors in either GH4C1 rat pituitary cells or mouse
Ltk� fibroblasts produced inhibition of adenylyl
cyclase activity.[29] However, while D2 receptor acti-
vation caused a rapid stimulation of phosphatidyl-
inositol (PI) hydrolysis and an increase in intracellular
calcium in Ltk� cells, it failed to effect PI hydrolysis
and induced a decrease in intracellular calcium in
GH4C1 cells. Similarly, activation of the 5HT1A recep-
tor expressed in Ltk� cells was coupled to an increase
in intracellular calcium but resulted in a decrease in
calcium influx when expressed in GH4C1 cells. Since
the cell-specific differences in the signaling pathways
for the D2and 5HT1A receptors were the same, these
effects may most likely be attributed to the complement
of G-proteins present in each host cell type. Thus, the
effector systems and responses of a transfected receptor
depend not only on the receptor but upon the particular
cell type in which it is expressed.

The high level of membrane expression for recombi-
nant GPCRs in insect cells (1–40 pmol/mg in Sf9 or
Sf21 cells) using the baculovirus system has demon-
strated appropriate receptor pharmacology for antag-
onist ligands (affinities and rank order potencies),
whereas anomalous agonist binding properties and
lack of functional coupling have been observed for
some receptors. The GPCRs expressed using baculo-
virus typically show only a single, low-affinity binding

state for agonists, whereas the same receptors demon-
strate high- (coupled) and low-affinity (uncoupled) ago-
nist binding states in mammalian cells. Similarly, the
pharmacological properties of GPCRs expressed in
yeast (M1 muscarinic and D2 dopamine receptors) were
not comparable with mammalian cells since only a sin-
gle low-affinity agonist binding state was detected, indi-
cating that the recombinant receptors do not to couple
to the endogenous G-proteins present in these cells.[30,31]

Cellular engineering to coexpress recombinant
GPCRs and the appropriate G-protein has been found
to provide an approach to overcome such limitations.
Toward this end, it was recently found that hetero-
logous coexpression of the G protein a-subunit Ga16

with a variety of GPCRs in mammalian cells enabled
coupling to PLCb activity and increases in intracellular
calcium. In yeast, functional coupling was only
achieved using a mutant strain lacking one yeast G-
protein a-subunit and including a cDNA encoding an
appropriate G-protein.[31]

The integration of molecular biological approaches
into receptor pharmacology has been useful in eluci-
dating receptor structure–function relationships. Con-
struction of chimeric receptors (hybrid polypeptides
composed of adjacent portions of two related receptor
subtypes) has helped to identify functional domains of
many individual receptors. Such studies have success-
fully identified ligand-binding domains and cytoplas-
mic domains mediating signal transduction of many
receptors. Using in vitro mutagenesis to change single
amino acids to create point-mutated receptors has
defined critical residues involved in receptor–ligand
interactions, conformational transitions, ion channel
selectivity, signal transduction, and sites of receptor
phosphorylation. Due to the lack of high-resolution
structural data for most membrane receptors, this
approach often requires making the assumption that
overall receptor conformation and the equilibrium dis-
tribution between receptor states (resting, active, and
desensitized) have not been altered in the mutated
receptor. Nevertheless, this experimental approach
has been the basis for a large body of molecular mod-
eling aimed at understanding the specific functional
groups on receptors that interact with drug ligands.
The combination of such molecular pharmacological
and modeling approaches can be expected to reveal
the structural determinants of drug binding and novel
allosteric sites on the receptor protein for drug interac-
tion. Ultimately, the ability to produce large amounts
of purified receptor protein from recombinant
expression systems will enable the use of physical meth-
ods (NMR, electron microscopy, X-ray crystallogra-
phy) to obtain high-resolution receptor structural data
that will delineate ligand-binding sites and precisely
define drug–receptor interactions. The recent eluci-
dation of the high-resolution structure of rhodopsin is

Receptors for Drugs: Discovery in the Post-Genomic Era 3119



R
eceptors–S

alt
R

eceptors–S
alt

a major step towards the detailed understanding of the
3D structures of the GPCR superfamily, as shown in
Fig. 4 for the dopamine D2 receptor.

Drug Discovery Using Adopted
Orphan Receptors

There are now numerous examples of orphan receptors
that have been identified as novel types or subtypes of

existing receptor families for which functional roles
have been characterized as proven therapeutic drug
targets. Many of these orphan receptors are of imme-
diate interest as potential drug discovery targets since
they represent novel receptor subtypes that extend
existing receptor families that have members that are
therapeutically important drug receptor targets. The
close structural relatedness that is the molecular basis
for organization of the receptor superfamilies has
allowed a rational-based search for new members of
the ligand-gated ion channel, G-protein coupled,
receptor tyrosine-kinase, and nuclear receptor super-
families. In general, discovery of new receptors (or
subunits) has been accomplished by screening cDNA
libraries, using sequences conserved among the recep-
tor family at low stringency (homology screening). An
alternative method has been to employ PCR amplifi-
cation of human genomic DNA with degenerate oligo-
nucleotides encoding conserved receptor domains.

Initial efforts to identify orphan receptors exploited
PCR methodology to clone several novel orphan
receptors belonging to the GPCR superfamily.[32]

These orphan receptors were subsequently shown to
include the adenosine A1 and A2a receptors,[33] a
5-HT1D receptor,[34,35] and a central cannabinoid
receptor (CB1). PCR using degenerate primers was
subsequently used to identify cDNAs encoding the
NK1, NK2, dopamine D1 and D5,[36] histamine H3,
adenosine A3,[37] olfactory receptors, and numerous
other GPCRs. The application of these approaches
has been highly successful and has led to the cloning
of a series of orphan receptors (or novel subunits) in
each superfamily for which functions have not yet been
assigned. To date, more than 40 additional members of
the nuclear receptor superfamily have been cloned for
which ligands have not been identified. In addition, the
ligands for the many orphan members of the receptor–
protein tyrosine phosphatase superfamily have also not
yet been established. Numerous orphan receptor–
tyrosine kinases belonging to the EPH family have
been identified that likely function by transducing sig-
nals initiated by direct cell–cell interaction.[38] Many of
the EPH receptors are specifically expressed in the
nervous system,[39] and these receptors have been impli-
cated in the control of axon guidance, in regulating
cell migration, and in defining compartments in the
developing embryo.

Strategies for Ligand Identification
for Orphan GPCR Receptors

Since GPCRs constitute the largest superfamily of
receptors in man and these receptors also represent
important drug targets that have been subject to
intense biochemical and pharmacological studies, the

Fig. 4 A molecular model of the dopamine D2 receptor with
a ligand docked in the binding site. The model of the D2

receptor transmembrane helices was constructed from the
coordinates of the bacteriorhodopsin structure derived from
two-dimensional electron diffraction experiments and is con-

sistent with the projection structure for rhodopsin. The trans-
membrane helices are represented by a solid ribbon and the
drug, apomorphine, is a space filling representation. The

top view looking down the helical axis of the receptor clearly
delineates the seven transmembrane helices that are the key
structural motif for the GPCR superfamily. Some of the heli-

ces are inclined relative to the perpendicular to the membrane
plane. The bottom view is in the plane of the membrane with
the extracellular space at the top of the figure. (Adapted from
Ref.[57].)
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following discussion will focus on the orphan receptors
that belong to the GPCR superfamily. An explosion
of the number of orphan GPCRs has been primarily
due to advances in both cloning and sequencing tech-
nologies. Specifically, directed studies employing a
combination of low stringency hybridization, polymer-
ase chain reaction, an increasing database of ESTs
(expressed sequence and tagged cDNA) and high
throughput sequencing technologies have led to an
exponential increase in the number of orphan GPCRs
that await ligand identification.

The new paradigm for orphan receptor-based drug
discovery is shown diagrammatically (Fig. 5). A first
step toward ligand identification for a given orphan

GPCR is to generate a full-length clone if the cDNA
sequence is incomplete. To accomplish this, a specific
tissue is identified that contains the orphan receptor
gene and a full-length cDNA clone is typically gener-
ated using RT-PCR. Next, the cDNA is fully
sequenced, and the sequence is compared with the
sequence of known GPCRs through the use of genomic
databases. If the identity of an orphan GPCR
approaches 45% with a known receptor, it is likely that
the orphan receptor and the highly homolgous GPCR
will share the same ligand.[40] Successful application of
this approach led to the identification of the ligand for
the human 5-HT1D,[41] C3a,[42] and CGRP[43] recep-
tors. However, there are subfamilies of GPCRs that
do not show this degree of similarity. Furthermore,
many orphan GPCRs may reveal no significant ident-
ity with known GPCRs but will demonstate high hom-
ology to other orphan receptors, leading to the
identification of new GPCR families, as typified by
the important discovery of the edg family of lysopho-
pholipid receptors.[44]

Most orphan receptors share a low degree of overall
sequence homology, which may be in the range of 20–
30% overall amino acid identity. In these cases, a useful
step in ligand identification is to evaluate the both the
tissue and cell type distribution of the orphan receptor
mRNA through Northern blot analysis or RT-PCR. A
very restricted distribution pattern for an orphan
GPCR may help provide clues concerning the physio-
logical function of the receptor. Differential expression
between normal and diseased tissue may indicate a role
in the pathophysiology and suggest a potential thera-
peutic relevance for drugs targeted to the orphan
receptor. Knowledge of the distribution of an orphan
GPCR can also guide selection of cells or tissues to
be used as sources of the endogenous cognate ligand
for reverse pharmacology or ligand fishing studies.
With the advent of chip technology, potentially thou-
sands of orphan receptor cDNAs can be attached to
a chip, thereby enabling the simultaneous evaluation
of the expression levels under diverse pathological
conditions.

Ligand Fishing for Orphan Receptors

Orphan receptors of interest may exhibit no significant
homology with known GPCRs, and distribution
studies may not provide any clues to the identity of
the endogenous ligand. In this case, reverse pharma-
cology or ligand fishing studies are pursued (Fig. 5),
especially for peptide receptors that often exhibit high
affinity for their endogenous ligand. In this approach,
the orphan receptor is used as bait to isolate
the endogenous ligand from cell or tissue extracts

Clinical Development

Disease Target/Pathophysiology

Drug Receptor Pharmacology

Ultra-high Throughput
Compound Screening

Universal Functional Assays
Ligand Identification

Orphan Receptor Cell Lines

Bioinformatics/Molecular Genetics
Full-length Cloning

Fig. 5 Strategy for using orphan receptors as targets for
drug discovery. The flow diagram illustrates the paradigm

shift in receptor-based drug discovery, which is based upon
a reverse molecular pharmacological strategy. The starting
material for drug discovery is a sequence corresponding to
an orphan receptor of unknown function.
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suspected to contain the ligand.[40,44,45] This approach
has led to the discovery of novel endogenous peptide
ligands orphanin FQ/nociceptin,[46] orexin,[47] prolac-
tin-releasing peptide,[48] melanin concentrating hor-
mone,[49] and APJ[50] as the cognate ligands for their
respective orphan receptors. The specific high-affinity
interaction of the endogenous ligand contained in
extracts with the expressed orphan GPCR is measured
in an appropriate functional second messenger assay.
Once the active extract is identified, it can be fractio-
nated, purified by HPLC, and the identity of the active
component may be determined by analytical methods
that may include peptide sequencing, mass spec-
troscopy, and NMR.

Expression of Orphan GPCRs

A critical step in ligand fishing for an orphan GPCR
is to express the receptor in an appropriate cellular
expression system. As previously discussed, choices
may include mammalian cells, insect cells, bacteria,
oocytes, or yeast. Initial considerations for choosing
an expression system may focus on the type of func-
tional assay to employ in screening procedures. A basic
requirement for any given functional assay is the pres-
ence of the appropriate signal transductionmachinery
in the expression system. While it is often not possible
to predict specific coupling mech-anims and signal
transduction pathways activated by an orphan recep-
tor, several mammalian cells have been confirmed as
suitable for human orphan receptor expression, includ-
ing CHO and HEK 293 cells. All of these contain a full
repertoire of signal transduction components required
for measurement of most GPCR-mediated changes in
second messenger systems.[44] Another factor to be
weighed in selecting an appropriate expression system
is the potential interference of endogenous receptors
present in the host cell line. This factor can be exper-
imentally addressed through parallel screening of the
parental cell line. Additionally, it is important to estab-
lish that the orphan receptor is expressed at sufficient
densities and present on the membrane surface.
Expression levels have been evaluated by epitope tag-
ging of the receptor and measurement of receptor on
the membrane surface by fluorescence activated cell
sorting (FACS) or, alternatively, by Western blot
analysis.

Functional Assays Used for Orphan
Receptor Ligand Identification

For the full value of the receptor gene sequence to be
realized, the function of the expressed orphan receptor,
as well as its regulation and expression need to be

elucidated. In many cases, exemplified by the nocicep-
tin receptor, the orphan receptor will be activated by
an as yet unknown endogenous ligand (transmitter,
peptide, or hormone) or the endogenous ligand may
be identified as a previously characterized molecule
whose function has not been assigned. Strategies for
identification of either the endogenous or surrogate
ligands for an orphan receptor are frequently based
upon utilization of high and ultrahigh throughput
‘‘agonist screening’’ assays in which ligand binding is
coupled to a cellular functional response.

Functional assays based upon measurements of
common cellular signal transduction pathways (i.e.,
mobilization of intracellular calcium, cAMP, transcrip-
tion response elements) have been employed. Since
many types of receptors (LGCRs, GPCRs, and RTKs)
mediate cellular responses through elevations in intra-
cellular calcium, real-time measurements of intracellu-
lar calcium, using fluorescent probes, have provided a
rapid, generic assay for receptor activation. In
addition, cell-based transcriptional activation assays
represent a functional screening method that requires
engineering of stable cell line(s) expressing the recom-
binant orphan linked to a luminescent or fluorescent-
based reporter gene (i.e., luciferase or green fluorescent
protein) under the transcriptional control of a pro-
moter element (i.e., cAMP response element (CRE),
NFAT, or STAT binding elements). The advantages
inherent in these one-step screening approaches
include high detection sensitivity, compatibility with
automation, and high throughput.

The first consideration for developing a functional
assay for screening extracts or compounds to
identify endogenous ligands or surrogate agonists for
orphan GPCRs is to determine which G-protein(s)
mediate coupling to the receptor. Certainly, this is
difficult to determine unless the orphan receptor of
interest contains a high level of homology to other
known GPCRs activating well-characterized signal
transduction pathways. In some cases, evaluation of
extracts or compounds in both Gs, Gi and Gq-associa-
ted functional assays is necessary. Once the type of
assay endpoint is chosen, there is a variety of high
throughput and robust functional assays that can be
utilized in ligand fishing. Advances in commercially
available technology have enabled the development
of ultrahigh throughput screening methods and
systems that have led to the miniaturization of assays
from 96-well plate formats to 1536-well formats
that require only microliter volumes of reagents.
Functional assays based upon one of several fluores-
cence detection techniques, including fluorescence
resonance energy transfer, polarization, time-resolved
fluorescence, and luminescence, now allow receptor-
activated signaling events in live cells to be rapidly
measured.
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Reporter gene assays

Reporter gene assays have been widely used as high-
throughput, cell-based functional assays for numerous
GPCRs. In these assays, gene transcription is activated
by a receptor-associated transduction event, such as
increases in cellular cAMP or intracellular calcium.
Reporter genes typically consist of a specific responsive
element placed upstream of a minimal promoter, which
together control the expression of the reporter gene,
such as b-galactosidase luciferase. Commonly used
response elements include the cAMP response element
that is suitable for either Gs- and Gi-coupled receptors
or a calcium-sensitive response element suitable for
Gq-coupled receptors.[51]

Another cell-based functional gene transcription
assay has been developed by Tsien and co-workers
that permits real-time receptor activation of gene
expression to be measured in live cells. For this assay,
mammalian cells are transfected with receptor and the
gene for b-lactamase that acts as a reporter by hydro-
lyzing an exogenous substrate that is loaded intracellu-
larly. The highly sensitive fluorescence assay permits
clonal selection of single cells by flow cytometry and
forms the basis for a high-throughput screen.

A bioluminescent reporter assay for Gq-coupled
receptors has been described in which the receptor of
interest is cotransfected with the calcium-sensitive pro-
tein aequorin. Agonist activation of receptor-mediated
increases in intracellular calcium lead to activation of
aequorin and subsequent luminescent responses.[52]

Due to the considerable amplification occurring after
agonist activation of the GPCR, this assay can be
significantly minaturized and run in 96-, 384-, and
1536-well formats. Transient expression of apoaequorin
in CHO cells and reconstitution with the co-factor
coelenterazine resulted in a large, concentration-
dependent agonist-mediated luminescent response
following cotransfection with the endothelin ETA,
angiotensin AT2, thyrotropin-releasing hormone (TRH),
and neurokinin NK1 receptors, all of which interact
predominantly with the Gaq-like phosphoinositidase-
linked G-proteins. To generate a system amenable for
the study of agonist activity at virtually any G-
protein-coupled receptor, the a-subunit of the receptor
promiscuous G-protein Ga16 was either transiently or
stably expressed in CHO cells together with apoae-
quorin. In cells expressing Ga16, but not in its absence,
agonists at a series of receptors that normally interact
with either Gas or Gai were now able to cause a lumi-
nescent response from mitochondrially targeted apoae-
quorin. In the case of the A1 adenosine receptor, this
response was clearly a result of activation of Ga16

and not a consequence of the release of the Gai-associa-
ted b/g complex, as the luminescent response was unaf-
fected by pertussis toxin treatment of the cells, whereas

agonist-mediated inhibition of adenylyl cyclase activity
was attenuated. These studies describe the use of
coexpressed apoaequorin as a reporter for G-protein-
coupled receptor-mediated calcium signaling. Further-
more, coexpression of Ga16 and apoaequorin provides
a basis for a generic mammalian cell microplate assay
for the assessment of agonist action at virtually any
GPCR, including orphan receptors for which the
physiological signal transduction mechanism may be
unknown.

Use of Engineered Cells for Developing
Cell-Based Functional Assays

Advances in molecular engineering have facilitated the
design of recombinant cells that can be used to design
universal assays for orphan receptors. As a tool to ana-
lyze the function of newly discovered orphan receptor
genes, ‘‘promiscuous’’ G-proteins have been utilized to
develop screens for orphan GPCRs that can be used to
search for compounds that activate such receptors. For
example, coexpression of the ‘‘universal adapter’’ Ga16

G-protein with an orphan GPCR of interest allows the
activated receptor to couple to increases in intracellu-
lar calcium, although the receptor may not couple to
Gq in non-engineered cells. Another common
approach to designing a universal functional ligand-
screening system for any GPCRs is to construct and
coexpress chimeric G-proteins with an orphan
GPCR.[53] Chimeric G-protein a-subunits have been
constructed in which the backbone of either Gs, Gi,
or Gq, is combined with small peptidic sequences cor-
responding to the C-terminus of Gs, Gi, and Gq. The
C-terminal end of the chimera dictates receptor coup-
ling and the G-protein backbone determines which
effector system is activated. For example, short C-ter-
minal portions of Gs or Gi can be combined with the
backbone of Gq, resulting in an engineered G-protein
chimera that can universally signal through increases
in intracellular calcium or activate calcium sensitive
reporter assays.[53,54] Conversely, chimeras can be con-
structed with the backbone of the Gs-a-subunit and the
C-terminus of Gq to develop an assay system in which
cAMP is measured. The design of universal assay sys-
tems for orphan GPCRs can greatly facilitate through-
put for analysis of large numbers of candidate
receptors.

Recently, a number of GPCRs have been reported
to activate second messenger responses, even in the
absence of their natural ligands or surrogate agonists.
GPCRs that possess this ligand-independent activity
are referred to as constitutively active GPCRs. Three
different methods have been employed to produce
constitutively activated receptors and include: 1) over-
expression of the native receptor in heterologous
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expression systems; 2) overexpression of the appropri-
ate G-protein that couples to the receptor; or 3)
mutation of specific aminoacid residues of the receptor,
typically in transmembrane regions or in intracellular
loops of the receptor. A number of pharmaceutical
companies are now utilizing constitutively activated
orphan GPCRs for identification of either inverse ago-
nists or agonists from small molecule libraries using
functional ligand-independant screens. Thus, drug
discovery for orphan GPCRs doesnot now require
previous identification of the endogeneous ligand or
a surrogate agonist to develop a functional screen for
drug discovery. Molecules discovered in these screens
can be used not only as potential therapeutics but also
as tools to furhter evaluate the physiological functions
of the orphan GPCRs and their potential therapeutic
relevance.

Screening for Endogenous and
Surrogate Ligands

After a reliable and robust functional assay is
developed for an expressed orphan receptor, screening
can ensue. Several approaches can be taken. First, cell
and tissue extracts or biological fluids can be evaluated
for activation of the orphan receptor. If an active
extract is identified, it is further fractionated and then
subjected to HPLC followed by further testing of frac-
tions in the functional assay. After substantial puri-
fication, the identity of the active component can be
elucidated by numerous analytical methods including
mass spectroscopy and NMR. Another approach is
to screen a collection of compounds with known
pharmacological actions and biological compounds
for which the mechanism of action is unknown. A third
approach is to screen peptide or small molecule
libraries. This can easily be accomplished rapidly due
to advances in high-throughput screening and labora-
tory automation. Once the surrogate ligand is ident-
ified, clues as to the physiological function of the
orphan receptor and possibly the endogenous ligand
can be often obtained.

The identification of gene sequences is only the
beginning of the process for the development of the
useful small molecule therapeutic agent. Analysis of a
stretch of only 10–25 amino acids from an orphan
receptor sequence may be sufficient to identify whether
the orphan of interest is homologous to either a known
protein or a recognizable motif that corresponds to a
ligand recognition or functional domain characteristic
of a receptor superfamily. Based upon the level of
observed sequence homology with known receptors,
it may be possible to either deduce the class of ligand
bound by the orphan receptor and/or postulate a
mechanism of signal transduction. The systematic

search for natural cognate ligands of orphan receptors
is more difficult when the properties of such receptors
are not well predicted by sequence comparisons to
known receptors and/or the orphan receptors exhibit
novel pharmacology.

As an example of the first strategy, the process lead-
ing to the characterization of the orphan ORL1
(Opioid Receptor-Like I) receptor, which has become
known as the orphanin or nociceptin receptor,[46] is
of interest since it represents one model that can be
readily adapted to other orphan receptors. The ORL1
receptor is a novel G-protein coupled receptor that is
most closely related to the opioid receptors. Based
upon substantial sequence identity of the ORL1 recep-
tor with opioid receptors (50% overall, 65% within
transmembrane domains), it was reasonable to hypo-
thesize that the related orphan receptor would share
signal transduction properties in common with the
m-,d-,and k-opioid receptor subtypes. Since opioid
receptors are all negatively coupled to adenylyl cyclase,
a stable recombinant CHO cell line expressing ORL1
was constructed for use in a functional screen, using
untransfected CHO cells as a control. A survey of opi-
ate ligands identified etorphine, a non-selective opiate
agonist, as mediating inhibition of forskolin-induced
accumulation of cAMP, although its potency was
found to be about three orders of magnitude less com-
pared with other opioid receptors. However, additional
efforts to characterize the pharmacology of the ORL1
receptor by analysis of agonist effects induced by
endogenous opioid peptides (endorphins, enkephalins,
and dynorphins) or other synthetic opioid ligands were
not successful.

Based upon the structural homology of ORL1 with
opioid receptors, in particular, the acidic extracellular
loop 2 of the k-opioid receptor, it was hypothesized
that the endogenous ligand might be a peptide that
resembled dynorphin. A biochemical fractionation
procedure was used to isolate a pituitary peptide whose
structure was identified as a 17 amino acid neuro-
peptide that shares many features in common with
other opioid peptides and is now known as nociceptin.
Isolation of the endogenous ligand was achieved
through a functional assay on the basis of its ability
to inhibit adenylyl cyclase in a stable recombinant cell
line. The identity of nociceptin was confirmed through
synthesis of a radiolabeled derivative that was found to
bind in a saturable manner with high affinity and to be
a potent and specific activator of the ORL1 receptor.
In vivo activity of nociceptin induced hyperalgesia
when administered intracerebroventricularly to mice,
indicating the agonist of the ORL1 receptor appears
to possess pronociceptive properties. The unique phar-
macology, physiology, and brain distribution of this
novel receptor make it an important target for drug
discovery.
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An alternative approach may be to employ an
immobilized orphan receptor to capture the cognate
ligand from biological extracts, fractions, and other
combinatorial chemistry libraries. Orphan receptor
screening efforts will be able to take advantage of
large-scale synthetically produced random peptide,
peptidomimetic, and combinatorial chemical libraries,
as well as phage display libraries that are available as
novel sources of chemical and structural diversity for
discovery of potent and selective chemical entities for
each of the receptors. Finding new natural product-
based lead compounds by screening fermentation
broths and extracts from plant and marine organisms
may yield ligands with novel structures, as was found
in the case of the subtype-selective endothelin receptor
peptidic antagonists.

Among the GPCR superfamily, the discovery and
characterization of the large number of novel receptor
subtypes belonging to the chemokine, dopaminergic,
serotoninergic, somatostatin, and opioid receptor fam-
ilies provide examples of the tremendous impact of
gene cloning. As a consequence of the original cloning
of the orphan receptor sequence corresponding to the
5-HT1D receptor in 1989,[55] the human receptor sites
involved in the action of acute antimigraine drugs were
subsequently identified. Studies of these receptors have
led to significant insights into the pathophysiology of
migraine and the development of new antimigraine
drugs, such as naratriptan and zolmitriptan, which
were selected for development based upon their high
affinity and selectivity for the human recombinant 5-
HT1D receptors. Clearly, the value inherent in orphan
receptor characterization for drug discovery has been
proven and will continue to lead to the discovery of
substantial numbers of novel, human receptors desig-
nated as ‘‘orphans’’ that will provide novel targets
for drug development.

Human Genome Sequencing—New Orphan
Receptors and Subtypes

The most intensive research project in biomedicine
is under way—the immense task of sequencing
the human genome and identifying all of the expressed
human genes. This effort is driving a paradigm shift
in the fundamental approach to drug discovery as
genomic data becomes the initiation point for the drug
discovery process. Considerable progress has been
made by the Human Genome Project as advances in
cloning, mapping, and sequencing technologies have
jointly contributed to an explosion in the volume of
human sequence data. The rapidly approaching
completion of the human genome sequence will
lead to structure of all of the roughly 25,000–35,000

different human genes. To integrate and analyze the
vast database of genomic data, the field of bioinfor-
matics is providing powerful computational algorithms
and methods for searching databases and complex
data sets to allow molecular classification and extra-
polate receptor structure and function from numerous
new sequences. The impact of this effort will be an
exponential increase in the number of novel orphan
receptors requiring further study to define their poten-
tial role as targets for drug discovery. At the con-
clusion of this project, the identification and sequence
of all receptor genes in the human genome will be
available for study. Based upon estimates that 2–3%
of the genome is likely to consist of receptors,
this would suggest that the total number of receptors
to be identified will be approximately 600–900. Yet
another benefit of these genomic efforts will be the
identification single disease-causing genes that are
responsible for common or inherited diseases. Numer-
ous examples exist for disease states that are associated
with either deficient receptor responses, unregulated
signaling function, or enhanced responses to neuro-
transmitter or hormonal signaling, indicating the
biomedical importance for identifying the molecular
etiology of a disease state and gaining access to
disease-relevant receptor targets. The recent cloning
of a Karposi’s sarcoma-associated herpevirus (KSHV,
or human herpesvirus 8) genome fragment revealed an
open reading frame encoding a putative GPCR that
was homologous to human CXCR1 and CXCR2
receptors.[56] Expression studies showed that it was
indeed a bona fide signaling receptor that exhibited
binding characteristics of a chemokine receptor, with
affinity for a range of chemokines in the CXC and
CC families. The receptor demonstrated constitutive
(agonist-independent) activity in COS cells and stimu-
lated cellular proliferation, making it a candidate viral
oncogene.

Technological extensions based upon the human
genome sequencing platform that enhance receptor-
based drug discovery include development and con-
struction of biochips containing DNA microarrays of
gene sequences. These biochips enable high-through-
put screening using fluorescent hybridization of total
cDNA or mRNA libraries from particular cell types
or rare tissues and permit quantitative examination
of large numbers of specific receptor sequences
expressed in normal and disease samples. The
large-scale quantitative examination of large numbers
of specific receptor sequences expressed in normal
and disease samples is called expression profiling. Such
differential gene expression studies can detect different
levels and patterns of a receptor gene expression in
different tissue states and can be used as a tool to
decipher receptor gene function and potentially define
a relationship to a particular disease state.
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In summary, the application of molecular genetics
to large-scale sequencing, analysis of DNA sequence
information, and new experimental approaches for
rapid functional analysis of receptor molecules from
these sequences can be expected to lead to the identifi-
cation of an abundance of novel receptors that will
become molecular targets for the development of
highly selective drugs. Indeed, gene-based discoveries
are already providing an entirely new approach to
the development of a novel drug pharmaceuticals.
The parallel utilization of all receptor subtypes
that comprise a family of human receptors in high-
throughput primary screening programs has demon-
strated the value of this approach for the identification
of receptor-subtype specific drugs. This development in
the field of drug discovery holds great promise since
drugs with therapeutic activity that emerge from such
screening programs should possess high molecular
specificity.

The current challenge in receptor functional geno-
mics will be to develop successful experimental strate-
gies and new technologies for the identification of
ligands that can activate orphan receptors or
inhibit these receptors, should they exhibit constitutive,
basal activity. Although progress has been made, the
continued application of molecular biological
approaches to receptor pharmacology coupled with
advances in biophysical methods should serve as tools
that will enable a precise delineation of receptor bind-
ing sites and drug–receptor interactions at the mole-
cular level. A more complete understanding the
molecular events that transduce ligand binding
into receptor activation will ultimately aid in the in
the discovery of more selective agents for specific
conformational states of existing receptor subtypes.
Furthermore, the rapid elucidation of receptor–protein
interaction partners and mapping intracellular signal
transduction pathways associated with receptor signal-
ing will accelerate understanding of novel receptor
function. Finally, methods to localize and image the
expression of receptor genes in living cells and animals
can be expected to provide a foundation for novel
pharmacological interventions targeted to specific cell
types and tissues.

The application of many new technologies is syner-
gistically accelerating the process of moving from
novel receptor gene sequences to validated drug
discovery receptor targets and ultimately, new drugs.
The ongoing sequencing of the human genome and
ensuing characterization of orphan receptors coupled
with the precise molecular analysis of receptor struc-
ture, function, expression, and role of these receptors
in disease processes will continue to reveal new drug
receptor targets that will serve as a platform for much
of the drug discovery enterprise.
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Rheology of Pharmaceutical Systems

Fridrun Podczeck
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INTRODUCTION

The American Society of Rheology, which was
founded in 1929, has defined ‘‘rheology’’ as the science
of deformation and flow of matter. Deformation
describes the change of matter in terms of shape or vol-
ume, or both. If the changes due to deformation are at
least partly nonreversible, then matter flows. The full
spectrum of possible types of deformation of liquid
or solid matter is illustrated in Fig. 1. The gaseous state
is usually not part of rheological investigations.

Typical modern rheological investigations do not
consider Newtonian liquids in the sense of the
Navier–Stokes model or fully elastic solids, but are
concerned with the behavior of materials between these
two extremes.[1] In the pharmaceutical sciences, how-
ever, Newtonian behavior and its characterization are
of interest, and methodology and equipment are
described in various pharmacopeias to provide stan-
dards for the quality of pharmaceutical materials.

There is an increasing interest in rheological meth-
ods in the medical and biological sciences. A change
of the rheological behavior of certain body fluids such
as mucus,[2,3] saliva,[4] blood,[5–7] or synovial fluid could
be used as an indicator of the severeness of a disease or
the effectiveness of drug substances used to treat cer-
tain medical conditions such as mucoviscidosis. The
rheological properties of raw materials and formula-
tions can cause problems during the manufacture of
dosage forms in the pharmaceutical, cosmetic, or food
industry. For example, more viscous materials require
larger amounts of energy during mixing. The viscosity
might be reduced by the application of heat, which
could reduce the mixing time and improve product
homogeneity. However, gel–sol transformations are
not always reversible, and in some instances, the heat
development due to shear might already destroy the
product. Transport and handling might also result in
a change in viscosity of the product.[8] A decrease of
the viscosity of suspensions could hence result in
increased sedimentation and, for example, hard shell
capsules containing a thixotropic filling might start to leak.

The rheological properties of pharmaceutical
products are also important with respect to patient
compliance. Stiff creams might complicate their appli-
cation or could cause pain, and hence the patient will
be more reluctant to use his medicine. Suspensions

and emulsions should flow out of the bottle to allow
easy metering and, for example, toothpaste should be
squeezed out of a tube easily, yet should form a string
without leakage of fluid. Several injections rely on gel–
sol transformation, for example, those containing
aluminum stearate. Aluminum stearate is added to
produce a stiff gel for prolonged-release delivery of
antibiotics via intramuscular injection. To ease the
pain involved, the gel should form a sol solely on shak-
ing, yet after injection gelation should occur quickly to
maintain the prolonged-release principle. Hence, the
knowledge of rheological techniques can play an
important role in pharmaceutical development and
manufacture.

DEFINITIONS AND TERMINOLOGY

Stress and Strain

Deformation is the result of a force acting on or within
a body, yet its extent depends not on the force itself,
but on the magnitude of force per unit area, i.e., the
stress (unit: Pa or N m�2). Forces acting within a body
are the result of gravity or inertia and are effective
throughout the whole body. Surface forces act on
defined points along the periphery of the material.

As a consequence of the stress applied, the body will
change its shape, and as a result, there will be a change
in length of the body, i.e., strain. The relationships
between stress and strain are illustrated in Fig. 2.

In many of the rheological test methods, the sample
is subjected to ‘‘simple shear.’’ The best example for
illustration is that of a pack of cards (Fig. 3). If a shear
stress t is applied to the top (‘‘reference’’) card of the
pack, the displacement of each individual card of the
pack is proportional to its distance from the reference
card. The larger the distance is, the less is the card dis-
placed. The relative displacement of two cards divided
by their separation (dl/l) is called ‘‘simple shear strain.’’

Rate of Strain and Shear Rate

The rate of strain (‘‘strain rate’’) considers the magni-
tude of the changes in length as a function of time
(unit: sec�1). For the tensional strain, the strain rate
is hence defined as _ee ¼ de/dt, whereas the shear strain
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rate (‘‘shear rate’’) is defined as _gg ¼ dg/dt (for sym-
bols refer to Fig. 2). In simple shear, the shear strain
rate can be explained as the velocity gradient occurring
in a sample during flow. However, in cases where the
flow lines are curved, the velocity gradient is not equal
to the shear strain rate. Such complicated flow can
happen in concentric cylinder viscometers (e.g., ‘‘cup
and bob viscometer’’), in particular at higher angular
velocities and with the inner cylinder rotating (‘‘Searle
principle’’).[9] Centrifugal forces stabilize the flow
when the outer cylinder rotates (‘‘Couette principle’’),
and turbulent flow is hence less likely.[10] In cone–plate
viscometers, deviations from laminar flow are suffi-
ciently suppressed when using small cone–plate angles[11]

as is done in most practical instruments.

Modulus of Elasticity and Compliance

In the ideal case of a Hookean body, the relationship
between stress and strain is fully linear, and the body
returns to its original shape and size, after the stress
applied has been relieved. The proportionality between
stress and strain is quantified by the modulus of elas-
ticity (unit: Pa). The proportionality factor under con-
ditions of normal stress is called modulus of elasticity
in tension or ‘‘Young’s modulus’’ (E), whereas that
in pure shear is called modulus of elasticity in shear
or ‘‘modulus of rigidity’’ (G). The relationships
between E, G, shear stress, and strain are defined by:[12]

G ¼ E

2ð1 þ nÞ ð1Þ

g ¼ t
G

ð2Þ

where n is the Poisson’s ratio. For soft solids and
liquids, where the stress needed to change the shape
is considerably smaller than the stress required to
change the volume, Poisson’s ratio is approximately
0.5.[10] Hence, E � 3G.

The moduli of elasticity in tension and shear are
important for viscoelasticity measurements, where the
stress applied is small.

The compliance is defined as the reciprocal of the
modulus of elasticity (unit: Pa�1). Hence, shear com-
pliance is defined as J ¼ 1/G, while tensile compliance
is defined by D ¼ 1/E.

Viscosity

The flow of liquids or semisolids is described by vis-
cosity, or, more precisely, by shear viscosity Z (unit:
Pa sec). The viscosity defines the resistance of the
material against flow. Viscosity is not a coefficient,
because it is a function of the shear strain rate _gg
[Z ¼ f( _gg)]. In the classical fluid mechanics, the
dynamic viscosity is obtained using a viscometer. (A
viscometer is a rheometer, i.e., an instrument for
the measurement of rheological properties, limited to

Stress = force per unit area

Normal stress Shear stress

Strain = increase in length of a body
              due to the influence of a force

dl dm

=dl / l

l

l

=dm / l

Tensional strain Shear strain

Fig. 2 Definitions and relationships between stress and
strain: the vectors of normal force (—) and normal stress
(- - - - -) are in one and the same direction, whereas these vec-
tors are orientated perpendicular in shear.

τ

l

δl

Fig. 3 Simple shear illustrated on a pack of cards: t ¼ shear
stress, l ¼ distance between two cards, dl ¼ displacement of
two cards relative to each other.

Liquid Semi-solid Solid

Isaac Newton Robert Hooke
“Principia” (1687) “True theory of elasticity”
Viscosity = (1678)
Resistance against flow Proportionality between

Force and extension of a
spring

Navier & Stokes
3-dimensional theoretical
concept for Newtonian
viscosity of liquids

Fig. 1 Spectrum of deformation of liquid (viscous) and solid

(elastic) matter first described by Newton and Hooke, and
further developed by Navier and Stokes. Semisolid matter
behaves viscoelastic, i.e., viscous at low strain rates and

elastic at high strain rates.
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measuring the viscosity only.) The ratio between
dynamic viscosity and material density is termed
‘‘kinematic viscosity’’ ( n ¼ Z/r; unit: m2 sec�1). The
kinematic viscosity provides a normalized value and
characterizes the flow velocity. In the engineering
sciences this value is, for example, used to calculate
the throughput of liquids in pipes.

The reciprocal of the viscosity is called ‘‘fluidity’’
(unit: Pa�1 sec�1) and is an indicator of the mobility
of the material.

TYPES OF RHEOLOGICAL BEHAVIOR
IN SIMPLE SHEAR

Newtonian Flow

The relationships between stress, strain, and viscosity
are usually depicted in the so-called rheograms. In
the pharmaceutical sciences, typical flow curves are
presented, i.e., t ¼ f( _gg). In the engineering sciences,
the viscosity is usually drawn as a function of the shear
stress [Z ¼ f(t)]. This is sensible as most viscometers
control the shear stress applied rather than the shear
strain rate. However, the entity of interest is the vis-
cosity as a function of the shear strain rate [Z ¼ f( _gg)].

In the following text, descriptions such as ‘‘liquid,’’
‘‘fluid,’’ or ‘‘semisolid’’ have been avoided where poss-
ible to stress similarities and differences in the rheolo-
gical behavior of matter.

Newtonian behavior can be observed only for ide-
ally viscous bodies. The flow curve shows a direct pro-
portionality between shear stress and shear strain rate
(Fig. 4) with the straight line going through zero. The
viscosity remains constant over the complete range of
shear stresses applied and is independent of the shear
strain rate (Fig. 5). The stress in the material goes back

to zero immediately when shearing has stopped, and
repeated shearing always results in the same value of
viscosity. Even after extended shearing times, the vis-
cosity of Newtonian bodies does not change. Hence,
for Newtonian bodies, the viscosity is a material con-
stant at a given temperature and pressure. Many
liquids such as water, glycerol, fatty oils, or organic
solvents behave like Newtonian bodies. Also molten
Vaseline behaves Newtonian, whereas at room tem-
perature Vaseline is classified as a non-Newtonian
body. While many liquid materials behave ideally
viscous, their mixtures often show non-Newtonian
behavior.

Non-Newtonian Flow

Shear thinning (‘‘pseudoplastic flow’’)

Shear thinning materials show a decrease in viscosity
with increasing shear strain rate. A typical flow curve
is presented in Fig. 6, and the viscosity as a function
of shear strain rate is depicted in Fig. 7. The curves
indicate that at very low shear stress values/shear
strain rates and again at very high shear stress
values/shear strain rates, the viscosity reaches a con-
stant value. These two regions are often referred to
as lower (i.e., lower shear strain rate) and upper (i.e.,
higher shear strain rate) Newtonian regions. The vis-
cosity representing the lower Newtonian region is also
known as the ‘‘zero-shear viscosity.’’ The upper New-
tonian region cannot be obtained experimentally in
some instances due to the limitations of some older
equipment.

Shear thinning is often observed in solution contain-
ing thread-like macromolecules such as celluloses or
unbranched polymers. Here the stress applied causes
the macromolecules to align in the direction of the

Shear strain rate

b

a
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r 
st
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ss

Fig. 4 Typical rheogram of a Newtonian (a) and a Bingham
body (b).

b

a

Shear strain rate

V
is
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ty

Fig. 5 Viscosity as a function of shear strain rate for a

Newtonian (a) and a Bingham body (b).
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shear stress vector. This results in a reduced resistance
to flow, and hence in a decrease in viscosity. After the
orientation process is complete, the solution shows
Newtonian flow.

Mathematical models, which can predict the shape
of a flow curve of a shear thinning material including
lower and upper Newtonian regions, require at least
four parameters. The Cross model[13] is one such
model:

Z � Z1
Z0 � Z1

¼ 1

½1 þ ðK _ggÞm� ð3Þ

where Z0 and Z1 are the asymptotic values of viscosity
in the lower and upper Newtonian region, K is a
constant with the dimension of time describing the
steepness of the curve, and m is a dimensionless con-
stant describing the overall curvature. Examples of a

successful application of the Cross model to aqueous
solutions of macromolecules can be found by Boger[14]

and Whitcomb and Macosko.[15]

Carreau[16] devised another general equation to
model the shear thinning behavior, which has become
a popular alternative to the Cross model:

Z � Z1
Z0 � Z1

¼ 1

½1 þ ðk1 _ggÞ2�m1=2
ð4Þ

The constants k1 and m1 are of similar importance
for the shape of the flow curves as are K and m in
the Cross model.

In acknowledging that the upper Newtonian region
is sometimes not observed due to experimental diffi-
culties, the Cross and the Carreau models reduce to
Eqs. (5) and (6), respectively:

Z
Z0

¼ 1

1 þ ðK _ggÞm ð5Þ

Z ¼ Z0

½1 þ ðk1 _ggÞ2�m1
ð6Þ

Similarly, the two models could be reduced by
neglecting the lower Newtonian region. This has been
done by Sisko[17] for the Cross model in order to
account for the rheological properties of grease in
bearings:

Z ¼ Z1 þ
Z0

ðK _ggÞm ð7Þ

Other practical applications for the Sisko model
have been reported for yogurt[18] and polymer liquid
crystals.[19]

Considering that in many cases the viscosity mea-
sured is significantly smaller than that of the lower
Newtonian region (Z � Z0), and significantly larger
than that of the upper Newtonian region (Z � Z1),
the Cross model can be further simplified:

Z ¼ Z0

ðK _ggÞm ð8Þ

It is standard practice to redefine the constants so
as to m ¼ 1 � n and Z0/Km ¼ K2.[1] Using these
definitions in Eq. (7) provides the so-called ‘‘powder
law’’ model:

Z ¼ K2 _ggn�1 ð9Þ

where n is the power law index, and K2 is the consis-
tency. The latter has the units of Pa secn and is hence
difficult to interpret in physical terms. The larger the
values of K2 are, the stiffer the materials appear at rest.
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Fig. 6 Typical rheogram for a shear thinning (a), shear

thickening (b), and a Casson body (c).
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Shear strain rate

V
is

co
si

ty

Fig. 7 Viscosity as a function of the shear strain rate for a
shear thinning (a), shear thickening (b), and a Casson
body (c).
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The value of n describes the curvature of the flow
curve. Values of n below unity are found for shear
thinning non-Newtonian bodies, whereas a value of 1
would be found for Newtonian flow. It should also
be noted that Eq. (9) only describes the shear thinning
region of a flow curve without considering the possible
existence of a lower or upper Newtonian region.

Shear thickening (‘‘dilatant flow’’)

Shear thickening materials show an increase in vis-
cosity with increasing shear strain rate. An idealized
flow curve is presented in Fig. 6, and the viscosity as
a function of shear strain rate is depicted in Fig. 7.
The shear thinning region usually extends only over
about one decade of shear rate (power law index
n > 1) in contrast to shear thinning, which usually
covers at least two or three decades. Also, in many
cases, shear thickening is preceded by a short phase
of shear thinning at low shear strain rates.[1,20]

Shear thickening is typical for the flow of pastes and
suspensions, when these have high concentrations of
solid particles. However, the particle size needs to be
below 50 mm. The minimum solid concentration is
usually quoted to be more than 50%, and suspensions
show shear thickening if they are deflocculated. At rest
and low shear the particles are covered with a liquid
film coating acting as a lubricant. At low shear strain
rates this liquid flows showing shear thinning. How-
ever, the liquid layer will be disrupted above a critical
stress. Solid particles come into close interparticulate
contact, which results in friction and hence in an
increase in viscosity, i.e., shear thickening. Hoffman[21]

has studied this effect in more detail using an optical
diffraction system.

Complex Flow Behavior

Bingham bodies

Newtonian flow, shear thinning, and thickening rep-
resent comparatively simple flow patterns. The descrip-
tion of flow becomes more complex, if these flow
patterns occur in combination with a yield stress, i.e.,
a minimum stress required for flow to be visible in
an adequately short time span. The observation of a
yield stress is mostly related to the existence of a
defined inner structure such as that of Vaseline or
cubic liquid crystals.

Doubt has been cast on the existence of a true yield
stress a long time ago, and it is usually Professor
Reiner, who is quoted to have said ‘‘everything flows
if you wait long enough,’’ some 60 years ago. Barnes
and Walters[22] found an apparently well-defined yield
stress for PVA latex adhesives employing a shear strain

rate-controlled rheometer. However, when they low-
ered the mean shear strain rate, the yield stress
decreased proportionally. Finally, when they measured
these materials at extremely low shear strain rates
using a stress-controlled rheometer, Newtonian flow
and absence of a yield stress was observed. Hence, it
might be better to quote an ‘‘apparent’’ yield stress
valid for defined experimental conditions only.

The Bingham body model describes materials with
an apparent yield strength above which Newtonian
flow is observed. This is illustrated in Figs. 4 and 5,
which show a typical flow curve and viscosity as a
function of shear strain rate, respectively.

Flocculated suspensions often have high viscosities
at low shear strain rates, which give the impression of
the existence of a yield stress.[23] The nearly Newtonian
flow observed is due to a dramatic reduction in the
effective number of particles as a result of the particle
association process.

Mathematically, the Bingham body can be
described as:

t ¼ tY þ ZP _gg ð10Þ

where tY is the apparent yield stress, and ZP is, for his-
torical reasons, called the ‘‘plastic’’ viscosity.

Casson bodies

The Casson body model[24] is a semiempirical model
used to describe shear thinning behavior after an
apparent yield stress has been exceeded. It is, in fact,
a combination of the apparent yield stress with the
power law model, whereby the power law index n is
arbitrarily set to 0.5:

t0:5 ¼ t0:5
Y þ k2 _gg0:5 ð11Þ

An example of such a flow curve is presented in Fig. 6,
and viscosity as a function of shear strain rate is
depicted in Fig. 7. Many pharmaceutical ointments
and creams show a similar shape of the flow curve with
an extended upper Newtonian region. In these cases,
an extrapolation of the linear portion of the flow curve
to zero shear strain rate in order to obtain a ‘‘dynamic
yield stress’’ is often utilized.[25]

A more general mathematical description of shear
thinning materials comprising an apparent yield stress
is given by the Herschel–Bulkley model:[26]

t ¼ tY þ k2 _ggn ð12Þ

which again is a simple extension of the power
law model. For n ¼ 1 Eq. (12) reduces to Eq. (10).
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Hence, power law and Bingham model are two
extremes of the Herschel–Bulkley model.

Influence Factors on the Viscosity

Pressure

The viscosity of Newtonian and non-Newtonian mate-
rials increases exponentially with an increase in press-
ure. However, these changes are extremely small, and
under atmospheric conditions of �1 bar, they are
hardly detectable. Hence, the pressure is normally
not controlled during rheological measurements. In
some circumstances, the pressure exerted on, for
example, oils and lubricants, can take up values in
excess of 1 GPa (oil rigs, lubricants in gears), and the
increase in viscosity is substantial. In such applications,
it is thus required to consider the pressure as a factor
when studying their rheological properties.

Temperature

An increase in temperature is accompanied by a
decrease in viscosity. For Newtonian materials, this
relationship can be approximated to the Arrhenius
equation. To obtain an accuracy of �1% in the mea-
surements of the viscosity of water requires a tempera-
ture control of �0.3�C.[1] The temperature dependence
increases with an increase in viscosity. Thus, the
demands on temperature control are even higher for
more viscous materials. The shearing of the samples
itself also generates heat. To ensure that the heat is
not effective in altering the temperature of the sample
and equipment, the heat has to be removed quickly.

Shear time

Pharmaceutical preparations often provide lyogels
with a colloid-like structure. For example, polymers
with unbranched linear structures form matrices with
parallel arrangement of individual chains. The van
der Waals interactions between these chains lead to a
higher degree of order. Areas of high order are sepa-
rated from each other by amorphous areas. Laminar
or sphero-colloidal matrices are formed, for example,
from Bentonite and colloidal silicon dioxide, respect-
ively. In all these cases, the flow elements will not be
able to adapt to an applied stress instantaneously,
and shear thinning will hence result. At the end of
shear, the original structure may be completely
destroyed. At rest, Brownian motion will lead to a
rebuilding of the inner structure in many cases, but
in some instances, the rheodestruction process is irre-
versible. The observation of a gradual decrease in vis-
cosity with shear followed by a gradual recovery of the

original structure is called ‘‘thixotropy’’ and is usually
related to shear thinning materials. For shear thicken-
ing samples, a similar hysteresis can be observed in
some instances, which are referred to as ‘‘negative thix-
otropy’’ or ‘‘antithixotropy.’’ An example of negative
thixotropy is polyethylene glycol containing semisolid
formulations.

Thixotropic behavior can be detected in two differ-
ent ways. In the ‘‘step test’’ the material is sheared
initially at a constant high shear strain rate, which is,
after a defined time span has elapsed, reduced to a very
small value. The shear stress recorded during the high
shear phase decreases in a shear thinning fashion, indi-
cating structural breakdown. The inner structure is
rebuilt during the low shear period and results in a
gradual increase of the shear stress recorded. Alterna-
tively, the ‘‘loop test’’ can be employed. Typical flow
curves obtained from loop tests on thixotropic and
negative thixotropic materials are illustrated in Fig. 8.
If highly elastic colloidal matrices are subjected to step
or loop tests, viscoelastic contributions to the changes
in stress have to be taken into account.[10]

LINEAR VISCOELASTICITY

Definition of Viscoelasticity

The particular response of a sample to applied stress or
shear strain rate depends on the time scale of the
experiment. If the shear strain rate is kept low, many
materials appear to behave viscous, whereas at high
shear strain rates, materials might behave rather elasti-
cally. The simultaneous existence of viscous and elastic
properties in a material is called viscoelasticity, and
one can assume that all real materials are viscoelastic
in nature.

Shear strain rate

Sh
ea

r 
st

re
ss

Thixotropy

Negative thixotropy

Fig. 8 Typical flow curves for thixotropic and negative
thixotropic materials as obtained in a loop test.
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One very impressive example of a viscoelastic
material is Silly Putty� (‘‘bouncy putty’’), which is a
silicon-based polymer. If dropped onto a surface, it
bounces back higher than a rubber ball, yet under light
pressure, the material can be flattened with ease and
remains in its new shape. If placed on the edge of,
for example, a table, the material will slowly creep over
the edge like liquid due to the influence of the force of
gravity. Most working materials, however, do not
behave in these extremes.

Linear and Non-linear Viscoelastic Behavior

Materials can show linear and nonlinear viscoelastic
behavior. If the response of the sample (e.g., shear
strain rate) is proportional to the strength of the
defined signal (e.g., shear stress), i.e., if the superpo-
sition principle applies, then the measurements were
undertaken in the linear viscoelastic range. For
example, the increase in shear stress by a factor of
two will double the shear strain rate. All differential
equations (for example, Eq. (13)) are linear. The con-
stants in these equations, such as viscosity or modulus
of rigidity, will not change when the experimental
parameters are varied. As a consequence, the range
in which the experimental variables can be modified
is usually quite small. It is important that the exper-
imenter checks that the test variables indeed lie in
the linear viscoelastic region. If this is achieved, the
quality control of materials on the basis of viscoelastic
properties is much more reproducible than the use
of simple viscosity measurements. Non-linear visco-
elasticity experiments are more difficult to model and
hence rarely used compared to linear viscoelasticity
models.

Mechanical Modeling

A general differential equation for linear viscoelasticity
is:[1]

1 þ a1
@

@t
þ a2

@2

@t2
þ � � � þ an

@n

@tn

� �

t

¼ b0 þ b1

@

@t
þ b2

@2

@t2
þ � � � þ bm

@m

@tm

� �

g

ð13Þ

where ai (i ¼ 1, . . . n) and bj (j ¼ 0, . . . m) are the
constants, and t and g the shear stress and shear strain,
respectively.

In order to derive some simple linear viscoelastic
models, it is necessary to introduce the mechanical
equivalents for a Newtonian and a Hookean body.

First, it is assumed that b0 is the only nonzero constant
in Eq. (13):

t ¼ b0g ð14Þ

This equation describes Hookean elasticity, and
b0 ¼ G (G is the modulus of rigidity). In Fig. 9, the
classical mechanical spring model representing Eq.
(14) is illustrated. If, however, it is assumed that b1 is
the only nonzero constant in Eq. (13), then:

t ¼ b1

@g
@t
¼ b1 _gg ð15Þ

The value of b1 is equal to the viscosity Z, and Eq.
(15) thus describes the Newtonian body. The mechan-
ical model of a Newtonian body is the ‘‘dashpot,’’
which is illustrated in Fig. 10. The rate of extension
of the dashpot depends on the stress exerted, and if
the dashpot becomes stress free at any time, it will
remain in its current state of extension.

If it is now assumed that all constants except b0

(¼G) and b1(¼Z) are zero, the so-called Kelvin model
results:

t ¼ Gg þ Z _gg ð16Þ

In mechanical terms, the Kelvin model is a parallel
combination of a dashpot and a spring as illustrated
in Fig. 11. The extension of dashpot and spring is
always equal, as is the induced strain in both elements.
If suddenly a shear stress is applied, the dashpot can
only respond slowly but continuously. The response
of the spring is hence inhibited, and its maximum elon-
gation is only reached with delay. The viscosity of the
dashpot determines the response time, i.e., the higher

Steel spring
 τ=G×γ
G…modulus of rigidity

l [cm]

m [g]

Fig. 9 Steel spring as the mechanical model for an ideal
Hookean body: the length of the spring increases proportion-
ally to the force applied, which is here represented by a
weight that stretches the spring.
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the viscosity, the slower the response of the system.
When the application of the stress is terminated, the
spring will try to contract to get back to its original
state. Depending on the viscosity of the dashpot, this
process is again more or less delayed.

The numerical description of the growth of strain in
the Kelvin body is:[1]

g ¼ t
G
½1 � exp�t=tk � ð17Þ

where t is the time and tk the retardation time (tk ¼ Z/G).
If all constants except a1 and b1 in Eq. (13) are set to

zero, the following equation results:

t þ a1 _tt ¼ b1 _gg ð18Þ

Replacing a1 with a time constant tM (tM ¼ Z/G;
‘‘relaxation time’’) and b1 as before with Z leads to
the so-called Maxwell model, which is depicted in
Fig. 12. The Maxwell model comprises a serial connec-
tion of dashpot and spring, which respond to the stress
with different velocities.

The stress growth for the model is described by:

t ¼ Z _gg½1 � exp�t=tM � ð19Þ

The stress decline after the removal of the employed
shear strain rate is modeled as:

t ¼ Z _gg exp�t=tM ð20Þ

Pharmaceutical materials are rarely described by
simple mechanical equivalents such as the Kelvin
(solid-like behavior) or the Maxwell (liquid-like beha-
vior) model.

Combinations of Kelvin and Maxwell units with
different characteristic time constants (tk or tM) are
usually required. Although models using Maxwell or
Kelvin units have been reported,[27,28] it is numerically
sufficient to combine either Maxwell or Kelvin units
into line spectra.[29,30] Such line spectra are easier to
handle, but require care in the choice of the properties
of each individual element. If the experimenter cannot
relate the elements chosen to structural features in the
sample, such modeling is of little value. Examples of
appropriate use of line spectra can be found in the
literature.[31,32]

Creep Experiments

In practice, viscoelastic properties can be determined
by static and dynamic tests. The typical static test
procedure is the ‘‘creep test.’’ Here, a constant shear
stress is applied to the sample over a defined length
of time and then removed. The shear strain is moni-
tored as a function of time. The level of stress
employed should be high enough to cause sample
deformation, but should not result in the destruction
of any internal structure present. A typical creep curve
is illustrated in Fig. 13A together with the four-element
mechanical model that can be used to explain the
observations. The creep compliance represents the
ratio between shear strain rate and constant stress at
any time t.

When the stress is first applied to the sample,
the creep compliance rises from zero to a defined
value instantaneously (A–B in Fig. 13A). One can
assume that this is reflected in an extension of spring
1 (Fig. 13B). Primary structural units are stretched
elastically. If the stress were removed at this point,
the sample would recover completely. The value of the

dashpot

τ=η× 

l [cm]

t [s]

20g

50g

γ

Fig. 10 Dashpot as the mechanical model of an ideal

viscous material: the dashpot flows to similar extent but in
a different time span depending on the force applied.

τ

τE τv

G η

Fig. 11 Kelvin model: spring and dashpot are combined
parallel.
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creep compliance at point B is called the instantaneous
compliance:

J0 ¼
1

E0
¼ g0ðtÞ

t
ð21Þ

with E0 being the instantaneous elastic modulus and
g0(t) the instantaneous strain for limt!0 t ¼ 0.

If shear continued, more links between the structural
units would break and re-form, but as weaker links do
so at smaller time points, there is some retardation of
this process. In Fig. 13A, this phase, which is called
the retarded elastic region, is presented by the curved
compliance–time profile between the points B and C.
In the mechanical model (Fig. 13B), this region corre-
sponds to a slow movement of spring 2 and dashpot
1, i.e., the Kelvin unit. The value of the retarded
compliance can be obtained from:

JR ¼ JM½1 � exp�t=tm � ¼ gRðtÞ
t

ð22Þ

with

tm ¼ JMZM ¼ ZM

ER
ð23Þ

and JM being the mean compliance, gR(t) the retar-
dation strain, tm the mean retardation time, ZM the
mean viscosity in the retarded phase, and ER the
retarded elasticity.

Finally, the material will flow as if it were a
Newtonian body (C–D in Fig. 13A). Here, the ruptured
links have no time to reform, and the linearity of this
part of the curve indicates fully viscous behavior. In
the mechanical model, this region refers to the defor-
mation of dashpot 2 (Fig. 13B). The Newtonian com-
pliance can be calculated from:

JN ¼
t

ZN

¼ gNðtÞ
t

ð24Þ

where ZN is the Newtonian viscosity, and gN(t) is the
Newtonian strain.

After the stress has been removed (point D in
Fig. 13A), the recovery phase follows a pattern mirror-
ing the creep compliance curve to some degree: First,
there is some instantaneous elastic recovery (D–E;
return of spring 1 into its original shape; Fig. 13A,
B). Second, there is a retarded elastic recovery phase
(E–F; slow movement of the Kelvin unit into its original
state; Fig. 13A, B). However, during the Newtonian
phase, links between the individual structural elements
had been destroyed, and viscous deformation is non-
recoverable. Hence, some deformation of the sample will
remain; this is in the mechanical model reflected in dash-
pot 2, which remains extended (Fig. 13B).
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Fig. 13 (A) Typical creep curve: refer to the text for details.
(B) Mechanical model to describe a typical creep curve.
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Oscillation

The most popular dynamic test procedure for visco-
elastic behavior is the application of an oscillatory stress
of small amplitude. This shear stress applied produces a
corresponding strain in the material. If the material were
an ideal Hookean body, the shear stress and shear strain
rate waves would be in phase (Fig. 14A), whereas for an
ideal Newtonian sample, there would be a phase shift of
90� (Fig. 14B), because for Newtonian bodies the shear
strain is at a maximum, when a maximum of stress is
present. The shear strain, when assuming an oscillating
sine function, is at a maximum in the middle of the slope,
because there is the steepest increase in shear strain due
to the change in direction. For a typical viscoelastic
material, the phase shift will have a value between >0�

and <90� (Fig. 14C).
The shear stress applied:

t ¼ t0 cosot ð25Þ

hence produces a strain of:

g ¼ g0 cosðo � dtÞ ð26Þ

where t0 and g0 are the stress and strain amplitudes,
respectively, o is the oscillation frequency, and d is
the phase lag (‘‘phase angle,’’ ‘‘loss angle’’), which
quantifies the advance of the oscillatory stress to the
oscillatory strain. The values for d and the amplitude
ratio g0/t0 depend on the material. In the linear visco-
elastic range, these are material properties, although
both vary with the frequency employed.

Eq. (26) can be rewritten as:

g ¼ g0 cos d cosot þ g0 sin d sinot ð27Þ

where the term g0 cos d accounts for the amplitude of
the component of strain in phase with the stress, and
the term g0 sin d quantifies the amplitude of the compo-
nent of strain 90� out of phase.[10] From these terms,
the storage (J0) and the loss compliance (J00) can be
defined by normalizing with the stress amplitude:

J 0 ¼ g0 cos d
t0

ð28Þ

J 00 ¼ g0 sin d
t0

ð29Þ

This simplifies Eq. (27) to:

g ¼ t0ðJ 0 cosot þ J 00 sinotÞ ð30Þ

In the case of an ideal Hookean body with d ¼ 0�,
the loss compliance is zero and J0 relates to the elastic
energy, which has been stored in the material. No

energy has been lost. Similarly, for a Newtonian body
d ¼ 90�, while the storage compliance is zero. Here,
the value of J00 is related to the rate with which energy
was dissipated. In a viscoelastic material the values of

0° Phase lag 

Shear stress

A

B

C

Shear strain

90° Phase lag

Shear stress

Shear strain

Phase lag >0°, but <90°

Shear stress

Shear strain

Fig. 14 Oscillating shear stress and resulting shear strain:

Hookean body (A); Newtonian body (B); viscoelastic
material (C).
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J0 and J00 are not equal to zero, and the relative pro-
portion is quantified by:

tan d ¼ J 00

J 0
ð31Þ

When controlling the strain applied rather than the
stress, a similar analysis can be undertaken to derive
the storage modulus G0 and the loss modulus G00,
assuming that t ¼ t0 cos(ot þ d) and g ¼ g0 cosot,
instead of using Eqs. (25) and (26). Such analysis
shows that:

t ¼ g0ðG0 cosot � G00 sinotÞ ¼ G0g þ G00

o
_gg ð32Þ

with G0 ¼ t0 cos d/g0 and G00 ¼ t0 sin d/g0. Again,
the storage modulus G0 describes the elasticity of the
material and has a value of unity, if the body behaves
fully elastically or is highly structured such as a gel. If
G0 is zero, then the body behaves as fully viscous and
has no inner structure (e.g., a sol). The loss modulus
refers to the viscous properties and quantifies the
degree of energy dissipation due to viscous flow. G00

is zero, if the body behaves Hookean. As before, the
proportion between viscous and elastic behavior at a
given frequency is described by tan d ¼ G00/G0.

The quantities of J0, J00, G0 and G00 are related via:[10]

tan d ¼ J 00

J 0
¼ G00

G0
ð33Þ

J 0 ¼ G0

G02 þ G002
ð34Þ

J 00 ¼ G00

G02 þ G002
ð35Þ

G0 ¼ J 0

J 02 þ J 002
ð36Þ

G00 ¼ J 00

J 02 þ J 002
ð37Þ

Finally, one can consider the strain rate amplitude
( _gg0) instead of stress or strain, which results in:

t ¼ _gg0ð�Z0 sinot þ Z00 cosotÞ ð38Þ

where Z0 ¼ t0 sin d/ _gg0 is called the dynamic viscosity,
and Z00 ¼ t0 cos d/ _gg0 is an unnamed parameter related
to the storage modulus via:[1]

G0 ¼ Z00o ð39Þ

The loss modulus is related to the dynamic viscosity
accordingly, i.e.,

G00 ¼ Z0o ð40Þ

Typically, a spectrum of either pair of quantities as
a function of frequency is reported, whereby the fre-
quency normally covers values between 1000 Hz and
0.001 Hz.[1] The changes in the parameters measured
are utilized to describe the viscoelasticity of the
material.

RHEOLOGICAL MEASURING TECHNIQUES

Classification of Rheometers

There are a vast number of rheometers available from
a series of manufacturers, and Whorlow[10] classified
these into ‘‘steady rotating instruments’’ and ‘‘tube
and slit rheometers.’’ Walters[33] wrote a detailed
account on the fundamentals of the design of rhe-
ometers, and Ferry[34] reviewed the instrumental tech-
niques available for the investigation of viscoelastic
properties. Special requirements and techniques avail-
able for the industry were analyzed by Sherman.[35]

Physical Principles

The main requirement for exact and reproducible
results is that the sample undergoes laminar flow dur-
ing testing. Laminar flow appears as streamlined with a
velocity profile of parabolic shape when monitored in a
tube viscometer. For a Newtonian sample, shear stress
and shear strain rate are at a maximum in close prox-
imity to the walls of the test tube, and zero in the
center. Shear thinning samples show truncated flow
patterns, and the tendency to ‘‘plug flow’’ increases
with a decrease in the power law index.[1] In rotational
viscometers laminar flow is the movement of the sam-
ple in concentric circles around the axis of rotation of
the instrument.

Departures from laminar flow, which are attri-
buted to inertia and/or viscoelasticity,[11] result in
turbulences, i.e., an uneven flow pattern with locally
clear deviations from the flow direction. In the
extreme, the flowing sample can start to circulate
locally, which is known as ‘‘Taylor vortices’’ and
mainly observed in concentric cylinder instruments,
where the inner cylinder rotates,[10] i.e., in ‘‘cup
and bob viscometers.’’

Reynolds number Re, which describes the ratio
between inertial and viscous forces, can be used to
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determine whether the flow in tubes is laminar or
turbulent:

Re ¼ rdv

Z
ð41Þ

where r is the density of the sample, d is the diameter
of the tube, v is the mean flow rate, and Z is the
dynamic viscosity of the sample. For rotating vis-
cometers, Reynolds number combines the relevant
parameters such as cylinder, cone, or plate radii with
the physical properties of the material and the flow
velocity. As these equations are very equipment spe-
cific, special literature should be consulted.

Other errors, which could influence the results
obtained, are, for example, wall effects (‘‘slipping’’),
the dissipation of heat, and the increase in temperature
due to shear. In a tube, the viscosity of a flowing
medium is less near the tube walls compared to the cen-
ter. This is due to the occurrence of shear stress and
wall friction and has to be minimized by the correct
choice of the tube diameter. In most cases, an increase
in tube diameter reduces the influence of wall slip on
the flow rate measured, but for Newtonian materials of
low viscosity, a large tube diameter could be the cause
of turbulent flow.[10] When investigating suspensions
with tube viscometers, constrictions can lead to inhomo-
geneous particle distributions and blockage. Due to the
influence of temperature on viscosity (see Section ‘‘Influ-
ence Factors on the Viscosity’’), heat dissipated must
be removed instantaneously, and temperature increase
due to shear must be prevented under all circumstances.
This is mainly a constructional problem of rheometers.
Technically, the problem is easier to control in tube
rheometers than in rotating instruments, in particular,
the concentric cylinder viscometers.[1]

Steady Rotating Instruments

Concentric cylinder viscometers

The schematic principle of a simple arrangement, i.e.,
the ‘‘cup and bob viscometer,’’ is shown in Fig. 15.
The driveshaft rotates with a given number of rota-
tions per minute. If there were no friction between
the two concentric cylinders, the spring would transfer
the rotation completely. However, the material to be
investigated, which fills the gap between the two con-
centric cylinders, is viscous and causes resistance
against the rotation. As a result, the spring cannot fol-
low the rotation of the drive shaft and gets twisted.
Thus, a torque is produced, which is proportional to
the shear stress applied.

For equipment with a narrow gap width between
inner and outer cylinder, i.e., a ratio of greater than

0.97 for inner (r1) to outer (r0) cylinder, the shear strain
rate equals:

_gg ¼ r0o
r0 � r1

ð42Þ

where o is the angular velocity of the inner (rotating)
cylinder. The shear stress in the sample depends on
the couple C and the immersed length of the inner cyl-
inder (Fig. 15):

t ¼ C

2pr2
0h

ð43Þ

Combining Eqs. (42) and (43), the viscosity can be
calculated from:

Z ¼ Cðr0 � r1Þ
2pr3

0oh
ð44Þ

A narrow gap between the two cylinders is problem-
atic with respect to the alignment, which must be per-
fectly parallel, and the use of suspensions with larger
particle size.[1] Hence, commercial equipment often

r2

r1

h

Air bubble

Fig. 15 Cup and bob viscometer: r1[equals] radius of the

inner cylinder, r0 ¼ radius of the outer cylinder, h ¼ length
length of the inner cylinder immersed in the liquid.
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provides an alternative assembly with a wider gap.
Corrections are required here to allow for the shear
strain rate gradient in the gap, i.e., as the shear stress
is larger in close proximity to the wall of the rotating
cylinder, the shear strain rate will vary accordingly.
For such assemblies, Krieger and Mason provided cor-
rections allowing the calculation of the shear strain
rate, shear stress, and viscosity at the inner cylinder:

_gg ¼ 2o

n½1 � ðr1=r0Þ2=n�
ð45Þ

t ¼ C

2pr2
1h

ð46Þ

Z ¼ Cn½1 � ðr1=r0Þ2=n�
4pr2

1ho
ð47Þ

where n is the power law index. The latter can be
determined from a double-logarithmic graph of
C ¼ f(o).

End effects can lead to an overestimation of the
shear stress applied, and one method of reducing such
errors on the measurements involves the entrapment of
an air bubble beneath the inner cylinder (Fig. 15). The
method, although popular, cannot completely elimin-
ate frictional end effects,[37] and hence an additional
calibration should be performed. The viscosity of
known Newtonian samples is utilized to calculate the
theoretical angular velocity for that material from
Eq. (44). The difference between the experimental
and theoretical angular velocity as a function of vis-
cosity renders a straight line, from which a correction
factor can be obtained.

Parallel plate systems

Parallel plate systems consist of a stationary and a
rotating plate, and the sample is sheared between them
(Fig. 16). The volume of the enclosed sample is
equal to:

V ¼ pR2
ppH ð48Þ

where Rpp is the radius of the parallel plates, and H the
gap width (Fig. 16).

The shear strain rate at a given radius r is:

_gg ¼ or

H
ð49Þ

and hence, the shear strain rate increases from the cen-
ter of the plates toward the periphery, where it reaches
its maximum value. The maximum shear stress, which

occurs at the periphery, equals:

tmax ¼
2C

pR2
pp

3

4
þ 0:25

ln C

ln _ggmax

� �

ð50Þ

The viscosity of the sample at the periphery of the
plates is then calculated from:[33]

Z ¼ 3CH

2pR4
ppo

1 þ 1 d ln C

3 d ln o

� �

ð51Þ

However, the use of the parallel plate geometry is
not recommended for viscosity measurements, because
the shear strain rate variation along the gap between
the plates is larger than that experienced in concentric
cylinder systems.[10] However, there might be advan-
tages when using the geometry in oscillatory studies.[1]

Cone and plate viscometers

A cone and plate geometry is illustrated in Fig. 17. The
plate remains stationary, while the cone rotates, or vice
versa. The angle between the cone and plate surfaces is
usually less than 5�. For larger angles, the analysis of
the results obtained from non-Newtonian materials
would be complex or even impossible. For the small
angles, sample ejection is less pronounced and tem-
perature control can be easily achieved.[10]

At a small enough gap the shear strain rate at any
point in the gap is constant. Sample volumes can be
kept small and the results are highly reproducible.
However, the tip of the cone should just be in contact
with the plate without exertion of a force. If there
were a gap between the tip and the plate, erroneous
shear strain rates would be obtained. To avoid damage

Fig. 16 Parallel plate system: r ¼ distance of a point from
the center of the plates, Rpp ¼ radius of the plates, H ¼ gap
between the plates, T ¼ torque produced, o ¼ angular
velocity of the rotating plate.
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of the cone tip and plate midpoint, the tip might be
truncated, yet the adjustment of the gap between the
truncated end of the cone and the plate still has to be
very precise. Truncation facilitates a more even sample
distribution throughout the gap, and specially angled
plate designs can prevent sample ejection and particle
movement in suspensions due to centrifugal forces.

The shear strain rate at any point r in the gap
between cone and plate is given by:

_gg ¼ or

dðrÞ ¼
o

tan y
ð52Þ

where d(r) is the distance between plate and cone sur-
face at the point r, and r ¼ R for d(r) ¼ d at the per-
imeter of the geometry.

The shear stress can be obtained from:

t ¼ 3C

2pR3
ð53Þ

where R is the radius of the cone. Finally, the viscosity
of the sample can be calculated from:

Z ¼ 3C tan y
2pR3o

ð54Þ

These equations are still valid with an error suffi-
ciently less than 1%, if the radius of the truncated tip
of the cone, R1, is less than 0.2R.[10]

Tube and Slit Rheometers

Hydrostatic head viscometers
(‘‘capillary viscometers’’)

Hydrostatic head viscometers are capillary viscometers
in which a hydrostatic head of fluid provides the

driving pressure for the test material to flow through
a capillary. Typically, these viscometers are used with
Newtonian liquids or liquid-like samples. The simplest
hydrostatic head viscometer is the U-tube of Ostwald.
It consists of two bulbs of similar radius, linked by a
capillary. A more advanced apparatus is the suspended
level viscometer of Ubbelohde. Here, the additional
bulb directly below the capillary ensures that there is
the same pressure over the full length of the capillary.
Both the Ostwald and the Ubbelohde viscometers are
filled with the sample and suspended in a water bath
to equilibrate the equipment and material at a given
test temperature. The time for the sample to flow
through the capillary, which is proportional to the
kinematic viscosity of the material, is then measured.

The pressure gradient along the capillary of an
Ostwald viscometer is given by the Hagen–Poiseuille law:

dP

dl
¼ 8ðdV=dtÞZ

pr4
ð55Þ

where dV/dt is the volume flow rate, i.e., the liquid vol-
ume passing the capillary in a defined time span, and r
is the capillary radius. The shear stress t in the liquid var-
ies between (r/2)(dP/dl) at the capillary wall and zero in
the middle of the capillary, while the shear strain rate
varies between 4(dV/dt)/(pr3) and zero.[1]

Special developments of capillary viscometers to be
used with non-Newtonian liquids are available.[1,10]

However, these require that the sample does not show
any thixotropy or negative thixotropy.

Slit viscometers

Flow between two parallel stationary walls as a result
of an applied pressure gradient is known as slit flow.
It can be considered as the two-dimensional analog
of capillary flow. This technique is used when studying
practical industrial processes such as injection molding
of plastics, for example, for bottle-pack lines. The
shear stress is here calculated from:

t ¼ h dP

2 dl
ð56Þ

where h is the slit height, and the shear strain rate is
given by:[1]

_gg ¼ 2ðdV=dlÞ
bh2

2 þ d lnðdV=dlÞ
d ln t

� �

ð57Þ

where b is the slit width.

Fig. 17 Cone and plate geometry: R ¼ radius of the cone
and plate, d ¼ gap between cone and plate at the perimeter

of the geometry, o ¼ angular velocity of the rotating cone,
T ¼ torque produced.
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Falling ball viscometers

The falling ball viscometer consists of a wider tube
containing the test sample. The viscosity of Newtonian-
behaving materials is obtained by measuring the time
for a ball of known density and size to fall through
the sample. The resistance of the liquid against the fall
of the ball (w) is:

w ¼ 6prZv ð58Þ

and the force exerted on the ball due to gravity (FB) is:

FB ¼
4

3
pr3ðrB � rNÞg ð59Þ

Under equilibrium conditions, i.e., the ball is suspended
by the liquid and hence does not fall. Eqs. (58) and (59)
are equal (w ¼ FB; v ¼ 0). In Eqs. (58) and (59), r
is the radius of the ball, v is the velocity of the falling
ball, rB and rN are the densities of the ball and the
Newtonian sample, respectively, and g is the gravi-
tational constant (9.81 m sec�2). Combining the two
equations, the dynamic viscosity of the material can
be calculated from:

Z ¼ 2r3ðrB � rNÞg
9v

ð60Þ

The velocity of the falling ball is obtained by mea-
suring the time the ball needs to fall a defined distance.

The falling ball can cause turbulent flow of the
liquid that is replaced, and hence the velocity of fall
should be kept low. The above equations also assume
that the tube has an infinite diameter. However, as
this is practically not the case, the viscosity obtained
from Eq. (60) should be corrected for wall effects as
follows:[10]

Zcorr ¼ Z 1 � 2:104
d

D
þ 2:09

d3

D3

� �

ð61Þ

where d is the diameter of the falling ball, and D is the
inner diameter of the tube. The Höppler-falling ball
viscometer tries to reduce wall effects and turbulent
flow by a nonvertical alignment of the tube.

Viscoelasticity Measurements

Creep tests can be performed with steady rotating
viscometers. Conventional forced-oscillation measure-
ments can also be performed with ordinary shear geo-
metries such as plate–plate or plate–cone systems in
rotating rheometers.

Wave propagation[10,34,36] involves the generation of
waves at the surface of the sample and the evaluation

of the velocity and attenuation of these waves when
traveling through the sample. ‘‘Steady-flow rhe-
ometers’’[37] produce a sample flow so that the velocity
at a fixed point in the apparatus remains unchanged
during the experiment. However, the individually flow-
ing elements of the sample undergo an oscillatory
shear, because the flow velocity varies from point to
point in the equipment. In the Maxwell orthogonal
rheometer, this is achieved with a plate–plate
geometry. One of the plates rotates with a defined
constant angular velocity, while the other plate is free
to rotate and its velocity is usually close to that of
the other plate.[33]

RHEOLOGY OF PHARMACEUTICAL SYSTEMS

Liquid and Semisolid Dosage Forms

Rheological work on semisolid dosage forms such as
ointments and creams has not been the main focus of
research in recent years. Pharmacopoeias use viscosity
measurements as a quality control parameter for
liquids, which behave as Newtonian. The pharmaco-
poeial tests for non-Newtonian semisolid dosage forms
are less concerned with rheological properties, and the
use of penetrometer methods was preferred over true
rheometry in some pharmacopoeias (e.g., DAB 10).
The European Pharmacopoeia contains a monograph
also describing the use of steady rotation instruments,
but does not provide details for their use to character-
ize or classify samples. The simple approach of
penetrometry and the unspecific employment of rhe-
ometers appear unjustified, if one considers the vast
amount of literature from the 1960s and 1970s on
ointment bases such as soft white paraffin,[38–44] lano-
lin,[45,46] and others,[43,45,47] where rheological measure-
ments where shown to be able to detect and explain
among other things batch to batch and source to
source variability of these materials. That the pro-
blems, which these materials can pose during manufac-
ture, are still not resolved, is indicated by the
occasional reoccurrence of rheological investigations,
yet now combined with other modern analytical
techniques[48–50] such as low-frequency dielectric spec-
troscopy and thermoanalysis. Rheological investiga-
tions on gels, which are also important as semisolid
dosage forms due to their gel–sol transition, have been
reviewed extensively by Gallegos and Franco.[51]

Suspensions

Suspensions are dispersions of solid particles in a
liquid. The amount of solid material suspended occu-
pies a certain fraction of space in the total volume of
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the suspension. This fraction is called the phase volume
f. Rheological observations on suspensions are all based
on a volume solid per volume liquid basis, because the
rheological behavior depends mainly on hydrodynamic
forces, which act on the surface of the particles or par-
ticle aggregates, irrespective of the particle density.

For dilute suspensions (10% or less phase volume)
of spherical particles in a Newtonian fluid, the Einstein
equation[52,53] can be used to predict the viscosity of
the suspension, Z, which also behaves as Newtonian:

Z ¼ ZLð1 þ 2:5fÞ ð62Þ

where ZL is the viscosity of the suspending liquid. Eq.
(62) does not consider interparticulate forces, particle
size, or particle shape.

Flow of any concentrated suspension will become
impossible when the solid particles can form a continu-
ous three-dimensional network of contacts throughout
the sample. This so-called maximum packing fraction
fm depends mainly on the particle size distribution[54]

and the particle shape.[55] Broader particle size distribu-
tions result in lower values of fm, because the smaller
particles can fill the gaps between the bigger ones, and
a deviation from spherical shape results in lower values
of fm due to steric hindrance of packing.[56] Also floccu-
lation will result in a decrease in the value of fm, because
the individual flocs are only loosely packed.

Concentrated suspensions can also behave as
Newtonian, but more commonly these suspensions
show shear thinning or shear thickening behavior.

For Newtonian flow, the viscosity of a concentrated
suspension can be calculated from the Krieger–
Dougherty equation:[57]

Z ¼ ZL 1 � f
fm

� ��Zfm

ð63Þ

Shear thinning of concentrated suspensions is typi-
cal for submicron particles dispersed in a low viscosity
Newtonian fluid.[58] At low shear strain rates,
Brownian motion leads to a random distribution of
the particles in the suspension, and particle collision
will result in viscous behavior. At high shear strain
rates, however, particles will arrange in layers, which
can slide over each other in the direction of flow.
This results in a reduced viscosity of the system in
agreement with the principles of shear thinning. A pro-
nounced apparent yield stress can be found for shear
thinning suspensions, if the Brownian motion is sup-
pressed by electrostatic repulsion forces, which result
in three-dimensional crystal-like structures of the
particles with low mobility.[59]

Shear thickening will always follow at higher shear
strain rates. This is mainly due to the breakdown of

the particle layers mentioned before,[58] or due to liquid
film rupture between the particles and hence direct
interparticulate contact.[1] The latter appears to be
more typical for suspensions with f 	 0.5.

The rheology of pastes, which are highly concen-
trated suspensions, is very important for the process
of extrusion and spheronization to produce pellets.

Emulsions, Microemulsions,
and Liquid Crystals

Emulsions, microemulsions, and liquid crystalline sys-
tems are suspensions of deformable particles, and
many of the principles stated earlier for suspensions
are valid to a similar extent. The effect of the phase
volume, however, is less pronounced.[1]

Emulsions are increasingly non-Newtonian, i.e.,
shear thinning with increasing concentration of the
lipophilic phase.[1] The relative effects of droplet size
and shape and their distributions are less well studied,
compared to solid particle suspensions, but in general,
an increase in viscosity is observed for smaller and
more monosized droplets. Hence, an increase in energy
input, for example, by homogenization, will always
result in an increase in viscosity.

The viscosity of microemulsions has been studied
several times in order to determine hydration and
interactions between the dispersed droplets.[60–64] It
was found that an increase in hydration of the surfac-
tant molecules resulted in rheological behavior more
similar to that of suspensions containing solid particles
in low concentrations. In any case, the microemulsions
showed Newtonian flow characteristics.

Liquid crystals can be classified into lyotropic and
thermotropic systems. The rheology of thermotropic
liquid crystals is less documented, but in general, nematic
liquid crystals were found to show Newtonian flow,
whereas smectic and cholesteric liquid crystals demon-
strated more or less pronounced plug flow.[65] Plug flow
is typical for non-Newtonian, shear thinning liquids.[1]

The behavior of lyotropic crystals is usually non-
Newtonian.[66] Lamellar liquid crystals show thixo-
tropic or negative thixotropic behavior,[67] but shear
thinning/thixotropy is more common.[68–71] The shear
thinning effect is ascribed to orientation of the liquid
crystalline domains and some structural breakdown.
Viscoelasticity has also been observed.[72,73] If the con-
centration of the surfactant molecules is, however, low
and close to the CMC, Newtonian flow will be
observed.[73]

Flow of hexagonal liquid crystalline systems is pre-
sumably a function of the alignment of the rod-like
aggregates along their long axis in the direction of
flow.[74] The shear thinning flow process can be
accompanied by an apparent yield stress.[75] Viscoelas-
tic behavior has also been reported.[76]
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Cubic liquid crystalline systems have been described
as clear, stiff gels.[77] As such, they show shear thinning
after an apparent yield stress has been exceeded. The
viscoelastic properties are also typical for the gel
character: a broad linear viscoelastic range and a
frequency-independent elastic component, which is
considerably higher than the viscous component, are
observed.[78,79]

Film Coatings

Rheological techniques such as creep tests or oscil-
lation can be applied to film coatings in order to assess
their viscoelastic properties. However, the tests are
undertaken typically in tension, not in shear. A typical
creep–time curve for polymer films can be divided into
three parts.[80] After an instantaneous initial strain has
developed, polymer films will often undergo a period
of transient response to the stress applied. The ten-
sional strain rate decreases with time and reaches a
minimum steady-state value. In the third stage, the
creep rate increases again leading to final rupture of
the film. In typical experiments, however, the recovery
phase is initiated while the tensional strain rate value is
still in the steady-state region. The decrease in the ten-
sional strain rate during the transient stage is related to
changes in the substructure of the film. These changes
result in an overall increase in the resistance to disloca-
tion motion. A constant tensional strain rate during
the steady-state creep stage, however, is indicative for
the substructures in the film to have stabilized, and that
there is a dynamic balance between strain hardening
and softening processes. Creep curves obtained on
polymer films might not possess a transient or
steady-state stage. In the former case, the creep curve
is linear throughout, whereas in the latter case, the
transient part of the creep curve ends in a linear part
parallel to the time axis. If the creep–time curve is fully
linear, steady flow will result in permanent defor-
mation, whereas the occurrence of only a transient
stage should result in complete recovery.

SURFACE RHEOLOGY

The measurement of rheological properties at the
surface of a solution or the interface between a sol-
ution and, for example, a biological film is called sur-
face or interfacial rheology. In this technique also,
experiments are performed either in tension, com-
pression or shear, and phenomena observed in bulk
rheology such as flow and viscoelasticity are also
observable. An introduction to the techniques available
and some key findings are discussed by Warburton.[81,82]

ARTICLE OF FURTHER INTEREST

Extrusion and Extruders, p. 1712.

REFERENCES

1. Barnes, H.A.; Hutton, J.F.; Walters, K. An Introduction to
Rheology; Elsevier: Amsterdam, 1989.

2. Marriott, C.; Shih, C.K.; Litt, M. Changes in the gel proper-
ties of tracheal mucus induced by divalent cations. Bio-
rheology 1979, 16, 331–337.

3. Martin, G.P.; Loveday, B.E.; Marriott, C. The effect of
bromhexin hydrochloride on the viscoelastic properties
of mucus from the mini-pig. Eur. Respir. J. 1990, 3,
392–396.

4. Barnes, D.M.W.; Warburton, B. The effect of pH upon the
surface film characteristics of whole saliva. J. Pharm. Phar-
macol. 1988, 40, 35P.

5. Dormandy, J.A. Influence of blood viscosity on blood flow
and the effect of low molecular weight dextran Br. Med. J.
1971, 4, 716–719.

6. Dormandy, J.A. Hyperviscosity angina. Lancet 1975, 1,
679–680.

7. Barnes, A.J.; Locke, P.; Scudder, P.R.; Dormandy, T.L.;
Dormandy, J.A.; Slack, J. Is hyperviscosity a treatable
component of diabetic microcirculatory disease? Lancet
1977, 2, 789–791.

8. Chawla, B.S. Thixotropy and rheopexy of propyliodone
suspensions in arachis oil: effect of median particle size. J.
Pharm. Pharmacol. 1968, 20, 168S–175S.

9. Schlichting, H.T. Boundary Layer Theory, 7th Ed.;
McGraw-Hill: New York, 1979 (translated by Kestin, J.).

10. Whorlow, R.W. Rheological Techniques, 2nd Ed.; Ellis
Horwood: New York, 1992.

11. Giesekus, H. Sekundärströmung in viskoelastischen Flüs-
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INTRODUCTION

RNA interference (RNAi) is a phenomenon compris-
ing the ability of double-stranded RNA (dsRNA)
molecules to stimulate eukaryotic gene suppression in
a sequence-specific manner. This article will first outline
the essential molecular biological principles of RNAi
and then focus on RNAi’s practical applications. It will
explain how dsRNAs can be delivered to or expressed
inside mammalian cells, and what considerations are
usually taken into account when choosing various RNAi
approaches. In addition, the discussion describes how
RNAi can be applied in the drug target discovery and
validation process, and what potentials RNAi hold as
a therapeutic modality.

BACKGROUND

RNAi phenomenon was first described, yet not prop-
erly understood, in the early 1990s, when instead of
overexpression of transgenes responsible for pigmenta-
tion in plants, researchers observed ‘‘cosuppression’’ of
the transgenes and their corresponding transcripts.[1,2]

It was later demonstrated in the nematodes Caenorhab-
ditis elegans that dsRNA was causing the knockdown of
homologous genes.[3] Unfortunately, similar experiments
using long dsRNAs in mammalian cells were unsuccess-
ful. Introduction of long dsRNA into mammalian cells
induced interferons and other stress-response genes, con-
founding the interpretation of data. In 2001, however, it
was discovered that the effector molecules in the RNAi
pathway were actually short dsRNA by-products (called
short-interfering RNAs or siRNAs), generated by the
cleavage of the long dsRNAs.[4] This landmark discovery
opened the door for use of RNAi in mammalian cells.
Chemically synthesized siRNAs were then shown to
effectively inactivate mRNA transcripts in many types
of mammalian cells,[5] suggesting a broadly conserved
pathway for gene regulation. These findings marked a
new chapter in the RNAi field, with its now widespread
use in the biological community. By monitoring the
phenotypes of RNAi-mediated gene knockdowns, it

becomes easier to define the roles of corresponding
proteins inside cells. This property of RNAi makes it
an indispensable drug target discovery and validation
tool. Furthermore, the unique nature of RNAi com-
pounds makes them potential candidates for becoming
drugs themselves (Fig. 1). Indeed, by delivering RNAi
compounds inside diseased cells and tissues and knock-
ing down the genes that cause the problem, it is in
principle possible to cure the illness.

RNAi BIOLOGY

RNAi Pathway

The natural role of RNAi has been theorized to be
primarily cellular surveillance. RNAi functions as an
antiviral and antitransposon system in diverse organ-
isms.[6] Indeed, animal[7] and plant[8] viral proteins,
which inactivate the RNAi pathway at different steps,
have been identified. Conversely, disruption of RNAi
can lead to mobilization of transposable elements in
the nematode C. elegans.[9,10]

RNAi is initiated by trigger molecules usually
dsRNAs (Fig. 2).[11–14] These can be formed during viral
replication, from transcription antisense to an inserted
gene or from aberrant ‘‘foreign’’ RNA structures
detected in the cell. The first step in the RNAi pathway
is the processing of these dsRNAs by a cytoplasmic
RNase III enzyme. Appropriately named Dicer, the
enzyme cuts the trigger into a series of �22 bp siRNAs.
This step produces multiple effector molecules from the
original trigger dsRNA, in proportion to its size.

In plants and nematodes, an additional amplifica-
tion step involves the use of RNA-dependent RNA
Polymerase (RdRP).[15] The siRNAs can act as primers
for RdRP to produce additional dsRNA using the
homologous RNA as a template. Amplification may
lead to two additional phenomena in these organisms—
transitive and systemic RNAi. Transitive RNAi occurs
when the original trigger molecule complements only
one part of a target message.[16] RdRP can extend
siRNA primers binding this region of the target into

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041591
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more distal, usually 50 regions. The dsRNA that results
is then processed into new siRNAs, including those
from regions not part of the original trigger. Systemic
RNAi describes the spread of RNAi-mediated silenc-
ing from one cell or tissue in the organism to another.
For example, in C. elegans, injection of dsRNA into
the gut can trigger silencing in many other cell types,
including germ cells.[3] Silencing occurs in the injected
animal’s offspring and can last for several generations.

Systemic RNAi requires RdRP-mediated amplification
to produce sufficient trigger for silencing throughout
the organism. In addition, it requires a system for trans-
port of the silencing signal across cell membranes.[17]

While they serve as primers for RdRP in some
organisms, the primary function of siRNAs is as the
RNA guide in the RNA-induced silencing complex
(RISC). One strand of each small RNA duplex is
‘‘loaded’’ into RISC by a complex including Dicer
and the RNA-binding protein R2D2.[18] The other
strand is rapidly degraded. Selection of a strand for
loading is biased by the relative thermodynamic stabil-
ity of the duplex ends: the more stable end tends to be
bound by R2D2; the strand with its 30 terminus at this
end enters RISC.[19,20] This RISC-incorporated ‘‘guide
strand’’ is then used by RISC to identify complemen-
tary sites in target RNAs, which are cleaved within
the base-paired region.

Various components of RISC have been identified
in different organisms, but the key constituent, the
nuclease or ‘‘Slicer,’’ is an Argonaute protein.[21] Argo-
nautes share two motifs: the PAZ domain, which binds
to the 30 end of the siRNA guide strand,[22,23] and the
catalytic Piwi domain, which structurally resembles
an RNase H.[24]

MicroRNAs

MicroRNAs (miRNAs) are a diverse class of endogenous
RNAs that regulate complementary targets through
components and mechanisms overlapping with the
RNAi pathway.[25,26] The first miRNAs, lin-4 and let-7,
were discovered by forward genetics in C. elegans.[27,28]

Later, attempts to clone siRNAs from cell lysates led to
the discovery of hundreds of endogenous approximately
21–25 nt miRNA sequences in mammals, flies, and
worms.[29]

Analysis of genome sequences has revealed that
miRNAs are derived from hairpin precursors (pre-
miRNAs).[30] Many of these are thought to be
expressed from RNA polymerase II (Pol II) promoters,
with the miRNA sequences lying within the introns of
protein-coding genes and in both introns and exons of
non-coding RNAs. The pre-miRNAs are processed
from the transcripts in which they reside by the nuclear
RNase III Drosha and the predicted dsRNA-binding
protein DGCR8/Pasha (Fig. 3). Transport to the cyto-
plasm is mediated by exportin-5, which also traffics
some tRNAs out of the nucleus. In the cytoplasm the
pre-miRNAs, which are partially double-stranded,
are cleaved by Dicer to produce a short-lived duplex.
In a manner analogous, if not identical to RISC
loading of siRNAs, one strand of this duplex enters
RISC or a RISC-like complex containing Argonaute.
Like siRNAs, miRNAs complement the mRNAs
whose expression they regulate. Many plant miRNAs

Fig. 1 The dual role of RNAi technology in drug develop-
ment process. RNAi compounds are being extensively used
as a drug target discovery and validation tool. At the same

time, they hold the promise of being used as drugs them-
selves. HTS, high-throughput screening of small molecules;
ADMET, absorption, distribution, metabolism, excretion,

toxicity studies.

dsRNA

Dicer

siRNA

Target RNAs

RdRP

dsRNA

Polymerase
Nuclease

Cleaved target

RISC

Fig. 2 The RNAi mechanisms. In the cytoplasm, dsRNA is

cleaved into �22 nt fragments called small interfering RNAs
(siRNAs) by the RNase III type enzyme Dicer. The siRNAs
are unwound and serve either as primers for RdRP (left) in

some taxa (e.g., plants and nematodes) or, more universally,
as guide strand in the RISC (right). RdRP creates additional
dsRNA, amplifying the substrate for Dicer. RISC cleaves the
target RNA in the region bound by the siRNA guide.
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and at least one animal miRNA complement their targets
nearly perfectly and cleave them through an RNAi-like
mechanism. Others carry multiple mismatches to their
targets and regulate them by inhibiting translation.

Because miRNAs need not perfectly complement the
transcripts they influence, miRNA target prediction
can be difficult. There may be thousands of genes regu-
lated by miRNAs through both strong and subtle inter-
actions, and miRNAs themselves are often expressed in
a regulated, cell-type specific manner.[26,31] Relatively
few biological functions for miRNAs have been identi-
fied, but the growing list includes differentiation and
development, cell death and proliferation, aging, and
fat metabolism.[32,33]

RNAi TECHNOLOGICAL ASPECTS

RNAi with Synthetic Effector Molecules

The key challenges to achieving efficient gene silencing
with RNAi compounds are delivery, potency, duration
of activity, and specificity. Efficient delivery of RNAi

molecules to cells is critical to achieving gene silencing
in cell cultures (in vitro) and in whole organisms
(in vivo). Commercial cationic lipid reagents are the
mostly widely used method for delivering siRNA
molecules into cultured mammalian cells. Optimal trans-
fection conditions must be determined empirically for
each cell type. Complexes of cationic lipid reagent and
negatively charged nucleic acid molecules, termed ‘‘lipo-
plexes,’’ are internalized most likely through adsorptive
and fluid-phase endocytosis. Most lipid formulations also
contain a helper lipid component such as dioleoylphos-
phatidylethanolamine (DOPE) to facilitate release from
the endosomal compartment by promoting vesicle mem-
brane destabilization. Once internalized and released
from the endosomal compartment, siRNAs can interact
with cytoplasmic RISC to trigger silencing of homolo-
gous gene targets. Failure to achieve high levels of gene
silencing in cultured mammalian cells is often because
of poor uptake or inefficient release of siRNAs within
the cytosol.

The use of fluorescently labeled siRNA molecules
allows for visual monitoring of cellular uptake of
dsRNA following lipid-mediated transfection, and is
a good general indicator of transfection efficiency
(Fig. 4). Uptake is often optimized by altering the ratio
of siRNA to lipid transfection reagent, thereby adjust-
ing the charge ratio between nucleic acid and cationic

D
rosha

pr
e-

m
iR

N
A

Dicer

Pol II RNA

miRNA duplex

Nucleus

Xpo-5

Cytoplasm

Ribosome RISC

AAAAAA

Nuclease

Cleaved target

RISC

DGCR8

Fig. 3 The microRNA (miRNA) pathway. An miRNA is
first transcribed as part of an imperfect hairpin in a longer
Pol II transcript with 50 cap (open circle) and polyadenosine

tail (AAAAAA). The hairpin (pre-miRNA) is removed from
the transcript by the nuclear RNase III type enzyme Drosha
and its partner, DGCR8. Exportin-5 (Xpo-5) transports the

resulting by-product to the cytoplasm, where Dicer liberates
a short-lived miRNA duplex. The duplex is unwound, and
one strand enters RISC. If the miRNA is mismatched to its
target (left), it does not induce cleavage, but may inhibit

translation. With a perfect or near-perfect match (right),
the target RNA is destroyed by RISC.

Fig. 4 Delivery of RNAi compounds. High efficiency of
siRNA delivery is an important factor in RNAi experiments.

Uptake of fluorescently labeled duplexes (A) is a good
general indicator of intracellular delivery efficiency. The
bright field image (B) allows assessment of cellular morphol-

ogy after transfection. Nuclear staining (C) permits calcula-
tion of the exact number of cells in the field. The dead
stain (D) is an indicator of toxicity. (Courtesy of Invitrogen
Corporation.)
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carrier. An increase in the concentration of siRNA
and/or lipid often results in higher transfection effi-
ciency, but, in some cases, may also increase cellular
toxicity. Optimal transfection conditions should incor-
porate a balance between transfection efficiency and
toxicity. The amount of targeted siRNA that gives good
inhibition of gene expression can usually be titrated
down to reach the lowest effective level, to further mini-
mize toxicity and potential off-targeting effects. For
example, early RNAi experiments in mammalian cells
used high concentrations of siRNA (often 100 nM or
higher). Toxicity and off-target effects become very real
risks at such high levels. Today, with better design rules,
siRNAs can be identified, which are highly effective at
much lower concentrations (2 nM or lower) with equal
or better activity to their historical counterparts.

Most adherent cell types can be efficiently trans-
fected with lipid reagents. Even notoriously hard to
transfect cells such as neurons, certain primary cells,
and embryonic stem cells can be successfully trans-
fected under optimized conditions with the appropriate
reagents, presumably because siRNAs only need to be
delivered to the cytoplasm (unlike DNA plasmids that
must enter the nucleus for expression). For reasons
that are not yet clear, suspension cells tend to be refrac-
tory to lipid-based transfection and typically require
electroporation or viral-based methods for delivery
of siRNA. While electroporation efficiently delivers
naked siRNA directly to the cytosol for access to
RISC, thereby bypassing the endosomal compartment,
the extensive cell death that results and large amounts
of siRNA required are prohibitive for broader-range
applications.

Once delivered to the cytosol, the silencing effect of
siRNA molecules can be maximal as early as 18-hr post-
transfection, while typically lasting two to four days in
rapidly dividing cultured mammalian cells. Loss of activ-
ity is attributable to dilution through cell division and
degradation by intracellular exo- and endonuclease
activity. Chemical modifications to siRNAs can extend
silencing activity for up to a week or more, presumably
by conferring stabilization against nuclease activity
(Fig. 5). Furthermore, it appears that the more active
the target site is, the longer the knockdown effect tends
to last in the cell.

The discovery that siRNAs could be delivered exo-
genously to mammalian cultured cells to achieve targeted
gene silencing[5] opened the possibility for RNAi experi-
ments to be performed on a wide scale in mammalian
systems. The earliest RNAi studies utilized chemically
synthesized siRNAs designed according to rules that
specified siRNAs to be 19-mer dsRNA duplexes (sense
and antisense complementary strands) with 30 2-nt
deoxythymidine overhangs and 100% homology (anti-
sense strand) to the target mRNA.[4] Alternative, low-
cost methods for generating siRNAs include digestion

of long dsRNA (prepared using in vitro transcription)
by purified Dicer enzyme prior to delivery into cells. In
a few cases, where induction of the interferon (antiviral)
response is not an issue, such as with mammalian oocytes
and embryonic stem cells or fly cells, long dsRNA has
been introduced directly into cells to serve as a substrate
for endogenous Dicer activity. While each of these meth-
ods can lead to targeted gene silencing, the use of multi-
ple sequences such as with pooled synthetic siRNAs or
Dicer-generated siRNAs is generally reserved for high-
throughput phenotypic screening assays (HTS), where
identified ‘‘hits’’ can be followed up more rigorously
with individual siRNAs to verify a given phenotype
and rule out potential artifacts or off-target effects.

Sequencing of the human genome opened the possi-
bility that short dsRNA sequences could be designed
to silence virtually any gene in the entire genome.
However, similar to past experience with antisense
oligonucleotide design, it was immediately recognized
that not all siRNA sequences were effective at trigge-
ring gene silencing. Identification of sequences with
activity against a particular gene target has typically
required screening through several (five or more)
sequences to identify one or two with good activity
(�70% inhibition of gene expression). Recently, the
labor and expense of screening has been significantly

Fig. 5 RNAi longevity with exogenously provided synthetic

compounds. Depending on cell type and culturing condition,
the knockdown of the target transcript is usually sustained
up to three to five days using standard, non-modified siRNAs.

By chemically modifying the duplexes, it is possible to achieved
longer knockdown effects. In this example, the ability
of unmodified and chemically modified RNAi compounds

to knockdown target transcript was tested side-by-side for
one to six days after transfection. (Courtesy of Invitrogen
Corporation.)
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reduced by the development of algorithms that incorpo-
rate extensive basic local alignment search tool (BLAST)
searching, sequence effects, thermodynamic properties,
and other criteria to successfully select sequences with
high activity and specificity. Recent research revealed
that the efficiency of RNAi is determined largely by
directional incorporation and unwinding of siRNAs in
the RISC.[19,20] The most thermodynamically unstable
end (and therefore most easily unwound) of a given
siRNA is preferentially incorporated into RISC, thereby
determining whether the sense or the antisense strand
is utilized as the guide strand to trigger silencing. Other
studies have determined that some changes in siRNA
structure can be tolerated without significant loss in
activity, such as elimination of 30 overhangs, changes
in overall length, or addition of mismatches or chemical
modifications to certain regions.[34] Overall, a 15-mer
central region containing the cleavage domain and lar-
gely intolerant of mismatches is thought to be essential
for RISC activity.[35] Similarly, the 50 end of the antisense
strand, where unwinding initiates, is sensitive to modifi-
cation and does not tolerate mismatches with the target
sequence. With advanced in silico design programs, it
is now possible to routinely identify highly potent
sequences that are active at low picomolar levels and
that inhibit gene expression by 90% or greater (Fig. 6).
However, a subset of sequences remains that conform
to design rules, but display poor activity against the
target gene. A better understanding of the regulation
of expression of these gene targets, along with further
insight into how the base composition and structure of
siRNAs function within RISC to trigger mRNA degra-
dation, may lead to the design of highly specific and
potent dsRNAs against the vast majority of targets.

Chemical modifications in RNAi compounds can
also improve specificity of gene knockdowns by
reducing the possibility of two undesired events: (i)
off-target effects related to sense strand activity and
(ii) activation of cellular stress response pathways.
The ability of unmodified siRNA to stimulate off-target
effects, i.e., knockdown of transcripts not intentionally
targeted for destruction, was first reported in early 2003
using whole-genome expression profiling.[36,37] Such
non-specific effects can, in part, be attributed to the
potential role of the siRNAs’ sense strand. By chemi-
cally modifying the RNAi duplexes, however, it is
possible to secure the exclusive activity of the antisense
strand (Fig. 7A). Activation of cellular stress response
pathways is yet another problem associated with
certain unmodified RNAi compounds.[38,39] The
nature of such stimulatory effects, while not entirely
understood, appears to be sequence specific, and chemi-
cal modifications in the RNAi duplexes can alleviate
the problem. Indeed, siRNA sequences that have been
shown to induce stress responses can become non-stress
inducing by the addition of chemical modifications,
without a loss in knockdown activity (Fig. 7B). Overall,
the use of chemical modifications, contemporary design
algorithms, pretested compounds, and appropriate
experimental procedures can dramatically reduce the
risk of the artifactual events associated with RNAi
knockdowns and improve the quality and interpreta-
tion of the achieved results.[40]

The use of exogenously delivered siRNAs to trigger
gene silencing in vitro is advantageous, because the
method is relatively simple, is cost-effective, and can be
used to rapidly screen multiple gene targets. A primary
drawback is that gene targets with particularly long
protein half-lives will invariably be difficult to silence
at the protein level. In such cases, stable long-term
silencing driven by RNAi effector molecules expressed
endogenously may be required.

RNAi with Endogenously Expressed
Effector Molecules

To produce stable and long-lasting knockdown, viral
vectors have been developed to efficiently express
siRNAs or short hairpin RNAs (shRNAs) in a wide
variety of mammalian cells (Fig. 8). Expression vectors
include standard plasmids as well as those made from
adenoviruses, adeno-associated viruses (AAVs), onco-
retroviruses, and lentiviruses.[41] The viral expression
systems have the added benefit of being able to deliver
siRNA, shRNA, or miRNA expression cassettes effi-
ciently into cell types that are otherwise difficult to
transfect via common transfection or electroporation
protocols.[11,42]

Fig. 6 Hit rate of RNAi compounds. Hit rate is defined as a
probability for an individual RNAi compound to efficiently

knockdown a given target. Contemporary in silico design
algorithms allow prediction of highly active sequences with
high probability. In this example, 1000 RNAi compounds

against 171 human genes were designed and tested in cell
culture. More than 90% of these compounds (shaded)
resulted in more than 70% efficient knockdowns of cor-
responding targets. (Courtesy of Invitrogen Corporation.)
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The design of shRNAs most commonly features a
19–21 bp duplex that is joined by a 4–9 nt loop
sequence.[43] The transcript is typically expressed by an
RNA polymerase III (pol III) promoter, usually U6 or
H1. Pol III promoters are ideal for this application for
several reasons:

1. They can be designed to start and stop tran-
scription at specific locations to create the
requisite shRNA.

2. Their natural role in the cell is transcription of
short, non-coding RNAs.

3. They are typically highly and constitutively
expressed in most mammalian cell types.

Following transcription, the nascent transcript is
transported out of the nucleus and into the cytoplasm
where it is converted to an siRNA by Dicer.

An alternative vector-driven RNAi tool is patterned
after the endogenously expressed miRNAs. Engineered
miRNA transcripts can be driven by pol II promoters
and therefore have the potential to be expressed in a
tissue- or temporal-specific manner.[44] As with shRNAs,
miRNA-based constructs can be delivered to cells via
viral vectors. The miRNAs are designed to perfectly
match their targets so that the mechanism of gene

silencing is mRNA cleavage, making the resulting gene
silencing as robust as that seen with shRNAs and
siRNAs.

RNAi APPLICATIONS

Gene Function Analysis in Cultured Cells

Since the discovery that RNAi can be induced in
mammalian cells, considerable effort has gone into
harnessing this mechanism and developing it into tools
for genetic analysis.[41,43] RNAi allows researchers to
use a ‘‘reverse genetics’’ approach, determining the
function of a gene by virtue of its disruption. More-
over, the tools of RNAi can be easily scaled up for
use in high-throughput assessments, for instance, with
attempts to decipher complex biochemical pathways.
As described above and depicted in Fig. 9, there are
many ways that RNAi can be utilized to generate tar-
geted gene knockdowns. The approach used is dictated
by the nature of the questions asked, the organism or
cell culture system, and the phenotypic readout.

With the large amount of genomic sequence infor-
mation available, it has become possible to design and
undertake a systematic genome-wide functional screen

Fig. 7 RNAi specificity. RNAi compounds can stimulate two types of non-specific effects: off-target cleavage and general toxi-

city. (A) Off-target effects. Unmodified siRNAs and chemically modified duplexes targeting the same site on beta-lactamase/
beta-galactosidase fusion transcript yielded effective knockdown of the gene, as monitored by beta-gal enzymatic activity.
The same unmodified siRNA produced highly efficient knockdown of another transcript, in which the beta-lactamase portion
is fused in the opposite direction. By chemically modifying the RNA duplex, it is possible to restrict its targeting activity to only

one transcript. (B) General toxicity. Upon delivery inside mammalian cells, some siRNAs can cause stress responses by inducing
interferon response pathway genes (PKR, IFIT-1, IRF-1, and IFN-b). If the same molecules are chemically modified, the level of
expression of the interferon pathway marker genes remains normal. (Courtesy of Invitrogen Corporation.)
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to examine the biological roles of tens of thousands of
genes. Using the method of reverse transfection, it has
been demonstrated that cultured cells can take up
nucleic acid/lipid complexes that have been previously

deposited on a plate.[45] The coupling of RNAi and
reverse transfection has made it possible to perform
high-throughput ‘‘loss of function’’ assessment in
mammalian cells. To illustrate the feasibility of this

Fig. 9 Diversity of RNAi applications. RNAi can be administered inside the cell using exogenously prepared effector molecules

(left half) or endogenously expressed cassettes (right half). The choice depends on the goals and specifics of the experimental
system. Long dsRNAs can be used in cells and organisms with compromised or absent interferon response (e.g., embryonic stem
cells, various invertebrates, and plants). Long dsRNA can be treated with Dicer in vitro, and the resulting mix transfected inside

the cells. This approach is cost-effective and can be used in high-throughput screens. Unmodified chemically synthesized siRNAs
are currently a standard choice for in vitro applications in mammalian cells. Chemically modified compounds are becoming a
popular substitute for standard siRNAs, especially when enhanced stability and improved specificity are required. Modified com-

pounds are also perceived as a choice for therapeutic development. While endogenously provided RNAi effector molecules are
used with easier to transfect cells for transient gene knockdowns, endogenously expressed molecules are used for hard to transfect
(e.g., primary and nonadherent cells), and when prolonged, stable, or regulated gene knockdown is required. Expression cassettes
could be delivered transiently using plasmids or adenoviral vectors, or stably using plasmids or lentiviral vectors.

Fig. 8 RNAi longevity with endogenously expressed shRNAs. Long-term knockdown using lentiviral expression system. A
tetracycline-regulated shRNA expression cassette targeting lamin A/C transcript was integrated into the genome of mammalian

cells using a lentiviral delivery system. The level of the targeted protein remains suppressed (arrows) for as long as 60 days after
induction of expression of the corresponding shRNA. (Courtesy of Invitrogen Corporation.)
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approach, prototype microarrays were assembled and
used to cotransfect luciferase-directed siRNAs along
with a luciferase reporter construct, yielding a robust
knockdown of the reporter protein in a number of cell
lines. To further validate the method, RNAi reverse
transfection was used to target endogenous transcripts
involved in cytokinesis and proteasome-mediated
proteolysis in cultured mammalian cells.[46]

While RNAi has obvious utility in reverse genetics,
it also has tremendous potential in its use for discover-
ing genes by forward genetics. Forward genetics is the
strategy of identifying novel cellular components as a
result of their induced mutant phenotype. By adminis-
tering RNAi reagents to cells, isolating cell populations
with novel phenotypes, and identifying the responsible
silenced genes, rapid insight can be gained into complex
physiological cellular processes.

In one study, a retroviral library of more than 23,000
shRNAs targeting nearly 8000 genes and a human fibro-
blast cell line with a temperature-sensitive block in
p53-dependent proliferation were used in a forward
genetic strategy to identify genes involved in the cancer-
relevant p53 signaling pathway.[47] Under conditions that
would normally result in blocked cell growth, clones
resistant to p53- and p19ARF-dependent proliferation
arrest were selected. Genomic DNA from such clones
was then pooled, and PCR amplified to generate shRNA
inserts. By hybridizing the amplification products against
a master shRNA array, vectors that conferred resistance
to p53- and p19ARF-dependent proliferation arrest were
identified. Amongst these were modulators of the p53
pathway, including p53 itself and five novel genes.

In another example, two conceptually similar strate-
gies, called siRNA production by enzymatic engineering
of DNA (SPEED) and enzymatic production of RNAi
libraries from cDNA (EPRIL), recruited a series of
enzymatic and cloning steps to convert a population of
normalized double stranded cDNAs into shRNA
expression libraries.[48,49] The key advantages of these
approaches include low cost of library production and
high flexibility with the starting material (i.e., mRNA
from diverse sources can be used). In addition, no knowl-
edge of individual expressed sequences is required.
SPEED- and EPRIL-generated shRNA libraries are
expected to be useful for high-throughput whole-genome
forward genetics screens.

Among the powerful assets afforded by RNAi is the
ability to discriminate amongst gene family members,
even those that share a high degree of identity at the
amino acid and nucleotide level. For example, using
an shRNA collection directed against the family of
deubiquinating enzymes, the tumor suppressor CYLD
(encoded by the familial cylindromatosis susceptibility
gene) was identified as a suppressor of NF-kB activa-
tion.[50] This finding led to a therapeutic strategy to
treat individuals suffering cylindromatosis.

Drug Target Validation In Vivo
and RNAi Therapeutics

The term ‘‘drug target validation’’ continues to evolve
within the research and development community. To
some, the definition suggests that a target is validated
when it is shown, in vitro, to be critically involved in
a disease process such that modulation of this target
is likely to have a therapeutic effect. Others may not
consider a target to be truly validated until being
proven to be effective in animal or human trials.

The use of RNAi in vivo is still in its infancy and
recent proofs of concept experiments are generating a
great deal of excitement. However, as standard siRNAs
are, by their nature, just two annealed strands of
RNA, they are extremely sensitive to degradation by
naturally occurring ribonucleases. One significant
advance was the development of chemically modified
siRNAs to increase plasma stability. Covalent chemical
modifications have been widely used to stabilize and
prolong activity of antisense oligonucleotides.[51,52]

Drawing from the expertise gained in the antisense
field, siRNAs have been synthesized with a variety of
chemical modifications without a loss of knockdown
function (Fig. 10).[53–55]

Synthetic RNAi molecules can be injected directly
at the site of desired action, for example, into a solid
tumor,[56] the eye,[57] limb joints,[58] or the brain.[59]

Current data indicate that these direct delivery meth-
ods are enhanced by the combination of the siRNA
with a lipid or other formulation. For many therapeu-
tic applications, this may become the method of choice,
because this approach would be expected to have less
systemic side effects and requires much less material
than a whole-body delivery.

Synthetic RNAi can also be administered systemi-
cally, with or without specific tissue targeting.[43] Early
efforts for RNAi delivery have focused on the direct
administration of synthetic siRNAs. The first of these,
termed ‘‘hydrodynamic delivery,’’ is achieved when
siRNA, i.e., suspended in roughly 1 ml of saline solu-
tion, is rapidly administered to the mouse via tail vein
injection. The resulting high venous pressures force
siRNA primarily into the cells of the mouse liver, kid-
ney, and lung.[60,61] In a study where the TNFR family
member fas was targeted, 80–90% of fas mRNA was
silenced in the 90% of the hepatocytes, which inter-
nalized the siRNA. The silencing was robust for up to
10 days.[41] In other studies conducted in vivo, gene
silencing was achieved by injecting smaller volumes of
siRNAs packaged in cationic liposomes and adminis-
tered without high venous pressure. As in the previous
study, silencing was primarily seen in highly perfused
tissues such as the lung, liver, and spleen.[62] A more
directed approach for delivering siRNAs was demon-
strated with an siRNA modified by conjugating a
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cholesterol moiety to the 30 end of the sense strand.[63]

Again, lower amounts of siRNA were required in the
absence of high venous and organ pressure. This stra-
tegy was successful in targeting mouse apoB mRNA
in the liver and jejunum as a regimen of reducing
total serum cholesterol.

A number of other molecular modifications have
also been shown to improve cell and tissue delivery
of siRNAs. These modifications include conjugating
siRNAs to membrane-targeted peptides such as mono-
clonal antibodies and then formulating into liposomes
to encapsulate them.[64,65] An alternative approach
using peptide-targeted nanoparticles proved successful
by assembling polyethyleneimine, polyethylene glycol
and an Arg-Gly-Asp (RGD) peptide with the siRNA.
This encapsulated siRNA was targeted to a tumor’s
neovasculature by virtue of the surface integrins that
bind RGD. Both tumor growth and tumor angiogen-
esis were inhibited by an siRNA targeting vascular
endothelial growth factor receptor-2 (VEGF-R2).[66]

Other formulations include other targeting proteins
incorporated into ‘‘pegylated’’ immunoliposomes
(PILs). These have been shown to direct gene silencing
in a number of tissues, including brain.[65] As compared
to hydrodynamic delivery, these tissue-targeting strate-
gies demonstrate some success in delivering siRNAs
into an in vivo model using methods that more
approach clinically acceptable routes of administration.

For many in vivo applications, target gene knock-
down must persist for an extended period of time
(i.e., weeks, months, or even permanently). Further, if
the target gene is essential, inducible knockdown meth-
ods are desirable. The best approach for extended or
inducible gene knockdown is with DNA vector-based
RNAi. This can be accomplished by transcription of
an shRNA or miRNA designed to target the gene of
interest. The use of recombinant viral vectors to deliver

RNAi expression cassettes in vivo (via retroviruses
and lentiviruses) has been reported to produce a stable
and robust knockdown.[43] Lentivirus has also been
successful both ex vivo,[67] targeting p53 in CD34þ
hematopoetic precursor cells, and in vivo, targeting
transgene expression in the mouse brain.[68] In another
example, AAV was shown to efficiently deliver shRNA
expression cassettes against mutant ataxin-1 into the
brains of a spinocerebellar ataxia type 1 mouse model.[69]

For the production of transgenic animals, lentiviral
vectors that express shRNAs have been used[54,70] This
approach has been utilized mostly in mice, but can be
applied to other organisms that are not amenable to
traditional, homologous recombination-based gene
knockout approaches.[65] Embryonic stem cells or
eight-cell embryos that are transduced with shRNA-
expressing lentiviruses can generate animals in which
gene expression is permanently knocked down in all
cells and tissues. Moreover, because RNAi sequences
may vary in their extent of silencing, it is possible to
produce mice with graded degrees of silencing. This
may be important in evaluating genes that are known
to be linked to disease.[71] Producing an RNAi mouse
only requires the insertion of a single shRNA cassette;
so ‘‘knockdown’’ mice can be generated in a fraction
of the time that is required to produce a ‘‘knockout’’
mouse via traditional methods.

CONCLUSIONS

RNAi technology has a short yet very prolific history.
In less than four years since the first demonstration
that RNAi compounds can work in mammalian cells,
the technique has found its way into virtually every
relevant academic and industrial institution in the
world. One of the reasons for such success most likely

Fig. 10 Stability of RNAi compounds in serum. Standard siRNA duplex (A) and the corresponding chemically modified
sequence (B) at 0, 4, 8, 24, 48, and 72 hr following incubation in 10% calf, mouse, or human serum. Samples were incubated
in serum and separated by gel electrophoresis. The remaining products were visualized by nucleic acid staining. (Courtesy of

Invitrogen Corporation.)
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stems from the desperate need to assign functions to the
numerous genes identified during the human genome
project. RNAi technology has become a tool to fulfill
such need by finally enabling reverse genetics in
mammalian cells. Another reason for enhanced interest
in RNAi is its promise to become a new and powerful
therapeutic modality. The potential of quick develop-
ment of a drug based on simple information about
the primary sequence of the target gene has always
been a dream of drug developers.

The role of RNAi as a gene functional analysis and,
hence, as a drug target discovery and validation tool
has been at least partially utilized. Numerous projects
have been reported, which successfully utilized RNAi
to define novel functions to various genes. The key
challenges for the future here are combining RNAi
with the high-throughput screening and high-content
phenotypic approaches, utilizing the most relevant
disease cell systems (e.g., primary cell culture), and
developing versatile and reliable in vivo approaches.

Even more attractive, yet more difficult to achieve,
therapeutic potentials for RNAi are being explored
very aggressively by many industrial and academic
groups. At this point, the key challenge is in developing
reliable and physiological cell type and tissue-specific
delivery protocols. If this task is accomplished, the
potential for the RNAi will be truly astounding.
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INTRODUCTION

The pharmaceutical industry uses grannulation meth-
ods to enlarge and densify small powder particles into
larger ones. This improves powder flow so that the
material can be processed effectively and efficiently
further into solid dosage forms. There are two pharma-
ceutical methods of granulation, wet and dry. Wet
granulation methods are widely described in the litera-
ture; for example, Encyclopedia of Pharmaceutical
Technology (Granulations) is solely devoted to this
technology.[1]

Dry granulation processing does not use moisture
or heat to process powder into densified granules. In
the pharmaceutical industry, there are two methods
of dry granulation: slugging and roller compaction.
Very little has been written about pharmaceutical dry
granulation technology. Its contemporary use in the
industry is about 50 yr–60 yr, beginning in the late
1940s. However, its popularity has risen in the last 20
years in parallel with the increased research for new
efficacious active drug molecules in the pharmaceutical
industry. These new active molecules cannot be pro-
cessed so easily using wet and heat granulation proces-
sing steps, because of their chemical fragility and
sensitivity. Therefore, this pushes the necessity for the
use of dry granulation processing techniques to
advance new sensitive active solid dosage forms in
the 21st century.

BACKGROUND

Briefly, in dry pharmaceutical granulation processing,
the powder particles are aggregated under high pres-
sure, typically 30 bar–70 bar pressure. Particulate matter
can be aggregated when compressed at high pressure
because of bonding forces developed by the direct con-
tact between the solid surfaces. The high pressure
serves to improve the contact area between the surfaces
and thus the overall bonding strength. Sometimes, a

binding agent is needed to provide additional bonding
strength. Later in the chapter, there is more about the
kind of excipients used in roller compaction formula-
tions to aid the manufacturing of pharmaceutical
products.

In the pharmaceutical industry, dry granulation
processing in the 1950s–1970s favored a process called
slugging. This process design consisted of feeding pow-
der into a large compression machine, such as a Stokes
D3 type compression machine, where the powder was
compressed into large tablets or slugs, typically in the
order of 1-in. diameter with a tablet gauge of about
0.25 in. The tablet slugs were subsequently milled by
a separate sizing machine to an appropriate particle
size distribution, and further processed into pharma-
ceutical capsules, powder for oral suspensions, sachets,
or tablet dosage forms. The slugging process is still
used today by only a few manufacturing firms that
have old pharmaceutical or over-the-counter formu-
lation processes. Today, modern pharmaceutical for-
mulation processes introduced into the Americas,
Western Europe, Australia, and parts of Asia do not
use this kind of dry granulation equipment in newly
developed formulations. The slugging machine process
is a relic of the past in the 21st century of modern phar-
maceutical technology; roller compaction is the key
technology to dry granulation processing of the future.

Some characteristics are described briefly about the
slugging process to complete the technology infor-
mation for the reader. The slugging process is exter-
nally influenced by raw material feed properties such
as powder cohesiveness, density, flow characteristics,
and powder particle size distribution. The slugging
machine’s design characteristics such as machine type,
feed hopper, feed frame, die diameter and tooling
features, compression speed, and slugging pressure also
influence the slugging process and the final product
properties. In general, the key processing operational
aspect of slugging is to maintain a uniform powder fill
weight into the dies during the dynamics of the
slugging process. This assures the best chance to

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120012024
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manufacture uniform powder slugs and ultimately,
uniform densified granules. The compression-slugging
setup is a key essential to maximizing the slugging
throughput and minimizing the hopper feed frame
and die powder flow problems associated with the pro-
cess. Slugging compression is normally performed at
4 tn–6 tn hydraulic pressure, at a rate of 10–30 turret
revolutions per minute. The specific machine tonnage,
turret speed, and roll dwell time required for the pro-
cess are dependent on the powder blend’s physical
properties, the tooling configuration, machine parts,
and ultimately the slug specifications. Typical slugging
machine output ranges from 30 kg hr�1 to 50 kg hr�1.
Slugging machines are not instrumented with modern
devices to control their performance. There are numer-
ous disadvantages with the slugging technology in the
pharmaceutical industry as listed in Table 1.

BENEFITS OF ROLLER COMPACTION

This chapter identifies key aspects of roller compaction
technology. Unlike the slugging process technology,
roller compaction technology is well suited for dry
granulation agglomeration in the era of modern devel-
opment of active pharmaceutical ingredients and the
design of modern pharmaceutical plants. The increas-
ing scale of manufacturing pharmaceutical products
worldwide and the need for high processing rates,
together with increased levels of good manufacturing
practices necessitate controlled dry granulation pro-
cesses with as few processing steps as possible. This
has been accomplished by instrumenting roller com-
pactors to automate and control the mechanical pro-
cess. Roller compaction technology plays a very
important role in providing competitive cost control,
safety, and quality products in the pharmaceutical
industry. Key roller compaction benefits observed in
the pharmaceutical industry are identified in Table 2.

A number of these attributes, best technology prac-
tices and features, were rated for their industrial and
pharmaceutical importance and reported by Miller
and Sheskey in 2001.[3] Ultimately, today’s roller com-
paction technology offers a continuous process with
better process controls, manufacturing efficiencies,
and environmental protection than an archaic slugging
process technology.

PREFACE: POWDER GRANULATION
AND COMPACTION

Powder granulation is a process of powder size
enlargement that incorporates small particles into lar-
ger ones. The definition of granulation comprises a
range of different size enlargement methods that can
be classified as either dry or wet. In wet methods, a
suitable liquid is used to agglomerate the small powder
particles into a mass. The wet mass is subsequently
dried and sized for further down-stream processing
needs. Wet granulation methods have been the most
widely used powder granulation technology in the pro-
duction of pharmaceutical products, particularly in
modern pharmaceutical manufacturing.

The chief reasons to granulate powders for the
manufacture of pharmaceutical dosage forms are
described by Kristensen and Schaefer.[1]

� To improve powder flow properties for dosage fill-
ing and compression processes

� To eliminate wet granulation induced degradants
and to improve product stability

� To prevent active product ingredient from segregating
� To reduce bulk volume thereby minimizing storage

and enhancing transport
� To reduce potential environmental and safety

hazards

Kristensen and Schaefer provide ample literature
references in their chapter in the Encyclopedia of Phar-
maceutical Technology about granulation size enlarge-
ment methods:[1] Capes,[4,5] Pietsch,[6,7] Sherrington
and Oliver,[8] Kapur.[9] Others also referenced about wet
granulation technologies: Kristensen and Schaefer,[10]

Lindberg,[11] Fonner, Anderson, and Banker,[12]

Anderson, Banker, and Peck,[13] and Ghebre-Sellassie.[14]

COMPACTION THEORY

The bonding forces in a dry aggregate are important to
granulation properties such as granule integrity, flow-
ability, friability, density, compressibility, and size for
down-stream manufacturing process steps.[1] Rumpf
and coworkers described the bonding mechanisms

Table 1 Disadvantages of slugging

Single batch processing Excessive air and
sound pollution

Frequent maintenance
change-overs

Increased use of
storage containers

Poor process control Increased needs of

manufacturing space

Poor economies of scale Increase of logistics

Low manufacturing
throughput per hour

More energy and time
required to produce 1 kg
of slugs than 1 kg of

roller compact

(From Ref.[2], courtesy of the Handbook of Pharmaceutical Granu-

lation Technology.)
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occurring during dry granulation as a mixture of van
der Waals’ forces, mechanical interlockings, and a
recombination of bonds established between freshly
created surfaces and solid bridges, created because of
partial melting and solidification during com-
pression.[15]

A general theory describes particle bonding related
to roller compaction in the Handbook of Pharmaceu-
tical Granulation Technology.[2] The process of dry
granulation relies on interparticulate bond formation.
Granule bond formation is characterized in different
stages, which usually occur in the following order:

1. Particle rearrangement
2. Particle deformation
3. Particle fragmentation
4. Particle bonding

Particle rearrangement occurs initially as powder
particles begin filling void spaces. Air begins to leave
the powder blend’s interstitial spaces, and particles
begin to move closer together. This action increases
the powder blend’s density. Particle shape and size
are key factors in the rearrangement process. Spherical
particles will tend to move less than other-shaped par-
ticles because of their close initial packing to one
another. Particle deformation occurs as compressional
forces are increased. This deformation increases the
points of contact between particles where bonding
occurs and is described as plastic deformation.[2]

Particle fragmentation follows as the next bonding
stage. This occurs at increased compression force levels.
At this stage, particle fracturing creates multiple new
surface sites, additional contact points, and potential
bonding sites. Particle bonding occurs when plastic
deformation and fragmentation happen. It is generally
accepted that bonding takes place at the molecular level,
and this is due to the effect of van der Waals’ forces.[2]

When powder granules undergo an applied force or
stress, a stress force is released from the granules.
The granules attempt to return to their original
shape or form; this is described as elastic deformation.

A deformation, which does not totally recover after the
stress is released, is a plastic deformation. Elastic and
plastic deformations can occur simultaneously, but one
effect usually predominates.

Parrot identified that three theories of compres-
sional bonding exist: mechanical, intermolecular, and
liquid-surface film. Mechanical bonding purports that
individual particles undergo elastic, plastic, and brittle
deformation. Bonding of this nature occurs because
particle surfaces intertwine, forming mechanical bonds.
Intermolecular theory identifies that there are some
unsatisfied surface ions that have a potential need to
bond to one another. Under pressure, intermolecular
forces become pushed together close enough so that
van der Waals’ forces can act to consolidate particles.
The liquid-surface film theory identifies that bonding
occurs because of the existence of a thin liquid film.
The thin liquid film is generated from pressure induced
by the energy of compression. This mechanism acts as
a bonding agent promoting mechanical strength and
an enlarged particle.[16] Very little information has
been written about this last theory.

Dehont et al. provided a simplified approach to
roller compaction theory.[17] They described that pow-
der granules move through stages in the feed area. The
material is drawn into the gap by rubbing against the
roll surfaces. The densification that occurs in this area
is particle rearrangement. At this stage, the speed of
the powder is slower than the peripheral speed of the
rollers. Fig. 1 represents compactor rolls in the hori-
zontal plane; powder is pushed vertically downward
into the compaction area.

Note in Fig. 1, a is the nip angle and b the material
in volume space. The material is located in the compac-
tion area between a and the horizontal axis (Fig. 1). At
this stage, the material undergoes additional compac-
tion forces. The particles undergo plastic deformation
and are bonded. Dehont’s team noted that nip angle
varies according to the material characteristics of par-
ticle size and density and the angle is about 12�.[17]

They defined the neutral angle, g, which corresponds
to the point where the pressure applied by the rollers

Table 2 Advantages of roller compaction

Simplifies processing Uses less raw materials

Eliminates aqueous and solvent granulating Eliminates water-induced degradants

Facilitates powder flow Improves process cycle time

Uses minimal energy to operate Prevents particle segregation

Requires less man-hours to operate Facilitates continuous manufacturing

Improves drug dosage weight control Improves content uniformity

Reproduces consistent particle density Does not require explosion-proof room or equipment

Produces good tablet and capsule disintegration Produces a dry product that is process scaleable

(From Ref.[2], courtesy of the Handbook of Pharmaceutical Granulation Technology.)
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is the greatest on the material. They also defined elastic
deformation, d, and that occurs after the compact
begins leaving the compression roll area. Compacted
flakes may increase in size due to material elastic defor-
mation and actually may have a larger thickness than
the roll gap, e.[17]

Dehont et al. developed Eq. (1) for the linear vari-
ation of flake thickness at a specific roll diameter:[17]

e1 ¼ Dðd0=d1 � d0Þð1 � cos aÞ ð1Þ

where e1 is the flake thickness, D, the roll diameter, d0,
the material density at angle a, and d1, the flake density.

Dehont et al. assumed that the material in the com-
paction area remains horizontal and moves at the per-
ipheral speed of the rollers. They also considered that
the angle a is independent of the roller diameter size
and noted that the flake thickness e1 depends on the
roller speed, the roller surface, and the compaction
pressure. All these parameters influence the density of
the flake, d1. Dehont et al. concluded that if the same
flake thickness was obtained with different roller diam-
eters, the flake density would be greater with larger
diameter rollers.[17] This is due to the greater nip angle
formed, with the larger rolls allowing more material to
be compacted.

Heckel considered the compaction of powders anal-
ogous to that of a first-order chemical reaction. The
pores were the reactant and the densification of the
material the product. The proportionality between
the change of density with pressure and the pore frac-
tion was the process kinetics.[18] Heckel explained
mathematical constants that described the compaction
behavior of a given powder and developed a math-
ematical relationship, Eq. (2).[18]

lnð1=1 � DÞ ¼ KP þ lnð1=1 � D0Þ ð2Þ

where D is the relative powder density, D0, the relative
loose powder density at zero pressure, P, the pressure

applied, 1 � D, the pore fraction, and K, the propor-
tionality constant.

The expression of density–pressure relationship
permitted the determination of density values in the
range of the pressures investigated. Heckel described
mathematically that the curved region when plotting
ln(1/1 � D) vs. P is associated with powder densifi-
cation.[18] This occurred by a mechanism of individual
particle movement in the absence of interparticle bond-
ing. Heckel concluded that the densification repre-
sented by the linear region of the plot, ln(1/1 � D)
vs. P, occurred by plastic deformation of the compact
after an appreciable amount of interparticle bonding
had taken place. For quantitative reasons, Heckel rede-
fined the mathematical expression denoting a constant,
A ¼ ln(1/1 � D0), which is quantitatively valid except
at low pressures. He postulated that the constant A,
which is somewhat larger than ln(1/1 � D0), represents
the degree of packing achieved at low pressures as a
result of rearrangement processes before appreciable
amounts of interparticle bonding take place.[18] He also
postulated that the constant K, the slope of the linear
region, gives a measure of the compact to densify by
plastic deformation.

Heckel concluded that density–pressure data indi-
cate the rate of the change of density with pressure,
at any pressure, is proportional to the pore fraction in
the compact at that pressure. Additionally, density–
pressure curves may be described by two parameters.
He theorized that one was related to low pressure
densification by interparticle motion. The second mea-
sured the ability of the compact to densify by plastic
deformation after appreciable interparticle bonding.

Johanson identified, through very comprehensive
mathematical models and relationships, material
properties, press dimensions, and operating conditions
for roll compactors. For more information, the inter-
ested person should read the entire reference.[19] In
part, he described that roller compaction involves a
continuous shear deformation of the granules into a
solid mass.

To satisfy the theory’s assumption, it was postu-
lated that the material be isotropic, frictional, cohesive,
and compressible. Fig. 2 depicts material in a press that
undergoes shear deformation into a solid mass.[19]

In Fig. 2, Po is the horizontal pressure between rolls,
y, the angular position of roll bite, a, the nip angle, 2d,
the roll diameter D, h, the height above the roll center
line at which feed pressure Po is applied, Pm, the hori-
zontal pressure at y ¼ 0, and S, the roll gap.

Johanson pointed out that no roller compactor the-
ories at that time determined the angle of the nip and
the bulk density at y ¼ a, except by actually rolling
the granular solid in a roll press. He also provided a
method to calculate the nip angle and the pressure
distribution between the rolls. His calculations

D

θ1

α
β

γδ
ω

θ

Fig. 1 Front view of compactor rolls in horizontal plane.
(From Ref.[17], courtesy of Ellis Horwood.)
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determined the pressure distribution above the nip area
and the pressure in the nip area.[19]

He provided the technical rationale to calculate the
nip pressures in the nip region. He showed that
material trapped in a volume Va between arc-length
segments DL must be compressed to volume Vy

between the same arc-length segments. The relation-
ship requires that the bulk densities ga, gy in volumes
Va, Vy be related by Eq. (3) (Fig. 3):[19]

ga=gy ¼ V y=V a ð3Þ

Fig. 3 defines the following: Po—horizontal pressure
between rolls; y—angular position of roll bite; a—nip
angle; 2d—roll diameter D; h—height above the
roll center line at which feed pressure Po is applied;

Pm—horizontal pressure at y ¼ 0; S—roll gap;
DL—arc-length segments; Va—material trapped in vol-
ume space described by arc-lengths; Vy—compressed
volume space described by arc-lengths; ga and gy—
respective powder bulk densities in volume spaces Va

and Vy; and K—a material property constant for a given
moisture content, temperature, and time of compaction.

Johanson stated that the pressure sy at any y < a
can be determined as a function of the pressure sa, at
y ¼ a, by the pressure–density relationship. It was
understood that for increasing pressures, log density
was a linear function of log pressure.[20]

Johanson found that the nip angle does not depend
on the magnitude of the roll force or the roll diameter.
He demonstrated that the nip angle was affected very
little by the geometry of the press or the cut grooves
on the roll surface. It was mostly influenced by the nat-
ure of the materials that were compressed. The very
compressible materials, with small K-values, had very
large nip angles. On the other hand, incompressible
materials, with large K-values, had very small nip
angles. Ultimately, Johanson’s results showed that
material properties determine the maximum pressure
that a roller press can apply to a material.

Parrott evaluated compaction of several pharma-
ceutical powders into compact sheets that were sized
by an oscillating granulator into granules. He studied
flake thickness, bulk and tap densities, angle of repose,
and flow rate after sizing. His work demonstrated that
one could improve most granule densities but not
necessarily improve granule flow properties.[21]

Nearly all particulate matter can be aggregated when
compressed at high pressure. In some cases, pres-
sure alone cannot achieve sufficient bonding strength,
therefore, a binding agent is required to be added
to the powder blend.[1] Polymeric binders added to
mixtures at certain percentages form highly viscous
bridges between particle-to-particle powders. When
the polymeric mixtures are compressed, they increase
the overall compact strength and enhance particle-to-
particle bonding and can improve powder flowability.
Later, in this chapter, additional information about
the use of binders will be discussed.

Pietsch described a compaction capacity throughput
equation for a roller compactor using flat rolls. The
equipment capacity equation is theoretical in nature;
it assumes that all compacts are 100% useable for
downstream processing needs. Compact capacity
throughput, Cc, for a roller compactor can be determ-
ined by Eq. (4).[6]

Cc ¼ pDlhAn60g ð4Þ

where Cc is the roller compactor throughput (kg hr�1),
D, the roller diameter (cm), l, the roller length, working
width (cm), hA, the gap width between the rollers, sheet
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Fig. 2 Front view of compactor rolls in horizontal plane

depicting powder regions under different compaction forces.
(From Ref.[19], courtesy of Transaction ASME.)
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Fig. 3 Front view of compactor rolls in horizontal plane
depicting nip angle. (From Ref.[19], courtesy of Transaction
ASME.)
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thickness (cm), n, the revolutions per minute (min�1),
and g, the apparent sheet density (kg cm�3).

DESIGN FEATURES OF ROLLER
COMPACTORS

Certainly, a key enhancement that highlights today’s
pharmaceutical industry’s state-of-the-art roller com-
pactors, is programmable logic controllers (PLCs).
They are used to control and monitor mechanical parts
that regulate screw feed rate, roll speed, roll pressure,
roll gap, vacuum deaeration, and mill speed. This sec-
tion will not discuss PLC designs as it relates to com-
pactor design features and advancements.

Briefly, a key machine innovation, vacuum deaeration,
was a new important feature design added by some
roller compactor vendors in the early-mid-1990s. The
design feature has been shown to help premodify
raw material density prior to compacting and increase
throughput.[22] Other equipment features such as mul-
tiple horizontal or angled feed screws have assisted
manufacturing a uniform raw material feed across the
rolls.[22,23] Newly designed roll machine blocks, featuring
cantilever roll systems, offer more efficient ways to clean,
handle, and facilitate product and equipment change-
overs. New storage hoppers and various screw feeder
designs have improved delivering poor flow powder to
the rolls.

A history of hopper and feed screw designs showed
that each design evolved to facilitate and improve pow-
der flow to the compactor feed screw conveyance system.
Feed hopper designs depicted in Fig. 4 show designs
incorporated in older compactor models [examples
(A)–(C)]. Dehont et al. described the powder compaction
feeding systems that were in use up to 1989.[24]

Hopper (A) was used when the material had good
rheological characteristics. Materials that had good
but unique flows, and needed to be evenly distributed
across the roll surface, such as granular salts, used hop-
pers that had guiding flaps (B). When the powder
material had poor rheological characteristics, a vertical
flap distribution box (C) was fitted under the hopper.
It was primarily used when compacting ores. Force-
feeder designs, examples (D)–(F), are more commonly
used in the pharmaceutical industry. They are employed
with various configured designs and shapes to supply
poorly flowing powder to the nip roll region.

Pietsch described, in Fig. 5, modern feed screw
system designs; (A) depicts vertical force-feeding screw
with slightly tapered end, (B) an inclined feed screw, (C)
a vertical tapered and blade angled feed screw, and (D)
horizontal (single or dual) straight feeder screw(s).[25]

Innovatively designed feed screw systems are used
commercially in roller compactors worldwide. An
example is shown in Fig.6.

Sizing devices are now trimly fitted to the compac-
tor body and controlled by variable speed drives. Most
compactors no longer require a second machine (mill)
in tandem to size compacts as required by slugging
technology. Roller compactors have clean-in-place
(CIP) systems that offer environmental and safety
features. These systems minimize human exposure to
chemicals and improve cleaning efficiencies, Fig. 7.

ROLL CONFIGURATION

Compactor design features have evolved over the
years. By the mid-1970s, research revealed a number
of roll design improvements that increased compacting
efficiency. Three key conditions were identified, at that
time, which optimized the roll compact throughput
and minimized leakage of non-compacted powder.[26]

� Adequate powder supply must enter the gripping
zone.

� Powder must be conveyed fully into the narrowest
part of the roller gap.

� Compaction pressure must be distributed as uni-
formly as possible across the whole roller-gripped
powder mass.

Equipment engineers and researchers worked on
improving feeding equipment systems and roll designs

Fig. 4 Feed hopper designs: (A) simple hopper; (B) simple
flap hopper; (C) flap distribution box; and (D) force-feeder.
(From Ref.[17], courtesy of Ellis Horwood Limited.)
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to satisfy and maximize the above conditions. Some of
the key advances are identified in Ref.[22] and are
re-emphasized in this article.

Because of powder feed variability at the nip and in
the roll gap regions, powder leakage is produced dur-
ing the compaction process. This situation produces
excessive fines and possible undesirable processed
material. Usually, this problem is caused by uneven
powder flow and compact formed when the powder
is fed towards the middle of the roll width. Granules
produced under these conditions are typically not opti-
mal for further pharmaceutical processing.

Trials performed by Funakoshi, Asogawa, and
Satake using rectangular aperture chutes, fitted at the
end of a feed screw, aided in preventing uneven powder
flow across the roll width. Funakoshi’s team demon-
strated the positive effects of having concavo-convex
roller pair fitted with inner ring walls. This feature
counteracted side seal effects (fractured or incomplete
compacted edges). They also designed and tested other

rolls (concavo-convex with rim), which allowed the
powder to distribute more uniformly across the roll
width. This design reportedly minimized powder leak-
age during compaction.[26]

Funakoshi’s team also showed, when the roll rim
inner angle is zero that the powder is not adequately
and uniformly delivered to the gripping and compact-
ing zones. This occurred because the stationary side
seals acted as resistors to the powder flow.[26] Their
work demonstrated that the formed compact and the
compaction pressure (using standard rolls) produced
an uneven compact across the roller ends because of
side seal friction. When they employed the newly
designed concavo-convex rimmed rolls, it protected
the compact from the adverse side seal fracturing
effect. Funakoshi, Asogawa, and Satake also deter-
mined a proper selection of rimmed rollers, which
delivered adequate powder to the compaction zone and
also conveyed powder fully across the roller gap region.
They concluded that the height and slope of the inner
walls’ rims optimally influenced the side seal effect. A
65� inner wall slope produced 2.5%–3.0% fines’ leakage
during the compaction of lactose. When the rolls had
no inner wall rims, the fines’ leakage was 15%. In
summary, they optimized the compact and pressure dis-
tribution along the rolls by using the concavo-convex
rimmed shaped rolls. They acknowledged that the best
roll design was still dependent on the powder raw
material properties.[26]

Parrot further substantiated the usefulness of
rimmed concavo-convex roller pair to increase the den-
sity of several pharmaceutical powders. His work
resulted in optimizing a process with an uncompacted
leakage rate of 5%. The optimization depended on the
physical properties of the powder and the machine
operating conditions such as the roller gap, feed screw
speed, and roll speed.[27] Some of their key design fea-
ture findings are summarized:

� Installing concavo-convex roll surface rather than
flat roller pair

� Installing rectangular feed chute and flaps

Fig. 5 Force-feeders: (A) vertical straight and lightly

tapered screw feeder; (B) straight inclined screw feeder; (C)
tapered vertical screw feeder; and (D) horizontal straight
screw feeder. (From Ref.[25], courtesy of Handbook of

Powder Science and Technology.)

Fig. 6 Twin horizontal feed screw system with vacuum
deaeration. (Courtesy of Alexanderwerk Inc.)
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� Designing cylindrical, conical/cylindrical, or
tapered-shaped variable speed auger feed screws

� Optimizing roll rim angle to 65�

� Installing digital and analog variable feed screw
controllers

� Developing horizontal and variable screw feed
systems

Jerome et al. in the 1980s studied the effects of com-
pactor adjustments on powder blend properties. His
team’s research showed that pressure applied by the
movable roller is not a predominant factor. They
found that the most important variable was the com-
pactor feed screw in relation to the roll speed. They
correlated improved tablet compression hardness to
the feed screw speed in relation to the speed of the
rolls.[28]

Typical compactor roll configurations are shown in
Fig. 8. Most compactors now have one floating roll
and one fixed roll each on separate bearing blocks.
An illustration of this is shown in Fig. 9.

Currently, one manufacturer of roller compactor
equipment for the pharmaceutical industry has a fixed
roll-pair system. This type of roll design system relies
on powder gravity feed and a specially designed com-
pression feed screw to continuously deliver powder
feed stock to the fixed roll pair, Fig. 10.

Pietsch described two pairs of rollers with different
diameters D1 and D2, with identical roll gaps hA.
He theorized that if the peripheral speed of both

pairs of rollers is the same, roller compaction takes
place more gradually in the case of the larger roll
pair. At the same time, the larger diameter roll pair
pulls a larger powder volume into the nip region,
resulting in a higher density of compacted product.
The larger diameter roll pair also minimizes air
entrainment more efficiently than the smaller diameter
roll pair when both are operating at the same peri-
pheral speed.[25]

Pietsch noted that the peripheral roll speed and
particulate powder speed are not equivalent in the
entire compaction zone. Throughput does not increase
proportionally with roll speed. There are two effects
that hinder throughput: starved conditions in the
feed zone, and secondly, too much squeezed air from
the particle mass flows upward and against the pow-
der flow, reducing the supply of material to the nip
area.[25]

What is the optimum roll speed for a compaction
process? What factors does the formulating scientist
or process engineer need to consider to maximize com-
pact quality and compaction throughput? Johanson[29]

attempted to answer these questions by predicting roll-
limiting speeds for briquetting presses. He developed
mathematical expressions considering even the gas
and liquid effects as they can theoretically be squeezed
from a solid mass. Solid properties, press dimensions,
and operating conditions were evaluated to predict
optimum roll speeds. The results necessary for a qual-
ity briquette are most critical for low density fine

Fig. 7 Roller compactor CIP system.

(Courtesy of Gerteis Co.)
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particles. Johanson’s work showed the relation
between feed pressure and roll speed to essentially be
proportional to the material’s permeability (porosity).
For example, when the initial powder was compacted,
sized, and recompacted, the bulk powder permeability
increased; however, when the powder was compressed,
the compression force decreased, and compactor feed
pressure force requirement decreased significantly.
Johanson[29] also demonstrated that if the compactor
feed pressure is kept constant and the press speed is
increased, the maximum pressure applied to the bri-
quette decreases as the roll speed increases. As a result,
the briquette density and strength decrease likewise.
For additional information, the interested reader
should peruse the reference list.

Sheskey and Hendren in 1999 studied the effect of
roll surface configuration on the drug release and
physical properties of a HPMC matrix controlled-
release dosage form.[30] Smooth and axial-grooved roll
surface designs were studied using a Vector Model

TF-Mini roller compactor (Vector Corporation,
Marion, Iowa). Their hypothesis was that the greater
the depth of the concavity on the roll surface, the
pressure exerted on the powder being compacted
would not be as evenly displaced as with a smooth roll
surface. Therefore, as with tablet tooling design, the
top of the crown area of the compacted ribbon would
theoretically be softer than the rest of the ribbon.
However, the results of a particle size distribution test
performed on milled ribbons generated using both
smooth and axial-grooved roll pairs showed similarity
between tested samples. In addition, results showed
little difference in tablet crushing strength values
between samples manufactured using either type
(smooth, axial-grooved) roll surface design. Drug release
profiles of tablets prepared from roller compacted gran-
ulations using both roll surface configurations were also
similar. It was noted that the authors did not measure
product throughput rates to address the possibility of
improved efficiency when using an axial-grooved roll
pair vs. a smooth roll pair.

FEED SCREW DESIGN

The consistency and evenness of the powder feed into a
roll pair determines to a large extent, how complete a
compact is made and ultimately the success of a com-
paction process. Most roller compacting systems suffer
the disadvantage of leakage, i.e., 20%–30% powder
particles (depending on the formulation) are not
compacted. This primarily occurs because of uneven
powder feed and powder slippage between individual

Fig. 9 Compactor roll blocks. (From Ref.[2], courtesy of the
Handbook of Pharmaceutical Granulation Technology.)

Fig. 10 Compression feed screw and fixed roll system and

no vacuum deaeration. (Courtesy of Bepex-Hosokowa Co.)

Fig. 8 Roll configuration designs. (Courtesy of Alexander-

werk Inc.)
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loose particles and the roll surfaces. Under these con-
ditions, it is usually necessary to recycle the uncom-
pacted powder or fines. Recycling a compaction
process is a significant draw back because of additional
capital expenditure, labor costs, and increased
throughput time.

The chief objective of roller compaction is to con-
sistently make an agglomerate of sufficient strength
that meets required density, granulometry, and powder
flow specifications. Operationally, the key goal of a
compactor is to maintain a range of pressure on the
feedstock, independent of the fluctuating powder gran-
ulometry and flow fed into the rolls, so that a consist-
ent compact is made.

Typically, the compaction process is managed by
controlling the input material, the quantity per unit
of time, the roll speed, and the roll gap. Allowing the
roll gap to float unchecked can influence the pro-
duction rate and the compact quality. Therefore, it is
important to control the compaction process by setting
a constant powder feed rate during the compaction
operation.

Design innovations on the powder feed input side of
the roller compactor are complex. The complexity is
double-edged: powder materials, which flow and move
well, are more easily handled on the feed side of the
compactor. These types of materials generally do not
necessarily need significant densification to marginally
improve their flow handling characteristics on a large
scale. On the other hand, poor flowing and low density
powders require special equipment and considerations
to feed a compactor. Additionally, it is necessary to
maintain a constant powder flow and quantity of
material to the rolls during the compaction process.

Therefore, the delivery feed system plays a very impor-
tant role in delivering poor flowing low density bulk
powder materials to the roll compactor.

Johanson, in 1995, described an arch-breaking hop-
per design that effectively delivered poor flowing pow-
der from the hopper to a horizontal feed screw. The
unique hopper design eliminated the ‘‘rat-holing’’
effect of poor flowing powders during hopper voiding
and is described in Fig. 11.[31]

Miller noted that the total compaction power
requirement is the sum of the power required for the
feed screw(s) and the roll drive.[2] Feed screws not only
convey the powder material from the compactor sto-
rage hopper but they also help deaerate the powder
in the process. The deaeration of the powder acts as
a mini compactor by precompacting the material just
prior to roll compaction. Optimum compaction pres-
sures and feed screw designs vary widely for different
powder material properties. Changes in bulk powder
density and feed screw speeds will affect the roll gap,
the compaction pressure, the throughput, and the qual-
ity of the compact.[2]

Weggel indicated that feed screw torque varies
directly with the precompaction pressure.[32] He sug-
gested that by maintaining a constant feed screw pres-
sure, the compactor operator can control the compact
quality. Variations in precompaction pressure and in
the compacting pressures are directly related to feed
screw amperages and the roll drive motor. The com-
paction pressures are dependent on a continuous flow
of powder into the feed screw area. If the powder feed
flow is intermittent or interrupted, this will affect the
feed screw amperage readings and eventually the roll
drive readings. Weggel noted that force-feeding the

+ +

Flood-loaded

Arch-breaking
Diamondback Hopper
for cohesive feed
U.S. patent no: 4958741

Horizontal screws
for feed rate control

Venting for
air escape

Fast turning
vertical screw
for removing air
and force feeding
at rate provided
by horizantal
screws

d

Fig. 11 Arch-breaking hopper design.
(From Ref.[31], courtesy of the Institute

for Briquetting and Agglomeration.)
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material deaerates the feedstock and reduces the roll
pressure loads. He found generally that it is more
efficient to achieve maximum densification during sev-
eral stages of the roller compaction process.[32]

Miller noted in 1996 that the design of vertical cyl-
indrical feed screws tends to feed powder uniformly to
the circumference of the feed screw.[2] He concluded
that the powder feeding to the rolls did not coincide
with the general rectangular shape of the compactor
throat. The observed draw back was that the powder
did not get delivered evenly across the rolls; the middle
of the rolls received more powder than the rolls’ edge.
This potentially created a poor quality compact; a
strong middle compact that is weak at the ends because
of frayed edges. Frayed compact edges give rise to
uncompacted material and excess fines.[2] An example
of the phenomena was depicted when using a light

yellow–green color feedstock, which after roller com-
paction using a twin feed screw system, produced a
homogeneous colored compact. The same feedstock
passed through a compactor designed with a single ver-
tical feed screw, exhibited a sinusoidal colored compact
as shown in Fig. 12.

Guigon and Simon, in 2001, showed a similar
phenomenon using a horizontal single feed screw with-
out vacuum deaeration when compacting sodium
chloride.[33]

Miller indicated that a multiple horizontal feed
screw design system provided a more uniform powder
distribution across the rolls in area and volume than a
single vertical feed screw system. This concept applied
to either the vertical or the horizontal single feed screw
systems.[2]

DEAERATION THEORY

A key factor limiting compaction throughput and
quality is air entrapment in powder materials. During
compression, air-occupying voids between particles
are compressed and squeezed. The gas pushes through
the powder causing powder fluidization and a non-
uniform level of powder at the roll gap. It is best
described in Fig. 13. This situation limits compact
throughput and creates a non-uniform compact den-
sity. It also creates excess fines prior to sizing because
of ‘‘spidering’’ compact edges.

The spidering condition occurs when gases rush
across the inside of a compact to thinly and weakly
formed flaked edges. The flake edges break apart per-
pendicular to the compaction direction. The compact
edge breakage appears ‘‘saw tooth’’ in structure and
varies in length depending on the nature of the powder
binding properties, the amount of air entrainment, and
the roll dwell time.

Johanson predicted theoretical compactor operating
conditions to handle air entrapment effects in materi-
als. In general, he concluded that the critical compact-
ing pressure level is dependent on a number of factors:
roll speed, roll diameter, powder permeability, com-
pressibility, and compact strength. Johanson indicated,
when applying these principles in commercial appli-
cation, a compactor operator would have to operate
the press at slightly less than maximum pressures to
allow for material inconsistencies and variable in-feed
flow rates.[34]

Pietsch, Johanson, and Dec described the forces at
work in a roll press when powders are com-
pacted.[25,34,35] Pietsch, in Fig. 14, illustrated the three
typical work phases during compaction.[25] The first
region is the initial solids’ contact pressure with the
feed screw. Pressure at this point is nil, P0. Later, as

Fig. 12 Roller compaction: compacts. Roller compactor

feed screw designs: twin feed screw and single feed screw.
(Courtesy of R. W. Miller, personal files.)

Fig. 13 Pattern of gas escape from roll nip EQ3region. (From
Ref.[35], courtesy of the Institute for Briquetting and Agglom-
eration.)
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the solids begin to get pushed into the rolls and gripped
by the rolls, pressure continues to build.

Ultimately the solids are moved into the narrowest
point of the nip angle where the maximum pressure
occurs at Pmax. The second region describes the solid’s
density increase through compaction. As is shown in
Fig. 14, densification occurs rapidly, in less than a
second. Some materials have properties that after dis-
charge from the compactor undergo elastic defor-
mation, which can reduce the compact’s density,
expressed by the dotted curve. Third region of force at
work is air pressure. Models such as the one described
take into account that it is dependent on the porosity
of the particulate solids compacted. If the porosity of
the compacted material remains high enough during
the compaction process, air pressure can escape and vent
during and after compaction. On the other hand, if the
material has low porosity, air pressure builds to high
levels because it cannot escape easily. This can be seen
in several ways, one of which is through expansion of
the compact bursting. Bursting can be associated with
a popping sound when operating the compactor. The
second way occurs when the compacted sheet breaks
into slivers or ‘‘spidering’’ at the compact edges.

Both Johanson and Pietsch reported that expanding
gas in a compact is detrimental to the compaction
process: by reducing the compaction throughput and
increasing the amount of fine particles. The effects of
roll speed and powder porosity on air pressure in a
compacted sheet are also illustrated in Fig. 15 by
Pietsch.[25] This graphic shows a relative large roll
speed operating range when compacting a permeable
(porous) powder. Air entrainment does not limit roller
speed for coarse granular powders. On the other hand,
when compacting very fine powders, the operating roll
speed range is significantly reduced because of air
entrainment.

Miller indicated that the evenness of the powder
feed into the rolls determines, to a large extent, the

success of compaction. Roller compactor systems suf-
fer from two disadvantages: as the powder feed bulk
density approaches 0.3 g cm�3 or less, the compaction
throughput efficiency decreases. Secondly and concur-
rently, the uncompacted powder leakage generally
increases around the rolls.[22] Miller, in 1994, described
a new machine design improvement that used vacuum
deaeration to remove air entrainment from the powder
just prior to the nip angle during roller compaction.
The multiple benefits of such action are significant,
and remarkable results have been observed when com-
pacting low density raw materials:[22]

� More uniform powder feed to the rollers
� Less voltage and amperage variability for the roll

pair
� More uniform and strong compact
� Less powder leakage
� Greater yield
� Less powder adhering to the compact prior to sizing
� Higher compact throughput
� Less airborne particles

The newly designed equipment involved a com-
pactor fitted with two horizontal feed screws, which
featured vacuum deaeration. Specifically, the roll com-
pactor was equipped with a conical storage hopper
containing a variable speed agitator. Bulk powder
was fed directly from the top of the hopper to the
top of twin horizontal auger feed screws, which directly
transported the powder to the nip roll area, Fig. 16.[2]

A novel stainless steel encasing that leads to the
compactor rolls encloses the variable speed auger
screws. Just before the nip area, a pair of sintered stain-
less steel segments are assembled within the horizontal
auger feed system, which can operate under partial
vacuum. A small, self-contained vacuum pump draws
negative pressure through a dry filter and a stainless
steel line to the sintered assembly plates. The partial
vacuum is adjustable from �0.1 bar to �0.8 bar.
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Fig. 14 Compaction work phases. (From Ref.[25], courtesy
of the Handbook of Powder Science.)
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Fig. 15 Effects of roller speed and permeability on air pres-

sure in the compacted sheet. (From Ref.[25], courtesy of the
Handbook of Powder Science.)
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The compaction rolls operate at different speeds and
are supported on heavy-duty bearings in such a way
that the lower roll is fixed and the upper roll is slightly
movable in the vertical plane. The deaerated material
passes through the roll pair, which is under infinitely
variable hydraulic pressure. The deaeration, auger feed
screws’ design and speed, roll speed, and hydraulic roll
pressures are the main factors in producing a compact
with specified properties.

In several experiments, Miller studied the effects of
using horizontal twin auger feed screws under partial
vacuum (Alexanderwerk Inc., Horsham, Pennsylvania,
model 50/75 compactor). The feed powder was vac-
uum deaerated just before roller compaction. The
experimental design showed that the compactor’s
deaeration feed system significantly increased compac-
tion output and minimized powder leakage when com-
pacting very low density blends (<0.35 g cm�3).[22]

To evaluate the effectiveness of the compactor’s
deaeration system, a test was designed to process a
low density active drug blend with and without the
activated deaeration system. The test showed how
much material was compacted with the deaeration sys-
tem engaged and how much material was compacted
when it was not engaged. The test also determined
how much material was not compacted (powder roll
leakage) in each case. During multiple trials, weighed
powder blends (0.25 g cm�3–0.35 g cm�3 density) were
processed with the deaeration system engaged. The
material was compacted at a specific screw feed rate,
roll speed, and roll pressure. The compacted material
was not sized. Instead, it was carefully collected on a
10 mesh screen to determine the compact and leakage
quantities. In the first experiment, under the influence
of vacuum deaeration, the compactor produced through-
puts of 100 kg hr�1 and the resultant non-compacted

material leakage rate was <2%. The vacuum deaeration
was so effective, resulting in only limited leakage of
non-compacted material, there was no need to recircu-
late the non-compacted powder back to the rolls to meet
processing specifications.

Under a second set of compacting conditions, vacuum
deaeration was not activated and the process typically
produced 70 kg hr�1–80 kg hr�1 of densified compact.
The powder leakage rate increased to 20%–30%.
During this set of conditions, the powder flow to the
roll pair was uneven and the ribbon compact was not
uniform. Processing this formulation for a long period
of time under these conditions would have required
recirculation equipment to return the uncompacted
powder to the rolls for further processing.[22,36,37]

The compactor parameters are described in Table 3
(Trials 1 and 2).

A second experiment was conducted with a different
formulation involving the same active drug substance
and the same active quantity per unit dose. This experi-
ment replicated the design of the first experiment. The
powder feed was processed and compacted with and
without vacuum deaeration. The rates of compaction
were measured in the same manner as the first experi-
ment. The compaction parameters were purposefully
optimized at a roll speed of 8 rpm. The compactor
yielded 150 kg hr�1 and the powder leakage rate
was only 0.9% using the deaeration system. The
compaction process typically produced 100 kg hr�1–
110 kg hr�1 with 20%–30 powder leakage when vac-
uum deaeration was not in use. Table 4 (Trials 1 and
2) contains parameter settings and comparative
results.[22,36,37]

Both experiments clearly demonstrated the impor-
tance of vacuum deaerating the bulk powder just prior
to compaction. In addition, the second formulation
provided increased compaction throughput (with or
without the vacuum deaeration) compared to the first

Fig. 16 Side view of feed screw system and vacuum deaera-
tion with sintered plate segments. (From Ref.[2], courtesy of

the Handbook of Pharmaceutical Granulation Technology.)

Table 3 Compactor operating conditions and throughput
yields for poor flowing low density active drug blend,

formulation 1, vacuum deaeration and non-vacuum
deaeration trials

Conditions Trial 1 Trial 2

Powder density (g cm�3) 0.25–0.35 0.25–0.35

Screw feed (rpm) 52 52

Roll speed (rpm) 8 8

Vacuum (bar) �(0.78–0.80) 0

Roll pressure (bar) 60–65 60–65

Compact rate (kg hr�1) 100 70–80

Compact leakage rate (kg hr�1) 2 15–20

(From Ref.[2], courtesy of the Handbook of Pharmaceutical Granu-

lation Technology.)
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formulation. The research formulators had improved
the compaction rate by reducing the powder blend
fluidization level (defined as the amount of powder
airborne at a specific agitation rate) without changing
the bulk density or other bulk parameters. Miller noted
that the fluidization level appeared to be a key param-
eter that should be minimized to improve compaction
yield rates.[22]

In several other trials, Miller also studied the effects
of using two different compactors’ vacuum deaeration
systems. The tests, similar to the ones previously
described in this section, were carried out using differ-
ently designed compactors (employing and not
employing vacuum deaeration). The objective of these
trials was to increase the active bulk density of the
feedstock from 0.22 g cm�3 to 0.61 g cm�3.[2]

Miller reported that the compactor, machine one,
containing the horizontal twin screws and the vacuum
deaeration design as described in Fig. 16, produced
granules with 0.63 g cm�3–0.64 g cm�3 density at
80 kg hr�1 yield. When the vacuum deaeration was
not activated the desired granule density specification
could not be achieved. See Table 5 (Trials 1 and 2)
for operating parameters and results of compactor
machine design one.

A second compactor, machine 2, Fig. 17, did not
densify the active drug granules during the first com-
paction run when employing vacuum deaeration. After
a second compaction pass with vacuum deaeration, Trial
2, the powderdensity was increased slightly to 0.58 g cm�3.
. It appeared that the level of vacuum being applied to the
active drug substance, in machine 2, was insufficient, inef-
fective, or not optimally positioned, (even at its maximum
vacuum deaeration level) to effectively help predensifica-
tion.[2] See Table 6 (Trials 1, 2, and 3) for machine two
operating parameters and results.

Miller’s experiments evaluated the effects of powder
density, screw feed speed, roll speed, roll pressure,
vacuum deaeration pressure, compaction rate, and

the compaction leakage rate. Test results demonstrated
that the first compactor’s deaeration and feed system
designs significantly increased compaction output.
The new equipment design and process provided high
compact yields and virtually eliminated powder leak-
age, obviating the need for expensive powder recircula-
tion equipment. Compactor one’s vacuum deaeration
design (Fig. 16) proved to be superior to the second
(Fig. 17) when compacting an active bulk drug with
a density of approximately 0.2 g cm�3. In summary, a
new critical condition, vacuum deaeration, had been
identified in optimizing roller compacting effectiveness
and efficiency.[2]

Miller concluded that four key processing conditions
must exist to optimize roller compaction throughput
and minimize powder leakage around the rolls:[2]

� Adequate powder supply must enter the gripping
zone.

Table 4 Compactor operating conditions and throughput

yields for poor flowing low density active drug blend,
formulation 2, vacuum deaeration and non-vacuum
deaeration trials

Conditions Trial 1 Trial 2

Powder density (g cm�3) 0.25–0.35 0.25–0.35

Screw feed (rpm) 52 52

Roll speed (rpm) 8 8

Vacuum (bar) �(0.78–0.80) 0

Roll pressure (bar) 60–65 60–65

Compact rate (kg hr�1) 150 100–110

Compact leakage rate (kg hr�1) 1.3 20–30

(From Ref.[2], courtesy of the Handbook of Pharmaceutical Granu-

lation Technology.)

Fig. 17 Compactor front view of vertical feed screw system
with vacuum deaeration. (From Ref.[2], courtesy of the
Handbook of Pharmaceutical Granulation Technology.)

Table 5 Operating parameters and results of compactor

machine design 1 when compacting poor flowing low density
active drug substance

Conditions Trial 1 Trial 2

Initial density (g cm�3) 0.22 0.22

Powder density (g cm�3) 0.63–64 0.45

Screw feed (rpm) 52 52

Roll speed (rpm) 8 8

Vacuum (bar) 0.65 0

Roll pressure (bar) 50 50

Compact rate (kg hr�1) 80 42

(From Ref.[2], courtesy of the Handbook of Pharmaceutical Granu-

lation Technology.)
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� Powder must be fully conveyed into the narrowest
part of the roller gap.

� Compaction pressure must be distributed as uni-
formly as possible over the whole of the roller-
gripped powder mass.

� Sufficient vacuum deaeration must be effectively
distributed prior to the nip roll region, particularly
for low bulk density powder feed stock.

SIZING COMPACTS

There are no published studies describing compactor-
milling studies. The theory of comminution or size
reduction is well written about by Rekhi and Vuppala.[38]

They described the criteria for mill selection, mill classi-
fication, and variables affecting the sizing process and
scale-up. The interested reader is also recommended to
peruse Parrot, Johnson, and Lantz.[39–41]

EQUIPMENT FEATURES

A closer look at state-of-the-art roller compactors now
available for the pharmaceutical industry is described
in the following pages. Careful attention to detail was
taken by the authors to represent the key industrial
compactors’ feature designs. Electronic pictures and
equipment descriptions were obtained from the equip-
ment manufacturers. This was the best way to fairly
represent each company’s machine design characteris-
tics and features, facilitate the subject matter, and make
the chapter factual and meaningful for the reader. All
of the equipment innovations presented offer high
levels of process control, throughput efficiency, safety,
and a quality product. In this section, sizing equipment
will be referenced but not described in detail.

The Alexanderwerk Inc. roller compactor (Fig. 18)
is modular designed with a horizontal twin feed screw

system that feeds two cantilevered rolls positioned ver-
tically (6 and 12 o’clock). One roll is fixed and the
other floats; the rolls can be cooled. The horizontal
feed screws are specially enclosed in a stainless steel
shroud that contains a unique vacuum deaeration sys-
tem. Operator interface screens allow for on-line moni-
toring and controlling feed screw speed, roll gap and
pressure, and sizing granulators. Diagnostic feature
functions are displayed on-line, such as operation, main-
tenance, and calibration. All functions are interfaced and

Table 6 Operating parameters and results of compactor

machine design 2 when compacting a poor flowing low
density active drug substance

Conditions Trial 1 Trial 2 Trial 3

Initial density (g cm�3) 0.22 0.45 0.22

Powder density (g cm�3) 0.45 0.58 0.46

Screw feed (horizontal) (rpm) 30 30 30

Screw feed (vertical) (rpm) 260 260 260

Roll speed (rpm) 6 6 6

Vacuum (bar) 0.34 0.34 0

Roll pressure (bar) 50 50 50

Compact rate (kg hr�1) 40 48 36

(From Ref.[2], courtesy of the Handbook of Pharmaceutical Granu-

lation Technology.)

Fig. 18 Computer controlled roller compactor with hori-
zontal feed screws, vacuum deaeration, and cantilevered
rolls. (Courtesy of Alexanderwerk Inc.)

Fig. 19 Compactor attached sizing system. (Courtesy of
Gerteis Co.)
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adjustable through PLC for process control and report
monitoring. The two sizing granulators (coarse and fine
units) are in series and integral to the compactor.

The Gerteis Co. roller compactor (Fig. 19) consists
of three main units: feeding system, compaction, and
granulating units. Feeding and tamping augers trans-
port the powder to the compacting area and the
machine is fitted with vacuum deaeration. Monitoring
and controlling the roll force, gap distance, as well as
the speed and torque distribution between the rolls
can be adjusted through PLC for process controls.
The rolls are mounted at an angle 30� to the horizontal
plane; one roll is fixed, the other floats and they
are cantilevered. The sizing unit is attached to the
machine and consists of two prebreakers, a rotor with
and interchangeable roll, and sieve basket. The system
has interface capability to collect data for process docu-
mentation. The rolls can be cooled and the machine
has CIP capability.

The Fitzpatrick Co. roller compactor (Fig. 20) fea-
tures two feed screws in series: one horizontal and
the second vertical. This system is designed to transfer
powder bulk into a set of cantilevered rolls positioned
in the horizontal mode; one is fixed, the other floats.
Operator interface allows for on-line monitoring and
controlling feed screw speeds, roll pressure, and roll
gap. Features such as on-line help and diagnostic func-
tions, maintenance, and calibration screens are dis-
played. All functions are interfaced and adjustable by
PLC for process control and report generating. The
machines have vacuum deaeration and roll cooling
capabilities. The sizing unit is separate from the com-
pactor and is either a rotor bar or a hammer mill.

Bepex-Hosokowa Co. compactor (Fig. 21) consists
of a pair of rolls that are both fixed and not cantilevered.
The rolls are mounted on a horizontal plane in fixed
bearing blocks and there is a set fixed gap distance. The
Bepex roll designs are concave and can be water cooled.

Fig. 20 Compactor and mill parts disassembled. (Courtesy of Fitzpatrick Co.)
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A specially designed compression feed screw and
upper arm assembly are shaped to closely conform to
the inner wall of the feed hopper. The feed screw
(usually non-cylindrical) has uniquely pitched edges.
The feed screw design features and gravity aid to
drive the powder-stock into the compaction area.
There is no vacuum deaeration system. Predensifica-
tion and deaeration occur in the screw feed region
during operation.

Monitoring and controlling the roll speed and force
and the feed screw speed and torque are adjusted
through PLC for process controls. Prebreaker and
flake crushers are attached sizing features. CIP capa-
bility exists.

Vector Co. compactor (Fig. 22) consists of cantile-
vered rolls that are mounted on a horizontal plane;
one roll is fixed, the other floats. The feed screw designs
are specially tapered and consist of non-cylindrical and
cylindrical shapes. Monitoring and controlling the roll
force and speed, gap distance, as well as the feed screw
speed and torque can be adjusted through PLC for
process controls. There is no vacuum deaeration sys-
tem. Predensification and deaeration occur in the screw
feed region during operation. The Vector compactor
rolls can be water cooled. The feed screw design fea-
tures and gravity aid to drive the powder-stock into
the compaction area.
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Salt Forms: Pharmaceutical Aspects

Owen I. Corrigan
Trinity College, University of Dublin, Dublin, Ireland

INTRODUCTION

By definition, a salt is formed from the reaction of an
acid with a base. This simple chemical reaction
involves either a proton transfer or a neutralizing reac-
tion. Thus a drug, which is either an acid or a base,
may form a wide range of salts with appropriate bases
or acids, respectively. Many drugs are either weak
acids or weak bases and consequently can form a range
of salts. Salt formation may be used to alter the
physicochemical, biopharmaceutical, and processing
properties of a drug substance without modifying its
fundamental chemical structure. In general, the salts
of a drug rarely change its pharmacology; however,
the intensity of response may be altered. From a phar-
maceutical technology perspective, salt formation is a
simple means of endowing a drug having ionizable
functional groups with unique properties to overcome
some undesirable feature of the parent drug. The drug
characteristics required for one dosage form are often
quite different from those required for another. In
practice, the hydrochloride salts of basic drugs and
the sodium salts of acidic drugs are the most common.
Salts will differ greatly from the parent drug and also
from each other in physicochemical properties, such
as melting point, solubility, dissolution rate, hygrosco-
picity, both physical and chemical stability, crystal
form, solution pH, and processability. In addition to
alterations in physicochemical properties, salt forma-
tion can alter organoleptic properties such as taste
and occasionally pharmacological response and tox-
icity. The early literature on the use of different salt
forms to modify the dissolution, solubility, organolep-
tic properties, stability, absorption, pharmacokinetics,
pharmacological response, and toxicity of drugs was
reviewed by Berge et al. in 1977 and 1996.

PHYSICOCHEMICAL ASPECTS OF SALTS

Solubility

Solubility is a key determinant of bioavailability, and
alteration of solubility by salt formation may be used
to improve biopharmaceutical performance.[1] Typical
counterions, cations, and anions, used to prepare salts
of acidic drugs and basic drugs, are summarized

in Table 1. Development of more soluble salt forms
of a drug, with a view to improving the drug’s bioavail-
ability or ease of formulation, are among the principal
motives for salt formation.[2–8] Several studies have
compared the solubilities of different salt forms of a
parent compound with that of the free acid or
base.[2,3,7–11] The effect of salt formation on solubility
and dissolution rate is illustrated for the weak acidic
drug diclofenac[3] in Table 2 and Fig. 1. The salts range
in solubility up to 113-fold and the most soluble salt is
7.4 � 103 times higher than the reported aqueous
solubility of diclofenac acid (6 � 10�2 mM).[4] In
Fig. 1, the arrows indicate the equilibrium solubility
of the specific salts. Deviations from the theoretical
pH-solubility profiles may reflect the ability of some
of the salts to form micelles.[4] Among the examples
of the dramatic enhancement in solubility of a basic
drug achievable through salt formation is that of the
lactate salt of the antimalarial drug, (2-piperidyl)-3,
6-bis(trifluoromethyl)-9-phenanthrenemethanol, which
is approximately 200 times more soluble than the
hydrochloride salt.[8] In a study to select an appropri-
ate salt form for RS-82856,[7] the hydrogen sulfate salt
was found to be more soluble than the parent drug
over a wide pH range and was shown to result in an
approximately 2-fold increase in bioavailability. Salt
formation does not always confer greater solubility.
There are many examples in the literature of the prep-
aration of salts to reduce the water solubility of the
parent compound.[12–15] Reasons for lowering the
aqueous solubility of a drug include the attainment
of dissolution-controlled absorption for controlled
release from oral dosage forms or masking of the par-
ent drug’s inherently bitter taste.

Counterion pKa

Successful salt formation generally requires that the
pKa of the conjugate base be greater than that of the
conjugate acid to ensure sufficient proton transfer from
the acid to the base. Consideration of the relationships
governing the pH–solubility behavior of weak acids
suggests that, in general, it is advantageous to select
conjugate bases having pKa values well above the
pKa of a weakly acidic drug when attempting to pre-
pare a water-soluble salt form.[16]

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120012004
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However, factors such as the solubility product
(Ksp) of the salt, common-ion effects, and hygroscopi-
city may disfavor the salts of first choice using the
above criterion, e.g., hydrochloride or sodium salts.
The formation of hydrochloride salts does not always
enhance solubility above that of the free base. The
lower solubility of a hydrochloride salt in dilute HCl,
relative to that of the free base, is attributed to the
common ion effect of the chloride ion on the solubility
product equilibrium of the salts.[17–21] The common-
ion effect suppresses the solubility product equilib-
rium. This is particularly relevant to the HCl salts of
drugs administered orally, resulting in contact with

gastric acid, which may result in suppressed solubility,
dissolution, and altered bioavailability. Similar effects
have been observed for the sodium salts of acidic drugs
in the presence of increasing concentrations of sodium
chloride. Additional disadvantages of using strong
acids or bases in salt preparation have been reported.
Salts prepared from strong acids or bases are freely
soluble but can be very hygroscopic,[22] leading to
instability in solid dosage forms as some drug will dis-
solve in its own adsorbed films of moisture. In the case
of salts of weak bases and strong acids, the strongly
acidic solution may increase hydrolysis as a result of
unfavorable pH. An excessively low or excessively high
solution pH can lead to physiological compatibility
problems in the case of injectable formulations.[22]

Injections should lie in the pH range 3–9 to prevent
vessel or tissue damage and pain at the injection site.
Packaging incompatibilities can also result from
strongly acidic or basic formulations.[22] Thus HCl
salts in solution may have a low pH causing irritation,
pain and inflammation requiring a change in salt form
when formulating a parenteral product. Hydrochloride
salts may also show incompatibilities with metal aero-
sol containers.

The use of pKa of the counterion as a criterion for
predicting salt solubility is complicated by the dif-
ficulty in discriminating between the energy required
to remove ions from the crystal lattice and the energy
of solvation.[21] Consideration of ionic equilibria alone
fails to account for the stereochemistry of the drug,
counterion size, or other polar groups, which can inter-
act.[22] Forbes, York, and Davidson[23] investigated the
relationship between apparent solubility in water and
filtered solution pH for salts of p-aminosalicylic acid.
The differences in solubility of the salts did not appear
to be solely due to pH effect, thus compromising a
simple predictive relationship. In particular, the salts
with ammonium-based cations, i.e., ethanolamine and

Table 1 Potential counterions used in the

preparation of pharmaceutical salts

Cation Anion

Bismuth Hydrochloride

Potassium Sulfate

Sodium Tosylate

Lithium Mesylate

Calcium Napsylate

Magnesium Besylate

Diethanolamine Maleate

Zinc Phosphate

Choline Salicylate

Aluminum Tartrate

TRIS Lactate

Ammonia Citrate

Diethylamine Benzoate

Procaine Succinate

Benzathine Acetate

Meglumine Fumarate

Table 2 Melting points, solubilities, and intrinsic dissolution rates for diclofenac (D) salts in water at 25�C

Salt counter ion Melting point (�C) Solubility (mM)

Intrinsic

dissolution rate � 104

(mmol min�1 cm�2)

tert-Butylamine (tBA) 152.4 5.46 3.86

2-Amino-2-methyl propanol (AMP) 183.2 21.8 13.8

2-Amino-2-methyl -1,3-propanediol (AMPD) 179.2 6.77 4.51

TRIS 208.9 3.95 2.45

Benzylamine (BA) 156.3 4.16 4.57

Deanol (DNL) 108.5 447 167

DEA 124.7 35 18.7

HEP 102.0 273 36.2

(From Ref.[3].)
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ammonium, were more soluble than metallic salts of
p-aminosalicylic acid at similar pH values. The authors
postulated that these salts may have an increased
solubility because of the ammonium-based cations
exerting a hydrotropic and a structuring effect on
water molecules. Similarly, the ethanolamine salt of
an acidic antiallergic drug was more soluble than the
salts prepared from inorganic cations.[24]

Solid State Properties

Because solubility within a series of structurally related
salts can be attributed to changes in the crystal lattice
free energy, relationships between solubility and crystal
properties have been considered. Many pharmaceutical
solids exhibit polymorphism, which is defined as the
ability of a compound to exist as two or more crystal-
line phases that have different arrangements of the
molecules in the crystal lattice.[25,26] Polymorphs of a
drug salt will be different in crystal structure but iden-
tical in the liquid or gaseous states. The process of
transformation from one polymorph to another, i.e.,
a phase transition, may occur on storage or during
processing. If the phase transition is reversible, the
two polymorphs are enantiotropes. Likewise, salts
may form a range of solvates, also called solvato-
morphs or pseudopolymorphs, depending on the
recrystallization solvent used and the conditions
employed.[26] As these have different energies, they
may have significantly different solubilities, dissolution
rates, and stabilities. Within a series, the propensity to
form hydrates increases with increasing ionic potential
of the counterion.

Counterion Structure

The influence of salt structure on solubility within a
series of counterions should be considered in terms of
their separate contributions to the crystal lattice ener-
gies and solvation energies. The lattice energy and
the hydration energy both increase with an increase
in cation/anion charge and decrease with an increase
in ionic radius. Both are also expected to increase with
an increase in polarity or hydrogen-bonding nature of
the counterion. The overall change in solubility with a
change in the counterion will depend on which terms,
the hydration energies or the lattice energy, are most
sensitive to the change in structure.[27]

In a study on sodium, potassium, calcium, and mag-
nesium salts of three organic acids, the solubilities of
the salts at the pHmax were compared.[28] The order of
decreasing solubility of naproxen salts was Kþ >
Naþ > Mg2þ > Ca2þ; the order for 7-methylsulfinyl-
2-xanthonecarboxylic acid salts was Kþ > Naþ >
Ca2þ > Mg2þ; the order for 7-methylthio-2-xantho-
necarboxylic acid salts was Naþ > Kþ > Ca2þ ¼
Mg2þ. Thus the qualitative trends between structure
and water solubility, reported for inorganic alkali
and alkaline earth metal salts,[29] could not be used
for organic carboxylic acids. It can be noted from the
results that the salts of the divalent cations consistently
exhibit lower water solubility than those of the mono-
valent cations, suggesting that the crystal lattice energy
effects dominate.[27] Rank–order comparison of metal-
lic p-aminosalicylic acid salts[23] with data obtained
for other carboxylic acids indicated a general trend
with salts of divalent cations being less soluble than
salts of monovalent cations. The rank–order solubili-
ties[24] for the antiallergic drug, N-[4-(1,4-benzo-
dioxan-6-yl)-2-thiazolyl]oxamic acid (Naþ > Kþ >
Ca2þ) provides further support for this trend. It has
been suggested that a more precise prediction of the
effect of the salt-forming agent on the solubility of
organic carboxylic acids is not possible because of
the modification of the solubilities of the salts as a
result of different degrees of hydration.[23] This expla-
nation is further supported by the observation that
the log solubilities of a series of sodium salts were
inversely related to both the melting point and stoi-
chiometric amounts of water in the crystal hydrates.
Rubino,[11] based on aqueous solubilities of a number
of sodium salts of weekly acidic drugs, proposed an
equation [Eq. (1)] relating salt solubility (Cs) to the salt
melting point (MP) and the stoichiometric amounts of
water in the hydrate forms:

log Cs ¼ �0:004 MP � 0:10 N þ 1:691 ð1Þ

where N is the stoichiometric number of water molecules
in the crystal lattice and MP is the melting point in �C.
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Several reports have shown that the structure of an
organic salt-forming agent influences the solubility of
the resulting salt. In a study of N-alkylsulfamate salts
of lincomycin, the solubility of the salts decreased as
the size of the alkyl group attached to the acidic func-
tion increased.[13] A study of the influence of alkyl
chain length of the conjugate acid on the solubility of
salts of the weak base erythromycin[14] suggested that
increasing the length of the alkyl chain of the acid
increased the hydrophobic properties of the acid as
well as those of the corresponding salt. Accordingly,
the water solubilities of the salts were shown to
decrease with increasing size of the alkyl group. The
salts prepared from acids with similar alkyl groups
but with different acid strengths exhibited similar
water solubilities, indicating that the strength of the
acid group has little influence on the water solubility
of the salts.

The effect of various counterions on the aqueous
solubility of a series of salts of a high-melting, basic
antimalarial drug was investigated by Agharkar,
Lindenbaum, and Higuchi.[8] The 2-hydroxyethane-l-
sulfonate and lactate salts were considerably more
soluble than the hydrochloride salt. Their lower melt-
ing points suggested that the enhanced solubility was
in part due to lower crystal lattice energies. Hydrogen
bonding between the hydroxyl groups of the anions
and water may also have contributed to their superior
solubilities. When choosing a salt to optimize solu-
bility, it is important to consider the hydrophilic nature
of the conjugate acid or base in addition to its role in
controlling crystallinity, when predicting the solubility
of salt forms. Salts of chlorhexidine showed increased
water solubility, due not only to a lowering of the melt-
ing point but also to the presence of hydroxyl groups
on the conjugate acid.[22]

The solubilities of salts were found to be unrelated
to the polarity of the corresponding acid forms (as
estimated from the octanol–water partition coeffi-
cients).[2,11] The hypothesis that higher salt solubilities
can be achieved by selecting more hydrophilic counter-
ions neglects the possibility of interactions within the
compound becoming stronger as the salt-forming
agent is made increasingly polar. Accordingly, a study
on a range of diclofenac salts[30] revealed that the
presence of hydroxyl groups in the cation did not
guarantee an improvement in solubility. This was
attributed to hydrogen bond interactions existing in
the solid state. These maintain the hydrophilicity of
the hydroxyl groups inside the salt instead of directing
it toward the dissolution medium, thus decreasing the
interaction between the salt and the solvent.

There are several reports in the literature of a corre-
lation between salt melting point and salt solubility.
For example, Gould[31] reported a relationship between
the inverse of the salt melting point and the logarithm

of the salt solubility for a series of salts of a basic anti-
malarial drug. An inverse relationship between salt
melting point and log solubility was reported for a ser-
ies of secondary amine hydrochloride salts.[32] Ander-
son and Conradi[2] reported a non-linear relationship
between salt melting point and log Ksp for a series of
flurbiprofen salts. For the series of diclofenac salts
studied, a relationship between the inverse of the salt
melting point and the logarithm of the salt solubility
was observed.[3] Relationships between the properties
of the salt-forming agents and those of the resulting
diclofenac salts showed reasonable correlation between
the free base melting point and the salt melting point.
However, despite the observed relationship between
salt melting point and salt solubility, correlation
between the base melting point and salt solubility
was poor.[3] The solubility of the salts of the acidic
drugs tended to increase as the pH of the salt solution
increased, whereas the inverse applied in the case of the
basic drug. The study of diclofenac salts revealed a
log–log relationship between hydrogen ion concen-
tration in the saturated salt solution and salt solubility.

DISSOLUTION ASPECTS OF SALTS

The dissolution rate of drugs is generally diffusion
controlled and under sink conditions, the rate per unit
surface area (G) may be expressed by:

G ¼ DCs=h ð2Þ

where D is the diffusion coefficient of the drug, Cs is its
solubility, and h is the hydrodynamic boundary layer
thickness.[1,3,6,22] Therefore, given the effect of salt for-
mation on solubility, it is not surprising that many
studies illustrate the positive influence of salt forma-
tion on dissolution rate and the beneficial effects on
dissolution of changing acidic and basic drugs into
salts.[3,10,33,34] A pharmaceutical salt generally exhibits
a higher dissolution rate than the corresponding conju-
gate acid or base at an equal pH by acting as its own
buffer and altering the pH of the diffusion layer. Thus
a pharmaceutical salt can exhibit a higher dissolution
rate than the corresponding conjugate acid or base at
the same pH, although they may have the same equilib-
rium solubility. The early work on the dissolution of
theophylline salts showed a correlation between dif-
fusion layer pH and dissolution rate, concluding that
salts often speed up dissolution by a self-buffering
action, altering the pH of the diffusion layer.[35,36]

Therefore the dissolution rates of acids and bases are
determined by the pH values of the diffusion layers
and are in effect independent of the bulk pH of the
medium used. The difference in dissolution rates of
acids and their salts at different bulk pH was found
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to be in good conformity with [Eq. (2)] when the
saturated solubility (Cs) at the pH at the interface
(pHo) was used rather than the solubility at the bulk
solution pH. The pH of the dissolution medium in
equilibrium with an excess of the dissolving material
was shown to be a good approximation for the pH
at the solid–liquid interface.[35–38]

Depending on the dissolution medium pH, conver-
sion of a salt to the parent form may occur during
dissolution.[39,40] For example, the dissolution of benz-
phetamine, a basic amino compound, from pellets of
benzphetamine pamoate in 0.1 N HCl gave results con-
sistent with dissolution rate being controlled by a layer
of pamoic acid deposited on the surface of the pellet.[39]

It was proposed that some time after the pellet was
placed in the acid solution, a layer of pamoic acid
formed on the surface. Hþ ions then diffused through
this layer and reacted with the pamoate ion to precipi-
tate more acid, thus releasing the benzphetamine cat-
ion, which then diffused out through the acid layer.
Some of the benzphetamine cation could also diffuse
out without being released by Hþ. Similarly, studies
on the dissolution of the acidic drug, tolazamide, and
its sodium salt in phosphate buffers found that surface
conversion of the sodium salt to the acid form
occurred in media of low pH. The authors suggested
that appreciable conversion takes place only after the
solid–solution interface is supersaturated with respect
to acid tolazamide by more than 20 times the equilib-
rium solubility. Under conditions of much greater
initial surface supersaturation ratios, a relatively
impermeable acid surface coating was formed, which
controlled the dissolution rate of the drug.[40] In a dis-
solution study of sodium salicylate in 0.1 N HCl,[38]

precipitation of salicylic acid was detected on the
surface of the sodium salicylate pellet.

Interactions may occur between salt constituents
when more than one ionizable species is present in a
formulation. Eerikäinen, Yliruusi, and Laakso.[41]

observed a marked slowing in release of sodium indo-
methacin trihydrate from granules when calcium
hydrogen phosphate dihydrate was included in the for-
mulation. The authors attributed this to the formation
of the calcium salt of indomethacin, which is less
water-soluble than the sodium salt. The enhancing
effect of acidic excipients on the dissolution of salts
of basic drugs has also been reported.[42,43] Recently,
a systematic study of the dissolution of diclofenac from
compacts containing mixtures of a diclofenac salt and
a basic excipient, in various w/w ratios, was
reported.[44] Two diclofenac salts, diclofenac deanol
(DDNL) and diclofenac tert-butylamine (DtBA), and
the basic excipient 2-amino-2-methyl-1,3-propanediol
(AMPD) were examined. Inclusion of the soluble basic
excipient at high loadings enhanced the dissolution
rate of DtBA 5-fold; however, it retarded dissolution

of the DDNL salt 40-fold in the weight fraction range
40–80% AMPD, although AMPD is over four times
more soluble than DDNL. These findings were attrib-
uted to the differences in the relative solubilities of salts
formed between diclofenac and the basic excipient
included in the compact.

BIOPHARMACEUTICAL ASPECTS

Bioavailability

As a consequence of the effect of salt formation on
solubility and dissolution rate, there are many exam-
ples of altered bioavailability, i.e., alteration in rate
and extent of absorption, between parent drugs and
their salt forms, and also between the salt forms. As
already mentioned, different salts of the same drug
are not likely to differ qualitatively in pharmacological
response; quantitative differences would normally be
expected, depending on their dissolution profile at the
administration site.[6,34] For example, the magnesium
and calcium salts of indomethacin give improved
bioavailability compared to the free acid form of the
drug. The sodium and potassium salts of ampicillin
show a faster rate of absorption than ampicillin
trihydrate, consistent with a higher dissolution rate of
the salt forms. The extent of absorption is not apparently
altered.

Formation of soluble hydrochlorides of basic drugs
does not necessarily result in improved bioavailability
as was illustrated by comparative absorption studies
of tetracyclines and lincomycin and their salts.[45,46]

Tetracycline-free bases gave higher plasma levels than
their hydrochloride salts, while lincomycin hydrochlor-
ide had a lower bioavailability than the hexadecylsulfa-
mate salts. These differences have been attributed to a
common ion effect with gastric HCl following oral
administration.

The oral administration of tolbutamide sodium
resulted in a rapid and pronounced reduction in blood
glucose, whereas the free acid was found to produce a
more gradual hypoglycemic effect.[33] This was attribu-
ted to the dissolution rate of the sodium salt being
about 275 times greater than that of the free acid.
Therefore it was concluded that the more slowly dis-
solving free acid was, the more useful the form of the
drug for the treatment of diabetes.

Salts of aminosalicylic acid gave better bioavailabil-
ities than the free acid.[47] This drug exhibits non-linear
pharmacokinetics, and a higher rate of absorption
from the salt forms is considered to lead to saturation
of the metabolic process leading to a higher proportion
of drug escaping metabolism. The citrate salt of
naftidrofuryl gave more rapid drug absorption than
the oxalate, but the extent of absorption was not

Salt Forms: Pharmaceutical Aspects 3181



R
eceptors–S

alt
R

eceptors–S
alt

affected.[48] The rectal rate of absorption of phenobarbi-
tone appears greater when amino acid or choline salts
are employed rather than the free acid drug form.[49]

The sodium salt of novobiocin is unstable in aque-
ous solution while the crystalline free acid is inade-
quately absorbed from the gastrointestinal tract.[50]

Consequently, the amorphous Ca salt of novobiocin
is employed in liquid formulations because of its sta-
bility and bioavailability attributes.

Ion exchange resins (e.g., using polistirex, policrilix)
have been used to produce insoluble polymeric drug
salts both for taste masking and controlled drug
release. Ion exchange-containing vehicles, with bound
basic drugs, were shown to have advantages over com-
parable simple hydrogel vehicles in their versatility and
in their capacities to store the drug and to control both
its delivery rate and the pH of the vehicle during ionto-
phoresis.[51]

Pamoic acid and alginic acid have also been used to
prolong the action of basic drugs (e.g., streptomycin,
pilocarpine) by forming salts of low solubility.

A number of salt forms of drugs have surfactant
properties, which may contribute to their high solu-
bility, membrane transport, and drug absorption.
Examples include diclofenac, N-(2-hydroxyethyl)pyr-
rolidone (DHEP), and DDNL used in topical pro-
ducts.[6,30,52,53]

The use of the lauric acid salt of propranolol for
extended release also resulted in increased bioavailabil-
ity possibly linked to micellar solubilization, ion pair
formation, and preferential lymphatic uptake.

The counterion may alter the critical micelle concen-
tration (CMC) as shown for the chlorhexidine diace-
tate and digluconate salts.[54]

Pharmacological Considerations

In some cases a counterion may be used which itself
has a pharmacological action complementary to that
of the primary drug. Thus the formation of the benzhy-
dralamine salt of penicillin was designed as an antial-
lergic form of the drug, benzhydralamine having
antihistamine activity.[55] Drug salts using xanthines
or theophylline derivatives as the counterion may be
prepared for their stimulant effects to overcome
drowsiness of, for example, some antihistamines. The
demulcent properties of polygalacturonic acid is the
rational for its use as a salt former for the irritant drug
quinidine, the quinidine polygalacturonate having
lower oral toxicity than the sulfate.

The antifungal activity of a series of salts of 9-
aminoacridine and its derivatives was shown to correlate
with the length of the carbon chain of the anion. The
effect is thought to be related to increased lipid solubility
and ion pair formation.[56]

Macromolecular salts, using as counterions poly-
acrylic acids, sulfonic, or phosporylated polysac-
charides, have been used to alter drug distribution,
for example, by promoting lymphatic uptake of anti-
biotics.[57]

Organoleptic Properties

Taste acceptability is a particular issue with oral liquid
dosage forms, lozenges, and chewable tablets. The
problem may be overcome by the preparation of
poorly soluble salts. Thus the bitterness of erythromy-
cin and of bacitracin may be ameliorated by use of the
estolate (lauryl sulfate) and zinc salts, respectively.[14,58]

Propoxaphene may be taste masked by forming the
napsylate,[59] the solubility of which may be further
reduced and the taste improved by adding a common-
ion salt such as sodium or calcium napsylate.

Water-insoluble salts may also be prepared using
ion-exchange resins. Metal drug salts, in contrast to
organic salts, may be problematic with respect to taste
because of their alkalinity. Salts incorporating the
sweet-tasting N-cyclohexylsulfamic acid (cyclamate)
as the counterion can render bitter drugs such as dex-
tromethorphan and chlorpheniramine palatable.[60]

Toxicological Considerations

A wide range of potential counterions exists with
potential for drug salt formation. However, the actual
choice is restricted because of the known or uninvesti-
gated toxicity of many potential counterions. There-
fore, consideration must be given to any likely
pharmacological and toxicological actions of the coun-
terion. Examples of counterions in use, which have
pharmacological actions and potential for toxicity,
are lithium, copper, aluminum, calcium, and ammonia.
The bromide ion, which has inherent sedative actions
also has a 12-day half-life, may accumulate in the body
and cause bromism, while iodide can produce iodism.

Examples of salts with associated toxicological
issues are given in Table 3. For further details, see
Ref.[6]. Frequently, provided the counterion is non-
toxic, the observed toxicity differences between salts
may be linked to solubility and its impact on rate
and extent of absorption.

PROCESSING AND FORMULATION
ISSUES

Melting Point

Low-melting point drugs or salts tend to be soft
and plastic rather than hard and brittle, and these
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properties impact on frictional heating, on commi-
nution, and ultimately limit the ability to produce a
free-flowing powder. They also impact on interparticu-
late binding during tablet compression, affecting tablet
hardness and friability. The solubility of a drug fre-
quently decreases by an order of magnitude with an
increase of 100�C in its melting point.

Relationships have been identified between salt
melting points and the melting point of the conjugate
acid or base. These indicate that those structural fea-
tures leading to high melting (e.g., planarity, sym-
metry) or low melting (e.g., chain flexibility,
asymmetry) of salt-forming agents may be carried over
in determining the crystal lattice energies of the salt.[16]

In a study on a series of salts of a basic experimental
drug candidate, Gould[31] explored the dependence of
salt melting point on the conjugate anion crystallinity.
Salts prepared from planar, high-melting aromatic sul-
fonic or hydroxycarboxylic acids yielded crystalline
salts of correspondingly high melting point, whereas
flexible aliphatic acids such as citric and dodecyl ben-
zene sulfonic yielded oils. Gould[31] concluded that
the comparative planar symmetry of the conjugate acid
appeared to be important for the maintenance of high
crystal lattice forces.

Hydroxyl acids increase rigidity in flexible bases by
hydrogen bonding, resulting in an increase in melting

point,[22] while the solubility may not be compromised
because of the hydrophilicity of the acid. Before select-
ing a salt, its chemical and physical stability under
stressed heat and humidity conditions should be
assessed.

Stability

The stability, both chemical and physical, of a drug
may be enhanced or retarded by salt formation. For
example, solid dosage forms of diclofenac contain salt
forms rather than the less stable free acid. Although
salt formation may result in improved dissolution rate
and bioavailability of a poorly water-soluble com-
pound, the preparation of stable salt forms for some
drugs may not be feasible and the free acid or base
forms may be preferred. For example, the base form
of a-pentyl-3-(2-quinolinylmethoxy)benzenemethanol
was selected for dosage form design because of the
physical instability of its hydrochloride salt.[61]

The selection of an optimal salt form in terms of
stability requires consideration of counterion-related
factors such as crystal lattice energy (stronger crystal
lattice forces generally result in superior solid-state
stability), pH of the liquid microenvironment (a func-
tion of counterion pKa), and the possibility of counter-
ion participation in the degradation of the drug.[16] The
stability of organic compounds in the solid state is
related to the melting point or strength of the crystal
lattice.[31] Liquefaction of the solid generally occurs
before degradation begins because the forces between
molecules in a crystal are generally small relative to
the energy required to break chemical bonds. Conse-
quently, the melting point of a compound can be an
important factor in determining stability.[31] A study
of the stability of a prostaglandin derivative and its
sodium, potassium, and tromethamine salts, when
stored protected from light at 33�C, revealed a marked
dependence of solid-state stability on salt form.[27] In
addition, a low melting point of a drug salt can
adversely affect its processability.[31]

Highly hydrophilic polar ionized groups, such as
those in monohydrochlorides, dihydrochlorides, and
sulfates, present on the salt crystal surface, promote
wettability and hygroscopicity with resultant proces-
sing difficulties, and with the potential for instability
often promoting hydrolysis. The source of moisture
may not only be the atmosphere but also excipients
present in the formulation. The pH of such adsorbed
moisture may be extreme, often being highly acidic in
the case of HCl salts. The use of less soluble salts often
overcome these hydroscopicity problems. The tris
(hydroxymethyl)aminomethane (Trometamol, TRIS,
THAM) salts of some NSAIDS have superior less
hygroscopic properties than their sodium equivalents

Table 3 Examples of pharmacological/toxicological issues

relating to drug salt forms

Topic

Ulcerogenic effect of alprenolol salts

Relative toxicities of quinapyramine salts

Toxicity of aspirin salts

Toxicity of polyene antibiotics

Toxicity and absorption of 2-sulfanilimidopyridine and its
soluble sodium salt

Sorbic acid as a fungistatic agent for food

Toxicity and distribution of erythromycin

Pharmacology and toxicology of erythromycin estolate

Erythromycin propionate, side effect data

New class of antibiotic salts of reduced toxicity

GI intolerance to oral iron preparations

Comparative toxicology of iron compounds

Influence of dissolution rate of lithium tablets on side effects

Toxicity issues of hydrochloride, bismuth iodide complex,

and a resinate of emetine

Bacitracin zinc in pharmaceutical preparations

New approach to quarternary ammonium compounds

Pharmacology of choline theophylllinate

Methemoglobinemia resulting from absorption of nitrates

(From Ref.[6].)
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while generally maintaining good solubility.[10] The
calcium salt of penicillin is less hygroscopic and con-
sequently more stable in a moist atmosphere than
the sodium salt. The potassium salt of penicillin G
is preferred to the sodium salt because it is less
hygroscopic.

Dissociation of HCl or HBr from drug salts may
occur, resulting in the release of the hydrohalide
gas.[62] These gases in turn may interact with excipients
or corrode tableting tooling. Such dissociation with gas
loss may be induced and/or facilitated by processing,
e.g., freeze-drying.

High-melting point crystalline salts will generally be
the most stable, in contrast to amorphous or liquid/oil
salt forms. Thus amorphous ethacrynic acid and
amorphous sodium ethnacrynate are less stable than
the crystalline forms.[63]

Low solubility tends also to contribute to increased
stability, as it will set the upper concentration limit of
drug in solution.

Cracking of tablets, because of conversion on high
humidity storage of the anhydrous HCl drug salt to
a hydrate form has been reported.[64]

A study on the stability of hydrate forms of feno-
profen salts[65] showed that the dihydrate of the cal-
cium salt was more stable than the dihydrate of the
sodium salt, suggesting that the water of hydration
was more tightly bound in the calcium salt crystals.
Similar trends in relation to the stability of hydrates
of p-aminosalicylic acid salts were reported.[66] In
the case of hydrate salt forms, the stability is critically
dependent on the temperature and humidity.[67]

The onset temperatures of dehydration for the mag-
nesium and calcium salts were higher than that of
the sodium salts, consistent with stronger ion–dipole
interactions in the divalent salts. Examination of the
crystal structure of the sodium salt revealed a very
open network with an observable channel of water
oxygens, not apparent for the divalent salts, which
was suggested by the authors as a significant factor
in the stability of the hydrate. Studies of the potassium,
sodium, calcium, and magnesium salts of p-aminosa-
licylic acid indicated a general trend of increasing
propensity to form hydrates with increasing ionic
potential of the cations.[66] This was evident from the
increase in the number of moles of water associated
with the salts as the ionic radius decreased and the
charge on the cation increased. However, the useful-
ness of such a generalization is limited because
salts may form several stoichiometric hydrates with
different amounts of water, depending on the crystalli-
zation conditions. Therefore, the selection of the opti-
mal salt form with respect to hydrate stability usually
requires experimental evaluation.[16] The issue of equi-
librium moisture curves for salt hydrates was reviewed
by Carstensen.[68]

ISSUES IN SELECTION OF A SALT FORM

Unfortunately, no reliable way of predicting the influ-
ence of a salt-forming agent on the behavior of the par-
ent compound has yet been reported. Only qualitative
‘‘rules of thumb’’ are generally found. For example,
increasing the hydrophilicity of the counterion has
been proposed as a means of increasing the water
solubility of the resultant salt, as reported for the series
of erythromycin salts.[14] However, these qualitative
rules may not be very reliable.[16] Therefore salt selec-
tion is largely semiempirical, and involves not only
physicochemical considerations but also issues such
as counterion cost, percent yield, ease of preparation
and crystallization, formulation type, taste masking,
etc. Where a basic or acidic drug exists as an oil or
liquid, difficulties arise in relation to handling, batch
variability, purity, and stability. In these situations, salt
formation represents a useful approach for producing
a solid form of the drug. For parenteral injectables,
lactate salts may be suitable, but as they tend to be
hygroscopic and have low melting point, they are less
suitable for solid dosage forms.

Selecting the optimal salt form should involve
consideration of all physicochemical properties that
influence its physical and chemical stability, processa-
bility under intended manufacturing conditions, disso-
lution rate, and bioavailability. For example, Morris
et al.[69] identified four criteria for the selection of the
optimal salt form of a novel HMG-CoA reductase
inhibitor including 1) low hygroscopicity; 2) physical
stability of the crystal form under different storage
conditions; 3) aqueous solubility; and 4) chemical
stability. A salt with a high tendency to adsorb or
desorb moisture under the ambient relative humidity
conditions or high temperatures encountered during
manufacture will result in problems such as batch-
to-batch variation in potency, handling difficulties,
tablet cracking, chemical instability, or variability in
dissolution rates and bioavailability. Excessive mois-
ture uptake is a frequent problem for salts prepared
from strong acids or bases. A variety of metal salts,
including the sodium, potassium, calcium, magnesium,
and zinc salts, have been rejected because of hygro-
scopicity or humidity-dependent changes in crystal
structure.

Because a balance between different salt properties
needs to be taken into consideration in assessing the
correct salt form to progress into drug development,
some decision-making models have been developed to
aid in the selection of an appropriate salt form.
Gould[31] described a salt selection process based on
melting point, solubility, stability, wettability, etc. of
various salt forms. However, in the absence of clear
‘‘go/no go’’ decisions at any particular stage of the salt
selection process, this approach would lead to the
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generation of extensive physicochemical data on all the
salts prepared. In the selection of an appropriate salt
form for the HMG-CoA reductase inhibitor,[69] the
physicochemical properties of the salts were studied
using a multitiered approach. The studies were planned
such that the least time-consuming experiments were
conducted earlier. After each tier of testing, a ‘‘go/no
go’’ decision was made, thus avoiding the accumu-
lation of extensive data on all available salt forms.
The hygroscopicities of all the salts were evaluated at
tier 1 and four salts were eliminated from the study
because of excessive moisture uptake. The remaining
three salts were subjected to tier 2 evaluation of
humidity-induced crystal structure changes and aque-
ous solubility in the gastrointestinal pH range, result-
ing in the elimination of the magnesium salt. Tier 3
involved determination of the chemical stability under
accelerated conditions (temperature, humidity, and
presence of excipients). The two remaining salts were
found to be chemically stable in the solid state. The
arginine salt was selected for further development fol-
lowing consideration of the ease of synthesis, ease of
analysis, marketing preference, etc. A similar tiered
approach was adopted in the selection of an appropri-
ate salt form for a novel basic drug of low aqueous
solubility.[7]

A decision-tree approach has also been recom-
mended as an aid to rational efficient salt selection.[6]

In any event, selection criteria need to be directly
linked to the clinical use situation and the appropriate
dosage form, as criteria for, e.g., a parenteral product
will obviously substantially differ from those for an
inhalation aerosol.

A useful scheme for salt selection based on physico-
chemical properties was presented by Wells[22] and is
summarized in Table 4. The scheme outlines
approaches that may be taken to increase or decrease
the important physicochemical properties of melting
point, solubility, stability, and wettability and the
likely consequences.

CONCLUSIONS

The ability of many drugs to form salts affords the for-
mulation scientist increased scope to optimize drug
product performance. The formation of a drug salt
can alter physicochemical properties such as physical
and chemical stability, solid state characteristics
such as crystal form, melting point, enthalpy, solva-
tion, hygroscopicity, which in turn impact on processa-
bility, dissolution rate, and bioavailability, without

Table 4 Approaches to modifying physicochemical properties of a drug by appropriate salt selection

Property Consequence Approach

Melting point

Increase Improve processing Use small counterions, e.g., CI�, SO4

Reduce solubility Use aromatic acids with aromatic basic drugs

Use hydroxy acids if drug will hydrogen bond

Decrease Form oil (Tm < 25�C) Use flexible aliphatic acids with aromatic basis

Increase solubility Use highly substituted acids to destroy crystal symmetry

Solubility

Increase Improve bioavailability Increase acidity of counterion (<pKa)

Enable preparation of solution formulations Decrease melting point

Use hydroxy acids

Decrease Suspension products Increase melting point

Mask taste Use hydrophobic counterions

Slow drug release Reduce acidity of conjugate acid (>pKa)

Stability

Increase Improved shelf life Reduce hygroscopicity by increasing hydrophobicity of acid

Improved processing (physical) Change from mineral or sulfonic acids to carboxylics

Use weaker acid (>pKa) to raise pH of surface moisture

Decrease Cs and increase crystallinity by raising Tm

Wettability

Increase Bioavailability Use hydroxy acids and increase polarity

Decrease Influence hygroscopicity Use more hydrophobic acids

(Based on Ref.[22].)
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modifying the drugs’s fundamental chemical structure.
On occasion, the drugs’s pharmacology and/or toxi-
cology may be altered, or improved organoleptic
properties may result.

Unfortunately, our understanding of the physics
and chemistry of salt formation is not yet at a stage
where we can predict a priori the physicochemical
properties of a proposed salt. A particular problem
in this regard is the formation of a range of salt poly-
morphs and/or solvates. While qualitative/semiempi-
rical guidelines have been developed, the selection
process is still largely experiment based. It is to be
hoped that developments in computational methods
will soon lead to the more accurate prediction of bio-
pharmaceutically relevant solid-state properties that
will ultimately simplify the task of appropriate salt
selection.
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INTRODUCTION

In the process of developing a new drug product, the
batch sizes used in the earliest human studies are small.
As one proceeds through Phase 1 testing (i.e., the first
introduction of a new chemical entity to humans),
Phase 2 (discovering an indication for use), and Phase 3
(determining dose, side-effect profile, etc.), the size of
the batches is gradually increased. When a New Drug
Application (NDA) is approved by the Food and Drug
Administration (FDA), the drug product is scaled up
to a significantly larger batch size to meet the demands
of the anticipated market. Similarly, in the develop-
ment of a generic version of an already approved
marketed product, a small batch is produced and
tested for, among other things, bioequivalence to the
FDA reference listed drug product. When the generic
product meets FDA approval criteria, the Abbreviated
New Drug Application (ANDA) or generic antibiotic
application (AADA) is approved for marketing. It,
too, is then scaled up to meet the demands of its
anticipated market.

Whether a new chemical entity being brought to
market for the first time or an approved generic ver-
sion of previously marketed product, the size of the
batch is almost inevitably scaled up to a significantly
larger batch. In the process of scaling up, certain
changes in the formula (composition) and/or in the
manufacturing process and/or in the equipment may
be necessary. In addition, the site at which the product
will be manufactured may differ from where the smal-
ler (pilot) batches were manufactured. The scale-up
process and the changes made after approval in the
composition, manufacturing process, manufacturing
equipment, and change of site have become known
as Scale-Up and Postapproval Changes, or SUPAC.
The FDA has issued various guidances for SUPAC
changes designated SUPAC-IR[1] (for immediate-
release solid oral dosage forms), SUPAC-MR[2] (for
modified-release solid oral dosage forms), and
SUPAC-SS[3] (for non-sterile semisolid dosage forms
including creams, ointments, gels, and lotions).

Although scale-up may occur at any point in the
lifetime of a product, it most often occurs after the firm
has been notified that the drug product is approvable,
i.e., it meets all the conditions required by the FDA
for marketing. With the submittal of Final Printed

Labeling, a showing that the marketed product will
meet the conditions for marketing as approved by
the FDA (and in the case of generics, production of
three consecutive scaled-up batches), and satisfactory
completion of a preapproval inspection by the local
FDA district office, the product is formally approved
to be manufactured and sold in the United States. At
this point, SUPAC begins to exert its effect.

Although SUPAC is a means of decreasing regulatory
burden by empowering industry to make regulatory
decisions, it does not affect any compliance or inspection
requirement. It also is limited to scale-up and post-
approval changes, even though the underlying science
applies to preapproval changes as well. The major affect
of SUPAC is a significant decrease in the time required
to implement changes.

BACKGROUND

For years, the FDA had approved generic drug appli-
cations (ANDAs), using bioequivalence as a surrogate
for clinical effectiveness. Aware that changes in the
scale of the batch or the manufacturing equipment
could affect a product’s bioavilability, the FDA
required that batches used in the ANDA-submitted
bioequivalence studies be ‘‘production-sized batches
made on production equipment.’’ The FDA failed to
verify the truthfulness of this statement, which had
been submitted in virtually every ANDA and AADA.
At one point, however, FDA inspectors noted that one
firm, having obtained approval of a generic version of
an approved marketed drug, had great difficulty scal-
ing up that product to market-size batches. On investi-
gation, the FDA discovered that the production-size
batch made on production equipment consisted only
of a few hundred dosage units produced on laboratory
equipment. Although the samples from this very small
batch when tested were bioequivalent to the innovator
product, the firm could not scale up to the million plus
units per batch they wished to market.

The FDA immediately promulgated rule 22–90,
requiring that the minimum batch size for bioequiva-
lence studies would henceforth be 100,000 units or
10% of the anticipated market batch size, whichever
is greater. Although this rule solved an immediate
problem, it was not based on science. To address the
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question, the FDA used a method previously used
to address quite controversial issues involving
controlled-release dosage forms[4,5] and bioanalytical
methods.[6] With the American Association of Pharma-
ceutical Scientists, it held three public workshops,
bringing together outstanding industrial, academic,
and FDA scientists to openly discuss the scientific
and regulatory issues. The discussions were followed
by the publication of consensus White Papers.[7–9]

SUPAC

The premise of the consensus White Papers was that if:
1) the source of the drug substance for the smaller and
larger batches was the same; 2) the drug substance par-
ticle size (both mean and distribution) was the same; 3)
the excipients were the same; 4) the excipient particle
size (both mean and distribution) was the same; 5)
the order of addition was the same; 6) the equipment
was the same; 7) the processing was the same; and,
most important, 8) a surrogate test for bioequivalence
testing (dissolution) was the same, the two batches were
indeed the same. Over the previous 20 years the FDA
Biopharmaceutics Program had established that within
definable limits, dissolution was predictive of in vivo
bioequivalence, for the same formulation, processed
under the same conditions, on the same equipment.
These criteria became the fundamental principle of
the SUPAC initiative. (The percutaneous diffusion test
is similarly used as a surrogate bioequivalence test for
non-sterile, semisolid formulations.)

To establish the validity of the approach recom-
mended by the three consensus papers, the FDA
contracted the College of Pharmacy of the University
of Maryland to study several drug products chosen
on the basis of their solubility and permeability. The
data revealed that the workshop recommendations
were conservative and could be safely implemented.
In fact, the studies showed that even broad differences
in in vitro dissolution that resulted from major compo-
sitional changes failed to translate into bioavailability
differences. Subsequently, the FDA published its
SUPAC Guidance for Immediate Release Solid
Oral Dosage Forms and followed with guidances for
modified-release (controlled-release) and non-sterile
semisolid dosage forms. In November 1999 (modified
slightly in December 1999), the FDA extended the
SUPAC concept to address changes in analytical meth-
odology, packaging, and labeling and sterile semisolid
dosage forms.[10] This last guidance also updated the
previously published guidances on immediate-release,
modified-release, and non-sterile, semisolid dosage forms.
In particular, the issue of multiple postapproval changes
(which had been addressed differently in the previously
published guidences) were now the same. The FDA

now allowed multiple postapproval changes for every
solid oral dosage form, using the same requirements as
its SUPAC Semisolid Guidance.

The SUPAC Guidances published by the FDA
define various levels of change and for each level of
change specifies the 1) recommended chemistry, manu-
facturing, and control tests; 2) in vitro dissolution testing
and/or in vivo bioequivalence tests; and 3) documenta-
tion that the FDA requires to be filed in the NDA,
ANDA, or AADA to support the change. These gui-
dances do not affect other compliance or inspection doc-
umentation required by the FDA Center for Drug
Evaluation and Research Office of Compliance
(CDER-OC) or the FDA field investigation units.

DOCUMENTATION

An annual report must be filed for every active appli-
cation pending at the FDA. This report, which must
be filed annually, updates all activity covered by the
various FDA regulations affecting drug products
under development or approved for marketing in the
United States. Any change to an FDA-approved pro-
duct must be submitted in a Supplemental New
Drug Application, which requires review and approval.
Until SUPAC, all supplements were Prior Approval
Supplements (PAS). However, with SUPAC, the
Agency allowed the use of a new Changes Being
Effected (CBE) supplement, which allows industry to
implement certain moderate changes on the very day
the supplement is sent to the FDA. This eliminated
the previously required and often lengthly FDA pre-
review and comment period. On the other hand, the
Agency, after its review, reserves the right to require
a PAS rather than a CBE if it disagrees with the indus-
try decision. When the FDA published its new and
updated guidance in December 1999, it provided for
a new supplemental application called Changes Being
Effective in 30 days (CBE-30). This procedure pri-
marily applies to sterile dosage forms for which the
Agency, obviously, requires a more exacting level of
review.

LEVELS OF CHANGE

SUPAC lists three levels of change (Fig. 1) including:
1) minor changes, which are unlikely to have any
detectable effect on formulation quality and/or per-
formance; 2) moderate changes, which could have a
significant effect on formulation quality and/or per-
formance; and 3) major changes, which are quite likely
to have a significant effect on formulation quality
and/or performance of the dosage form.

Scale-Up and Post Approval Changes (SUPAC) 3189
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For a minor change, the chemical testing required
and submitted to the FDA is routine. For example,
accelerated stability testing and a commitment to
perform long-term stability testing, plus those tests
contained in the compendia and/or in the NDA/
ANDA/AADA, would have to be performed. The data
must be filed in the next annual report. On the other
hand, a major change could involve dissolution-testing
profiles to be determined in several media, an in vivo
bioequivalence study, and a requirement for all data
to be submitted in a supplemental filing to the appli-
cation, which would require FDA preauthorization
before implementation.

CHEMICAL, MANUFACTURING, AND
CONTROLS TESTS

The FDA chemical testing for immediate-release, solid
oral dosage forms (including the surrogate dissolution
test) takes into consideration whether the drug has a
narrow therapeutic index. The chemical, manufacturing,
and control testing (including dissolution) is more oner-
ous for narrow therapeutic index drug products than
for other immediate-release, solid oral dosage forms.

In addition, although the testing criteria for changes
in the composition of non-release-controlling excipients
in delayed release (i.e., enteric-coated) dosage forms and
controlled-release (i.e., extended) dosage forms are very
similar to those for immediate-release, solid oral dosage
forms, the criteria for those excipients affecting the
release rate are, understandably, more onerous.

On the other hand, the comparability of the drug
substance and excipients with those of the innovators
product listed by the FDA as the ‘‘Reference Listed
Drug’’ (RLD), assumes (under the FDA’s SUPAC
guidelines) considerably greater importance for sterile
and non-sterile semisolid formulations than, for solid
oral dosage forms. With the semisolid dosage forms,
the FDA uses various types of diffusion analyses in lieu
of dissolution as a surrogate for in vivo bioequivalence.

In general, semisolid dosage forms are complex for-
mulations having complex structural elements. Often,

they are composed of two phases (oil and water), one
of which is a continuous (external) phase and the other
of which is a dispersed (internal) phase. The active
ingredient is often dissolved in one phase, although
occasionally the drug is not fully soluble in the system
and is dispersed in one or both phases, creating a three-
phase system. The physical properties of the dosage
form depend on various factors including the size of
the dispersed particles, the interfacial tension between
phases, the partition coefficient of the active ingredient
between phases, and the product rheology. These factors
combine to determine the release characteristics of the
drug as well as other characteristics such as viscosity.

Although for a true solution, the order in which
solutes are added to the solvent is usually unimportant,
this is not true for dispersed formulations. Because dis-
persed matter can distribute differently depending on
the phase to which a particulate substance is added,
the order of addition for these formulations is of criti-
cal importance. Any change in the order of addition,
therefore, is a major change.

Over a period of years, the FDA, monitoring the
performance of a variety of physical and chemical tests
commonly performed on semisolid products and their
components (e.g., solubility, particle size, and crystal-
line form of the active component; viscosity; and homo-
geneity of the product), has determined that these tests
provide evidence of consistent performance. Although
the evidence available at this time is less convincing
than in vitro dissolution as a surrogate for in vivo bio-
equivalence in the case of solid oral dosage forms, the
FDA is using diffusion testing (i.e., in vitro release-rate
testing) to assess product ‘‘sameness’’ to allow certain
SUPAC for semisolid products.

STABILITY

In addition, the FDA requires that every marketed
product be stable, meeting its approved specifications
throughout its marketed shelf-life. Generally, for
minor changes, in addition to the application or com-
pendial chemistry and manufacturing control require-
ments (CMC), long-term stability data from one batch
must be filed when available in the annual report. For
moderate changes, the general requirement is for accel-
erated (3 month) stability data from one batch filed in
either a CBE supplement or a PAS, plus long-term
stability data from one batch filed in an appropriate
annual report. For major changes, in addition to the
long-term stability data for one batch filed in an
annual report, 3 month accelerated stability data must
be submitted in a PAS for either one or three batches,
depending on how long that particular product has
been in the marketplace. For new chemical entities,
the period is 5 years, whereas for a new dosage form

Likely to Effect

Unlikely to Effect

Major Change

Minor Change

Fig. 1 Levels of change to FDA-approved products.
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of an approved chemical entity, the period is 3 years. If
the product meets this market criterion, a ‘‘substantive
body of information’’ is said to exist, and data from
one batch are required to be submitted. If a product
does not meet this marketing criterion, a ‘‘significant
body of information’’ is said not to exist, and data
from three batches are required to be submitted.
In any case, the data must be filed in a supplement
requiring FDA preapproval (i.e., PAS).

SURROGATE MEASURES OF EFFICACY

For 30 years, the FDA has satisfactorily used in vivo
bioequivalence as a surrogate of clinical efficacy for
the development of new dosage forms and strengths
of innovative products and for approval of generic ver-
sions of approved marketed drugs. It additionally
requires human in vivo bioequivalence studies for most
major postapproval changes, as well as for moderate
postapproval changes for narrow therapeutic index
drugs. In those cases where an in vivo/in vitro corre-
lation has been established for a particular product,
it may be used in lieu of in vivo bioequivalence.

However, the FDA uses in vitro dissolution as a sur-
rogate for in vivo bioequivalence testing for most
minor and moderate postapproval changes. For
implementation of minor changes, the dissolution
requirement is usually the same as that required by
the FDA for the release of an approved product into
the marketplace. On the other hand, for moderate
changes, the FDA usually requires additional in vitro
dissolution testing. The type of dissolution study
required for solid oral dosage forms varies depending
on several drug variables, e.g., solubility, permeability,
therapeutic index, and dosage form.

Minor changes may be implemented for drugs that
are both soluble (at the largest strength marketed)
and permeable (bioavailability >90%) if the product
meets the SUPAC single-point dissolution criteria of
85% in 15 minutes. Those that fail this test must meet
a more onerous multipoint dissolution test in which
samples are taken every 15 minutes until either 85%
is dissolved or an asymptote is reached, thus establish-
ing a dissolution rate profile. Modified-release prepara-
tions must additionally meet the profile criterion in
water and buffered aqueous solutions. The dissolution
profiles comparing product manufactured after the
change with that manufactured before the change must
be comparable. The FDA accepts comparability if the
profiles meet the FDA ‘‘F-2’’ similarity test criterion.[11]

Failure to establish comparable dissolution profiles
would normally necessitate human in vivo bioequiva-
lence studies or use of an in vivo/in vitro correlation.
In addition delayed-release solid oral dosage forms must
pass the compendial 2-h acid-dissolution test.

In the case of semisolid dosage forms, the FDA uses
a standard open-chamber diffusion cell fitted with a
synthetic membrane as the in vitro release test to be
used as a surrogate for in vivo bioequivalence studies.
It uses this test for semisolid dosage form SUPAC
changes, just as it used dissolution in the case of solid
oral dosage forms. The FDA guidance recommends
using the test on all creams, ointments, and gels. In this
test, a plot of the amount of drug released per unit area
of membrane (mg/cm2) versus the square root of time
should yield a straight line. The regression (slope of
the line) represents the drug release rate. Comparisons
of the release rate before and after making the change
are required. In the case in which the change is not
similar, in vivo bioequivalence data would be required
to implement the change.

POSTSCRIPT

SUPAC is a revolutionary change in drug regulation.
For nearly all of the 20th century, congressional action
increased industry’s regulatory burden in response to
what was perceived as industry’s irresponsible actions.
This was accompanied by an ever-increasing cost to
develop and market new drugs and a concomitant
increase in the time required to obtain marketing
approval from the FDA. In the last 2 decades, many
perceived that the United States was falling behind in
the drug development process and that, as a result,
Americans were not able to obtain new state-of-the-
art treatments for serious diseases in timely manner.
With the passage of the Food and Drug Administra-
tion Modernization Act (FADAMA), Congress
allowed the FDA to employ additional scientists while
at the same time mandated management efficiencies in
the drug review process. SUPAC is a reversal of the
ever-increasing authority of the U.S. drug regulatory
body. It empowers the industry to take responsibility
for its actions, while simultaneously allowing adequate
overview of the drug development and marketing pro-
cess by the FDA.

Because of FADAMA, the SUPAC process has
been extended by the FDA to include sterile dosage
forms, analytical methods, product labeling, and pro-
duct packaging postapproval changes.

Two important updates of previously published
SUPAC guidances include the change in multiple
SUPAC changes and the redefinition of ‘‘site of
manufacturer.’’ For all SUPAC guidances, multiple
postapproval changes are now permitted. The require-
ments that must be fulfilled default to those for
the most restrictive change proposed. For example,
three level-one changes and one level-two change
would have to meet the more restrictive level-two
criteria.

Scale-Up and Post Approval Changes (SUPAC) 3191
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In addition, although the definition of ‘‘same site/
different site’’ will remain the same for foreign manu-
facturers until a May 14, 1999, proposed regulation
requiring registration of foreign manufacturers who
want to market drugs in the United States is published
in final form, the definition for domestic manufacturers
has been changed. In the latter case, Same Site is
defined as the site in which the new and old buildings
are included under the same drug establishment
registration number, and the operations in both are
inspected by the same FDA district office. Different site
is defined as the site where the new and old buildings
have different drug establishment registration numbers
or when the operations are inspected by different FDA
district offices.
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INTRODUCTION

The development of new drug products goes through
many stages. Very early clinical studies may require
less than 100 unit doses for proof of concept studies.
Powder in a bottle and hand-filled capsule, manual-
type approaches, can be acceptable at these early stages
of development. As the product advances through the
various phases of clinical trials, so does the scale of
manufacture to produce the increasing supplies needed
for clinical studies with larger patient populations. This
requires development of processes on equipment with
outputs in the thousands to millions, depending on the
indication and patient population that will be treated.

In most cases, scale-up occurs in several stages.
Small-scale laboratory development from 0.5 to 2 kg
can be scaled up to 5–10 kg and then 20–100 kg on a
pilot scale. Production scale can typically range from
200 kg to greater than 1000 kg. The ultimate goal for
any product as it advances through development is
to produce a formulation and a process that will be
robust enough for routine commercial manufacture.
Scale-up can involve manufacturing drug product with
increasing batch sizes on larger equipment or using
continuous processing on pilot scale equipment. A
sub-batch type of approach can also be implemented
where scale-up to production would involve the
manufacture of increasing numbers of subdivisions
on pilot scale equipment.

Regardless of the approach that is taken, scale-up
involves more than increasing the total number of unit
doses produced. It involves the transfer of technology
and the transfer of the knowledge that has been
accumulated during the small-scale development of the
product and processes. It is important to realize that
good communication is critical for formulation and
process transfer to be successful. It is essential to

consider the production environment and systems
when developing a formulation and process. What
equipment is available? What excipient vendors are
used? It is necessary to take these factors into consider-
ation during the early phases of formulation develop-
ment, so that the dosage form that is ultimately
transferred to production is not only acceptable from
a clinical point of view for bioavailability, safety, and
efficacy, but it is acceptable to the manufacturing site
from a processing and productivity standpoint. From
blending to film coating, each process has its own set
of challenges. The development of a robust formulation
and process through the use of design of experiments
(DOE), as well as understanding the critical vs. non-
critical parameters for each operation, will be major
determining factors for success vs. failure on scale-up.
The following chapter focuses on some of the scale-
up issues and considerations for several unit operations
that may be utilized during the manufacture of solid
dosage forms.

HIGH-SHEAR WET GRANULATION

Process Forces in High-Shear Granulators

The balance of particle consolidation and attrition that
occurs during granulation is dependent on the force
fields generated by the high-shear mixer employed.
During wet granulation, six primary forces are acting
on the powder.[1] The forces are acceleration force,
resistance of the bowl, centripetal force, centrifugal
force, gravitation force, and a fluidization force result-
ing from the angle of the impeller blade. The geometry
of the mixer and the speed of the impellers will dictate
the magnitude of these forces. The similarity of these
forces among different mixers will determine the
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reproducibility of the resultant granulation process.
The principle of similarity describes equipment in
regard to geometric, kinetic, and dynamic parameters.
It is possible to design equipment that maintains
geometric (similar geometric ratio) and kinetic (same
speed at equivalent geometric ratio) similarity. How-
ever, it is not possible to design equipment to maintain
geometric, kinetic, and dynamic similarity. This fact is
the basis for scale-up effects of wet granulation processes.
In essence, the exact dynamic granulation environment
of a wet granulation process cannot be duplicated as
the process is scaled up into larger equipment.

In the literature, there are various equipment para-
meters used as guides during scale-up of wet granulation
processes in high-shear mixers.[2] The first one that is
commonly used is the tip speed of the mixer blade. This
can be calculated as shown in Eq. (1).

Tip speed ¼ Plow rpms � 2pr ð1Þ

where rpms is revolutions per minute.
The tip speed represents the linear velocity at the tip

of the impeller. Tip speed is responsible for the move-
ment within the bowl and is related to the shear forces
imparted by the impeller.

Another equipment parameter is the Froude num-
ber (Fr), a dimensionless number calculated as shown
in Eq. (2), where v represents the impeller speed (rpms)
and r is the radius of the granulator bowl.

Fr ¼ v2 � r=g ð2Þ

The Froude number is the ratio of the centrifugal
acceleration to gravitational constant, and relates to the
compaction forces experienced by the wet mass owing
to centrifugal and centripetal forces generated by the
plow.

A third equipment parameter is the relative swept
volume (RSV).

RSV ¼ Volume of Material Swept per Second=

Volume of the Bowl ð3Þ

This parameter is calculated as the volume swept by
the blades per unit time vs. the bowl capacity. It is
related to the work or energy imparted on the wet mass
during the granulation.

In Fig. 1, the tip speed at the low plow setting is
compared between Collette Gral and Fielder mixers.[3,4]

As the equipment size is changed, this parameter
remains fairly constant. This is a design feature of most
high-shear granulators. The manufacturers purpose-
fully design their equipment to deliver the same tip
speed, regardless of mixer scale.

In Fig. 2, the tip speeds are again compared between
Collette Gral and Fielder mixers, this time at the higher

plow setting.[3,4] For both types of equipment, the tip
speed is relatively independent of equipment size, which
again is a design feature of the equipment manufac-
turer. However, there is a distinct difference between
the tip speed of the Collette vs. the Fielder mixers, with
the Fielder mixers having a higher tip speed at this
setting. Hence, differences in scale-up behavior within
equipment of the same type should be less than scale-
up among equipment of different designs.

In Fig. 3, the Froude number is compared at the low
plow setting for the Collette and Fielder mixers.[3,4]

Like the tip speed, the Froude number is essentially
the same for both the Collette and the Fielder mixers
at the low revolution per minute (rpm) setting. How-
ever, in this case, the Froude number is not inde-
pendent of equipment size, and for both types of
equipment, it decreases as the size of the equipment
increases. The Froude number, which represents com-
paction force during granulation, is higher in the smal-
ler development equipment. Therefore, granules have a
tendency to be larger and denser when produced at this
scale. Also, wall effects such as sticking to the walls of
the granulator are more prevalent at the smaller scale.[5]

The Froude number could be kept constant by increas-
ing the speed of the plow as the size increased. In some
mixers, such as the Glatt Powrex systems, we can
adjust the speed and achieve this. However, it is not

Fig. 1 Machine design factors: tip speed vs. bowl capacity

(low speed). (From Ref.[1].)

Fig. 2 Machine design factors: tip speed vs. bowl capacity
(high speed). (From Ref.[1].)
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possible to keep both the tip speed and the Froude
number constant during scale-up in size.

In Fig. 4, the Froude number at the higher plow set-
ting is compared for the Collette vs. Fielder mixers.[3,4]

Again, as for the tip speed at the high rpm setting,
there is a distinct difference between the Froude
number of the Collette vs. the Fielder mixers, with the
Fielder mixers having a higher Froude number at this
rpm setting. This also supports the idea that differences
in scale-up behavior within equipment of the same type
and design will be less than scale-up to equipment from
different designs.

As a last machine comparison, in Fig. 5, the relative
swept volume (RSV) is reviewed for the Collette,
Fielder, and Diosna mixers.[3,4] In addition to the rpms
of the machine, the RSV depends on the blade angle
and area as well as the bowl geometry. Owing to this
greater dependence on machine geometry, for either
rpm setting of the machines, the RSV among all three
mixers is distinctly different at all sizes. For RSV, the

differences are apparent and in the same ratio at either
low- or high-tip speed. However, the differences in RSV
upon scaling up within the same type of equipment is
less than if scale-up was among different types of equip-
ment. This also supports the idea that scale-up within
the same equipment type should be more reproducible.

Based on the machine design parameters, high-shear
granulation equipment of the same type will usually
vary less in tip speed, Froude number, and RSV upon
scale-up in equipment size. The differences in Froude
number and RSV among high-shear mixers of different
types are less as the size of the equipment increases.
Therefore, development and scale-up are easier if the
same type of high-shear equipment is used.

As an example, the scale-up of a sustained release
matrix using 25 L, 75 L, 150 L, and 300 L high-shear
mixers with the same formulation was performed. The
amount of granulating liquid was fixed to 22%, and
the granulation parameters such as Plow and Chopper
speed during liquid addition and kneading were kept
constant. The data, shown in Table 1 and Fig. 6, indi-
cate no substantial difference when scaling-up from a
25 L to 300 L mixer.

This data on particle size clearly supports the idea
that the various machine parameters (tip speed, Froude
number, and RSV) vary less upon scale-up of similar
equipment.

In addition to the machine variables, there are
many factors that can influence the scale-up process:
liquid amount, rate of liquid addition, and length of
granulation time.

As discussed earlier, the exact geometric, kinetic,
and dynamic environment of a high-shear mixer varies
with the scale of the equipment. Hence, the scale-up
presents a challenge to the formulator. As suggested
by a recent report,[6] the use of equipment that is geo-
metrically and kinetically similar will facilitate the

Fig. 4 Machine design factors: Froude number vs. bowl
capacity (high speed). (From Ref.[1].)

Fig. 5 Machine design factors: RSV vs. bowl capacity (low
speed). (From Ref.[1].)

Fig. 3 Machine design factors: Froude number vs. bowl
capacity (low speed). (From Ref.[1].)
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scale-up process, as similar equipment will minimize
the differences among the high-shear granulation
parameters upon increases in scale. Essentially, similar
equipment allows a linear scale-up of the granulation
parameters; however, an apparent trend toward a
smaller and less-dense granule is still observed.

To account for scale-up effects, especially using
dissimilar equipment, formulators have employed a
variety of approaches.[7] Typically, trial and error adjust-
ments, empirical correlations between known machines,
and several geometric ‘‘rules of thumb’’ have been
devised.[8] Usually, trial and error approaches will alter
the amount of granulation liquid used, the post-liquid
addition mixing time ‘‘kneading,’’ or the liquid addition
rate to arrive at an acceptable formulation upon scale-
up. Although particle size distribution and bulk/tap
density measurements may be used to establish equival-
ence in these methods, often visual judgments are made
by experienced operators on the floor with a feel for
proper appearance and manual consistency.

Empirical correlations can be as simple as a curvi-
linear plot between the average granulation liquid
requirements between machines in development and
production, for a variety of products. More advanced
correlations employ a statistical attempt[9] to map the
effects of the high-shear granulation parameters for
various machines and machine sizes.

More recently, scientific investigations into the rhe-
ology of the granulation process have led to a method
to estimate the amount of liquid needed to scale-up a

high-shear wet granulation process, or, alternatively,
the power consumption/torque end point of a high-
shear wet granulation process is estimated for a machine
of increased scale. Leuenberger[10] has pioneered the
scientific approach to scale-up of wet granulation pro-
cesses in his discovery of the invariant S parameters of
a power consumption profile. These characteristic power
consumption profiles have also been obtained for non-
traditional granulation techniques.[11] In brief, using
power consumption profiles obtained during high-shear
wet granulation, invariant parameters associated with
the end point can be obtained. Once defined, these para-
meters are scaled linearly to arrive at the required liquid
addition needed for increased scale.

In a more recent scientific approach to scale-up,
other researches[12,13] have established that a correlation
between power consumption and an external rheologi-
cal measurement can be made. Once established, this
approach allows the prediction of the power consump-
tion granulation end point. In use, the correlation
established for the machines of interest defines the
power consumption value that will be obtained upon
scale-up. Granulation liquid addition and mixing time
will be adjusted to arrive at this power consumption,
end point value.

Process Analytical Technology (PAT) has been
shown to be able to monitor and control a high-shear
granulation process and predict behavior upon scale-
up. Through the exploitation of PAT, online control
of the process may be achieved, which can mitigate

Table 1 Comparison of different size mixers on particle size distribution for sustained released

matrix formulation

Gral size 25 L 75 L 150 L 300 L

Liquid addition rate 43.4 g/min/kg 31.0 g/min/kg 43.4 g/min/kg 48.9 g/min/kg

Geometric mean
(log normal)

170mm 169 mm 166mm 142 mm

Bulk density 0.47 g/cc 0.50 g/cc 0.47 g/cc 0.44 g/cc

Tap density 0.62 g/cc 0.63 g/cc 0.62 g/cc 0.59 g/cc

Fig. 6 Comparison of different size mixers
on particle size distribution for sustained
released matrix formulation. (From Ref.[1].)
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variations in the physical properties of incoming raw
materials and increase our understanding of the granu-
lation process. The utility of visual imaging to monitor
the growth of the granules during processing, and to
terminate the process after a predefined particle size
is obtained, has been demonstrated.[14] Demonstration
of the growth in the granules during processing has
also been shown for several imaging techniques (digital
high speed camera) as well as light-scattering applica-
tions. Similar results for light-scattering applications
of PAT have been reported,[6,15] as shown in Fig. 7.

In addition to utility in scale-up calculations, PATs
are increasing our understanding of the granulation
process. Most simply, the PAT approach for online
measurements allows for a large amount of relevant
information to be collected during development. Using
more traditional approaches, the acquisition of particle
size data was time consuming, and was made on unit
operations several steps removed from the granulation
process. Hence, valuable particle size information was
at best confounded with other processing effects.

FLUID-BED DRYING

As a simplified model, fluid-bed drying can be con-
sidered an adiabatic process, where the energy used to
dry the fluidized material is solely derived from the
energy of the incoming air stream. Thermodynamic
treatment of the drying process shows that the energy
transfer from the air stream to the moisture leaden
particles primarily occurs via heat convection and mass
transfer. Typically, two phases are apparent during
fluid-bed drying, a constant drying phase and a falling
rate drying phase.

During the constant drying phase, it has been shown
that the process can be mathematically represented[16]

by Eq. (4).

dQ=dT

¼ rg=rs½u0CpgðTgi � TeÞ�=½Lð1 � emÞLm� ð4Þ

where Q is the moisture content of the solids, Lm is the
height of the fixed bed, em is the void fraction in the
bed, u0 is the velocity in the bed, Cpg is the specific heat
of the air stream, L is the latent heat of vaporization,
Tgi is the inlet gas temperature, Te is the exhaust gas
temperature, rg is the density of the air stream, and
rs is the density of the solids.

During the falling rate phase of drying, models based
on rate-limiting diffusion within the particles and also
from external vapor diffusion on the particles have
been proposed,[17,18] but the primary energy transfer
mechanisms remain the same.

Eq. (4) indicates that the drying rate is directly
dependent on the temperature differential and void
fraction of the bed and air stream velocity, and
inversely dependent on the height of the bed. Hence,
the processing parameters of inlet temperature, air
volume, and batch charge can be manipulated to
achieve the same drying rate. An analogous situation
arises in tablet film coating.[19] In practice, there are
practical limits to the range of parameters that can
be used. The airflow that can be used is restricted to
those values that fluidize the bed, but do not entrain
an excessive amount of the material. Temperature
limits owing to product chemical or physical degra-
dation are also typically encountered.

Fig. 7 Particle size growth measurement in real time at-line. (From Ref.[1].)
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The scale-up of a fluid-bed drying process typically
involves increased material of an identical compo-
sition. Hence, the moisture content on a relative basis
is usually the same as at small scale, and the overall
particle size distribution should be equivalent. With
this assumption, the scale-up of the drying process is
approached by equipment design criteria. Spatially,
the fluid-bed drying equipment is scaled up to maintain
equivalent drying efficiency as the scale increases. As
shown in Figs. 8–10, equipment design factors important
to the fluidization air velocity, the heat transfer rate, and
the mass transfer rates are essentially scaled linearly with
increasing size of fluid-bed dryers.[20,21]

As shown in Fig. 8, the airflow vs. bowl capacity for
two types of dryers from the same vendor approach
linearity as the size of the dryer increases. A similar
result is observed for the ratio of the heating vs.
bowl capacity for the same dryers, as shown in Fig. 9.
Therefore, for a product with constant composition
(moisture content) and characteristics (particle size dis-
tribution), the time required to dry two different size
batches to the same resultant moisture content should
be the same if the same inlet temperature was used, and
machines with equivalent air flow and heating vs. bowl
capacity were used. However, at small scale, differences
in the airflow and heating vs. bowl capacity parameters

are apparent, which translate to differences in the dry-
ing capacity in smaller units. This fact has been
reported in the literature.[22,23] Theoretically, these
factors can be corrected using the relationship shown
in Eq. (4). However, in practice, the differences are
managed by a change in the drying time upon scale-up.

In Fig. 10, the air velocity vs. bowl capacity is
calculated for the two types of dryers. Although the
velocities are different, they are similar for each type of
equipment as the scale increases. Air velocity vs. bowl
capacity is important for expanding and fluidizing the
bed to achieve equivalent mass and heat transfer
surfaces during scale-up of fluid-bed drying.

Typically, the control of the fluid-bed drying
process is achieved by periodic measurement of the
moisture content of samples of the product during
drying. This practice allows variations in the drying
process, usually process time, to be tolerated without
impacting product quality. As an example of the
scale-up of a drying process, Fig. 11 shows the drying
data obtained for fluid-bed drying of an identical com-
position of two pilot and six production scale batches.
A constant inlet temperature was selected, and the air
volume was adjusted to fluidize the product without
excessive entrainment. As shown, the obtained data
points fall on a relatively consistent curve, suggesting
linear scale-up of the drying process.

Approaches to monitor the moisture content of pro-
duct without resorting to sampling the product include
the DT process[24] and current PAT approaches,[25]

frequently involving the measurement of the moisture
content using near-infrared spectroscopy (NIR).

For the DT approach, the product temperature can
be used as a measure of drying. After empirically deter-
mining the temperature that correlates with the desired
moisture end point value, this value can be used for
batch-to-batch control, regardless of scale, so long
as all of the temperature and absolute humidity of
the incoming air stream are maintained. To avoid the
effect of the variability of the incoming air moisture

Fig. 8 Airflow design parameters.
Fig. 10 Air velocity design parameters.

Fig. 9 Heating design parameters.
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content, frequently the difference, DT, between the pro-
duct temperature and the wet bulb temperature of the
incoming air is used as the parameter. Some products
will have a calculated moisture content/DT that is
small in magnitude at the end point, and hence not
sufficiently sensitive to control the drying process. An
example of this DT approach is shown in Fig. 12 for
the production batches shown previously in Fig. 11.

Recently, the Food and Drug Administration
(FDA) PAT initiative has suggested that newer ana-
lytical methods such as NIR can be used to measure
the moisture content of the product during drying.
Similar to the DT approach described above, NIR is a
scale-independent measurement that can be made online
during the process to control the end point. Again,
fluid-bed equipment differences, which should be small
by design, can be accounted for by measuring the
moisture content end point directly, and hence,
ensuring product quality. Additionally with the NIR
method, fast drying[25] can be accomplished where
the inlet temperature is increased during the linear dry-
ing phase (saturated surface moisture) with minimum
change in product temperature. This approach effec-
tively reduces the drying time without impacting the
product quality. Other PAT approaches are also
reported, such as mid-infrared and near-infrared

spectroscopic measurements of the moisture in the
existing vapor phase of fluid-bed dryers.

Additionally, there are other scale-up effects that
are not addressed by the thermodynamic equations
for drying. Variations in the heat loss to attendant
ductwork of the different scale dryers’ will be appar-
ent, as will attrition variations between the different
scale batches. The adhesiveness of the material being
dried, including resultant static charges and tempera-
ture induced agglomeration, may alter the product
quality upon scale-up and require other approaches
to overcome these issues.[26]

HOT-MELT EXTRUSION

Hot-melt extrusion is a processing technique that has
dramatically increased its presence in the pharma-
ceutical application field over the last decade.[27–34]

Fig. 11 Drying curves.

Fig. 12 Delta T in-process drying control. Fig. 13 Pharmaceutical grade extruder.
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Hot-melt extrusion has its origins in the plastics and
food industries, where it has risen to be a common unit
operation owing to its ability to gain control of process
variables, to ‘‘smooth’’ ingredient differences on pro-
duct characteristics, and to combine multiple unit
operations into a single piece of equipment. Extrusion
then is the process of forming a new material (the
extrudate) by forcing a material through an orifice
or die under controlled conditions. Specifically what
occurs is that individual components are mixed and
processed in a controlled environment of temperature
and shear within the hot-melt extruder to create a
new material.

Hot-melt extrusion can be used in either single
screw or twin screw arrangements, with most pharma-
ceutical process applications involving twin screw
equipment, usually in a corotational mode of oper-
ation. A twin-screw hot-melt extruder has two closely
aligning screws that rotate to convey and process
material. A pharmaceutical grade extruder is shown
in Fig. 13. The screws are aligned on parallel shafts,
and the screw assemble is modular in nature, thus
allowing a great deal of process flexibility. The overall
screw design often is the critical factor in the success
of a scale-up operation involving an extruder. The
built-in process flexibility of screw assembles is quite
convenient to tailor the level of energy input into the
product by the arrangement of the screws, but this
flexibility also brings with it risks. Fortunately, many
pharmaceutical extrusion suppliers are now coming
out with more scale-up friendly screw designs, for
example, a laboratory extruder may have 25 individual
screw components on each shaft, while a larger pro-
duction unit may have from six to only two compo-
nents. This is achieved by merging several individual
screw elements into a single unit to simplify assembly
and disassembly. The only drawback to this scale-up
feature is that if damage to the screw section occurs,
then it is more expensive to replace each larger piece.

Screw Design Scale-Up

The screws used in pharmaceutical processing are gen-
erally derived from the plastics industry and thus often
impact large-shear energy into a product. Screws are
used for distributive mixing, for dispersive mixing, or
for conveying. The difference in mixing description is
illustrated in Fig. 14. An example of a screw setup on
twin shafts is shown in Fig. 15.

Extrusion Processing: Benefits

Hot-melt extruders offer many benefits over that of more
‘‘traditional’’ pharmaceutical processing equipment,

such as jacketed tanks and melt granulation equipment.
The benefits are listed below:

Hot-Melt Extrusion Benefits

� Temperature and pressure control
� Continuous processing
� Efficient high-shear mixing
� Equivalent processing history
� Solvent-free
� Short residence time
� Less heat exposure

Hot-melt extrusion also requires other components to
be scaled up in size as the extruder is scaled up in size.
Typical components include multiple powder and
liquid feeders, a chiller, a take-off cooling belt unit,
and a control panel(s). Proper sizing of all components
to achieve control of the process at each step is critical,
especially because of the interrelationship of individual
component feeds into the extruder and the resulting
quality of the final extrudate. Variability on inputs
translates into product variability on output from the
extruder owing to its continuous principle of operation.

Case Study: Troglitazone

The product troglitazone was a melt-extruded product
that was scaled up and launched by Warner-Lambert
(Pfizer) Co. A schematic of the manufacturing unit
operation is shown in Fig. 16. The scale-up steps

Fig. 14 Types of mixing in a hot-melt extruder.

Fig. 15 Twin-shaft screw setup.
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and dissolution equivalency are shown in Table 2. The
troglitazone product was the first melt-extruded mol-
ecular dispersion ethical product approved by the
FDA, and over 300 batches were manufactured
with no issues with the hot-melt extrusion process.
Understanding critical scale-up control factors and
documenting a thorough process understanding was

key to both obtaining regulatory approval and gaining
‘Manufacturing colleagues’ trust in the process.

Concerns During the Scale-Up Process

Scale-up of any manufacturing process always has
concerns regarding, for example, what changes during
scale-up?; are the changes predictable?; are the changes
linear, or are the changes non-linear?; do you think
you know what is critical? Early process understanding
of what might be an issue is a critical component to
the success of a project, and this often includes six-
sigma type thinking around all factors that could affect
scale-up success. The methods for scaling hot-melt
extruders are generally focused on volume, power, and
heat transfer. The key to understanding hot-melt
extruder scale-up is that extruders scale volumetrically
to approximately the ratio of the cube of their screw
diameters, while they scale thermally to their square of
screw diameters. This is because the circular geometry
causes free volume to grow much faster. One method
to simplify scale-up is to use the rule of thumb that
volume and power are generally proportional, and
the major extruder manufacturers have taken this vari-
able and incorporated into their equipment designs.
An example of this is shown in Table 3.

Another scale-up variable that can be easily con-
trolled is the length to diameter ratio (L/D). Scale-up
with an equivalent L/D ratio is beneficial in avoiding
non-linear scale-up issues, especially at production
scale. ‘‘Residence time distribution’’ (RTD) is a useful
term for understanding scale-up of hot-melt extrusion
processing. The RTD is used to attempt to quantify
the average amount of time a material spends in the
processor. The RTD depends on screw speed, screw
element design, and material characteristics. The pref-
erence during scale-up is to maintain an ‘‘equivalent’’

Fig. 16 Manufacturing unit operation.

Table 2 Troglitazone scale-up example

Batch ID

Batch size

(kg)

Percent dissolution

(30 min)

Percent

bioavailability

CM19 3 98 96

CM15 100 98 100

CM10 1000 99 101

Table 3 Scale-up of a hot-melt extruder

Extruder

size (mm)

Screw diameter

(mm)

Drive

power (kW)

Screw

torque (Nm)

Typical

output (kg/hr)

18 18 2.2 40 3–7

27 27 10.5 200 8–14

50 50 69 1500 40–80
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RTD. This is especially important as the hot-melt
extruder works in a continuous mode of operation,
not in a batch mode of operation. The equivalency in
RTD is a critical difference for continuous processing
equipment such as an extruder, as compared to scale-
up of more traditional jacketed equipment. In general,
hot-melt extrusion RTD’s should stay in the order of a
few minutes throughout the entire scale-up process
(from hundreds of grams to hundreds of kilograms). In
comparison, jacketed equipment will experience massive
changes in process times, thermal gradients affecting the
product, and relative equipment size increase during an
equivalent scale-up process. An example of RTD is
shown from Altomare and Ghossi in Fig. 17.

Scale-up of hot-melt extrusion processing can be
reasonably predicted and planned for, but the general
process can be complicated. A better understanding
earlier in R&D will lead to a smoother scale-up into
manufacturing. For a totally new process and product,
manufacturing at least one batch successfully at full
scale at the production site has a favorable return on
investment owing to the confidence that is gained by
Manufacturing colleagues who will ‘‘inherit’’ the process
developed within R&D, as well as boosting the strength
of answers to the process understanding questions that
may arise during any regulatory inspection. Hot-melt
extrusion is actually a fairly forgiving process for scale-
up, provided critical process understanding has been
built in to the development process for a given product.

ROLLER COMPACTION

Roller compaction (Dry Granulation) processing,
historically, has not been the first choice in the
pharmaceutical industry as a granulation technique.
However, as more compounds that are heat or moist-
ure labile are presented to the development scientist,
the popularity of roller compaction is increasing. The
dry granulation process in the 1950s–1970s was called
slugging and consisted of a large compression machine
where the powder was compressed into large tablets or
slugs. The slugging process is a relic of the past in the
21st century of modern pharmaceutical technology;
roller compaction is the key technology for dry granu-
lation processing of the future.

Key roller compaction benefits observed in the
pharmaceutical industry are identified in Table 4.

Roller Compaction Process and
Equipment Parameters

As with other unit operations, the scale-up success for
roller compaction is dependent on understanding and
identifying the process parameters that will influence
the quality of the final product. The typical parameters
that can influence compacted ribbon characteristics
and the resultant final product qualities are hopper
design, feed screw design, and roll configuration.

Fig. 17 RTD.
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A consistent quantity of free-flowing material to the
nip region is necessary so that the quantity of material
to the feed screw and/or slip region is continuous.[35]

This assures that the ribbon quality is consistent so
that when the ribbons are sized, a uniform granule par-
ticle size is obtained. The compactor hopper can be fed
via gravity if the material has very good flow, which is
typically not the case, or via a vacuum system, if the
material only has marginal flow characteristics. As
the feed material undergoing the dry compaction
typically has poor flow properties, modern roller com-
pactors use some type of force-feed mechanism to
assure that the material feed to the rollers is consistent.
This is usually a screw type system with or without
deaeration. A screw feed system has several benefits;
most importantly consistent ribbon quality and the
ability to increase the product throughput.

The feed-screw design can vary: (i) vertical straight
and lightly tapered screw feeder; (ii) slight inclined
screw feeder; (iii) tapered vertical screw feeder; and
(iv) horizontal straight feeder screw.[36] The screw
design requirements will depend on the flow character-
istics of the precompacted material. Powder feed
variability can lead to undesirable outcomes, namely
excessive fines and irregularly compacted ribbons that
can lead to broad particle size distributions.

Roll design can have a significant influence upon
scale-up, and it is recommended that the design remains
the same throughout the development once satisfactory
ribbons are obtained during the lab or pilot phases. The
correct roll design will assure that the compaction
pressure is uniformly distributed across the powder in
the compaction zone. Funakoshi’s team demonstrated
that the concavoconvex rimmed rolls optimized the
compact and pressure distribution along the rolls, but
acknowledged that the best roll design is dependent
on the powder raw material properties.[37]

Scale-Up Approaches for Roller Compaction

There are many scale-up approaches that vary from
simple to complex. Each approach’s success rate
varies based on the specific formulation, the process

selected and the equipment design. One general
approach that increases the likelihood of success dur-
ing scale-up is to maintain the same type of vendor
equipment, feed design, roll design, and operating
principle throughout the development of the product,
especially from the pilot plant to production scale. This
minimizes any scale-up unknowns that may occur
when one scales up with equipment that has different
operating principles and design from the development
pilot center.

The simplest approach during scale-up would be to
maintain the applied roller compaction force as the
roller compactor roll diameter and width increases
on scale-up. This technique assumes that the applied
force is linear at the point where the powder sees the
maximum force. Dehont’s team defined this as the
neutral angle, ‘‘gamma.’’[38] This approach although
simple to understand and theoretically correct has been
shown to be successful only in a limited number of cases
in the author’s experience and is very much dependent
on the formulation’s composition.

Another scale-up approach, which is simple to
understand, is to scale-up the compaction force based
on the roller width. In this approach, once the desired
tablet characteristics (i.e., tablet dissolution, granule
flow, minimal tablet weigh variation, tablet hardness,
and minimal tablet friability) are obtained, the ribbon
compaction force is noted during processing from the
known roll width. As the product is scaled up, the
applied force is scaled up based on the roller width.
Table 5 provides several examples of scale-up factors
that can be used as a guide. This technique has been
found to be successful, but may have some limitations
as the entire scale-up relationship may not be linear.

A third approach that has been proposed by some
vendors is to maintain the feed screw speed (rpm) to
roll speed (rpm) ratio. This is the only encountered
relationship that does not take into account the

Table 4 Key benefits of roller compaction

Simplifies processing Use less raw materials

Eliminates aqueous and solvent granulating Eliminates water-induced degradants

Facilitates powder flow Improves process cycle time

Uses minimal energy to operate Prevents particle segregation

Requires less man-hours to operate Facilitates continuous manufacturing

Improves drug-dosage weight control Improves content uniformity

Reproduces consistent particle density Produces good tablet and capsule disintegration

Produces a dry product that is process scalable Does not require explosion-proof room or equipment

Table 5 Scale-up factors for roller compaction

Roller Width (mm) 30–50 30–100 50–100

Factor 1.6 3.3 2.0
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applied force or roll size (width or diameter) to deter-
mine the scale-up relationship. Another yet similar
technique requires that the formulation’s pressure
(P)/density (d) profile be determined so that the com-
pressibility factor, K (K ¼ 1/slope ¼ log P/log d),
can be obtained. The compressibility factor, roll diam-
eter, and ribbon thickness are used to determine the
Roll-Force Factor, which is divided by the roll width
to determine the target-applied force to be used during
scale-up.

Regardless of the scale-up method employed, the
consistent desired properties of the drug product are
the final assessment of a successful scale-up and
technology transfer. The evaluation of ribbon quality
during scale-up without processing the batch to com-
pletion has the advantage of saving development time.
Two methods have been successfully employed: porosity
(true vs. apparent density) and indentation hardness to
assess if the ribbon quality is consistent during scale-up.

Table 6 summarizes several trials that were conduc-
ted using the scale-up factors provided in Table 5. The
results indicate that the scale-up from a 30 mm roll
width to a 100 mm roll width can be successful using
the simple approach outlined previously while using
porosity as a guide to measure ribbon quality. Table 7
presents a trial where no scale-up approach was used
when going from a 50 to 100 mm roller compactor.
In this case, the applied force remained the same when
processing the same formulation on the two noted
roller compactors. It is evident that the ribbon porosity
increased significantly (i.e., 21.4–28.7%) and resulted in
negative granulation properties after sizing as a result
of the greater percentage of fines in the blend owing
to the softer ribbon.

Unfortunately, the techniques that can be employed
to characterize ribbon quality are very labor and time
intensive. Therefore, they would not be considered
appropriate in-process tests in a production setting.
However, tests such as those mentioned should be used
during scale-up activities to assure consistent ribbon
quality.

Roller compaction as a processing technique has
increased in popularity for the reasons given in Table 4.
As such, the full understanding and scale-up of this
processing technique is important for the formulation
scientist as they encounter increasing numbers of
moisture-sensitive compounds, and attempts are made
to increase productivity in the production environment.

BLENDING

Once the granulation, melt extrudate, or ribbon have
been manufactured and screened to a desired particle
size distribution, blending with additional excipients
is usually necessary prior to manufacturing the final
dosage form. It has been reported in the literature that
the scale-up methods for the blending of powders are
not well defined.[39] This is most likely the result of
the complex nature of the powder blending process
and our lack of understanding of the interactions that
are occurring within the powder bed. Macroscopically,
powder flow appears to have fluid characteristics; how-
ever, there are many additional factors to consider for
the mixing of particulate systems compared to liquids,
including the tendency of particulates to segregate
upon handling.

Material and Equipment Considerations
for Blending

Powder blends can be classified into two main types:
free flowing and cohesive. Free-flowing blends contain
particles that are moving independently and do not
tend to aggregate. There is an increased risk of segre-
gation for free-flowing powders as interparticulate
interactions are weak. On the other hand, cohesive
powders tend to move together. The type of cohesive
force (electrostatic, van der Waals, etc.) will determine
the overall cohesiveness of the blend and can be influ-
enced by surface charge, adsorbed moisture, particle
size, and particle shape.[40] Cohesive tendency seems
to increase as the particle size of the material
is reduced. Often, drug substances may be micronized
to achieve acceptable uniformity for low dose or potent
materials. However, the micronized drug substance
may exhibit increased cohesiveness and have a tendency
to segregate in the blend. In these cases, the application
of shear forces can significantly improve the dispersion
of the drug substance and overcome the cohesive forces.

For tumbling mixers, there are three main mechan-
isms for mixing: convective mixing, shear mixing, and
dispersive or diffusive mixing.[39,41] All three mechan-
isms are present to some extent in free-fall mixers.
During scale-up, as the batch size is increased, so are
the forces (gravitational, convective, and shear) that

Table 6 Roller compaction scale-up trial using scale-up

factors

Roll Width (mm) 30 30 100 100 100

Applied Force (KN) 12 20 38 53.3 58

Porosity (%) 32.3 19.9 25.1 21.9 21.4

Table 7 Roller compaction scale-up trial using no

scale-up factor

Roll width (mm) 50 100

Applied force (KN) 35 35

Porosity (%) 21.4 28.7
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act on the powder as a result of the increase in the mass
of the blend. Cohesive forces have been found to
diminish as the blender size is increased as a result of
the increase in shear and convective forces produced
with the larger mass of the blend.

Increasing mixing efficiency

Commonly used free-fall blenders such as V-blenders,
bin blenders, and double-cone blenders all have a
symmetrical design. It has been observed that the mix-
ing across the plane of symmetry in these blenders is
not very efficient.[40,42] To improve mixing, it is desir-
able to have ingredients equally dispersed in both sides
of the blender. Layering ingredients within the blender
and even ‘‘sandwiching’’ ingredients, which are present
in low amounts, between excipient layers has been use-
ful in producing a uniform blend.[43] If ordered mixing
is necessary for blend homogeneity, the active ingredi-
ent must first be in intimate contact with a specific
excipient to facilitate dispersion throughout the blend.
Geometric dilution, where the drug substance is mixed
with a small amount of an excipient and then increas-
ing amounts of the excipient are added through a
series of blending steps, can be valuable for low-dose
products. Rinsing of the series of containers with the
main excipient has also been shown to aid in the quan-
titative transfer of the drug substance and to improve
assay values.[44]

For free-flowing powders, the number of revolutions
is often critical in determining the blend uniformity,
while the mixing of cohesive powders is mainly influ-
enced by shear rate and blender speed.[40] The use
of an intensifier bar can increase the shear forces in
the blender to improve mixing for cohesive powders.
Asymmetrical mixers have also been shown to have
greater mixing efficiency.[40,42] Assymmetry can be
introduced into existing blenders with the addition of
strategically placed baffles. Studies in a double-cone
blender found that the addition of a deflector plate
across the plane of symmetry increased the rate of axial
flow, which, in one case, resulted in a mixing rate that
was 25 times faster than that of the blender without
the deflector plate.[42] Introduction of a rocking-type
motion during blender rotation was found to increase
the mixing rate in V-blenders and drum mixers by
improving axial mixing across the plane of symmetry
within the blenders.[45–47]

High-shear preblending of a drug substance with
a portion of the excipient has resulted in improved
processing for cohesive materials.[48] The use of a
‘‘mix-screen-mix’’ process, where the blend is passed
through a mill, can also be used to break up cohesive
agglomerates and disperse them more evenly through-
out the powder bed. Optimization of the screen size

used for the milling step will produce a blend with
reproducible uniformity.

Scale-Up Considerations for Blending

Experimental design can be used to determine the
‘‘blending window’’ for the optimum number of revo-
lutions as well as the critical vs. non-critical nature of
the blending process itself for the homogeneity of the
final blend. In most cases, the rpm of a given tumbling
blender are fixed. Blender fill volume and blender
geometry can also have an influence on blend uniform-
ity and should be assessed during development and
scale-up.[43]

The Froude number, shown in Eq. (2), has also been
suggested for use in the scale-up of blending pro-
cesses.[41,49] For the blending operation, v would
describe the blender rotation speed and r is the blender
radius (Fr ¼ v2r/g).

The tangential speed of the blender (linear velocity)
is another approach that is used for the scale-up of
the blending process, mainly for blenders of similar
geometry. The linear velocity can remain constant by
adjusting the speed of rotation as the size of the mixer
is changed. Table 8 gives an example of the change in
rotation speed that is applied to keep the linear velo-
city constant within a family of bin blenders.[50]

The Froude number and tangential speed of the
blender have been used with mixed results.[51] Devia-
tions from the model occur when using the Froude
number if scale-up is between blenders with different
geometries or if different fill volumes are used.[41]

Case study—scale-up of a dry blend process

A low-dose (�1% drug loading) drug product with a
dry blending process was developed for a micronized
drug substance (d90 ¼ 9 mm, d50 ¼ 5 mm). A series of
DOE were conducted to evaluate the processing effects on
uniformity. The number of screening steps (one vs. two),
the screen size (20 vs. 35 mesh), blending revolutions

Table 8 Comparison of linear velocity for bin blenders of

varying size

Bin size

Diameter

(m)

Circumference

(m) rpm m/minute

5 0.200 0.628 42 26.376

10 0.250 0.785 33.6 �26.376

20 0.330 1.037 25.4 �26.376

40 0.450 1.414 18.7 �26.376

100 0.600 1.885 14 �26.376

150 0.650 2.042 12.9 �26.376

300 0.850 2.670 9.9 �26.376
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(120–360 revolutions), lubricant level (0.75–1.25%), and
lubricant mixing time (45–135 revolutions) were evalu-
ated. Table 9 shows the results obtained at three different
manufacturing scales with the target conditions of 100
revolutions mixing prior to screening with a 40 mesh
screen and 250 revolutions mixing after screening.

Experimental design was used to determine the vari-
ables that had a significant effect on the scale-up of a
low dose, cohesive drug product. By optimizing the
blending process, the product was successfully scaled
up into production.

Measurement of Blend Uniformity

The formulator needs to have an understanding of the
formulation behavior on a small scale, to be able to
assess the impact of any changes that will occur during
scale-up, which might change the mixing efficiency.
Blend uniformity sampling is an important part of
developing this understanding. The homogeneity of the
final powder blend will, in most cases, correlate to the
uniformity of the final drug product. However, it is not
enough to rely solely on the testing of the final product.
The 1993 Barr decision[52] resulted in more rigorous
requirements for establishing blend homogeneity.

Problems with the commonly used sample thief meth-
ods for measuring blend uniformity have been discussed
for over a decade,[53–59] and alternatives to sample thieves
have been proposed.[48] The advent of PAT and the use of
NIR and other methods have opened new avenues for
measuring blend uniformity and aiding in scale-up. The
formulator no longer has to wait for hours or even days
to get the results of a blend uniformity test measured by
ultraviolet (UV) or high performance liquid chromato-
graphy (HPLC). NIR can be used online to give instan-
taneous results so that blending can be discontinued
when the variability in the blend is minimized.[60–66]

Scale-up no longer has to be a guessing game for fill vol-
ume and number of revolutions; PAT allows for a more
scientific approach to scaling up the blending process.

ENCAPSULATION

A capsule dosage form is generally considered the dos-
age form of choice for early clinical safety and efficacy

studies. This is mainly owing to the fact that capsule
formulations are easier to develop and require less
drug substance compared to tablets. Faced with the
challenge of developing a stable formulation under
tight timelines and with limited drug substance, a for-
mulator would most often choose to develop a capsule
formulation. It is later in the dosage form development
process where the decision must be made as to whether
to pursue a tablet formulation, or remain with the
capsule for scale-up and transfer to production.

There are many advantages for choosing to develop
and scale-up a capsule formulation over a tablet. As
there is no need to form a compact that must withstand
rigorous handling, development timelines can be
reduced. Encapsulated products allow for easier blind-
ing of clinical supplies and the ability to manufacture
unique fills such as tablets in capsules, sustained release
pellets, liquids, or semisolids. However, the costs of
the capsule shells add an additional expense above
the costs of tablet manufacture.

The most commonly used capsule shells are the hard
gelatin capsules that are made of gelatin, sugar, and
water. On average, hard gelatin capsules contain
between 13% and 16% moisture, which acts as a plasti-
cizer. This moisture content should be maintained for
optimum capsule shell performance. Capsule shells that
are too dry can become brittle and fracture easily, while
capsule shells that are too moist become soft and tacky.

Owing to issues regarding bovine spongiform
encephalopathy/transmission spongiform encephalopa-
thy (BSE/TSE), it has become necessary to experiment
with capsules of non-bovine origins. An alternative
to hard gelatin capsule shells is those of vegetable origin,
such as hydroxypropylmethylcellulose (HPMC) cap-
sules. An advantage of HPMC shells over hard gelatin
shells is the low moisture content of HPMC capsule
shells (4–6%). As a result, these shells are suitable for
use with hygroscopic drugs that cannot be encapsulated
into hard gelatin shells. However, these capsules are less
resistant to indentation and have lower tensile strength
than gelatin capsules.[67] As a result of these differences
in mechanical properties, processing problems can occur.
Nair et al.[68] examined the processability of HPMC cap-
sules vs. hard gelatin capsules. A significant number of
defects were observed with size #00 HPMC capsules,
including dimpled bodies, split caps, improperly closed
caps, and a large number of capsules that did not open
for filling.[68]

The various types of capsule-filling machines all
have the following operating principles in common:
capsule rectification, separation (of caps from bodies),
dosing of powder, rejoining of caps and bodies, and
finally ejection of filled capsules. The subclasses differ
from one another owing to the method by which they
dose the formulation into the capsule. Dosing can be
performed using a rotating auger, vacuum, the vibration

Table 9 Comparison of uniformity data at different scales

Lab scale

5 kg

Pilot scale

20 kg

Production

scale

180 kg

%RSD blend
uniformity

2.5 2.3 1.5

%RSD content
uniformity

2.0 2.2 1.9
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of a perforated plate, tamping into a dosing disk, or
cylindrical tubes fitted with dosators.[69]

The two most common types of automatic capsule-
filling machines are the dosator-type machines and the
dosing disk machines. With a dosator type machine
such as a Zanasi (intermittent motion) or MG2 (con-
tinuous motion), the powder is compressed into a plug
inside a dosing tube with the help of a spring-loaded
piston, before being ejected into the capsule body. A
dosing disk machine such as an H&K (intermittent
motion) utilizes tamping pins to form the plug within
the cavities in the dosing disk. As the tamping pins
penetrate the powder bed, a series of tamps forms
the plug within the dosing disk, before it is finally
ejected into the capsule body.

As many early Phase I/IIa formulations are
developed at small scale by volumetric fill using a
Park–Davis or Capsugel Fast Cap machine, processing
issues may arise at the time of scale-up. In addition, the
type of machine the formulation is being scaled up to
will dictate the types of problems that may occur. The
same formulation may run differently depending on
whether it is scaled up using a dosator-type machine
or a dosing-disk machine. The same holds true for
transferring a formulation from one machine to the
other. Heda, Muteba, and Augsburger[70] studied for-
mulation requirements depending on which type of
machine was being used. By using both H&K and
Zanasi machines instrumented to measure compression
and ejection forces, they concluded the following:

1. Formulations should meet different flow cri-
teria, depending on which machine was used.

2. A lower lubricant level (as much as 50%) could
be used on dosing disk machines.

3. A higher level of compactability is needed for a
dosator machine.[70]

One must carefully evaluate the lubrication level to
avoid issues such as sticking to the plunger or tamping
pins.

When scaling up on a dosator-type machine, the com-
pactability of the formulation is very important. Poorly
compactable materials can lead to powder leakage from
the dosator and subsequent weight uniformity issues.
As a result, the powder blend must have sufficient cohes-
iveness to retain its slug during delivery to the capsules.
Jolliffe and Newton observed that fine, cohesive blends
resulted in uniform fill weights over a range of com-
pression forces. However, as increasingly free-flowing
powders were used, the acceptable range diminished.
The authors also observed that for fine, cohesive, and
coarse, free-flowing particles, applying too much com-
pression force can result in poor weight uniformity.[71]

There are other factors that could contribute to
weight uniformity issues. Fill-weight variation owing

to uneven powder bed levels at the different tamping
stations for poorly flowing blends was observed by
Kurihara and Ichikawa[72] The speed of the capsule-
filling machine can also have an effect on the weight
variation of the filled capsules. Production size capsule-
filling machines can run at speeds of up to 200,000
capsules/hr on an MG2 G250 continuous rotary
motion capsule filler, and 150,000 caps/hr on a Bosch
GKF 2500. These machines can be equipped with
automatic capsule weight control to automatically
adjust the dosing chambers without stoppage of the
machine. In addition, a capsule weight checkweigher
such as the KKE 2500 can be added to the machines
for 100% weight inspection. This checkweigher has
an accuracy of þ/�2 mg.

Instrumentation of encapsulation equipment during
development can also assist in scale-up. Monitoring
and optimizing tamping pin compression force, tamp-
ing pin displacement, and plug ejection force, along
with formulation considerations such as particle size,
lubrication level, and blend uniformity, should result in
a robust manufacturing process. Understanding these
issues and their influence on the encapsulation process
should facilitate scale-up onto high-speed automatic
capsule-filling machines.

TABLET COMPRESSION

Tablets remain one of the most popular dosage forms
for consumers. Convenience, portability, and ease of
administration are a few of the factors that drive the
market for tablets. Pharmaceutical production also
favors tablets owing to the low cost of manufacture
compared to other dosage forms. To reduce associated
costs and balance the limited drug substance available,
tablet development usually begins at a small scale.
Manual equipment (i.e., Carver press) or a single-
station tablet machine (i.e., F-Press, EK0) may be used
to manufacture tablets one at a time. Small-scale
rotary tablet presses (e.g., B3B, BetaPress) are usually
used for early clinical trials and formulation optimiza-
tion prior to scaling up onto a production machine
(e.g., Fette 2090 or 3090).

Optimization of the formulation and process and
understanding the differences and issues associated
with working on a development press compared to a
production machine will ultimately lead to a successful
scale-up.

Raw Materials

The tableting process, especially direct compression
processes, where there is limited alteration of the
raw material prior to compaction, is susceptible to
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variations in the raw materials, and this may be
magnified upon scale-up. It is important to assess the
batch-to-batch variability that can be expected from
a given excipient (or the drug substance) in the pro-
duction environment. It is also important to consider
whether excipients in the formulation are single
sourced or if different suppliers are available and used
by the production site. One way to minimize problems
with excipients upon transfer to production is to
make sure that the development center is using the
same source and grade of excipients that will be used
at the production site.

Deformation Properties

The deformation properties of the drug substance and
excipients will have a direct influence on the strength of
the tablets that are produced by direct compression.
The type of deformation that occurs will depend upon
the material’s inherent properties and the amount
of force being applied. Deformation can be described
in three main ways: elastic, plastic, and brittle fragmen-
tation, but it is important to realize that these are
‘‘idealized’’ deformation mechanisms—most real
materials are some combination of two or all three
mechanisms. Processes such as wet granulation, melt
extrusion, and roller compaction can be used to
improve compaction properties and reduce formu-
lation sensitivity to changes in raw material quality.

Typically, displacement measurements during com-
paction are used to define relationships between compac-
tion force/pressure and the resulting tablet porosity/
density. Heckel plots have been derived from the
density–pressure relationship and have been frequently
presented in the literature.[73–77] Fig. 18 is an example
of a Heckel plot, where the tablet porosity values are
plotted as a function of compaction pressure. The shape
of the Heckel plot has been used to describe the type of

deformation mechanism (brittle and/or elastic/plastic)
occurring during compact formation.[78–81]

Force measurements made without displacement
values are still useful in identifying the dependency of
tablet hardness (and other associated characteristics)
on compaction force, and also the effect of the tablet
press compaction speed on tablet strength (influence
of dwell time/effective contact time). Dwell time
dependency is an important scale-up factor for the
tableting process, and evaluation of the sensitivity of a
formulation to dwell time at small scale is useful,
although the actual commercial dwell time is not
always achievable on instrumented, small-scale tablet
presses.

In addition to these primary force measurements,
tablet take-off force, ejection force, and radial die-wall
force have also been investigated. A certain level of
lubrication is required to ensure efficient tablet ejection
from the die wall and can be affected by the scale
of manufacture owing to differences in the ejection
profiles and dwell time that exist between small- and
large-scale equipment. Also, the lubricity may change
owing to other manufacturing process scale-up effects
(powder blending) and other tableting processes
(filling into the die). Hence, the final powder blend
may behave differently despite an identical compaction
environment.

Predictive Studies

Several predictive methods have been applied to the
tablet compaction process on a small scale to envisage
what will happen on a large scale. Dimensional analy-
sis has been described by Levin[82] as a ‘‘method of
developing functional relationships that describe any
given process in a dimensionless form to facilitate
modeling and scale-up (or scale down).’’ Although,
theoretically, dimensional analysis can be applied
to tablet manufacture, no examples are found in the
literature.

Hiestand has developed several indices that are
useful for tablet formulations.[83–86] These include the
more frequently cited: Brittle fracture index (BFI), the
best-case bonding index (BIb), the worse-case bonding
index (BIw), and the viscoelastic index (VI).

The BFI is defined as shown in Eq. (5), where TS
equals the tensile strength of the normal tablet and
TSo is measured from a tablet with a hole in its center,
which simulates a defect.

BFI ¼ 1=2ðTS=TSoÞ � 1 ð5Þ

This index describes the potential of the tablet to
cap and laminate, and is related to the ability to relieve
shear stresses within the compact via material flow.Fig. 18 Heckel plot.
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The BIb and BIw are defined as shown in Eqs. (6)
and (7), respectively. Both indices describe the bonding
ability of the tablets by using the ratio of tensile
strength and indentation hardness. However, BIb is
determined at low indentation speed (H0), and BIw is
determined at high speed (H10). Hence, BIw is con-
sidered more indicative of actual tableting conditions,
whereas BIb relates to slower compaction speeds typi-
cal of development or roller compaction processes.

BIb ¼ TS=H0 ð6Þ

BIw ¼ TS=HS10 ð7Þ

A large difference between the two indices may
predict sensitivity to scale-up of the tableting process
relating to dwell time of the machine. This tendency
is described as the VI, as shown in Eq. (8). However,
no correlation of this index to scale-up has been shown
to date in the literature.

VI ¼ H0=HS10 ð8Þ

Although proven useful for formulation develop-
ment, the various defined indices and associated mech-
anical and physical properties have not been shown to
be able to conclusively predict scale-up performance of
a tableting mixture. Additionally, the measurement
of some indices can be time intensive, and sensitive
to experimental techniques.

Compaction simulators are single-station machines
capable of mimicking the in-die compaction event that
occurs on a rotary tablet press in real time. Simulators
have been used to predict material behavior on scale-
up and to evaluate various compaction parameters
(punch force, ejection force, displacement, speed,
etc.). Hydraulic compaction simulators (ESH) as well
as mechanically driven machines (i.e., PressterTM and
StylecamTM) are available for such studies.

Production machines are usually instrumented for
force measurement to control tablet weight. However,
the entire force–time profile and punch displacement are
not usually measured in production; so it is difficult to
make a direct comparison to data that may have been
produced using a simulator. One option would be to
take a sample of material from production and run it
on the simulator and compare the tablet properties to
previous small-scale batches.

Troubleshooting

Failure to achieve a required tablet hardness or the
observation of insufficient lubrication of the mixture
on scale-up are preventable problems that can often be
resolved through equipment and/or process changes.
Most often the use of precompression, changing the

tablet position in the die during compaction, or the
change in the speed of the tablet press can alleviate
the problem.

Despite the diligent use of predictive studies and
compaction simulation, the state of the art of tablet
scale-up still provides opportunities for problems to
arise. The issues typically encountered are those that
have multiple factors involved, and are difficult to pre-
dict and simulate at smaller scale. Of these problems,
tablet mixture flow, including weight uniformity and seg-
regation, and sticking and picking of the tablet mixture
to the tools and tablet specks are common occurrences.

Tableting mixture flow problems can occur on
scale-up as larger bins, longer holding times of inter-
mediates, different ducting to the press, and increased
machine vibrations, and higher number of dies requiring
filling will be present in the production environment. The
larger bin volumes and increased vibrations will allow
more consolidation of the tableting mixture and flow
problems such as ‘‘rat-holing’’ can be observed. Also,
the geometry of the mixture feed lines to the press allows
increased opportunity for particle segregation. Finally,
the increased duration of a production tableting run
increases the opportunity for films to form on the tools
from the tableting mixtures, resulting in a sticking
and/or picking problem. These problems may be ampli-
fied by the increase in temperature of the mixture during
the longer run time on a production tablet press.

Solutions to these issues are usually made through
minor changes that are within the validated process.
Such process changes include different feed arrange-
ments, vibrators attached to locations throughout the
feed lines, different press setups (cams, depth of die
compression, and tapered dies), different styles of force
feeders, tooling embossment/debossment angles, sizes
and location (upper or lower), and various finishes
and/or polishes on the tools to prevent sticking.

Case Study: Scale-Up of a Wet
Granulation Tableting Process

A high-dose (�75% drug loading) wet granulated
tablet formulation was optimized using a DOE. The
optimized critical formulation and process variables
are shown in Table 10.

Prior to scaling up to production, pilot batches were
manufactured at a 40 kg scale. To show the robustness
of the process at the pilot scale, the lubricant level, the
water level as well as processing variables such as
drying temperature, granulating time, compaction
force was varied as shown in Table 11.

By showing robustness around these parameters,
there is increased confidence that the formulation
and process can be successfully scaled up under target
conditions for these parameters.
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Fig. 19 compares the compaction profiles from the
1 kg scale (at target conditions), 40 kg scale (plus
and minus conditions), and 280 kg scale (at target
conditions) batches.

Through the use of DOE, a robust formulation
and process were developed, resulting in tablets that
could be produced at production scale. The compac-
tion profile shifted slightly on scale-up to production,
but tablet hardness and friability were acceptable
for coating within this range. Tablets with acceptable
hardness and friability were manufactured over a
specified force range and over the validated range of
speeds for the production tablet press. This offers
production flexibility, so that adjustments in force
and speed can be made to accommodate batch-
to-batch variability that might occur in the drug
substance or raw materials used to manufacture the
drug product.

Monitoring of the Tableting Process

Online, force-loop-feedback systems are used for weight
control on most production tablet presses. Upper and
lower punch forces as well as mean punch force can be
monitored by load cells for each station on the tablet
press. Deviations between the target and actual compac-
tion forces are measured, and adjustments to the punch
filling depth are automatically made to bring the mean
force back into the target range. In some cases, the speed
of the force feeders on the press is adjusted by reducing
the observed variability of the compression force data.

The application of PAT for tableting has spurred
the introduction of systems such as the TandemTM

(Bruker Optics), which is available for use during tablet
production to measure tablet weight, thickness, hardness,
and diameter as well as online NIR content uniformity.
The system can provide online analysis for the drug

Table 10 Target formulation and process conditions

Variables Target

Binder level 4%

Disintegrant level 4%

Lubricant level 0.625%

Glidant level 0.3%

Water level 22%

Water addition rate 3 min

Granulation time 6 min

Fig. 19 Comparison of compaction profiles at increasing scale.

Table 11 Range for critical variables challenged at pilot

scale

Minus batch Plus batch

Water level 20% 24%

Granulation time 4 min 8 min

Drying temperature 60�C 80�C

Lubricant level 0.5% 0.75%

Compaction force Low High

Compaction speed High Low
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substance uniformity, moisture content, and excipients.
Data is available immediately to make adjustments in
real time to the production parameters to improve
product uniformity. NIR can also be used to measure
tablet hardness, but has mainly been applied at-line.

FILM COATING

Coating today generally describes a film applied to a
substrate. Although most film coatings are aqueous
based, solvent formulations still have a role in achiev-
ing modified release profiles. Besides the cost, film
coating exposes a product to a higher risk of rejection
owing to physical appearance and/or dissolution fail-
ure. The need to properly scale and optimize this unit
operation is often overlooked. Most scale-up activities
concentrate on core preparation and only optimize
the coating process if a functional film is used. The cost
of a failed batch, especially as the last unit operation is
unacceptable in our present quality environment. As
such the coating process should be well defined and
evaluated during scale-up.

A short discussion on process parameters and their
assignment as critical or non-critical to the coating pro-
cess are required. A critical process parameter is defined

as having a direct effect on final product quality.
Each critical process parameter range is evaluated via
experimental design during scale-up and verified during
validation. For scale-up of film coating, product tem-
perature is the most critical process parameter. It is
defined by the glass transition temperature of the
film-forming polymer as set by the coating formulation
and solvent system. Product temperature may also be
set based on stability of the drug substance. Product
temperature represents the evaporative adiabatic equi-
librium of the coating process. Other parameters can
be labeled critical or non-critical based on their effect
in maintaining a constant product temperature. Critical
coating parameters to be considered during scale-up are
outlined in Fig. 20.

There are several approaches to film coating scale-
up that can be followed depending on the type of
coating being applied and specific company philoso-
phies. The first approach is based on the ability to pro-
cess a coating batch at both the development and the
production sites using similar equipment. Usually
the production site has set processes for coating and
the scale-up batch falls into established coating proce-
dures. As long as the critical process parameters meet
productions routine coating set points and the coated
product meets all quality aspects, the scale-up is a

Fig. 20 Critical coating parameters during scale-up.

Table 12 Parameters for film coating scale-up evaluation

Batch size

(30 kg)

Inlet

temperature

(�C)

Exhaust

temperature

(�C)

Prod

temperature

(�C)

Air

volume

(cfm)

Spray rate

(g/min)

Pan

speed

(rpm)

Coating

time

(min)

(�) batch 60.8 44.5 42.2 611 84 10 144

(þ) batch 55 39.4 38.4 607 90 6 142
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success. In essence, the product is scaled at the launch
site and assumes a significant amount of risk. This
approach fails to identify possible problems that may
occur during the production life cycle of the product
and is not recommended when evaluating functional
coatings.

The second approach to coating scale-up involves
an understanding of thermodynamic and mass transfer
processes. A robust process can be demonstrated by
establishing a coating procedure that identifies critical
process parameters and their effect on the equilibrium
between mass flow (the coating solids applied) and
heat transfer (the solvent removed). This approach
allows one to evaluate air temperature, air flow, and
spray rate as applied to a known mass of tablets,
and then scale these conditions into a larger coater.
A thermodynamic model for aqueous film coating as
described by Ebey[19] is shown in Eq. (9).

CpðT1 � T2Þ þ w1hV1 þ ðw2 � w1Þhlig

¼ hA2 þ w2hV2 ð9Þ

where Cp is the heat capacity of air; T1, temperature of
inlet air; T2, temperature of exhaust air; w1, humidity
ratio of inlet air; w2, humidity ratio of exhaust air;
hV1, enthalpy of water vapor entering the control
volume; hV2, enthalpy of water vapor leaving the
control volume; hA2, enthalpy of air leaving the control
volume; hliq, enthalpy of liquid entering the control
volume.

Using the following values, a relationship between
inlet temperature, humidity, air volume, and spray rate
can be estimated.

Cp ¼ 0:24 Btu=lbm-�F

Hv ¼ 0:435T þ 1061 Btu=lbm

hliq ¼ 38 Btu=lbm at 70�F

The equation allows for modeling the coating process
and predicting process conditions. Table 12 displays
the parameters for scale-up that was performed in
the lab to evaluate process conditions for a launch site.

Using Ebey’s calculations, the predicted outlet tem-
peratures were

ð�Þbatch 50:9�C
ðþÞbatch 44:4�C

The equation will not always predict actual coating
conditions. In this instance, tablet cores were coated in
a partially perforated pan that limits the air volume pass-
ing through the tablet bed. A correction factor can be
added to the model based on the partial perforation
and metal mass of the pan. Ende and Berchielli have
evaluated several coating pans and have included a heat
loss factor in their calculations that relates the heat trans-
fer coefficient and pan surface area.[87] Their model is
able to predict exhaust temperature in dissimilar coaters.

A second use of modeling is to evaluate the quality
of the inlet air. Most coating installations have con-
ditioned air with constant dew point control. However,
there are cases where the moisture content of the inlet
air can result in overwetting of the tablet bed. Using
Eq. (9), the effect of inlet humidity on exhaust tem-
perature can be predicted as shown below in Table 13.

Although inlet temperature is usually defined as a
critical and fixed parameter, there are certain instances
where coating programs can control the temperature,
but not the absolute humidity of the exhaust air.
Increasing the inlet temperature at constant spray rate
will help remove excess solvent from the coater.
Although many feel the effect of inlet air humidity is
minimized based on large air volumes, the quality of
the film coating can be affected. If possible during
scale-up, it is important to evaluate the limits of inlet
air quality.[88] Modeling can be an important tool for
understanding the coating conditions that lead to
overwetting, sticking, and spray drying.

Table 13 Effect of inlet humidity on exhaust temperature

60�C inlet, 250 cfm, Dry air ¼ 0.007 kg/kg, Moist air ¼ 0.02 kg/kg, 15% solids

Dry air Moist air

Spray rate

(g/min) Outlet �C
Dew pt.

(�C)

Absolute humidity

(kg/kg) Outlet �C
Dew pt.

(�C)

Absolute humidity

(kg/kg)

40 48.5 26 0.0117 48.7 32.5 0.0247

50 45.6 26 0.0129 45.9 32.5 0.0259

60 42.8 26 0.0140 43.2 32.5 0.0270

70 39.9 26 0.0152 40.4 32.5 0.0282

80 37.1 26 0.0164 37.6 32.5 0.0294

90 34.3 26 0.0176 34.9 32.5 0.0306

100 31.5 26 0.0187 32.2 32.5 0.0317
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A third approach to film coating scale-up involves
evaluating certain process parameters such as spray
rate, exhaust temperature, and pan speed while holding
inlet temperature and air volume constant. While this
approach is based on a thermodynamic equilibrium,
it remains subjective. The procedure allows for a wet
and dry coating condition to be evaluated, demonstrat-
ing robustness of the process as well as the coating sub-
strate. As most coating control systems adjust spray
rate based on exhaust temperature, this approach
simulates production coating conditions specifically
at the start of a batch where a feedback loop can over-
wet the bed prior to obtaining thermodynamic equilib-
rium. In addition, combinations of hard and soft cores
can be evaluated to further demonstrate a robust pro-
duct. For example, as shown in Table 14, a pilot batch
size of 50 kg was run under the following conditions at
a development site prior to transfer. The example
assumes that the production site has a high heat
capacity based on a low inlet temperature and high
air volume.

Typically coating pan installations vary from devel-
opment to launch site. The methods discussed above
allow for production parameters, specifically an exhaust
temperature range, to be evaluated independent of an
installations air volume/heat capacity.

So far we have assumed that the coating substrate is
tablets. However, the same scale-up approaches can be
applied to granules, beads, minitablets, and capsules.
When scaling in a fluid bed, product temperature is
again the most critical process parameter. Air volume,
inlet temperature, and spray rate are adjusted to
achieve the desired product temperature. Unlike pan
coating, where the spray rate remains relatively con-
stant, the spray rate for column coating is dynamic
and can be ramped along with inlet temperature to
optimize coating time. As the substrate gains weight,
the air volume can be increased to maintain a constant
material flow.

Scale-up of a film-coating process is dependent on
the functionality of coating. A non-functional coating
used to mask color change and taste, or used for identi-
fication, is considered a non-critical step, and optimiza-
tion is made to maximize coating time. The assumption
is made that standard coating formulations are used

and that the technology and experience exists so that
film coating is a routine step. Successful coating is
evaluated subjectively by product appearance. The
applied coating has no affect on the stability of the
product and weight gain is non-critical.

If a functional coat is to be evaluated, the scale-up
requires that critical process parameters that affect
coating uniformity be evaluated. Coating conditions
such as atomization, gun location, and bed movement
become critical processes. The curing rate of the film
must be evaluated. Drying conditions (temperature
and humidity) and drying time must be defined and
ranges validated.

Mass Accountability and
Coating Efficiency

During scale-up, it is important to perform an account-
ability of the solids applied. Data such as suspension
weight prepared, suspension weight applied (total solids
applied), suspension remaining, starting bed weight, and
final bed weight are important to determine the process
efficiency. This data will determine if factors not critical
during development such as pan speed, atomization
pressure, gun position, etc. require adjustment during
scale-up.

Coating suspension preparation is critical to success-
ful and consistent coating. The suspension must be free
of air and uniformly mixed. Selection of tank geometry
is important to achieve suspension homogeneity. Long
tall vessels that minimize the exposed surface are
preferred. Some polymers require low shear mixing.
Scale-up should include evaluation of mixer speed,
suspension preparation, and hold times at both the
development and the launch sites.

Weight gain based on surface area (mg/cm2) allows
for a uniform quantity of film to be applied. When
enteric coating, it allows dosage strengths, differen-
tiated by size, to be more bioequivalent. Monitoring
the LOD of cores during the coating process is neces-
sary to assure that the proper film weight is applied.
Initial weight loss owing to moisture can result in
excess coating being applied especially when a suspen-
sion excess is prepared. The LOD of the coating
substrate should be measured at initial loading, after
preheat, at the end of coating, and after drying.

Finally the coating must be evaluated and meet
release criteria for appearance as well as any analytical
specification. During scale-up, the launch site’s criteria
for acceptable appearance should be applied. Typical
defects evaluated include the following:

� Tablets not free of chips, breaks, splitting, or
cracks.

� Tablet not uniform in size and shape.

Table 14 Conditions in film coating pan for pilot scale
batch

Dry pan Wet pan

Inlet temperature (�C) 60 60

Exhaust temperature (�C) 44 37

Air volume (cfm) 525 525

Product temperature (�C) 46 36

Spray rate (g/min) 60 100
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� Tablet not uniform in color.
� Tablet not free of embedded surface spots.
� Tablet not fully covered/coated.
� Coating not free from local erosion.
� Flaking.
� Stickiness.
� Illegible embossing.

Every coating process is different and requires
optimization. Unfortunately, most coating processes
are validated with a minimal number of batches.
Modeling the coating process allows the formulator
to set the quality of the inlet air to maintain an elegant
and functional film coating.

CONCLUSIONS

Scale-up should be considered early on in the develop-
ment process. In each unit operation that has been
discussed, understanding the formulation and process
at a small scale is key to the success of the scale-up
process and the robustness of the process in routine
production. Scale-up failures can be traced to any
number of factors during the manufacturing process
including raw materials, segregation and flow issues,
over or undergranulation or drying, dwell time effects
(press speed) and excessive residual die-wall forces,
the environmental conditions of the production floor
(temperature, humidity, vibrations, lighting, etc.), or
damaged equipment (tooling, etc.). All of these issues
should be kept in mind while developing the formu-
lation and process. Proper engineering controls can
also be used to minimize the impact on scale-up. The
increased use of online applications to monitor each
unit operation will allow for a scientifically determined
end point rather than a subjective end point, which will
reduce batch-to-batch variability and improve product
quality. Online adjustments of quality parameters as
described by PAT may preclude the need for scale-up
parameters, as the defined model may already be able
to produce quality product from the processing para-
meters, despite the manufacturing scale.

ACKNOWLEDGMENTS

Matthew Mollan would like to acknowledge the many
colleagues who have worked on hot melt extrusion
processing with him during the years, including Isaac
Ghebre-Sellassie, Victor Wong, Mayur Lodaya, William
Polak, and Charlie Martin.

ARTICLES OF FURTHER INTEREST

Capsules, Hard, p. 406.

Film Coating of Oral Solid Dosage Forms, p. 1729.
Hot-Melt Extrusion Technology, p. 2004.
Mixing and Segregation in Tumbling

Blenders, p. 2352.
Powder Sampling, p. 2959.
Roller Compaction Technology for the

Pharmaceutical Industry, p. 3159.
Scale-up and Post Approval Changes (SUPAC),

p. 3188.
Tablet Compression: Machine Theory, Design, and

Process Troubleshooting, p. 3611.
Tablet Formulation, p. 3641.
Tablet Manufacture, p. 3653.
Tablet Manufacture by Direct Compression, p. 3673.
Technology Transfer Considerations for

Pharmaceuticals, p. 3717.

REFERENCES

1. Royce, A.; Mecadon, M.; Holinej, J.; Karnachi, A.;
Valazza, S.; Wei, W. Process control and scale-up of high
shear wet granulation. J. Process Anal. Tech. 2005,
2 (2)March/April, 8–16.

2. Horsthuis, G.J.B.; Van Laarhoven, J.A.H.; Van, R.C.B.M.;
Vromans, H. Studies on upscaling parameters of the gral
high shear granulation process. Int. J. Pharm. 1993, 92,
143–150.

3. Holm, P. High shear mixer granulators; Chapter 7. In
Handbook of Pharmaceutical Technology; Parikh, D.,
Ed.; Marcel Dekker: New York, NY, 1997; 151–204.

4. Machines Collette Data Sheet, Practische Upscaling Grals.
5. Faure, A.; Grimsey, I.M.; Rowe, R.C.; York, P.; Cliff, M.J.

Applicability of a scale-up methodology for wet granulation
processes in collette gral high shear mixer-granulators. Eur.
J. Pharm. Sci. 1999, 8, 85–93.

6. Royce, A.; Mecadon, M.; Holinej, J.; Karnachi, A.; Valazza,
S.; Wei, W. Scale-up of high shear granulation. EPTM,
September 2003.

7. Iveson, S.M.; Litster, J.D.; Hapgood, K.; Ennis, B.J.
Nucleation, growth and breakage phenomena in agitated
wet granulation processes: a review. Powd. Tech. 2001,
117, 3–39.

8. Malamataris, S.; Kiortsis, S. Wettability parameters and
deformational behaviour of powder-liquid mixes in the
funicular agglomeration phase. Int. J. Pharm. 1997, 154,
9–17.

9. Miyamoto, Y.; Ogawa, S.; Miyajima, M.; Matsui, M.; Sato,
H.; Takayama, K.; Nagai, T. An application of the com-
puter optimization technique to wet granulation process
involving explosive growth of particles. Int. J. Pharm.
1997, 149, 25–36.

10. Leuenberger, H. New trends in the production of pharma-
ceutical granules: the classical batch concept and the
problem of scale-up. Eur. J. Pharm. and Biopharm. 2001,
52, 279–288.

11. Royce, A.; Suryawanshi, J.; Shah, U.; Vishnupad, K.
Alternative granulation technique: melt granulation. Drug
Dev. and Ind. Pharm. 1996, 22 (9&10), 917–924.

12. Faure, A.; York, P.; Rowe, R.C. Process control and scale-
up of pharmaceutical wet granulation processes: a review.
Eur. J. Pharm. and Biopharm. 2001, 52, 269–277.

13. Landin, M.; York, P.; Cliff, M.J.; Rowe, R.C. Scaleup of a
pharmaceutical granulation in planetary mixers. Pharm.
Dev. Tech. 1999, 4 (2), 145–150.

14. Watano, S.; Numa, T.; Miyanami, K.; Osaka, Y. On-line
monitoring of granule growth in high shear granulation

3214 Scale-Up of Solid Dosage Forms



S
ca

le
-U

p–
S

em
is

ol
id

by an image processing system. Chem. Pharm. Bul. 2000,
48 (8), 1154–1159.

15. Hammond, S. Sym. Abstract, The Pfizer Experience in Pro-
cess Analytical technology, AAPS 38th Annual Pharmaceu-
tical Technologies Conference at workshop, Arden House:
The Key for Achieving New Standards of Excellence and
Regulatory Compliance: Process Analytical Technology,
Jan 26-31, 2003.

16. Kunii, D.; Levenspiel, O. Chapter 13, design for physical
operations. In Fluidization Engineering, 2nd Ed.;
Betterworth-Heinemann, Division of Reed Publishing:
Newton, MA, 1991; 418–458.

17. Rankell, A.; Lieberman, H.; Schiffman, R. Chapter 3,
drying. In The Theory and Practice of Industrial Phar-
macy, 3rd Ed.; Lachman, L., Lieberman, H.A., Kanig,
J.L., Eds.; Lea and Febiger: Philadelphia, PA, 1986; 47–65.

18. Zoglio, M.; Streng, W.; Carstensen, J. Diffusion model
for fluidized-bed drying. Pharm. Tech. 1975, 64 (11),
1869–1873, November.

19. Ebey, G. A Thermodynamic model for aqueous film
coating. Pharm. Tech. 1987, 11 (4), 40–50.

20. Glatt Technical Bulletin S0186PC for Powder Coater/
Granulator Type GPCG.

21. Glatt Technical Bulletin WSG-8264 for Fluid Bed Dryers
and Granulator/Dryers WST/WSG.

22. Parikh, D. Chapter 7, Batch size increase in fluid bed granu-
lation. In Pharmaceutical Process Scale Up, 2nd Ed.; Levin,
M., Ed.; Marcel Dekker Inc.: New York, NY, 2002; Vol.
118, 171–220.

23. Campy, D.; Eaves, T.; Grudzinski, E.; Worthington, H.
Scale up considerations in fluidized bed granulation: air
flow rates and air pressure distribution. British Pharmace.
Conference 1974, 76p.

24. Leuenberger, H. Scale-up of granulation processes with ref-
erence to process monitoring. Acta. Pharma. Tech. 1983,
29 (4), 274–280.

25. Morris, K. Monitoring and Modeling of Fluid Bed Drying:
An Example of Determination of PCCPs., AAPS 38th
Annual Pharmaceutical Technologies Conference at Arden
House: The Key for Achieving New Standards of Excel-
lence and Regulatory Compliance: Process Analytical Tech-
nology, Jan 26-31, 2003.

26. Kerkhof, P. Some modeling aspects of (batch) fluid-bed
drying of life-science products. Chem. Eng. and Proc.
2000, 39, 69–80.

27. White, J. Twin Screw Extrusion; Hanser: NY, 1990.
28. Ghebre-Sellassie, I. Pharmaceutical Extrusion Technology;

Martin, C., Ed.; Marcel Dekker: New York, NY, 2003.
29. Altomare, R.; Ghossi, P. An analysis of residence time

distribution patterns in a twin screw cooking extruder.
Biotech. Progress 1986, 2 (3), 157–163.

30. Forster, A.; Rades, T.; Hempenstall, J. Selection of suitable
drugs and excipient candidates to prepare glass solutions by
melt extrusion for immediate release oral formulations.
Pharm. Tech. Eur. 2002, 27–37.

31. Breitenbach, J. Melt extrusion: from process to drug
delivery technology. Eur. J. Pharm. Biopharm. 2002,
54 (2), 107–117.

32. Follonier, N.; Doelker, E.; Cole, E. Evaluation of hot melt
extrusion as a new technique to the production of polymer
based pellets for sustained release capsules containing high
loadings of freely soluble drugs. Drug Dev. Ind. Pharm.
1994, 20 (8), 1323–1339.

33. Eise, K; Herrmann, H.; Jakopin, S.; Burkhardt, U.; Werner,
H. An analysis of twin screw extruder mechanisms. Adv.
Plastic Tech. 1981, 1 (2), 1–22.

34. Chokshi, R.; Zia, H. Hot melt extrusion technique: a
review. Iranian J. of Pharm. Res. 2004, 3, 3–16.

35. Johanson, J.R. Rolling theory for granular solids. Trans.
Am. Soc. Mech. Eng. 1965, 842–848.

36. Pietsch, W. Size enlargement by agglomeration. In Hand-
book of Powder Science and Technology, 2nd Ed.; Fayed,
M., Otten, L., Eds.; Chapman & Hall: New York, NY,
1997; 347–364.

37. Funakoshi, Y.; Asogawa, T.; Satake, E. Use of a novel
roller compactor with concavo-convex roller pair to obtain
uniform compacting pressure. Drug Dev. Ind. Pharm. 1977,
3 (6), 555–573.

38. Dehont, F.R.; Hervieu, P.M.; Jerome, E.; Delacourte, A.;
Guyot, J.C. Briquetting and granulation by compaction: a
new granulator-compactor. In Pharmaceutical Technology,
Tabletting Technology; Wells, J., Rubinstein, M., Eds.; Ellis
Horwood: London, 1993; Vol. 2, 1–11.

39. Rippie, E.G. Chapter 1, Mixing. In The Theory and
Practice of Industrial Pharmacy, 3rd Ed.; Lachman, L.,
Lieberman, H.A., Kanig, J.L., Eds.; Lea and Febiger:
Philadelphia, PA, 1986; 3–20.

40. Muzzio, F.J.; Alexander, A.W. Scale up of power blending
operations. Pharm. Tech. suppl. 2005, s34–s42.

41. Alexander, A.W.; Muzzio, F.J. Chapter5(1) batch size
increase in dry blending and mixing. In Pharmaceutical
Process Scale Up, 2nd Ed.; Levin, M., Ed.; Marcel Dekker
Inc.: New York, NY, 2002; Vol. 118, 115–132.

42. Brone, D; Muzzio, F.J. Enhanced mixing in a double-cone
blender. Powder Tech. 2000, 110 (3), 179–189.

43. Osama, S.S.; Coffin-Beach, D.; Muzzio, F.J. Quantitative
characterization of mixing of free-flowing granular material
in tote (bin)-blenders. 2002, 126, 191–200.

44. Wu, L.; Pang, J.; Chen, J.; Hussain, M.A. Dry blending pro-
cess scale-up for a very low dose drug candidate. AAPS
Pharm. Sci. Tech. 2000, 1 (3), Article 26.

45. Brone, D.; Wightman, C.; Connor, K.; Alexander, A.;
Muzzio, F.J. Using flow perturbations to enhance mixing
of dry powders in v-blenders. Powder Tech. 1997, 91,
165–172.

46. Wightman, C.; Muzzio, F.J. Mixing of granular material in
a drum mixer undergoing rotational and rocking motions I.
Uniform Particles. Powder Tech. 1998, 98, 113–124.

47. Wightman, C.; Muzzio, F.J. Mixing of granular material
in a drum mixer undergoing rotational and rocking
motions I. Segregating particles. Powder Tech. 1998, 98,
125–134.

48. Sudah, O.S.; Arratia, P.E.; Coffin-Beach, D.; Muzzio, F.J.
Mixing of cohesive pharmaceutical formulations in tote
(bin)-blenders. Drug Dev. & Ind. Pharm. 2002, 28 (8),
905–918.

49. www.processassociates.com/process/dimen/dn_fro.htm
50. Personal communication. Thomas Pepe P.E., LB Bohle

June 2005.
51. Alexander, A.W.; Shinbrot, T.; Johnson, B.; Muzzio, F.J.

V-blender segregation patterns for free flowing material:
effects of blender capacity and fill level. Int. J. Pharm.
2004, 269 (1), 19–28.

52. Summary of Judge Wolin’s Interpretation of GMP
issues Contained in the Court’s Ruling in USA vs Barr
Laboratories. June 2005; http://www.gmp1st.com/
barrsum.htm

53. Carstensen, J.T.; Dali, M.V. Blending validation and con-
tent uniformity of low-content, noncohesive powder blends.
Drug Dev. and Ind. Pharm. 1996, 22 (4), 285–290.

54. Chang, R-K.; Shukla, J.; Buehler, J. An evaluation of a
unit-dose compacting sample thief and a discussion of
content uniformity testing and blend validation issues.
Drug Dev. Ind. Pharm. 1996, 22 (9&10), 1031–1035.

55. Berman, J.; Schoeneman, A.; Shelton, J.T. Unit dose
sampling: a tale of two thieves. Drug Dev. Ind. Pharm.
1996, 22 (11), 1121–1132.

56. Muzzio, F.J.; Robinson, P.; Wightman, C.; Brone, D.
Sampling practices in powder blending. Int. J. Pharm.
1997, 155, 153–178.

57. Kraemer, J.; Svensson, J.R.; Melgaard, H. Sampling bias
in blending validation and a different approach to hom-
ogeneity assessment. Drug Dev. Ind. Pharm. 1999, 25 (2),
217–222.

58. Garcia, T.P.; Wilkinson, S.J.; Scott, J.F. The development
of a Blend-sampling technique to assess the uniformity of
a powder mixture. Drug Dev. Ind. Pharm. 2001, 27 (4),
297–307.

Scale-Up of Solid Dosage Forms 3215



S
cale-U

p–
S

em
isolid

59. Muzzio, F.J.; Goodridge, C.L.; Alexander, A.; Arratia,
P.; Yang, H.; Sudah, O.; Mergen, G. Sampling and
characterization of pharmaceutical powders and granular
blends. Int. J. Pharm. 2003, 250, 51–64.

60. Hailey, P.A.; Doherty, P.; Tapsell, P.; Oliver, T.; Aldridge,
P.K. Automated system for the on-line monitoring of
powder blending processes using near-infrared spec-
troscopy part i. System development and control. J. Pharm.
Biomed. Anal. 1996, 14, 551–559.

61. De Maesschalck, R.; Cuesta Sanchez, F.; Massart, D.L.;
Hailey, P. On-line monitoring of powder blending with near-
infrared spectroscopy. Appl. Spec. 1998, 52 (5), 725–731.

62. Sekulic, S.S.; Wakeman, J.; Doherty, P.; Hailey, P.A.
Automated system for the on-line monitoring of powder
blending processes using near-infrared spectroscopy part
II. Qualitative approaches to blend evaluation. J. Pharm.
Biomed. Anal. 1998, 17, 1285–1309.

63. Ufret, C.; Morris, K. Modeling of powder blending using
on-line near-infrared measurements. Drug Dev. Ind.
Pharm. 2001, 27 (7), 719–729.

64. El-Hagrasy, A.S.; Morris, H.R.; D’Amico, F.; Lodder,
R.A.; Drennen III, J.K. Near-infrared spectroscopy and
imaging for the monitoring of powder blend homogeneity.
J. Pharm. Sci. 2001, 90 (9), 1298–1307.

65. Popo, M.; Romero-Torres, S.; Conde, C.; Romanach, R.J.
Blend uniformity analysis using stream sampling and near
infrared spectroscopy. AAPS Pharm. Sci. Tech. 2002, 3 (3),
E24.

66. Duong, N-H.; Arratia, P.; Muzzio, F.J.; Lange, A.;
Timmerans, J.; Reynolds, S. A homogeneity study using
nir spectroscopy: tracking magnesium stearate in bohle
bin-blenders. Drug Dev. Ind. Pharm. 2003, 29 (6), 679–687.

67. Podczeck, F. The strength and brittleness of hard shell
capsules made from different materials. Business Briefing:
Pharm. Tech. 2002, 128–135.

68. Nair, R.; Vemuri, M.; Agrawala, P.; Kim, S. Investigation
of various factors affecting encapsulation on the in-cap
automatic capsule-filling machine. AAPS Pharm. Sci. Tech.
2004, 5, E57.

69. Guidance for Industry, SUPAC-IR/MR: Manufacturing
Equipment Addendum. FDA, CDER. January 1999.

70. Heda, P.K.; Muteba, K.; Augsburger, L.L. Comparison of
formulation requirements of dosator and dosing disc auto-
matic capsule filling machines. AAPS Pharm. Sci. 2002, 4,
E17.

71. Jolliffe, I.G.; Newton, J.M. Capsule filling studies using an
MG2 production machine. J. Pharm. Pharmacol. 1983,
35 (2), 74–78.

72. Kurihara, K.; Ichikawa, I. Effect of powder flowability on
capsule-filling-weight-variation. Chem. Pharm. Bull. 1978,
26, 1250–1256.

73. Heckel, R.W. Density-pressure relationships in powder
compaction. Trans. Metallurgical Soc. AIME 1961, 221,
671–675.

74. Heckel, R.W. An analysis of powder compaction phenom-
ena. Trans. Metallurg. Soc. AIME 1961, 221, 1001–1008.

75. Sonnergaard, J.M. A critical evaluation of the heckel
equation. Int. J. Pharm. 1999, 193 (1), 63–71.

76. Fell, J.T.; Newton, J.M. Effect of particle size and speed
of compaction on density changes in tablets of crystalline
and spray dried lactose. J. Pharm. Sci. 1971, 60 (12),
1866–1869.

77. Rue, P.J.; Rees, J.E. Limitations of the Heckel relation for
predicting powder compaction mechanisms. J. Pharm.
Pharmacol. 1978, 30, 642–643.

78. Hersey, J.A.; Rees, J.E. Deformation of particles during
briquetting. Nat. Phy. Sci. 1971, 230, 96.

79. York, P. A consideration of experimental variables in the
analysis of powder compaction. J. Pharm. Pharmacol.
1979, 31, 244

80. Hersey, J.A.; Rees, J.E. The effect of particle size on
the consolidation of powders during compaction, proceed-
ings from the 2nd, Particle Size Analysis Conference; Society
for Analytical Chemistry: Bradford, UK, 1970, 33–41.

81. York, P.; Pilpel, N. The tensile strength and compression
behavior of lactose, four fatty acids and their mixtures in
relation to tableting. J. Pharm. Pharmacol. 1973, 25 (12
suppl), 1P–11P.

82. Levin, M. How to scale-up scientifically. Pharm. Tech.
suppl. 2005, s4–s12.

83. Hiestand, E.N. Tablet bond I. A theoretical model. Int. J.
Pharm. 1991, 67 (3), 217–229.

84. Hiestand, E.N.; Smith, D.P. Tablet bond II. Experi-
mental check of the model. Int. J. Pharm. 1991, 67 (3),
231–246.

85. Hiestand, E.N.; Smith, D.P. Indices of tableting perform-
ance. Powder Tech. 1984, 38 (2), 145–159.

86. Hiestand, E.N.; Wells, J.E.; Peot, J.B.; Ochs, J.F. Physical
process of tableting. J. Pharm. Sci. 1977, 66, 510–519.

87. Ende, A.M.; Berchielli, M.T. A thermodynamic model for
organic and aqueous tablet film coating. Pharm. Dev. Tech.
2005, 1, 47–58.

88. Rodriguez, L.; Greechi, R.; Cini, M.; Passerini, N.; Caputo,
O.; Vecchio, C. Variation of operational parameters and
optimization in aqueous film coating. Pharm. Tech. 1986,
20 (4), 76–86.

3216 Scale-Up of Solid Dosage Forms



S
ca

le
-U

p–
S

em
is

ol
id

Secondary Electron Microscopy in
Pharmaceutical Technology

Peter C. Schmidt
Nuernberg, Germany

INTRODUCTION

The principle of an electron microscope is based on the
light microscope except that electrons are used instead
of light. The resolving power of any microscope is
given by Abbe’s equation

d0 ¼
0:61 � l
n sin a

½nm� ð1Þ

where d0 ¼ minimum resolvable separation distance;
l ¼ wavelength of the light; n ¼ refractive index
of the medium between the object and the objective
lens; and a ¼ half-angle subtended by the objective
at the object.

The lower the minimum resolvable distance, the
higher the resolution of the instrument. Therefore,
the resolution is enhanced by a short wavelength of
the light, a high refractive index of the medium
between the objective lens and the object, and a small
distance between the object and the lens. The product
n sin a is called the numerical aperture of the objective
lens. As a can never exceed 90�, an objective in air can
never resolve distances smaller than 0.61 l. The limits
of a light microscope are given in Table 1. de Broglie[2]

showed that an electron has a dual character. It can be
regarded either as a moving charged single particle or
as a radiation with a distinct wavelength. The relation
between the two is given by Eq. (2)

l ¼ h

mv
½nm� ð2Þ

where l ¼ wavelength; h ¼ Planck’s constant;
m ¼ mass of the electron; and v ¼ velocity of the
electron.

The velocity of the electron depends on the voltage
applied and can be used to calculate the wavelength, l,
and the minimum resolvable distance, d0, as shown in
Table 2. The advantage of the use of electrons as a light
source compared with visible light is obvious.

When an electron beam is interacting with a
specimen surface, different reactions can occur. The
various signals arising from the specimen’s surface

on incidence of the primary electron (PE) beam are
shown in Fig. 1. A collision of electrons from the PE
beam with the surface of the specimen results in a
detachment of the so-called SEs. The number of SEs
depends on the surface topography, the accelerating
voltage, and the atomic number of the surface ele-
ments. They create the SE current, which is collected
for imaging.

These are PEs that have been reflected from the
specimen surface in a way that they return back out
of the specimen again. Depending on the individual
collision, they have energies ranging from the full
primary energy of the electron beam down to the level
of SEs. Their intensity increases with increasing atomic
number. They give information on the topography of
the sample and the atomic number of the sample
elements.

Photons of X-radiation are emitted from the speci-
men under electron bombardment. They are character-
istic for elements and could be used to determine the
element distribution on the surface of the sample under
investigation.

TEs are those penetrating through a thin specimen
that are focused into images on a phosphor lumi-
nescence screen or on a photosensitive material. Some
of the PEs are absorbed by the specimen and are
grounded as a current. If there is no ground connec-
tion, the specimen will charge up.

This is a light emission of the specimen under
electron bombardment. The light could be visible or
invisible.

In secondary electron microscopy (SEM), in most
cases, SEs are used for imaging. BSE detectors are clo-
sely connected with element analysis of the specimen.
Other types are more or less seldom used in electron
microscopy. In transmission electron microscopy
(TEM), TEs will be processed to give an image.

SEM

Among the different types of electron microscopes
such as the SEM, the TEM, the scanning transmission
electron microscope (STEM), and the field emission

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041360
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scanning transmission electron microscope (FES-
TEM), the SEM finds greater application in the field
of pharmaceutical technology, followed by the TEM.
This article will focus only on the principle of the SEM.

The design of a SEM is shown in Fig. 2. It consists
of the electronic gun (1); the Wehnelt cylinder (2); the
anode (3); and beam alignment coils (4) on the top of
the instrument. The condenser lenses (5); the aperture,
and the objective lens (6); focus the beam onto the
specimen that is mounted on the specimen holder (7).
The latter one could be moved in X-, Y-, and Z-direc-
tion within the specimen chamber. In addition, the
sample could be moved by rotation. The arrangement
to create the electronic beam is shown in Fig. 3.

The electrons are emitted by the cathode (1) from a
filament, normally a heated tungsten wire. The emitted
electron current is controlled by a Wehnelt cylinder (2)
having a negative polarity against the cathode. The
electrons are picked up by the anode (3) after being
accelerated by the accelerating voltage of approxi-
mately 1–25 kV. The cathode assembly and the anode
are arranged so as to produce a crossover of the elec-
tron beam between the components. Through the
bore hole of the anode, the electron beam enters two

electromagnetic condenser lenses (4 and 5),
which reduce the crossover. After passing the aperture
(6), the electron beam is focused by the objective
lens (7) so that the focal spot is imaged on the specimen
surface (8).

PE
CL

X

SE

BSE

SC

TE

Fig. 1 Signals arising from the specimen’s surface on inci-
dence of the PE beam. SE, secondary electrons; BSE, back-
scattered electrons; X, X-ray photons; TE, transmitted

electrons; SC, absorbed electrons; CL, cathodoluminescence.
(From Ref.[4].)

Table 2 Variation of electron velocity, wavelength, and
minimum resolvable distance with accelerating voltage for an

electron microscope

Acceleration

voltage (kV)

Velocity

(km/h) k (nm) d0
a (nm)

1 18,370 0.03876 0.0169

10 58,460 0.01220 0.0053

100 164,400 0.00370 0.0016
aAccording to Eq. (1), assuming that n sin a ¼ 1.4.

(From Ref.[3].)

Table 1 Minimum resolvable distance, d0, of a light

microscope depending on the wavelength l, the refractive
index n, and the angle a

Wave length

k (nm) Angle a (�)
Refractive

index n

Minimum resolving

distance d0 (nm)

800 15 1.000a 1885

400 15 1.000a 942

800 30 1.000a 976

400 30 1.000a 488

800 60 1.000a 563

400 60 1.000a 281

800 60 1.516b 371

400 60 1.516b 185
aAir.
bOil.

(From Ref.[1].)

1

2
3

4

5

6

7

Fig. 2 The design of a secondary electron microscope where
1, electronic gun; 2, Wehnelt cylinder; 3, anode; 4, beam
alignment coils; 5, condenser lenses; 6, objective lens; 7, speci-
men holder. (From Ref.[4].)
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The specimen is scanned point by point by the elec-
tron beam as shown in Fig. 4. SEs that are emitted
from the specimen’s surface (1) are collected by the
detector (2) and undergo a video processing (3), lead-
ing to the image formed on the video screen (4).

The electron beam is moved on the surface of the
specimen by an electromagnetic deflection system that
is integrated in the objective lens moving the beam in
a raster over the specimen as mentioned above.
The deflection system consists of two sets of crossed

1
2

3

4

Fig. 4 Principle of the scanning mode of a secondary elec-
tron microscope, where 1, specimen surface; 2, detector; 3,
video processing; 4, monitor screen. (From Ref.[4].)

PE

SE

1 2 3 4

Fig. 5 The SE detector, where 1, photomultiplier; 2, light
guide; 3, scintillator; 4, collector. (From Ref.[4].)

1
2
3

4

5

6

7

8

Fig. 3 The electronic beam arrangement where 1, cathode;
2, Wehnelt cylinder; 3, anode; 4 þ 5, electromagnetic con-
denser lenses; 6, aperture; 7, objective lens; and 8, specimen

surface. (Modified from Ref.[4].)

10–2 hpa
10–1 to

Ar

Cathode (–)

Au

Anode (+)

To vacuum pump

Specimen

Au

Ar+
Ar+

1.0 - 2.5 kv

Ar

Ar

e–

e–

–

+

Fig. 7 Principle of the cathodic sputtering process.

Fig. 6 Sampling procedure to create a small sample ready

for microscopic examination.
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saddle coils for deflection in X and Y direction. The
saddle coils produce distortion-free images at lowest
magnifications and permit large deflection angles.

The SE detector (Fig. 5)[4] is mounted to the side of
the microscope chamber. PEs liberate secondary ones

(SEs) from the specimen’s surface, which are caught
by the collector (4) having a positive potential for
the detection of SE. The electrons pass through the
grid and move toward the scintillator (3). This is
biased to þ10 kV and accelerates the low-energy

Fig. 8 Microcrystalline cellulose (Vitacel) (A), dicalcium phosphate dihydrate (Bekapress D2) (B), and dicalcium phosphate

anhydrous (Dicaphos AN) (C).
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SEs to a higher energy level. These electrons strike the
scintillator, where they generate photons, which are
guided out of the detector chamber through a light
guide (2) to the photomultiplier (1). The photomulti-
plier converts the light current by amplification again
into an electron current that presents the video signal
at the output of the subsequent preamplifier. If the
collector is at a negative potential, only BSEs can
strike the scintillator and a BSE image is produced in
this mode.

Electrons move over long distances only under vac-
uum. The whole system, therefore, has to be operated
under a vacuum of 10�5–10�7 hPa. The vacuum system
consists of a rotary pump giving a vacuum up to
10�3 hPa combined with a water-cooled turbomolecu-
lar pump leading to the desired high vacuum. In some
instruments, an oil-diffusion pump is used instead of a
turbomolecular pump. An automatic control ensures
that the system cannot be run without water cooling
and at a low vacuum level.

Sample Preparation in Scanning
Electron Microscopy

Introduction

Most of the samples being investigated by SEM in the
field of pharmaceutical technology are powders pre-
pared by different methods, granules, pellets, tablets,
and films from coated tablets. The sample preparation
of bulk materials includes the following steps:

1. Choosing a representative sample from the bulk
material.

2. Mounting the sample on a suitable sample
holder (specimen).

3. Preparing the specimen for observation by coat-
ing, if it is not self-conducting.

In pharmaceutical technology, materials are
handled quite often as a bulk. Owing to the fact that

Fig. 9 Tricalcium phosphates (hydroxyapatite). Tricaphos, a spray-dried product (A), and Tritab, prepared by roller compac-
tion (B).
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electron microscopic imaging is based on very small
samples, the sampling procedure itself and the prep-
aration of the final sample become very important.
An overview for sampling procedures is given by
Sommer.[5] A scheme for powder sampling is given in
Fig. 6. The initial samples from the original bags are
normally taken by hand. Depending on the size of

the bag they have to be taken from different places.
They are then combined by mixing before undergoing
the sampling procedure. Today, these procedures are
carried out by sampling machines like a rotary sample
divider.

Depending on the size of the combined sample, the
procedure has to be done in several steps if necessary.

Fig. 10 Lactoses. a-lactose monohydrate (A), b-lactose (B), and spray-dried lactose (C).
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At the end, a sample size directly applicable to the
microscopic sample preparation must be achieved.

Specimen Preparation for SEM. In pharmaceutical
technology, most of the samples that are examined
by an SEM are powders. After the sampling procedure,

the final sample has to be distributed uniformly onto a
stub and later on—if it is not self-conducting—covered
by a layer of a conducting material. The stubs are
either pin-type mushroom or cylinders normally made
from aluminum. In most of our work, simply metal riv-
ets were used instead of the expensive aluminum stubs

Fig. 11 Sugar alcohols. Mannitol, crystalline (A), mannitol, spray dried (B), and sorbitol-instant, spray dried (C).
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Fig. 12 Different types of sorbitol.

Fig. 13 Ludipress (93% a-lactose monohydrate, 3.5% sol-

uble povidone, 3.5% cross-linked povidone) (A), Cellactose
(75% a-lactose monohydrate, 25% powdered cellulose)
(B), and Avicel PH 200 (agglomerated microcrystalline

cellulose) (C).
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offered by the suppliers of SEM accessories. The stubs
have to be cleaned carefully by a surfactant solution
followed by distilled water and acetone in an ultrasonic
bath. Finally, the traces of acetone should be removed
by a warm air stream. The surface of the stubs is then
covered by a double-adhesive tape. Conductivity of the
tape is ensured by a small droplet of conducting silver
fluid, which is placed between one end of the tape and
the stub. Coarse powders are directly sprinkled onto
the so-prepared stubs, and fine ones have to be desag-
glomerated. Depending on the degree of agglomer-
ation, this could be done either by blowing the
material onto the stub by an air stream or by sucking
it through a pipe by vacuum. Also, the ‘‘Rhodos’’
dry powder desaggregation unit of the Sympatec-Helos
Particle Sizer[6] could be used to blow the powder onto
a stub. Other samples like tablets, coated tablets, pel-
lets, packaging materials, and needles of syringes can
be directly mounted to the stub by the use of colloidal
silver paste, bonding the sample to the stub mechani-
cally and electrically. For other preparation methods,
the reader is recommended to refer to a special literature.[7]

A part of the PE beam, amounting 10�12–10�6 Å, is
emitted as secondary or BSE current. The difference
between the two currents must be allowed to leak away

to earth via the stub, otherwise the specimen will
charge up. If a sample is not self-conducting, it has
to be provided with a thin conducting coat. Only at a
low accelerating voltage in the range of 1 kV, a sample
does not need to be conductive. The coating is per-
formed under vacuum by evaporating carbon, gold/
palladium, or platinum or by d.c. sputtering. The latter
is the most popular and easy technique to apply con-
ductive coatings to a sample. The principle of sputter-
ing is shown in Fig. 7. The apparatus consists of an
evacuated chamber, a cathode, and an anode. The air
within the chamber is replaced by an inert gas, prefer-
ably argon, and the voltage applied to the system is
in the range of 1.0–2.5 kV. Under these conditions, a
glow discharge is set up between cathode and anode.
Neutral gas atoms are ionized to positively charged
argon ions and electrons. The ions are attracted
by the cathode where they cause an emission of a
gold atom and an electron from the cathode material.
The electron neutralizes an argon ion, the Au atom is
moving toward the anode. On the way there are a lot
of collisions with gas atoms and as a result the Au
atoms arrive at the anode from different directions
where they settle onto the specimen’s surface. Free
electrons are accelerated in the direction of the
anode, and when reaching the anode, create heat in
the specimen.

The process itself and the deposition of metal atoms
onto the specimen’s surface depend on the target
material, the type and pressure of the inert gas within
the chamber, the cathode potential, the current, the
time of sputtering, and the distance between the target
and the sample. The preferred gas is argon, having the
lowest price of all inert gases. Air could not be used
because it causes oxidation of metals, e.g., gold. A
black coating indicates the presence of air during the
sputtering process. With argon, the sputtering rate of
gold and silver is high compared with carbon. The
coating thickness is determined by the sputtering rate,
the distance between the target and the sample, and the
time. There is a linear correlation between the thick-
ness of the gold layer and the sputtering time at con-
stant conditions.

The quality of the coat has to be judged by the hom-
ogeneity of the thickness, adhesion onto the surface of
the sample, and its mechanical stability. Plain surfaces
result in a uniform coating thickness. At rough sur-
faces, a uniform coating can only be achieved when
the metal atoms settle diffuse from all directions. This
could be predetermined by the vacuum applied. The
optimum coating thickness is a compromise between
the conductivity of the coated sample and the resol-
ution of fine surface structures. If the conductivity is
not high enough, a charge up of the specimen is
observed. For routine imaging, a coating thickness of
1–2.0 nm is sufficient.
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Fig. 14 Compressional pressure/hardness profile and com-

pressional pressure/disintegration profile of the coprocessed
materials, Ludipress, Cellactose, and Avicel PH 200.
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Application of SEM in Pharmaceutical
Technology

The application of SEM in the field of pharmaceutical
technology is widespread. Solid starting materials for

any kind of formulation can be visualized as well as
powder mixtures, granulations, pellets, tablets, coat-
ings, spray- and freeze-dried products, microparticles,
liposomes, and packaging materials. Although there
are articles dealing with SEM investigations of raw

Fig. 15 Starches used in pharmacy. Rice starch (A), wheat starch (B), potato starch (C), and enset starch (false banana) (D).
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materials[8–10] and some other materials, a general
review on the applications of SEM in pharmaceutical
technology is not available. Thus, this section attempts
to fill the gap in the literature. The following examples

were taken from our own experience over 13 years.
They do not cover the whole field, but they have been
selected to demonstrate that a lot of problems can be
solved by the view through a microscope.

Fig. 16 Disintegrants. Primojel (A), Explotab, sodium starch glycolates (B), cross-linked carboxymethyl cellulose (C), and cal-

cium carboxymethyl cellulose (D).
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Starting materials

Filler/Binders. Filler/binders are used in direct com-
pression of tablets. The requirements they have to
fulfill are summarized by Khan and Rhodes.[11] An
important factor in the evaluation of filler/binders is

their so-called ‘‘dilution potential,’’ i.e., giving an
amount of active ingredient that can be taken up by
the filler/binder to produce a tablet according to pre-
viously fixed specifications.

Filler/binders belong to the following classes of
substances: microcrystalline and powdered celluloses,

Fig. 17 Lubricants. Magnesium stearate (A), calcium arachinate (B), and talc (C).
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lactoses, phosphates, particularly calcium phosphates,
sugar alcohols, and the so-called ‘‘coprocessed
materials,’’ which are especially designed combina-
tions for direct compression.[12] The following
Figs. [8–13] show filler/binders at different magnifica-
tions. Fig. 8 A depicts microcrystalline cellulose (Vitacel).
The fibrous structure is typical for all products of

this type and differs significantly from the calcium phos-
phates (Figs. 8B and C). The dicalcium phosphate
dihydrate (Bekapress D2) (Fig. 8B) is composed
of small agglomerates, whereas the anhydrous type
(Dicaphos AN) (Fig. 8C) is agglomerated to a higher
extent. In Fig. 9, two types of tricalcium phosphates are
presented.

Fig. 18 Partially interactive powder mixture between
sodium chloride (A) and micronized etilefrine HCl. The pic-

ture (C) is an extension of the picture (B). Etilefrine HCl set-
tle at crystal irregularities of the cubic sodium chloride.

Fig. 19 Interactive mixture between lactose (A) and
micronized etilefrine HCl. The picture (C) is an extension
from the picture (B). Owing to more crystal irregularities,

there is a higher adherence of the etilefrine HCl onto the
carrier.
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Crystallographically both are hydroxyapatites. Tri-
caphos (Fig. 9A) is a spray-dried product showing
typically rounded particles built from very small crys-
tallites, whereas Tritab is a granulation prepared by
roller compaction (Fig. 9B). For detailed description
of calcium phosphates see the relevant literature.[13–16]

Fig. 10 presents three different types of lactoses.
The typically wedge-shaped a-lactose monohydrate
(Fig. 10A) differs significantly from the roller-dried
b-lactose (Fig. 10B), and the ball-shaped, spray-dried
lactose (Fig. 10C), which shows the highest compact-
ability owing to its agglomerated form and its content
of 8–15% of amorphous lactose.[17]

The sugar alcohols, mannitol and sorbitol, are quite
often used in the preparation of buccal and sublingual
tablets as well as lozenges. Fig. 11 shows the morpho-
logical differences between a crystallized (Fig. 11A)
and a spray-dried mannitol (Fig. 11B). Sorbitol, of
which the g-polymorph is used in direct compression,
has to be regarded as the ‘‘chameleon’’ of tablet exci-
pients. The spray-dried instant product (Fig. 11C) is
of irregular shape and shows fine needles on higher
magnification. A product obtained from a melt
(Fig. 12A) has a more regular surface, as well as pro-
ducts that have been produced by crystallization
(Figs. 12B and C). At higher magnifications, the latter

product exhibits a completely different structure com-
pared to spray-dried sorbitol.[18–20]

Fig. 13 depicts the SEM pictures of three different
coprocessed materials.[21] Ludipress, being mostly
a-lactose monohydrate, shows fairly round agglomer-
ates, and Cellactose, containing 25% of a powdered
cellulose, is composed of lactose agglomerates from
which the incorporated cellulose fibers protrude like
tentacles. Avicel PH 200, a pure microcrystalline cellu-
lose, is an agglomerated irregular-shaped product.[22]

The compressional properties of these materials with
respect to hardness are similar, whereas the disintegr-
ation time shows for Cellactose a tremendous increase
at compressional pressures above 100 MPa as shown
in Fig. 14.[23]

Disintegrants. Starches are used as disintegrants in
tablets, as binders after gelatinization in granulations,
as carriers in spray drying, and as fillers and moisture
absorbers in external powders. As disintegrants, they
are used in quite high concentrations ranging from
10% to 15% of a tablet formulation. Fig. 15 presents
rice (Fig. 15A) and wheat (Fig. 15B) starches in two
different magnifications. Potato starch [one of the most
commonly used starches (Fig. 15C)] is shown together
with starch from an Ethiopian plant called Enset false

Fig. 20 Interactive mixtures with sorbitol as a carrier. Sorbitol plus 16% micronized etilefrine HCl, part of the granule (A), sec-
tional view from left showing the fine sorbitol needles and the micronized particles of etilefrine (B). Pure sorbitol instant (C),

sorbitol plus 16% propranolol (D).
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banana (Ensete ventricosum) (Fig. 15D) showing parti-
cles of a very distinctive shape having a similar size as
potato starch.[24]

Besides starches, starch derivatives like sodium
starch glycolate (Primojel, Explotab) are used as disin-
tegrants as they exhibit enhanced disintegrating power.
Although both products (Primojel and Explotab) are
chemically identical, their microscopic behavior is dif-
ferent (Figs. 16A and B). Primojel has a smooth sur-
face and Explotab has a rough surface, resulting
from their preparation methods that attribute to the
differences in their disintegrating action.[25]

Derivatives of celluloses like Ac-di-Sol and E.C.G.
505 act as the so-called ‘‘super disintegrants.’’[26,27]

Their microscopic pictures are similar to cellulose
fibers. The materials, however, could not be dis-
tinguished by microscopic examination.

Lubricants. Among lubricants, magnesium stearate is
the most widely used one. It appears in different crystal

forms, shows different particle size and shape, and
occurs in several hydrate forms.[28,29] Its lubricating
effectiveness was described by Delacourte et al.[30]

The platelet form (Fig. 17) seems to have some advan-
tages. Magnesium stearate is capable of forming films
on other tablet excipients during prolonged mixing,
leading to a prolonged drug liberation time,[31] a
decrease in hardness, and an increase in disintegration
time.[32,33] For comparison reasons, calcium arachidate
and talc are presented in Fig. 17. Calcium arachidate
differs from the others by showing a microparticle
structure instead of platelets.

The lubricating ability of talc is less compared with
magnesium stearate, although both substances are
microscopically similar.[34]

Powder Mixtures. Powder mixtures could be ran-
dom[35–39] or ‘‘ordered’’ mixtures.[40] The latter were
later on called ‘‘interactive’’ mixtures[41] owing to the
fact that they are not of a higher degree of order.

Fig. 21 Dry syrup preparations. Powder mixture (A), partially granulated product (B), granulated product (C), and coated crys-

tals, partially agglomerated (D).
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The mixing homogeneity of an interactive mixture is
not better compared with a random one, but it leads
to an interaction between a fine component and a
coarse carrier and then to a higher stability of the sys-
tem. Pharmaceutical powder mixtures are quite often
between a random and an interactive mixture, and

hence they are partially interactive. The degree of inter-
action depends on the following parameters:

1. particle size of the ‘‘adherent’’ fine powder;
2. particle size and surface structure of the coarse

carrier;
3. cohesion forces between the ‘‘fines;’’
4. adhesion forces between the ‘‘fines’’ and the

coarse carrier particles; and
5. relation between the amount of ‘‘fines’’ and

coarse particles.

The following examples deal with interactive pow-
der mixtures.[42,43] Fig. 18A shows a sodium chloride
crystal. When mixing the sodium chloride with 16%
of a micronized etilefrine HCl, a partially interactive
powder mixture results (Figs. 18B and C). The micro-
nized active ingredient is preferentially adhered onto
crystal irregularities. In these regions, multilayers of
etilefrine HCl are obtained. When choosing lactose as
a carrier instead of sodium chloride, the situation
changes (Fig. 19). Owing to the more irregular crystals,
there is a higher degree of visible adhering particles
(Fig. 19B). The extension (Fig. 19C) shows again the
concentration of fines at crystal irregularities. Special
effects could be achieved when using sorbitol instant
as a carrier. Sorbitol instant is produced by spray dry-
ing and subsequent instantization. Fig. 20 presents
such a particle showing an irregular shape and a rough
surface. Mixing this product with 16% of etilefrine
HCL (Fig. 20A) results in an adherence tendency to
the ‘‘valleys’’ of the sorbitol particle. The extension
(Fig. 20B) shows the fibrous structure of the spray-
dried sorbitol and the micronized particles. When
using 16% of micronized propranolol HCl instead of
etilefrine as the active ingredient being mixed, a total
coverage of the sorbitol particle is obtained. As pro-
pranolol has a higher adhesion and cohesion tendency,
after filling up the sorbitol ‘‘valleys’’ it covers the
whole surface.

Dry Syrup Preparations. Dry syrup preparations are
powdered or granular formulations prepared for
reconstitution. They are filled up to volume by a liquid,
normally water, just before use. During production
and storage, they are solids and during administration
they are either solutions or suspensions. The main rea-
son for the development of dry syrups is the instability
of the active ingredient in the liquid state. They have to
be used within a limited period of time after conversion
into a suspension or solution. Most of the medica-
ments formulated as dry syrups belong to the group
of antibiotics. It was shown that the bioavailability
of dry syrup could be superior compared with an oily
suspension.[44] In addition to the active ingredient,
the formulations[45] contain carriers like saccharose,

Fig. 22 Pellets prepared by different methods. Cross-sec-
tional view of a pellet prepared by powder layering (A),
cross-sectional view of a pellet prepared by extrusion/spher-

onization (B), and size and shape of pellets prepared by
extrusion/spheronization (C).
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sorbitol, and xylitol, acting also as sweeteners, micro-
crystalline cellulose and starch, viscosity enhancers,
mainly xanthan gum, artificial sweeteners, preserva-
tives, wetting and complexing agents, and buffer sub-
stances. They could be prepared as powder mixtures,
completely or partially granulated products, and as
coated coarse carriers. Fig. 21A shows as an example
for a powder mix, amoxicillin trihydrate, and clavula-
nic acid-containing preparation. A lot of small parti-
cles of different size and shape indicate a mixture. A
partially granulated product containing cefixime trihy-
drate is shown in Fig. 21B. Besides small size particles,

granules are visible. Granulated dry syrup prepared
from acetylcysteine is presented in Fig. 21C, while
coated carriers that are partially agglomerated contain-
ing bromhexine hydrochloride and cefaclor monohy-
drate are shown in Fig. 21D. In three of the four
formulations mentioned above, xanthan gum is used
as viscosity enhancing agent.

Pellets. Pellets are mainly prepared by four differ-
ent methods: powder layering, rotating fluidized
bed, extrusion/spheronization, and the agglomer-
ation method. The oldest one is the so-called,

Fig. 23 Pellets prepared by spherical agglomeration. Overview about ascorbic acid pellets prepared from powder of a mean par-
ticle diameter of 8.8 mm. The bar is 1 mm (A). SEM picture from left (B). Ascorbic acid pellet prepared from powder of a mean
diameter of 8.8 mm without the addition of povidone (C). Pellet from left prepared with the addition of 2% PVP (D). Ascorbic

acid pellet prepared from powder of a mean particle diameter of 3.0 mm without the addition of povidone (E). Pellet from left
with the addition of 2.0% povidone (F).
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Fig. 24 Differences in the deformation behavior of substances during tableting demonstrated by sorbitol instant as an example
for a plastically deforming substance and ascorbic acid as a more brittle one. Tablet compressed at 5 kN (10 mm in diameter) (A)

and 30 kN (B). Inner part of a broken tablet showing an ascorbic acid crystal being totally embedded into plastically deformed
sorbitol (C) and a crystal being partially removed from the sorbitol matrix through the break down of the tablet (D). A cracked
ascorbic acid crystal in a sorbitol matrix (E).
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‘‘powder layering method,’’[46] where seed crystals
in a drum are moistened by a binder solution and
subsequently dusted by a fine powder. After a drying
phase, the next moistening step is carried out followed

by a powder application and so on. These types of
pellets are characterized by a core corresponding
to the seed crystal, surrounded by fine particles.
Fig. 22A represents such a pellet.

Fig. 25 Differences observed in the deformation of substances during tableting. Potassium chloride at low (A) and high com-
pressional forces (B), pellets prepared by spherical agglomeration in a tablet surface (C) and in the inner part of a broken tablet
(D), surface of an acetyl salicylic acid (ASA) tablet containing 10% sodium carboxymethyl starch (E) and the same surface after

moistening with a finger (F). (From Ref.[54].)
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Pellets prepared by extrusion/spheronization[47]

have uniform cross-sectional area (Fig. 22B) but differ
slightly in shape and size, which is based on the
spheronization process following extrusion (Fig. 22C).

They are harder compared with pellets produced by
powder layering. Their appearance is similar to pellets
obtained by fluidized-bed granulation using the so-
called ‘‘rotating fluidized bed.’’[48] Owing to the fact
that ideally round pellets are desired, several attempts
were made to quantify their roundness.[49,50] The
spherical agglomeration is a completely different
method that is employed to develop pellets that are
round and uniform in size. In this, particles are
agglomerated in suspension.[51,52]

The resulting pellets are round and uniform in
size (Fig. 23A); the shape of an ascorbic acid pellet
prepared from a fine powder having a mean diam-
eter of 3.0 mm is shown in Fig. 23B. Increasing
the particle size of the starting material to a mean
diameter of 8.8 mm, the surface of the pellets
becomes more rough (Fig. 23C). The addition of
2% of povidone during pellet preparation smoothes
the surface (Fig. 23D). A finer starting material of
3 mm leads to a smoother surface (Fig. 23E) that
could become very smooth by the addition of 2%
of povidone (Fig. 23F). This example clearly
demonstrates that by spherical agglomeration, it is
possible to adapt the surface of the pellets being
produced by a proper choice of the particle size of
the starting material as well as by the addition of
a polymer.[53]

Latex-Dispersion

Pseudo-Latex-Dispersion

Micronized Coating Material

Application to the Surface Film Formation

100 nm

200 nm

Fig. 26 Differences observed in the mechanism of film for-
mation from latex and pseudolatex dispersions and from

micronized coating materials.

Fig. 27 Influence of the type of polymer application on film properties (top and side view). HP55 (HPMCP)-coated pellet, pre-
pared from a micronized film dispersion (A). HP55 [hydroxypropyl methylcellulose (HPMCP)]-coated pellet, prepared from an
organic solution (B).
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Tablets. SEM was widely used to investigate the
structure of tablets. An excellent review is presented
by Hess.[54] Imaging of tablets is a useful tool to dem-
onstrate differences in compression behavior of sub-
stances. Fig. 24 shows an example where the
plastically deforming spray-dried sorbitol instant was
compressed together with the more brittle ascorbic
acid in one tablet. At low compressional force of
5 kN for a 10 mm tablet, the rectangular ascorbic acid
crystals as well as the partially deformed sorbitol par-
ticles are visible (Fig. 24A). In Figs. 24A and B, the
surfaces of two tablets compressed at 5 kN and 30 kN
are compared. At higher compressional forces, a uni-
form, flat, and smooth tablet surface is formed, but
within this surface a single unchanged ascorbic acid
crystal could be detected. Observation of a broken tab-
let (Fig. 24C), which was prepared at a high compres-
sional force of 30 kN, reveals that the ascorbic
acid crystal is totally fixed within a matrix of plastically

deformed sorbitol. Even when the crystal was
partially removed from the sorbitol matrix, during
the break down of the tablet, the sorbitol matrix is still
intact (Fig. 24D). This is supported by the bottom
picture, where an ascorbic acid crystal was cracked
during the breaking of the tablet, but it is still
surrounded by plastically deformed sorbitol. These
findings are similar to investigations of Hess[54] who
used the plastically deforming potassium chloride
(Fig. 25). On the top right, after compressing at low
compressional forces, the single potassium chloride
particles are separated by dips between them, while
after compressing at high forces—although the
original particles are still detectable—there are no
visible dips.

When compressing pellets into tablets, their defor-
mation depends on their hardness.[55] When hard
pellets produced by spherical agglomeration are com-
pressed the single pellets are still visible at the surface

Fig. 28 Cross-sectional areas of different films. Eudragit L 30 D without pigments, film thickness approximately 25mm (A),

Eudragit L 30 D film containing 50% of magnesium stearate, film thickness approx. 25 mm (B), incomplete film formation at
higher magnification showing individual latex particles from an Eudragit L 30 D dispersion in the film (C).

Secondary Electron Microscopy in Pharmaceutical Technology 3237



S
cale-U

p–
S

em
isolid

(Fig. 25C) and are only partially deformed in the
inner part of the tablet (Fig. 25D).[53] This is of high
importance when pellets having an enteric or a sus-
tained-release coat are compressed with the aim not
to damage the coating.

Figs. 25E and F show differences in the elastic
recovery of substances after compression. Fig. 25E
depicts the surface of an ASA-tablet containing 10%
of sodium carboxylmethyl starch as a disintegrant.
The plastically deforming ASA remains plain after

Fig. 29 Comparison of differences in size of pigments at the same magnification. Red iron oxide (A), titanium dioxide (B), talc

(C), mica (D), and two pearl luster pigments Iriodin 110 (E) and Iriodin 100 (F).
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compression, whereas the starch derivative shows elas-
tic recovery. After moistening the surface with finger,
the starch derivative particles start swelling, moving
out of the tablet surface.[54]

Coatings. Coatings are applied to solid dosage forms
for several reasons: taste masking, moisture preven-
tion, gastric resistancy, and sustained-release action
being the most common ones.[56] They could be
handled as a solution, a latex or pseudolatex dis-
persion, or as a suspension containing a micronized
polymer powder as the film-forming agent. The film
formation is easiest from a polymer solution because
single polymer molecules can interact to build the coat-
ing. Using latex or pseudolatex dispersions or even
micronized polymers the situation is different as
demonstrated in Fig. 26. The size of true latex particles

is uniform and it is in the range of 100–200 nm. A pseu-
dolatex shows a broader particle size distribution,
although the mean particle diameter could be in the
same range. In contrast, the particle size of a micro-
nized particle of a film-forming agent is 10 to 30 times
higher compared to latex, which is in the range of 1 to 3
or even more micrometers. For a complete film forma-
tion, the plasticizer has to penetrate uniformly into the
polymer. This is easily achieved when a latex disper-
sion is used. With a pseudolatex dispersion, however,
the larger particles would not be plasticized com-
pletely. With a micronized polymer, on the other hand,
only the outer part of the particles will be penetrated
by the plasticizer. The resulting differences are pre-
sented in Fig. 27. The rough surface and cross-
sectional area of a pellet coated with the micronized
polymer (HPMCP, HP55) are shown in Fig. 27A.
The cross-sectional view hardly allows distinction
between the coat and the inner part of the particle.
The thickness of the film is approximately 25 mm.
The pellet shown in Fig. 27B was coated using an
organic solution of HP55 showing a smooth surface
and a more uniform cross-sectional view of the film.
A more detailed structure of films is depicted in Fig.
28 where the influence of composition and conditions
of preparation is apparent. Fig. 28A represents a film
that is produced without pigments. The addition of
50% of magnesium stearate results in a more structured
layer (Fig. 28B). The cross-sectional view of an incom-
plete film at a higher magnification is presented in
Fig. 28C. A pigment platelet is located near the surface.
The latex particles around the platelet form a film,
whereas those that are in the inner part of the coat still
exist as latex particles in the range of 100–200 nm.
Obviously, the minimum film-forming temperature
was not reached in this region. The pictures clearly
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Fig. 30 Liberation of theophylline from aquacoat ECD 30

coated pellets with different pigments in relation to the
BET (specific surface area according to Brunauer, Emmet
and Teller) surface of the pigments.

Fig. 31 Cross-section of films from Aquacoat ECD 30 pigmented with 20% (V/V) of the pearl luster pigment Iriodin 100.
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demonstrate the differences between the various appli-
cation forms of film-forming agents.

Pigments could influence the mechanical properties
of a film as well as the dissolution behavior of a drug
substance from coated tablets or pellets. According
to Rowe[57] different pigments should be compared
on the bases of the pigment volume concentration
(PVC), which takes density differences into account
[Eq. (3)],

PVC ¼ VP

VP þ VB
ð3Þ

where VP ¼ pigment volume and VB ¼ polymer vol-
ume.

Pigments exhibit different shape and size. Fig. 29
clearly demonstrates that for red iron oxide (Fig. 29A)
and titanium dioxide (Fig. 29B) on one hand, and talc,

mica (Figs. 29C and D), and two pearl luster pigments
(Figs. 29E and F) on the other. The primary particle
size of the two metal oxide crystallites is below 1 mm.
The red iron oxide is more agglomerated compared
with titanium dioxide. Talc (Fig. 29C) and mica
(Fig. 29D) show platelet structure, with a broader
particle size distribution of talc. The two pearl luster
pigments, both based on mica, coated with metal oxi-
des also show the typical platelet structure and higher
particle sizes. For titanium dioxide[58] and talc,[59] the
influence of the amount of pigment added to the
film-coating formulation on the drug dissolution was
shown. Up to the critical pigment volume concen-
tration, the permeability of the films is decreased and
therefore the sustained release effect is prolonged.
Above the critical concentration, the permeability of
the films increases owing to defects in the uniform film
layer caused by the pigments.[60]

Fig. 32 SEM picture showing starting materials and their corresponding spray-dried products. Fumaric acid milled (A) and
spray dried (B), L-leucine milled (C) and spray dried (D). Before spray drying both substances show a layered crystal structure
but differ significantly after the spray-drying process.
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With pearl luster pigments, depending on their par-
ticle size and/or BET-surface, respectively, this effect
could be used to control drug liberation of sustained-
release preparations. Fig. 30 compares the in vitro dis-
solution of theophylline in water after 3 and 6 hr from
pellets that were coated with an Aquacoat ECD 30 dis-
persion pigmented with 20% of different pigments
based on the amount of polymer used. Sicopharm
(red iron oxide) and titanium dioxide, both fine crystal-
lites, show the highest release rates. The others having
a more or less pronounced platelet structure show a
decrease in drug liberation that is directly correlated
to the BET surface of the pigments.[60] The reason
for the reduced film permeability lies in the special
structure of films containing platelet-shaped pigments.
Fig. 31A shows a section of such a film under an angle
of approximately 45�. The roof-like structure of the

coating is obvious. Therefore, substances penetrating
the film have to permeate around the solid platelets,
which prolongs the diffusion. Consequently, the drug
liberation is delayed. During the dissolution process,
the film swells owing to the swelling properties of the
polymer. At the end of the process, a picture shown
in Fig. 31B is obtained. The cross-sectional area of
the swollen film in this case was observed under an
angle of 90�. The pigment platelets are still in their
original overlapping position. The degree of swelling
depends on the type of polymer used. Aquacoat
ECD 30 shows only a slight effect compared with
Eudragit RL 30 D and RS 30 D.

Spray-Dried Products. Spray drying is used to convert
solutions, emulsions, or suspensions into powders.[61]

The applications in pharmaceutical technology are
numerous. Raw materials are spray dried, for instance,
to enhance the compressional properties of substances
such as lactose[62] and tricalcium phosphate,[13] to dis-
tribute a minor component like digoxin more uni-
formly in a matrix, and to enhance their dissolution
rate as described for digoxin in combination with a
hydrophilic polymer.[63]

Normally one would expect round- to nearly ball-
shaped particles from a spray-drying process when
starting from a solution or an emulsion. When using
a suspension, the resulting particles could also be more
or less irregular agglomerates as shown earlier for
spray-dried lactose and some of the so-called ‘‘multi-
purpose excipients.’’ But even when starting from a
solution, round particles may not be obtained. This is
demonstrated in Fig. 32. Fumaric acid and L-leucine
in their original state are both crystals compassing of
thin lamellae. After spray drying, fumaric acid forms
small star-like agglomerates (Fig. 32B), whereas
L-leucine forms hollow spheres built from small and
very thin platelets (Fig. 32D). These spheres have
advantages as lubricants in effervescent tablets com-
pared with a milled product because the spheres are
broken during compression, forming a thin film of
small L-leucine platelets on the punches and die of a
tablet press. Thus, an amount of 3.75% of spray-dried
L-leucine in an effervescent tablet formulation was
more effective compared with 5% of the milled pro-
duct.[64] Spray drying of extracts is quite often used
to prepare readily soluble tea preparations.[65] The
advantages are a quicker solubility, a uniform distri-
bution of active ingredients, and a free-flowing, dust-
free powder. The drying process of a single droplet
can be schematically described as shown in Fig. 33.
In the first step, liquid droplets are formed by the
nozzle of the spray dryer with the aid of a pump and
compressed air or by an airless system. Owing to
the high temperature of the drying air, the solvent
evaporates first from the outer surface of the droplet,

Solution

Nozzle

Air

Drying air,
inlet temperature

160 - 200ºC

Behaviour of
one droplet:

Pump

Solution droplets

Formation of a
primary (semi) solid
liquid inside

Wall stabilisation and
heating up of the
liquid inside

Blow out of solvent
vapor

Solid particle

Liquid droplet (-) with
dissolved solids

Fig. 33 Spray-drying process of extracts with respect to the
behavior of a single droplet.
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Fig. 34 Spray-dried plant extract solutions used to prepare readily soluble tea preparations. Spray-dried product from an airless

high-pressure system leading to a coarse particle size distribution (A) and a magnification thereof (B), detailed view of one par-
ticle showing fragments inside (C), and the product from above after a wrong sample preparation (D).

Fig. 35 Spray-dried extracts and pantothenate solution. Spray-dried calcium pantothenate: overview (A) and detail (B), showing
mainly particles that were damaged during preparation of the SEM sample either by the high vacuum of the SEM or by the heat
created during the sputter coating process. Spray-dried Tussilago farfara extract prepared by a system using atomizing air to

form droplets and leading to small particle sizes (C) and a magnification thereof (D).
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and a solid ‘‘skin’’ is formed around the liquid, which
acts as a barrier for further evaporation. As a result,
the pressure within the droplet increases until the wall
breaks and the solvent is blown out of the droplet. At
the end, a hollow solid particle results showing small
holes, where the liquid was blown out. Depending on
the excipients in the formulation, particles could more
or less break down during the process. The fragments
then adhere to other fragments and to the spheres. This
behavior is demonstrated by Fig. 34A. The extract par-
ticles on that figure originating from an airless spray-
ing system result in particle size that ranges from
approximately 100 to 500 mm. Fragments adhering to
other particles are present as well as agglomerates of
two or three spheres. The higher magnification of
one of the particles (Fig. 34B) shows the ‘‘blow out
hole’’ and also adhering fragments. A higher magnifi-
cation of one of the ‘‘blow out holes’’ (Fig. 34C)
demonstrates the presence of fragments and smaller
spheres within a bigger particle. Some of the particles
show irregular surfaces (Fig. 34D). These are artifacts,
which are formed during sample preparation. They are
built as a result of overheating during the sputter pro-
cess with gold. A similar case is demonstrated in Figs.
35A and B. Most of the spray-dried calcium pantothe-
nate particles are collapsed owing to instability of the
previously formed thin-walled spheres under the high

vacuum of the SEM. From time to time, one can
observe the collapsing of the particles under the SEM.

Figs. 35C and D demonstrate the difference to
particles mentioned before when using an air-driven

Spray-dried emulsion
droplet containing
small oil droplets
inside and on 
the surface

Sample preparation
for SEM (vacuum)

Essential oils

Oil droplets from the
surface disappear

Oil droplets persist
on the surface

Nonvolatile oils

Fig. 36 Differences between spray-dried emulsions contain-
ing essential oils and non-volatile oils during sample prep-

aration. The oil droplets of the volatile essential oils
disappear during sample preparation under vacuum, while
non-volatile oil droplets stay permanently.

Fig. 37 Spray-dried emulsions. Particle from an emulsion
containing a volatile essential oil (azulene) (A). Particle from
an emulsion containing a non-volatile oil (vitamin E acetate)

(B and C).
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nozzle instead of an airless one. The particle size range
of the T. farfara extract shown in the figure is now in
the range from 1 to 20 mm. Some of them are damaged
by heat during sputtering (Fig. 35C).

At higher magnification (Fig. 35D), one single par-
ticle of roughly 20 mm in diameter is shown containing
smaller ones inside. The wall thickness is in the range
of 1 mm or below. In some cases, emulsions containing
oil in the inner phase are submitted to spray drying.
The spray-dried particles contain the small oil droplets
inside as well as on the surface as schematically drawn
in Fig. 36. During the sputtering process of the samples
under vacuum, essential oil droplets are evaporated
from the surface of the spray-dried particles, whereas
non-volatile oil droplets stay on the surface and are
coated by gold. The different situations are demon-
strated in Fig. 37 by SEM pictures. An azulene con-
taining spray-dried particle to which smaller ones are
adhered is shown in Fig. 37A. Here, no oil droplets
on the surface are visible owing to the fact that azulene
belongs to the group of essential oils. The surface of
50% vitamin E acetate containing spray-dried particle
is depicted in Fig. 37B. The surface is rough and

higher magnification of the same (Fig. 37C) clearly
demonstrates the presence of small oil droplets on
the surface of the spray-dried particle.

Active
ingredient

Dosage (Pump)

Plate heating /
cooling

Condensator

Excipients Blister foil

Blistering

Blister containing
medicament in
solution

Freeze drying

Closing of the
blister

Packaging

Compressed air / temperature

H2O H2O H2O

Fig. 38 Preparation scheme of medicaments containing-
freeze dried platelets.

Fig. 39 Instantaneously soluble freeze-dried medicament

platelets/tablets. Cross-sectional side view and top view
(A), border line between the surface (upper part), and the
cross-section (lower part of the picture) (B), inner part of

the platelet (C).
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Freeze-Dried Products. Freeze drying was first carried
out in 1890 by Altman[66] but became well known
through the industrial development of the process.
The process is used in the food industry, e.g., for the
production of instant coffee, tea, and other products.
In the field of pharmaceutical technology, it was for
a long time restricted to only few formulations for
injection containing the active ingredient in the
freeze-dried state in an ampoule to be dissolved just
before application. With the increasing interest in pro-
tein and peptide formulations, freeze-dried products
became more important. These are discussed under
section ‘‘Microparticles for Injection.’’

Instantaneously soluble freeze-dried platelets[67]

became known during the last few years. They were
mainly developed for people having problems of swal-
lowing a tablet. Their production scheme is presented
in Fig. 38. A solution containing the active ingredient
together with excipients like mannitol and if necessary
polymers, sweeteners, colors, and flavors is dosed by a
pump into preformed blisters of PVC or a combination
of PVC and PVDC. The blisters containing the sol-
ution are freeze dried, and an aluminum foil covering
the blister is applied at the end of the process. The
platelets have the size of tablets as shown in Fig. 39A
and they adapt to the form of the blister through the
freeze-drying process. The surface shows small holes
from channels where water was evaporating during
drying. These channels form a percolating system
within the tablet (Fig. 39B). Their microstructure is
shown Fig. 39C, indicating the loose structure of the
platelets having a high internal surface. Through the
channels, water is penetrating quickly into the platelet
leading to a very fast dissolution.

Microparticles for Injection. During the last decade,
peptides and proteins became more and more impor-
tant as medicaments. Most of them are unstable in
an acidic environment and in the presence of enzymes.
Therefore, they could not be administered or applied

via the peroral route.[68] Since the development and
registration of polylactide-glycolides as biodegradable
polymers for injectable sustained release prepara-
tions,[69] methods of preparation of injectable micro-
particles became very interesting. As preparation
methods, spray, freeze drying, and the so-called ‘‘in-
water-drying’’ process are in use.[70] The latter is
demonstrated in Fig. 40. Leuprorelin acetate dissolved
in water and a polylactide-glycolide solution in methyl-
ene chloride are mixed forming a water/oil (W/O)-

Table 3 Manufacturing data of porous ceramic pellets of b-Tricalcium Phosphate and hydroxyapatite, respectively

Type Compaction pressure (MPa) Firing temperature (�C) Size (d/h; mm)a Densityb (%)

Ac 48 1075 4.4/4.0 64.9

Bc 48 1125 4.1/3.7 78.4

Cc 168 1075 4.4/4.0 79.8

Dd 111 1150 4.4/4.0 63
ad ¼ Diameter; h ¼ Height.
bPercent density based on the true density of the starting materials.
cb-Tricalcium phosphate.
dHydroxyapatite.

See Fig. 44.

W1

W1/O 

W1/O/ W2 

 

 

W2

Leuprorelin acetate
dissolved in water

Polymer (PGLA)
dissolved in
methylene chloride

Aqueous PVA solution

1. Air stream treatment
2. Centrifugation
3. Freeze drying
4. Vacuum drying

Microcapsules

O

Fig. 40 Preparation of leuprorelin acetate containing micro-
capsules according to the ‘‘in-water-drying’’ process.
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emulsion, where the methylene chloride solution is the
outer phase of the emulsion. By the addition of an
aqueous polyvinyl alcohol (PVA) solution, a water/
oil/water multiple emulsion is formed with PVA sol-
ution in the outer phase. The main part of the methyl-
ene chloride is evaporated by an air treatment leading
to a precipitation of polylactide-glycolide. The result-
ing particles are centrifuged, freeze dried, and dried
under vacuum to remove traces of methylene chlor-
ide.[71] Fig. 41A shows the resulting round particles
as a bulk before redispersion for injection (left) and
single particles at higher magnification (right). The sin-
gle particle exhibits pores with small holes where the
methylene chloride has evaporated. For comparison
reasons, a freeze-dried product is shown in Fig. 41B

Implants. Implants can be biogradable or non-
biogradable. In earlier times, tablets were implanted
by a small surgery and removed after a certain time
period. Modern implants consist of biogradable
organic or inorganic materials. The most commonly
used organic material since the introduction of

Zoladex� is DL-poly-lactide-glycolide.[71] The implants
are cylindrical in shape and have a diameter enabling
the application by syringes and injection needles. A
scheme of the preparation of this type of implants is

Fig. 41 Microparticles for injection prepared by the ‘‘in-water-drying’’ process (A) and by freeze drying (B) for two LH-RH
super agonists.

Active Ingredient Polymer

Mixing

Extrusion

Implants

Fig. 42 Preparation of sterile injectable implants by
extrusion of a mixture of DL-poly-lactide-glycolide and an
active ingredient.
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presented in Fig. 42. The active ingredient and the
polymer are mixed, extruded to a cylindrical rod, and
cut into pieces of approximately 1 cm in length. These
pieces are introduced into syringes and applied to the
patient as an implant through a needle. Fig. 43 presents
one end of the cylindrical implant at two magnifica-
tions. The higher magnification shows small irregulari-
ties at the end of the rod that could be responsible for
the pain sometimes reported during the application of
the systems.

A second type of implant that is used for the local
antibiotic treatment of bone infections is based on
b-tricalcium phosphate ceramic pellets.[72] The pellets
are prepared by granulation and subsequent thermal
treatment between 975�C and 1300�C. They are loaded

with antibiotic drugs like gentamycin. The drug
liberation is affected by the pore volume of the pellets
leading to a sustained release of the antibiotic. Fig. 44
presents an SEM picture of some materials, showing
the influence of the thermal treatment and compaction
pressure of the green pellets on the structure of the
material. The manufacturing data are given in
Table 3. An increase in firing temperature from
1075�C to 1125�C leads to a smaller pellet and a
higher density corresponding to a lower porosity.

Fig. 43 SEM picture of a Zoladex cylindrical implant.
The stripes at the lower surface result from small irregulari-

ties of the extrusion nozzle (A). One end of a Zoladex
implant at a higher magnification. The cross-sectional
area shows irregularities resulting from the cut off of single

cylinders (B).

Fig. 44 Scanning electron micrographs of the structure

cross-section of porous ceramic pellets of b-tricalcium phos-
phate (A–C) and hydroxyapatite (D).

Micronized drug

Single unit dosage form Multiple unit dosage form

Pure drug Pure drugDrug +
excipient

Drug +
excipient

Application systems:
Capsules or blisters
in special devices

Application systems:
Multi unit devices to
divide a single dose

Fig. 45 Systematic of DPIs.
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Similar compacts can be obtained at the lower firing
temperature by the application of a higher compaction
pressure. Hydroxyapatite shows differences compared
with b-tricalcium phosphate leading to low densities

at high thermal treatment. Prolonged drug liberation
up to 14 days was achieved by this method.

DRY POWDER INHALATIONS

The need to formulate micronized drugs used in
asthma therapy into dry powder inhalations (DPIs)
came up with the problems connected with the
ozone-killing effect of chlorofluorocarbon propel-
lants.[73] During the last three decades, an increasing
interest in DPIs was recognized leading to a very high
number of patents and publications for application
devices and formulations.[74,75] The different formu-
lation principles could be classified into single and mul-
tiple unit dosage forms (Fig. 45). In both cases, a
micronized drug is necessary to ensure that there are

Fig. 46 Particle separation mechanisms in DPIs.

Fig. 47 Particle shape (left) and surface differences (right) of crystallized a-lactose monohydrate [(A), Pharmatose1 (Trade
name of DMV, Veghel, The Netherlands) 325 M] and roller-dried b-lactose [(B), DCL1 21) (Trade name of DMV, Veghel,
The Netherlands).]
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primary particles being able to reach the alveoli of the
lung. On the other hand, to fill one dose into a capsule
or a blister or to separate this dose from a bulk by the
patient’s handling of a multi unit device, it is necessary
to have sufficiently free-flowing powders. Therefore,
independent from the type of drug, a formulation is
necessary. This could be done in some cases by the for-
mation of a soft pellet through simple mixing pro-
cesses. These soft pellets are ball shaped and of
diameter between approximately 200 and 500 mm. In
the majority of the formulations, a diluent from the
class of lactoses or glucose is used. The most common
excipient is a-lactose monohydrate.

On inhalation, the micronized particles have to be
separated by the air stream created by the breathing

of the patient. The principles are shown in Fig. 46.
In a carrier-containing formulation, the stabilizing
mechanism of the mixture is mainly adhesion between
carrier and drug particles, while in a pure drug
formulation cohesion is dominating. The particles
must be separated from the carrier or from each other
on inhalation. This is never a complete process owing
to the fact that for small particles, the adhesion and
cohesion forces are much higher compared to their
gravitational forces. Therefore a formulation showing
a high degree of separation during inhalation is
desired, and the choice of the formulation and the exci-
pients is of high importance. The development of a dry
powder inhalation could be divided into four steps:
the choice of the carrier, the formulation process in

Fig. 48 Specially designed a-lactose monohydrate types for powder inhalations: Inhalac 70 (Trade name of Meggle, Wasser-
burg, Germany) (A), Inhalac 120 (Trade name of Meggle, Wasserburg, Germany) (B) and Inhalac 230 (Trade name of Meggle,

Wasserburg, Germany) (C), differing in their particle structure and particle size range. Extensions from left to right.
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combination with the inhalation device, and the optimi-
zation of the in vitro drug liberation. For all these steps,
examples will be presented in the following sections.

Carriers for DPIs

Although there is a need for new carriers, up to now
there are only two types of excipients used in DPIs: lac-
tose and to some extent glucose. Among the different
types of lactoses like a-lactose monohydrate, anhy-
drous a-lactose, b-lactose, and spray-dried lactose,
which is a-lactose monohydrate containing 5% to
15% of amorphous lactose, the first one is dominating.
This could be explained by looking at Fig. 47. The
wedge-shaped crystals of a-lactose monohydrate show
a smooth surface compared to the structured surface of
b-lactose. Micronized particles should adhere more
strongly to b-lactose. A comparison of a-lactose mono-
hydrate crystals having different surface roughness
resulted in the best deposition pattern of the drug from
a smooth lactose surface.[76] On the basis of these find-
ings, special types of a-lactose monohydrate were
developed under the name InhalacTM (Meggle, Was-
serburg, Germany) as shown in Fig. 48. They are free
flowing and characterized by a narrow particle size
range, but differing in their mean particle size and
their habit. Inhalac 70 (mean particle diameter

approximately 200 mm, determined by air jet sieving)
is an agglomerated product with large cavities, Inhalac
120 (mean particle diameter approximately 140 mm) is
composed of crystals containing some agglomerates
with less cavities, and Inhalac 230 (mean particle diam-
eter approximately 100 mm) is a crystalline substance
with only few agglomerates and small cavities.
Depending on the amount and the properties of the
drug, the formulator can choose between three differ-
ent carriers of the same chemical nature.

The use of glucose as a carrier is limited to some
medicaments. There are still different glucose types,
which can be used as shown in Fig. 49. Their differ-
ences are less pronounced compared to lactose. Of
some interest is mannitol, but at the time being there
is no inhalation toxicity available for this substance,
which restricts its use.

Formulation Principles of DPIs

The three basic principles of the formulation of DPIs
are presented in Fig. 50 using disodium cromoglycate
as an example.[77] The soft pellets (Fig. 50A) were pre-
pared from the pure drug by a two-step mixing process
under defined relative humidity in a simple drum
mixer. They are round, free-flowing, and have a diam-
eter of approximately 200–300 mm. The interactive

Fig. 49 Different glucose monohydrate types: Roferose3 SF (Trade name of Roquette Frère, Lestrem, France) (A) and
C�PharmDex4 02011 (B).
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Fig. 50 Three types of disodium cromoglycate formulations
for DPIs: soft pellets of the pure micronized drug (A), micro-

nized drug particles adhered to a-lactose monohydrate crys-
tals as a carrier (B) and combined soft pellets from
micronized disodium cromoglycate and fine a-lactose mono-

hydrate particles (C). (From Ref.[77].)

Fig. 51 Combined soft pellets from mometasone furoate
and lactose (Asmanex) (Trade name of Essex Pharma,
Munich, Germany): overview (A), single soft pellet (B) and

surface of a pellet (C).
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mixture in Fig. 50B is based on a-lactose monohydrate
crystals. They are more or less completely covered by
the micronized disodium cromoglycate. Besides the
covered crystals, there are some small aggregates of
the pure drug. The third type is composed of the micro-
nized drug and small a-lactose monohydrate crystals
forming a combined soft pellet. These pellets are larger
compared to the pure drug pellets. They are free flow-
ing and offer a higher degree of the inhalable fraction
in in vitro tests using the twin impinger as a model.[77]

Fig. 51 presents an example for combined soft
pellets of the drug, mometasone furoate, and a-lactose
monohydrate (AsmanexTM). Besides the ball-shaped
soft pellets, there are some smaller agglomerates. The
surface view onto a pellet (Fig. 51C) does not allow
to discriminate clearly between the drug and carrier
particles.

An example for an interactive mixture is shown in
Fig. 52. The medicament NovopulmonTM 200 Novoli-
zer contains budesonide as the drug and an agglomer-
ated a-lactose monohydrate as a carrier. The product is
a multiunit dosage form. A carrier particle is shown on
Fig. 52A, the drug on Fig. 52B. The SEM picture of the
drug-loaded carrier on Fig. 52C demonstrates that
the budesonide particles are mainly adhered to crystal
irregularities. This is supported by the extension of
the SEM picture on Fig. 52D. On inhalation by the
patient, the drug particles have to be separated by
the inhalation air stream. Strong adhesion and
cohesion forces prevent the mixture from separation
during production, filling of the device, and storage.
On the other hand, if these forces are too strong, the
separation during the inhalation process will become
more and more difficult. Therefore these formulations

Fig. 52 Novopulmon6 200 Novolizer as an example for a formulation using an agglomerated a-lactose monohydrate as a car-
rier: carrier Inhalac 70 (A), the drug budesonide (B), drug loaded carrier (C) and extension of the surface of the drug-loaded

carrier (D).
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are a compromise between stability and bioavailability.
In contrast to Novopulmon, the preparation SpirivaTM

18 mg capsules with powder for inhalation is a
single unit dosage form, which contains 22.5 mg of
tiotropium bromide, corresponding to 18 mg of the
tiotropium ion per capsule. The carrier is a fine
a-lactose monohydrate (something like PharmatoseTM

450 M as shown in Fig. 53C). One capsule contains
approximately 5 mg of powder corresponding to
18 mg of the tiotropium ion. The percentage of active
drug of the powder mixture therefore is only
0.3%. Fig. 53 demonstrates that it is not possible by
a simple SEM picture to distinguish between drug
and small carrier particles on the surface of the
carrier particles (Figs. 53A, B and D). Spiriva is
the only preparation declaring quantitatively the
amount of active being separated from the carrier on

inhalation with 10 mg taking into account that the
separation process from the carrier particles is always
incomplete.

An example for the in-vitro separation behavior of
Spiriva is given in Fig. 54. The apparatus used in this
investigation was the multistage liquid impinger,[78]

which was operated without liquid. On stage 1 (Fig.
54A), having a cut-off diameter of 15.3 mm, mainly car-
rier particles are shown. An extension of this figure
(Fig. 54B) shows fines on the surface of the carrier par-
ticle. On stage 3 with a cut-off diameter of 3.1 mm, par-
ticles up to 5 mm have settled, indicating the inhalable
fraction.

To summarize this part, SEM of DPIs is again a
useful tool to make things directly visible, which other-
wise could only be concluded from ‘‘second hand
investigations.’’

Fig. 53 Spiriva 18 mg capsules for inhalation as an example for a drug loaded crystalline a-lactose monohydrate with low drug
content: overview (A), extension of the surface (B) and a possible carrier crystal in its overview (C) and extended surface (D).
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CONCLUSIONS

The application of SEM has become widespread in
pharmaceutical technology. Besides other techniques
like particle size analysis, surface measurements, X-
ray diffraction, and differential scanning calorimetry,
it is a useful tool to characterize raw materials. Inter-
mediates like powder mixtures, granules, and other
bulk materials could be visualized by SEM. For inter-
active powder mixtures, it is the only method making
the interaction visible. Pellets could be investigated
with respect to size and shape as well as for surface
characteristics and properties of coatings being applied
to them. Tablets show their internal structure in SEM.
Spray-dried and freeze-dried products are further
interesting examples for the application of SEM. In
general, one could state that more than 50% of all pro-
blems could be solved by the view through a micro-
scope.
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cation by magnesium stearate. The influence of the
proportion of lubricant and the mixing process on the
tablet characteristics. Labo. Pharma. Probl. Tech. 1983,
31, 843–847.

33. Jarosz, P.J.; Parrott, E.L. Effect of lubricants on tensile
strengths of tablets. Drug Dev. Ind. Pharm. 1984, 10,
259–273.

34. Williams, R.O.; McGinity, J.W. A study of the influence of
magnesium stearate or talc on the compaction properties of
direct compression excipients using tableting indices.
Pharm. Tech. Tabl. Tech. 1987, 1, 157–165.

35. Stange, K. Beurteilung von Mischgeräten mit Hilfe statis-
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INTRODUCTION

Pharmaceutical semisolid preparations may be defined
as topical products intended for application on the skin
or accessible mucous membranes to provide localized
and sometimes systemic effects at the site of appli-
cation. In general, semisolid dosage forms are complex
formulations having complex structural elements.[1]

They are often composed of two phases (oil and
water), one of which is a continuous (external) phase
and the other a dispersed (internal) phase. The active
ingredient is often dissolved in one or both phases, thus
creating a three-phase system. The physical properties
of the dosage form depend on various factors, includ-
ing the size of the dispersed particles, the interfacial
tension between the phases, the partition coefficient
of the active ingredient between the phases, and the
product rheology. These factors combine to determine
the release characteristics of the drug as well as other
characteristics such as viscosity. Although a majority
of semisolid preparations contain medicinal agents
for therapeutic effect, some non-medicated semisolid
preparations are used for their physical effects as pro-
tectants and lubricants. The design of a semisolid prep-
aration is based on its ability to adhere to the surface
of application for a reasonable duration before they
are washed or worn off. The adhesion is brought about
by a plastic rheologic behavior that allows the semi-
solids to retain shape and cling as a film until acted
on by an outside force, whereupon they deform and
flow. One can assess this behavior by thrusting a finger
through the semisolid mass, which leaves a track that
does not fill up when the finger is withdrawn.[2,3] Semi-
solids are characterized by a three-dimensional struc-
ture that is sufficient to impart solid-like character to
the undisturbed system but that is easily broken down
and realigned under an applied force. In broad terms,
semisolid preparations may be classified as ointments,
creams, pastes, and gels.

Ointments are composed mostly of fluid hydrocar-
bons meshed in a matrix of higher melting solid hydro-
carbons. Common examples of ointment bases include
mineral oil, petrolatum, and polyethylene glycol.
Creams are semisolid emulsion systems with an opaque

appearance. Their consistency and rheologic properties
are based on whether the emulsion is o/w or w/o and
on the nature of the solid in the internal phase. Pastes
are basically ointments into which a high percentage of
insoluble solids has been added. Powders such as zinc
oxide, titanium dioxide, starch, and kaolin are incor-
porated in high concentrations into a preferably lipo-
philic greasy vehicle to form a paste-like mass. Gels
are semisolid systems in which a liquid phase is con-
strained within a three-dimensional polymeric matrix
in which a high degree of physical cross-linking has
been introduced. Most of the semisolid preparations
are applied to the skin for topical relief of dermatologic
conditions, whereas a lesser portion of these prepara-
tions are applied to mucous membranes such as rectal
and buccal tissue, vaginal mucosa, urethral membrane,
external ear lining, nasal mucosa, and cornea. Whereas
normal skin permeation is limited to localized effects,
the mucous membranes permit more ready access to
systemic circulation. Overall, even though the nature
of the underlying structures differ remarkably across
all the different semisolid systems, they all share the
property that their structures are easily broken down,
rearranged, and reformed.

OINTMENTS AND CREAMS

Ointments utilize certain bases that act as vehicles to
deliver the drug and to impart emollient and lubricant
properties to the preparation. Usually, but not always,
they contain medicinal substances.[4] Properties of
ointments may vary from product to product depend-
ing on their specific use, ease, and extent of application.
In general, ointment bases may be classified into four
general groups: hydrocarbon, absorption, water-
removable, and water-soluble bases.

Hydrocarbon Bases

Also known as oleaginous bases, the hydrocarbon bases
are essentially water-free, incorporating aqueous pre-
parations only in small amounts and with considerable
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difficulty. The primary features of this type of base
include its emollient effect, retention on the skin for
prolonged periods, prevention of escape of moisture
from the skin to the atmosphere, and difficulty in
washing off. They act as occlusive dressings, thus
increasing skin hydration by reducing the rate of loss
of surface water. Also, they do not dry out or change
noticeably on aging. Hydrocarbon-based semisolids
comprise fluid hydrocarbons C16 to C30 straight chain
and branched, entrapped in a fine crystalline matrix of
yet higher-molecular-weight solid hydrocarbons. The
high-molecular-weight fraction precipitates out substan-
tially above room temperature, forming interlocking
crystallites.[5] The extent and specific nature of this struc-
ture determine the stiffness of the ointment. In general,
hydrocarbon-based ointments liquefy on heating
because the crystallites melt. Moreover, when cooled
very slowly, they assume fluidity much greater than
when rapidly cooled because slow cooling leads to fewer
and larger crystallites and, therefore, less total structure.

Common examples of these bases include:

1. Petrolatum, USP—a mixture of semisolid hydrocar-
bons obtained from petroleum. It is an unctuous mass,

varying in color from yellowish to light amber. It melts
at temperatures between 38 and 60�C and may be used
alone or in combination with other agents as an oint-

ment base. Petrolatum of varying melting ranges and
consistencies are commercially available as given in
Table 1.

2. White petrolatum, USP—a petrolatum that has been
decolorized, either partially or wholly. It is used for the
same purpose as petrolatum but is more esthetically
acceptable to a patient than petrolatum because of

its lighter color. White petrolatum is particularly useful

to treat diaper rash (impervious to urine and protects
the baby’s skin) and dry skin (helps the skin retain
moisture). Example 1 illustrates an ointment prep-

aration that incorporates 95% white petrolatum result-
ing in an ointment base with firm consistency.

3. Yellow ointment, USP—the purified wax obtained

from the honeycomb of the bee. It contains 5% yellow
wax and 95% petrolatum in the formulation.

4. Mineral oil—a mixture of liquid hydrocarbons
obtained from petroleum. These are useful as levigating
agents to wet and incorporate solid substances (e.g., sali-
cylic acid, zinc oxide) into the preparation of ointments

that consist of oleaginous bases as their vehicle. There
are two types of mineral oils listed in the U.S. Pharma-
copeia/National Formulary (USP/NF). Mineral oil

USP is also called heavy mineral oil with a specific grav-
ity between 0.845 and 0.905 and a viscosity of not less
34.5 cSt (cSt ¼ mm2/s) at 40�C. Light mineral oil,

NF has a specific gravity between 0.818 and 0.880 and
a viscosity of not more than 33.5 cSt. Table 2 lists the
commercially available mineral oil fractions.

Blending of increasing quantities of mineral oil with
petrolatum can produce ointments of various consis-
tencies as desired. For example, blending 10% w/w
mineral oil with 90% w/w white petrolatum base can

Table 1 Specifications of a range of petrolatuma

Melting point�F (�C)

USP or ASTM

consistency

Sabolt viscosity

at 210�F
Typical congealing

point �F (�C)

White petrolatum, USP 122/135 (50–57) 175/205 64/75 125 (51.6)
118/130 (47–54) 210/240 57/70 120 (48.8)
130/140 (54–60) 155/190 60/70 130 (54.4)

Yellow petrolatum, USP 118/130 (47–54) 210/240 57/70 118 (47.7)

122/135 (50–57) 175/205 57/70 123 (50.5)
aWitco Chemical Corporation, Greenwich, CT.

Example 1 White ointment, USP

White petrolatum 95 (% w/w)

White wax 5

Procedure: Melt the white wax and add the petrolatum; continue

heating until a liquid melt is formed. Congeal with stirring. Heating

should be gentle to avoid charring (steam is preferred), and air incor-

poration by too vigorous stirring is to be avoided.

Table 2 Specifications of a range of mineral oilsa

Type

Viscosity,

cSt at 40�C
Specific gravity

at 60�C

Mineral oil, USP 65.8/71.0 0.870/0.887
72.0/79.5 0.864/0.878
60.0/63.3 0.863/0.883

38.4/41.5 0.859/0.882
34.9/37.3 0.858/0.882

Light mineral oil, NF 28.1/30.3 0.856/0.882
24.2/26.3 0.854/0.873

17.7/20.2 0.842/0.870
14.2/17.0 0.845/0.860
7.6/8.7 0.831/0.842

aPenzoil Products Company, Karns City, PA.
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produce an ointment with less drag or resistance to
spreading, making it ideal for application to burns or
other painful areas. As illustrated in Example 2, melt-
ing the petrolatum and mineral oil together and allow-
ing them to cool forms a soft base or vehicle. By
increasing the quantity of the mineral oil in the mix-
ture, a base is obtained that has a gel-like consistency
indicating a more viscous preparation (Example 3).
Hydrocarbon vehicles have several advantages, such
as stability and emolliency; however, they suffer from
one major disadvantage—greasiness—which may stain
clothing and is usually difficult to remove.[6]

Ophthalmic Ointments

Ophthalmic ointments differ from conventional oint-
ments in that they must be sterile. Although the USP
does not specify any particular base in the ophthalmic
drug monographs, it states that the ingredients used
must be sterilized under rigid aseptic conditions and
again in its final container.[7] In choosing an ointment
base for an ophthalmic preparation, it must meet sev-
eral qualities such as having the ability to diffuse the
medication throughout the secretions bathing the eye,
being non-irritating to the eye, and having the ability
to diffuse the medication throughout the secretions
bathing the eye. It must also have a softening point
close to body temperature, both for patient comfort
and for drug release. To avoid the risk of damage to
the eye, it is imperative that the ointment be free of
large particles and any metal particles. Mixtures of
mineral oil and white petrolatum are commonly used
as the base in medicated and non-medicated (lubricat-
ing) ophthalmic ointments. Usually, the medicinal
agents are added to an ointment base either as a sol-
ution or as a finely micronized powder and are sub-
jected to fine milling to render the preparation
uniform and smooth. The ophthalmic ointments also
must meet the USP sterility tests and the test for metal
particles in ophthalmic ointments. Rendering an
ophthalmic ointment sterile requires special aseptic
techniques and processing. Each drug, along with

other components, is rendered sterile separately, asep-
tically weighed, and incorporated in preparing a final
product that meets the sterility requirement.[8] This is
done because of difficulty in terminal product steriliza-
tion, such as lack of penetration of steam into the
ointment base and instability of components owing
to high dry heating. Antimicrobial preservatives
such as methylparaben (0.05%) and propylparaben
(0.01%) and its combinations phenylmercuric acetate
(0.0008%), chlorobutanol (0.5%),and benzalkonium
chloride (0.008%) are used as needed.

Absorption Bases

Absorption bases, as such, are hydrophilic, anhydrous
materials (w/o emulsions) or hydrous bases (w/o
emulsions that have the ability to absorb additional
water). Addition of lanolin, lanolin isolates, choles-
terol, lanosterol, or acetylated sterols renders the
hydrocarbon base hydrophilic. Such hydrophilic mix-
tures have been known as absorption bases; however,
the word absorption is a misnomer. Although the bases
do eventually absorb aqueous solutions to be con-
sidered w/o emulsions, they do not absorb water on
contact, but after sufficient agitation only. They are
conventional ointments that contain w/o emulsifiers
in appreciable quantity. A w/o emulsion is formed
when an aqueous medium, perhaps containing the
drug in solution, is worked into the base. Thus, these
bases can be classified as: 1) those that permit the
incorporation of aqueous solutions, resulting in the
formation of w/o emulsions (e.g., hydrophilic petrol-
atum) and 2) those that are already w/o emulsions
(emulsion bases) that permit theincorporation of small,
additional quantities of aqueous solutions (e.g., cold
cream). These bases are useful as emollients, although
they do not provide the degree of occlusion as oleagi-
nous bases. They are also used pharmaceutically to
incorporate aqueous solutions of drugs (e.g., sodium
sulfacetamide solution) into oleaginous bases. A typi-
cal example of an anhydrous absorption base is hydro-
philic petrolatum, USP (Example 4). Here, cholesterol
confers the w/o emulsion property, whereas inclusion
of stearyl alcohol and white wax enhances firmness

Example 2 Soft petrolatum base

White petrolatum, USP 90.0 (% w/w)

Mineral oil, NF 10.0

Procedure: Melt the white petrolatum and mineral oil together and

allow to cool.

Example 3 Gelled petrolatum base

White petrolatum, USP 75.0 (% w/w)

Mineral oil, NF 25.0 (% w/w)

Procedure: Melt the white petrolatum and mineral oil together and

allow to cool.

Example 4 Hydrophilic petrolatum, USP (anhydrous

absorption base)

White petrolatum 86.0 (% w/w)

Cholesterol 3.0 (% w/w)

Stearyl alcohol 3.0 (% w/w)

White wax 8.0 (% w/w)

Procedure: Melt the stearyl alcohol and white wax together on a

steam bath, then add the cholesterol and stir until it completely

dissolves. Add the white petrolatum and mix. Remove from the bath

and stir until mixture congeals.
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and heat stability. Diverse additives including choles-
terol, lanolin (which contains cholesterol, cholesterol
esters, and other emulsifiers), semisynthetic lanolin
derivatives, and assorted ionic and non-ionic surfac-
tants are used to emulsify water into these systems,
singularly or in combination. Lanolin is probably the
best known substance for the emulsification of water
in an anhydrous base. Anhydrous lanolin, USP is cap-
able of absorbing up to 30% of its weight of water to
form an emulsion. Its water-absorbing capacity is
improved to 50% by the addition of cholesterol.
Among the absorption bases, lanolin is the oldest
and best known. However, because of its tackiness
and viscous nature and reports of allergic reactions,
the use of lanolin is very limited. Advents in tech-
nology have successfully produced a number of emul-
sifiers for w/o emulsions. Used in specific
formulations, emulsifiers such as polyglyceryl esters
form w/o emulsions (Example 5). Absorption bases
impart excellent emolliency and a degree of occlusive-
ness on application. However, they are also greasy
when applied and are difficult to remove. The anhy-
drous types of absorption bases can be used when
the presence of water causes stability problems with
specific drug substances such as antibiotics. Commer-
cially available absorption bases include Aquaphor
(Beiersdorf, Hamburg, Germany) and Polysorb (Fou-
gera, Melville, NY). Absorption bases, either hydrous
or anhydrous, are seldom used as vehicles for commer-
cial drug products because the w/o emulsion is more
difficult to handle than the more conventional o/w
system, and also there is reduced patient acceptance
because of greasiness.

A new group of w/o emulsifiers based on the link-
age of polymethoxysiloxane chains with alkyl side
chains and polyol groups has been constituted.[9] These
emulsifiers, known as organosilicone polymers, have
the capability of producing w/o emulsions with a high
water content. Although the polymethylsiloxane chains
possess both hydrophilic and lipophilic properties, the
alkyl side chains supply the necessary lipophilic and
polyol groups to provide the hydrophilic characteristics

of the emulsifier. Other examples of w/o emulsifiers
include cetyl dimethicone copolymer,[10] polyethylene
glycol-20-com glycerides,[11] and a series of caprylic–
capryl stearates.[12]

Water-Removable Bases (Water-Washable
Creams)

These are the most commonly used o/w emulsion
bases that are capable of being washed from skin or
clothing with water. They may contain water-soluble
and -insoluble components. From a therapeutic view-
point, they have the ability to absorb serous discharges
in dermatologic conditions. The water-removable
bases form a semipermeable film on the site of appli-
cation after the evaporation of water. As such, the base
consists of three component parts: the oil phase, the
emulsifier, and the aqueous phase. The oil phase, also
called the internal phase, is typically made up of the
petrolatum and/or liquid petrolatum. Other ingredi-
ents such as cetyl and stearyl alcohol may be added
to make up the oil phase. A typical water-removable
emulsion base is hydrophilic ointment, USP, as shown
in Example 6. The stearyl alcohol serves as an adjuvant
emulsifier. Petrolatum in the oil phase contributes to
the water-holding ability of the overall formulation.
The aqueous phase contains preservative materials,
emulsifier, and humectant. Humectants are added to
minimize water loss in the finished composition and
to add to the overall physical product acceptability.
Common examples of humectants used include gly-
cerin, propylene glycol, and a polyethylene glycol.
The aqueous phase also contains the water-soluble
components of the emulsion system, together with
any additional stabilizers, antioxidants, buffers, etc.,
that may be necessary for stability, pH control, and
other considerations associated with aqueous systems.
Another example of an o/w emulsion base is illustrated
in Example 7 (vanishing cream). The vanishing creams
are so called because on application and rubbing into
the skin, there is little or no visible evidence of their

Example 5 Water-in-oil emulsion formulation

Mineral oil 40.0 (% w/w)

White wax 6.0 (% w/w)

Polyglyceryl 5 trioleate 8.0 (% w/w)

Isopropyl palmitate 3.0 (% w/w)

Sorbitol monostearate 3.5 (% w/w)

Polysorbate 60 2.5 (% w/w)

Propylene glycol 4.0 (% w/w)

Water 33.0 (% w/w)

Preservative, q.s.

Example 6 Hydrophilic ointment, USP

Stearyl alcohol 25.0 (% w/w)

White petrolatum 25.0 (% w/w)

Methylparaben 0.025 (% w/w)

Propylparaben 0.015 (% w/w)

Sodium lauryl sulfate 1.0 (% w/w)

Propylene glycol 12.0 (% w/w)

Purified water 37.0 (% w/w)

Procedure: Melt the stearyl alcohol and white petrolatum in a steam

bath and warm to 75�C. Add the other ingredients previously

dissolved in water and warmed to 75�C, and stir mixture until it

congeals.
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presence. The addition of an emulsifying agent is criti-
cal to formulating an emulsion. Emulsifiers must meet
the following criteria before incorporation:

1. be a surfactant to reduce surface tension;
2. be able to prevent coalescence by being

absorbed quickly around the dispersed droplets;
3. facilitate mutual repulsion between particles by

imparting an adequate electrical potential to
the droplets;

4. be able to increase viscosity to ensure a semiso-
lid system; and

5. be effective at low concentrations.

Emulsifiers used in cream formulations may be classi-
fied into three different categories: anionic, cationic,
and non-ionic emulsifiers.

Anionic emulsifiers

The active portion of this class of emulsifiers is the
anion. In general, these emulsifiers are more acid-stable
and permit adjustment of the emulsion pH level to the
desirable range of 4.5 and 6.5. Common examples
include sodium lauryl sulfate and soaps such as trietha-
nolamine stearate. Triethanolamine stearate is one of
the most popular emulsifiers for creams and lotions
in use today. It is usually prepared in situ during
manufacture from stearic acid in the hot oil phase
and from triethanolamine in the hot aqueous phase.
The amount of triethanolamine controls the pH level
of the resulting product.

Cationic emulsifiers

Cationic compounds are highly surface-active but are
used less frequently as emulsifiers. The cation portion
of the molecule is usually a quaternary ammonium

salt including a fatty acid derivative such as dilauryldi-
methylammonium chloride. These emulsifiers are irri-
tating to the skin and eyes and have a considerable
range of incompatibilities, including anionic materials.

Non-ionic emulsifiers

This class of emulsifiers shows excellent pH and elec-
trolyte compatibility in emulsions, owing to the fact
that they do not ionize in solution. Although non-ionic
emulsifiers range from lipophilic to hydrophilic mem-
bers, a typical emulsifier system may include a mixture
of both alipophilic and a hydrophilic member to pro-
duce a hydrophilic–lipophilic balance (HLB). As
devised by Griffin,[13] an HLB scale can be used to
establish a range of optimum efficiency for a suitable
emulsifier for a certain activity such as wetting agent,
antifoaming agent, detergent, etc. Although the num-
bers have been assigned up to 40, the usual range is
between 1 and 20. Materials that are highly polar or
hydrophilic are assigned higher numbers than materi-
als that are less polar and more lipophilic. Generally,
those emulsifiers with an assigned value between 3
and 6 are greatly lipophilic and produce w/o emul-
sions, whereas those in the range between 8 and 18
are hydrophilic and produce o/w emulsions. By using
this scale, it is possible to relate various emulsifiers to
suitable applications. Table 3 illustrates the relation-
ship between HLB numbers and the type of activity
expected from emulsifiers. Emulsions containing non-
ionic emulsifiers are prepared by dissolving or disper-
sing the lipophilic component in the oil phase and
the hydrophilic component in the aqueous phase. The
two phases are heated separately and combined. Emul-
sions containing non-ionic emulsifiers are generally
low in irritation potential, stable, and have excellent
compatibility characteristics. Examples 8 and 9 illus-
trate the use of these emulsifiers in the formulation
of creams.

The Cosmetic, Toiletry and Fragrance Association’s
International Cosmetic Ingredient Dictionary[14]

provides an exhaustive listing of the variety of
emulsion-base components, particularly the oil phase

Example 7 Vanishing cream (cream base o/w)

Oleaginous Phase

Stearic acid 13.0 (% w/v)
Stearyl alcohol 1.0
Cetyl alcohol 1.0

Aqueous Phase

Glycerin 10.0

Methylparaben 0.1
Propylparaben 0.05
Potassium hydroxide 0.9

Purified water, q.s. 100

Procedure: Heat the oil phase and water phase to approximately

65�C. Add the oil phase slowly to the aqueous phase with stirring

to form a crude emulsion. Cool to approximately 50�C and homo-

genize. Cool with agitation until congealed.

Table 3 Activity and HLB value of emulsifiers

Activity Assigned HLB

Antifoaming 1–3

Emulsifiers (w/o) 3–6

Wetting agents 7–9

Emulsifiers (o/w) 8–18

Solubilizers 15–20

Detergents 13–15

Procedure: Melt the white petrolatum and mineral oil together and

allow to cool.
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components. Over 6000 ingredients, cross-referenced
to more than 25,000 trade names and synonyms, are
presented. These include emulsifiers, coemulsifiers,
surfactants, and stabilizers. Another source is The
McCutcheons Detergents and Emulsifiers,[15] which
also lists thousands of emulsifiers and surfactants.
These lists are important sources of information and
help formulators in the pharmaceutical and cosmetic
industry. Commonly used oils and surfactants in formu-
lating semisolid emulsions are shown in Tables 4 and 5.

Microemulsions

Microemulsions are fluid, transparent, thermodynami-
cally stable oil and water systems, stabilized by a sur-
factant usually in conjunction with a cosurfactant
that may be a short-chain alcohol, amine, or other
weakly amphiphilic molecule.[16,17] An interesting
characteristic of microemulsions is that the diameter
of the droplets is in the range of 100–1000 Å, whereas
the diameter of droplets in a kinetically stable macro-
emulsion is 5000 Å. The small droplet size allows the
microemulsion to act as carriers for drugs that are
poorly soluble in water. The suggested method of prep-
aration of microemulsions is as follows: the surfactant,
oil, and water are mixed to form a milky emulsion and
titrated with a fourth component, the cosurfactant,

until the mixture becomes clear.[18] If more oil is added
to a w/o system, the system becomes cloudy, but the
addition of more cosurfactant again gives a clean
transparent emulsion. As illustrated in Example 10,
the formulation results in clear, transparent ‘‘ringing
gels’’ with good stability. Microemulsions are optically
clear because the diameter of the particles in the col-
loidal system is less than one-quarter of the wavelength
of incident light. Because of this effect, the particles do
not scatter light and result in a transparent sys-
tem.[19,20] Microemulsions, once made, must be pack-
aged while hot and in the liquid form. After they are
cooled, they cannot be reheated and melted because
they will lose transparency because of coalescence of
the oil globules to a size where they reflect light.

Water-Soluble Bases

These bases contain only water-soluble components.
Water-soluble bases are also referred to as greaseless
because of a lack of oleaginous materials. Incorpor-
ation of aqueous solutions is difficult because they
soften greatly with the addition of water. They are bet-
ter used for non-aqueous or solid substances. Poly-
ethylene glycols (PEG) make up the majority of
components of the water-soluble base. PEGs may exist
as liquids or waxy solids, identified by numbers that
are an approximate indication of their molecular
weight. The lowest number signifies a liquid state,
which transitions to a waxy solid state as the numbers
increase. For example, PEG 400 is a liquid, whereas
PEG 4000 is a waxy solid. Polyethylene glycol isapoly-
mer of ethylene oxide and water represented by the
formula OHCH2 (CH2OCH2) CH2OH. They are non-
volatile, water-soluble, or water-miscible compounds
and chemically inert. PEGs of interest as vehicles
include the 1500, 1600, 4000, and 6000 products, ran-
ging from soft, waxy solids to hard waxes. PEG, parti-
cularly 1500, can be used as a vehicle by itself, but
better results are often obtained using blends of high-
and low-molecular-weight glycols as in polyethylene
glycol ointment, NF (Example 11). PEGs also serve
as excellent bases for suppository insert dosage forms.
Various combinations of PEGs may be used to achieve
a suppository base of desired consistency and charac-
teristics. For example, PEG 1000 blended with PEG
4000 results in a higher melting product, whereas
blending with a liquid polyethylene glycol lowers the
melting point. Some drugs lower the melting points
of PEG and, therefore, each ingredient must be
considered in selecting a base. The advantage of PEG
suppositories is that they may be designed to prevent
melting at body temperature but rather to dissolve
slowly in the body fluids. Thus, they can be prepared
at temperatures higher than that of the body. They also

Example 8 Oil-in-water cream formulation HLB 13

Part A

Stearic acid 10.0 (% w/w)
Mineral oil 8.0 (% w/w)
White petrolatum 6.0 (% w/w)

Sorbitan monostearate 2.0 (% w/w)

Part B

POEa sorbitan monostearate 1.0 (% w/w)

Water 73.0 (% w/w)
Preservative, q.s.

Procedure: Part A is heated at 70�C until completely melted. Part B is

added at 70�C and the mixture is cooled to room temperature.
aPolyoxyethylene.

Example 9 Water-in-oil cream formulation HLB 12

Part A

Mineral oil 50.0 (% w/w)
White wax 15.0 (% w/w)
Sorbitan monostearate 2.0 (% w/w)

Part B

POEa sorbitan monostearate 3.0 (% w/w)
Water, q.s. 30.0 (% w/w)

Procedure: Same as in Example 8.
aPolyoxyethylene.
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can be stored without the need for refrigeration and do
not tend to leak from the orifice on insertion because
of higher melting temperatures.

PASTES

Pastes maybe defined as ointments incorporating a
high percentage of insoluble particulate solids, some-
times as much as or more than 50%.[2] The use of this
high amount of insoluble particulate matter renders a
stiffness to thesystem as a result of direct interactions
between the dispersed particulates and by absorption
of the liquid hydrocarbons from the vehicles onto the
surface of the particles. Because of the stiffness, they
remain in place after application and are used effec-
tively to absorb serous secretions. Pastes as such are
not suited for application to hairy parts of the body.
Examples of insoluble ingredients serving as the
dispersed phase include starch, zinc oxide, and calcium

carbonate. Pastes make good protective barriers for
the following reasons. In addition to forming an
unbroken film, pastes also absorb and neutralize
certain harmful chemicals before they reach the skin
surface. This last feature is attributed to the presence
of insoluble particulate matter within the paste formu-
lations. For example, for the treatment of diaper rash,
when spread over the baby’s bottom, the pastes absorb
irritants formed by bacterial action on urine. Pastes
also provide a protective layer over skin lesions and,
when covered with suitable dressings, prevent excori-
ation of the patient’s skin by scratching. Pastes afford
emollient action as do ointments. In addition, the
water-impermeable film formed on application is opaque
and thus can often serve as a sunblock. Pastes are less
greasy than ointments because of the absorption of the
fluid hydrocarbon fraction to the insoluble particles.
A clinically distinctive feature, which is generally attri-
buted to pastes, is the ability to absorb exudates by
nature of the powder or other absorptive components.[21]

Table 4 Oil phase emulsion components

Type Composition Physical state

Hydrocarbon Mineral oils Liquid

Hydrocarbon Petrolatum Semisolid

Hydrocarbon Polyethylene polymers Solid

Hydrocarbon Synthetic waxes Solid

Esters Vegetable oils Liquid

Ester Lanolin Liquid

Esters Synthetics (e.g., butyl stearate) Liquid or solid

Alcohols Long chain Liquid or solid

Fatty acids Long chain Liquid or solid

Ethers Polyoxyethylene Liquid or solid
Polyoxypropylene Liquid or solid

Silicones Polymers Liquid or solid

Natural products Plant and animal waxes Solid

Table 5 Emulsifiers for semisolid emulsions

Anionic Cationic Non-ionic

Alkyl sulfates Quaternary ammonium compounds Polyoxyethylene alkyl–aryl ethers

Soaps Alkoxyalkylamines Polyoxypropylene alkyl–aryl ethers

Dodecyl benzenesulfonates Polyoxyethylene fatty acid esters

Lactylates Polyoxyethylene sorbitan esters

Sulfosuccinates Polyoxyethylene-polyoxypropylene block polymers

Monoglyceride sulfates

Phosphate esters Sorbitan fatty acid esters

Silicones Glyceryl fatty acid esters

Sarcosinates

Taurates
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Among the few pastes in use today is zinc oxide paste
(Lassar’s Plain Zinc Paste) (Example 12), which is
prepared by levigating and then mixing 25% each of zinc
oxide and starch with white petrolatum. The product is
very firm and is better able to protect the skin and absorb
secretions than is zinc oxide ointment.

GELS

Gels are defined as semisolid preparations consisting of
dispersions of small or large molecules in an aqueous
liquid vehicle rendered jelly-like through the addition
of a geling agent.[22] Gels are an intermediate state of
matter, containing both solid and liquid components.
The solid component comprises a three-dimensional
network of interconnected molecules or aggregates
that immobilizes the liquid in the continuous phase.[23]

Gels may be classified into two primary types: hydro-
gels, which have an aqueous continuous phase, and
organogels, which have an organic solvent as the liquid
continuous medium. Gels may also be classified based
on the nature of the bonds involved in the three-
dimensional solid network: chemical gels form when
strong covalent bonds hold the network together,
and physical gels form when hydrogen bonds and
electrostatic and van der Waals interactions maintain
the gel network.[24] Gelling agents commonly used
are synthetic macromolecules (e.g., carbomer 934),
cellulose derivatives (e.g., carboxymethylcellulose and
hydroxypropylmethylcellulose), and natural gums
(e.g., tragacanth). Carbomers in particular are high-
molecular-weight water-soluble polymers of acrylic
acid cross-linked with allyl ethers of sucrose and/or
pentaerythritol. The NF contains monographs for six
such polymers: carbomers 910, 934, 934P, 940, 941,

and 1342. They are used as gelling agents at concentra-
tions of 0.5–2.0% in water. Carbomer 940 yields the
highest viscosity: between 40,000 and 60,000 CP as a
0.5% aqueous dispersion. Depending on their poly-
meric composition, different viscosities result. Gels
may be classified as two-phase or single-phase systems.
A two-phase gel system consists of floccules of small
distinct particles rather than large molecules, thus
called a two-phase system often referred to as a
magma. Milk of magnesia (or magnesia magma),
which comprises a gelatinous precipitate of magnesium
hydroxide, is an example of such a system. The gel
structure in the two-phase systems is not always stable
and thus may thicken on standing, forming a thixo-
trope, and must be shaken before use to liquefy the
gel and enable pouring. Single-phase systems are gels
in which the macromolecules are uniformly distributed
throughout a liquid with no apparent boundaries
between the dispersed macromolecules and the liquid.
Examples of such gels include tragacanth and car-
boxymethylcellulose. A typical gel formulation may
contain, apart from the gelling agent and water, a drug
substance, cosolvents such as alcohol and/or pro-
pylene glycol, antimicrobial preservatives such as
methylparaben and propylparaben or chlorhexidine
gluconate, and stabilizers such as edetate disodium.
Medicated gels may be prepared for administration
by various routes including topically to the skin or
eye, nasally, vaginally, and rectally. Some simple gel
formulations are shown in Examples 13 and 14.
Example 15 gives the formulation for a firm, rigid gel.

Example 10 Microemulsion

Mineral oil, NF 16.0 (% w/w)

Sucrose distearate 5.0 (% w/w)

Sucrose stearate 5.0 (% w/w)

Diethylamine oleylether—10 phosphate 2.0 (% w/w)

Diethylamine oleylether—3 phosphate 5.0 (% w/w)

1,3-ethylhexane diol 2.5 (% w/w)

Propylene glycol 5.0 (% w/w)

Water 59.5 (% w/w)

Example 11 Polyethylene glycol ointment, NF

Polyetheylene glycol 3350 40 (% w/w)

Polyethylene glycol 400 60 (% w/w)

Procedure: Heat the two ingredients in a water bath to 65�C. Allow

to cool and stir until congealed.

Example 12 Zinc oxide paste, USP

Zinc oxide 25.0%

Starch 25.0%

Calamine 5.0%

White petrolatum, q.s. 100%

Procedure: Titrate the calamine with the zinc oxide and starch and

incorporate uniformly in the petrolatum by levigation in a mortar

or on a glass slab with a spatula. Mineral oil should not be used as

a levigating agent, because it would soften the product. A portion

of petrolatum can be melted and used as a levigating agent if so

desired.

Example 13 Carbomer 941 gel

Carbomer 941 0.5 (% w/w)

Glycerine 10.0 (% w/w)

Triethanolamine 0.5 (% w/w)

Water 89.0 (% w/w)

Preservative q.s.

Procedure: Water, glycerine, and preservative are mixed and the

carbomer added by sprinkling on the surface while constantly mixing

at high speed. Triethanolamine is added with slow agitation until a

clear viscous gel forms.
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MANUFACTURING METHODS

Ointments

There are two primary methods of manufacturing oint-
ment dosage forms: incorporation and fusion. Each
may be used on a small scale (laboratory) or large scale
(industry) for the manufacture of semisolid dosage
forms.

Incorporation (laboratory scale)

On a small scale, as in a pharmacy, small quantities of
ointments may be prepared using a mortar and pestle
or an ointment slab (porcelain or glass) and spatula.
The finely divided drug material is dispersed into an
appropriate vehicle by mixing the components or rub-
bing the ingredients together to form an ointment.
Sometimes, non-absorbent parchment paper may be
used to cover the working surface, which is then subse-
quently disposed of, thus eliminating the time to clean
the ointment slabs.

When incorporating solids by the method of spatula-
tion, the ointment base is placed on one side of the slab,
and the finely divided drug powder components are
placed on the other side. A small portion of the powder
is mixed with a small portion of the base and worked in
together to form a uniform mass. The procedure is
repeated with the remaining base and powdered materi-
als until all of the components are uniformly combined
and blended. A broad blade spatula, made of metal or

hard plastic, may be used for this task. Hard plastic spa-
tulas are used when a component (e.g., phenol) of the
mixture sometimes reacts with the metal.

Often it is desirable to keep the particle size of pow-
der components in an ointment to a minimum to avoid
roughness or grittiness of the preparation. Methods of
particle size reduction include use of the mortar and
pestle and the process of levigation. In this, the finely
divided powdered material is levigated thoroughly with
a small quantity of ointment base to form a concen-
trate. Sometimes, levigating agents such as mineral
oil (for oleaginous bases) and glycerin (for aqueous
bases) can also be used to form smooth dispersions.
The levigating agent should be physically and chemi-
cally compatible with the drug and base. The concen-
trate is then diluted geometrically with the remainder
of the base until a uniform mix is achieved. The process
of levigation is usually carried out using a mortar and
pestle to reduce particle size as well as to disperse the
powdered material into the concentrate. After leviga-
tion, the dispersion may either be transferred onto an
ointment slab or mixed further using the mortar and
pestle with the remainder of the ointment base. If the
drug substance is soluble in solvents such as alcohol
or water, the powdered materials are first dissolved in
the solvent of choice and then incorporated with the
remainder of the base using a mortar and pestle. Spa-
tulation is inconvenient because the water- or alcohol-
dissolved components are free-flowing.

When incorporating liquids or solutions of drugs
into ointment bases, care must be taken to select the
appropriate ointment base with regard to its capacity
to accept the volume of drug in solution. To incorpor-
ate liquids into hydrophobic bases such as oleaginous
bases, the liquid solution must first be incorporated
in a minimum amount of hydrophilic base and subse-
quently added to the hydrophobic base. Care must
be taken not to exceed the liquid-retaining capacity
of the bases beyond which they become too soft or
semiliquid in state.

Incorporation (industrial scale)

Mechanical mixers are used to prepare ointments in
large quantities, especially in the Pharmaceutical indus-
try. Stainless steel kettle mixers may be used to manu-
facture hydrocarbon and water-soluble base ointments
(Fig. 1). The stainless steel kettle is jacketed for heating
and cooling and is equipped with a mixing device. The
kettle configuration is especially well-suited for the
melting and mixing of oils and waxes and for complete
bottom-emptying. Depending on the formulation to be
processed, the mixer may be either a propeller or an
anchor–agitator design. If the formulation is primarily
liquid, a propeller mixer is more suitable. If the formu-
lation consists of solid waxes, lanolin, petrolatum, and

Example 14 Carbomer 934 alcoholic gel

Carbomer 934 resin 3.0 (% w/w)

Glycerine 10.0 (% w/w)

Ethanol 40.0 (% w/w)

2-Ethylhexylamine 2.5 (% w/w)

Water 44.5 (% w/w)

Procedure: The carbomer is dispersed in the glycerine and water, and

a solution of the 2-ethylhexylamine in ethanol is added to the water

solution with mixing until a clear transparent gel is formed.

Example 15 Solubilized mineral oil gel

Polyethylene glycol 3 oleyl ether phosphate 6.8 (% w/w)

Polyethylene glycol 3 oleyl ether 4.0 (% w/w)

Polyethylene glycol 5 oleyl ether 2.7 (% w/w)

Mineral oil 220 SUS 13.6 (% w/w)

2-Ethyl-1,3-hexanediol 13.4 (% w/w)

Propylene glycol 1.4 (% w/w)

Water 68.1 (% w/w)

Procedure: All components except water are heated to 75�C. The

water is added at 75�C to the oil with mixing to form a soft gel, which

on stirring and cooling sets at approximately 35�C.
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similar components, a kettle with a removable agitator,
as shown in Fig. 1, is indicated.

Planetary mixers (Fig. 2) may also be used for large-
scale preparations of the ointments. Here, the finely
divided powdered materials are added slowly or sifted
into the vehicle (ointment base) previously placed
inside the rotating mixer. On achieving a uniform con-
sistency, the ointment preparation may be processed
through the roller mill to ensure complete dispersion
and reduce the size of aggregates that may have formed
during processing. The roller mills force the coarsely
formed ointments through stainless steel rollers to pro-
duce ointments that are uniform in composition and
smooth in texture.

Fusion Process

The process of fusion uses heat to melt all or some of
the components of the ointment; the mixture is then
allowed to cool with constant stirring until congealed.
Additional components of the ointment preparation
that were not subject to the initial melting process
are added to the congealing mixture as it is being
cooled and stirred. Heat-labile substances are added
to the preparation after careful observation that the

temperature of the mixture is sufficiently low so as
not to cause decomposition or volatilization of the
components.

Substances may also be added by levigating a por-
tion of the base with the milled drug to form a concen-
trate. The concentrate is then added to or dispersed in
the remainder of the vehicle using a mixer such as por-
celain dish or glass beaker (on a small scale) or a
steam-jacketed vessel (on a large scale) and allowed
to cool and congeal as noted earlier. Once congealed,
the mixture is rubbed with a spatula or mortar and pes-
tle (on a small scale) or allowed to pass through an
ointment roller mill (on a large scale) to ensure a uni-
form and smooth texture. Some common examples of
components that are subjected to the fusion process
include beeswax, paraffin, stearyl alcohol, and high-
molecular-weight polyethylene glycols (PEG). The
order of addition of components in the process of
fusion plays a role in the manufacture of ointments.
In general, one way to mix all components together
is to choose the component with the highest melting
point and use the minimum amount of heat to melt
it. Subsequently, all the other components may be
added with constant stirring and cooling of the melt
until the mixture is congealed. Alternatively, the com-
ponent with the lowest melting point may be added
first. With increasing temperature, the remaining mate-
rials may be added to melt the entire mixture and
then the process of cooling and congealing followed
as before.

Fig. 1 Stainless steel jacketed kettle with agitator. (Courtesy
of Lee Industries, Inc., Philipsburg, Pennsylvania.)

Fig. 2 Double planetary mixer showing mixing patterns at
different stirring speeds. (Courtesy of Charles Ross & Son

Co., Hauppauge, New York.)

3266 Semisolid Preparations



S
ca

le
-U

p–
S

em
is

ol
id

Emulsion Products

Emulsions are prepared by means of a two-phase heat
system. In the first phase, the oil phase ingredients are
combined in a jacketed tank and heated between 70
and 75�C to melt or liquefy all the ingredients to a uni-
form state. In a separate tank, the second phase, aque-
ous phase ingredients are heated together to slightly
above 75�C. The aqueous phase is then slowly added
to the oil phase through constant agitation. The mix-
ture is cooled slowly with continuing agitation as the
emulsion is formed. The medicinal ingredients may
be added when the emulsion is in the cooling stage.
Usually, these ingredients are added as concentrated
slurry that has been previously milled to a finely
divided state. At times, when the aqueous phase of
the emulsion system is larger, a large kettle may be
required with a more complex mixer. As the oil phase
is heated in a kettle, the aqueous phase is prepared in a
kettle almost twice the size of the oil phase kettle. This-
size difference accommodates the volume of the final
emulsion. Both phases may be heated between 70
and 80�C. For convenience and efficiency, the oil phase
kettle should be mounted directly above the aqueous
phase so as to introduce the oil phase mixture into
the lower emulsifying unit. The oil phase is introduced
into the aqueous phase kettle in a relatively small
stream to allow rapid dispersion and emulsification
by an appropriately sized agitator. For capacities of
200 gallons or less, a single high-turbulence agitator
may be used in most cases. Fig. 3 shows two models
of a high-turbulence emulsifier consisting of three
top-entering coaxial agitators including an anchor–

agitator and self-adjusting Teflon scrapers for
thorough mixing of the preparation. For larger batches
of up to 1000 gallons, a large-scale multiagitator mixer
may be used (as shown in Fig. 4) that involves a mixer–
emulsifier (for high degree of shear), a high-speed dis-
perser (to disperse solids into viscous liquids), and an
anchor–agitator (to provide maximum movement of
product under low shear conditions in the mix vessel).
Another design for large batches uses a double-motion,
counterrotating agitation combined with a homogeniz-
ing action that allows for versatility in mixing applica-
tions (Fig. 5). After the addition of the phases, the rate
of cooling is generally slow to allow for adequate mix-
ing while the emulsion is still in liquid form. Cooling
should be at a rate consistent with the mixing of the
emulsion and scraping of the kettle walls to prevent
formation of congealed masses of ointment or cream,
especially when the semisolid contains a large amount
of high-melting substances. If drugs are introduced
during the manufacture of the product, oil-soluble
drugs should be dissolved in the oil phase and water-
soluble drugs in the aqueous phase. All emulsions are

Fig. 3 High-turbulence mixers (turboemulsifiers) of
varying capacities. (Courtesy of Charles Ross & Son Co.,
Hauppauge, New York.)

Fig. 4 Large-scale multiagitator mixer. (Courtesy of Charles
Ross & Son Co., Hauppauge, New York.)
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susceptible to bacterial contamination, thus, preser-
vative agents should be added while the emulsion is still
hot to effect complete solution. To improve the stability
of the oil phase, colloid mills may be used to disperse the
oil phase further once the emulsion is formed. As shown
in Fig. 6, a colloid mill can be a portable unit that can be
lowered into the kettle and operated as the mixing of
phases continues. It operates by a shearing action of a
high-speed rotor against a stationary stator with a clear-
ance of a few thousandths of an inch. The colloid mill
may also be located outside of the kettle and the
emulsion pumped through it to the filling equipment
or holding tank (Fig.7). Sometimes, a homogenizer
may be used to reduce the size of the oil globules by
exerting a smearing action in which the emulsion is
forced through a small orifice under high pressure. It
is located between the emulsifying kettle and the filling
line or holding tank. The advantage of the homogenizer
over the colloid mill is that it does not incorporate air
into the emulsion. However, the throughput of the
homogenizer is 10–100 times lower than that of the
colloid mill. When the emulsion is pumped from one

vessel to another, an in-line colloid mill may be
installed. Instead of producing an emulsion in a kettle
or other vessel, several phases may be introduced into
the pipeline in their proper proportions using metering
pumps and emulsified en route by the action of the
in-line colloid mill (Fig. 8).

Another in-line method of emulsification is
the ultrasonic process, which uses a sonolator and
the principle of the Pohlman whistle.[25] This process
uses a very high-intensity mixing device that mechani-
cally generates ultrasonic acoustic energy to produce
emulsions and dispersions. Liquid to be processed is
pumped through a special orifice, forming a flat,
high-pressure stream. This jet impinges on the edge
of a flat blade enclosed in a tube, causing it to vibrate
at ultrasonic frequencies. Cavitation produces violent
local pressure changes that act on the liquid, causing
instantaneous and intense dispersion of any immiscible
liquids or insoluble particles. Water-in-oil emulsions

Fig. 5 Large-scale manufacturing unit (Tri-mix Turboshear)
with counter-rotating mixing bars. (Courtesy of Lee Indus-
tries, Inc., Philipsburg, Pennsylvania.)

Fig. 6 Portable batch mixer on mobile hydraulic floor stand
(Courtesy of Silverson Machines, Inc., East Long Meadow,
Massachusetts).
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are manufactured in the same equipment as o/w emul-
sions except that the phases are reversed in the equipment.

Miscellaneous Preparations

Heating, melting, and cooling in a single kettle in the
same manner as with ointment preparations may be
used to process the water-soluble bases composed of
polyethylene glycols, ranging from liquids to waxy
solids. They may be allowed to cool and solidify and
to be stored until needed. Then they are remelted and
packaged. Gels can be processed similarly in a single
mixing kettle with slow agitation to avoid air entrap-
ment, which may occur if mixed rapidly. This is
especially important because all gels appear to be
transparent or translucent, and air bubbles appear as
a visible contamination.

PRESERVATIVES

Semisolid dosage forms must meet acceptable standards
for microbial content, and preparations that are prone to

microbial growth must contain antimicrobial preserva-
tives. Antimicrobial preservative substances are included
in ointment formulations to maintain the potency and
integrity of product forms and to protect the health
and safety of the consumer. The USP addresses this sub-
ject in its monograph Microbiological Attributes of Non-
SterilePharmaceutical Products. An ideal preservative
system should have attributes such as effectiveness at
low concentrations against a host of microorganisms,
solubility, non-toxicity, non-sensitizing, compatibility
with other components, absence of odor, stability, and
inexpensive. In addition, they must have the appropriate
oil/water partition coefficient and be effective at the pH
level of the products.

Several sources of contamination include water, raw
materials, and poor sanitation conditions during
manufacture, storage, and use. As such, preparations
that contain water tend to support microbial growth
to a greater extent than do preparations that are
water-free. In the case of emulsion manufacture, the
process of heating between 70 and 80�C usually kills
most of the microorganisms. However, contamination
may still occur as a result of unclean transfer lines and
from improperly cleaned, sanitized, and protected fill-
ing equipment. It is not unusual to use a combination
of preservatives to broaden their spectrum of activity
because use of a single antimicrobial compound is gen-
erally insufficient for adequate preservation.

Two categories of microorganisms are cause for
concern in preservation of topical semisolid products.
They are those liable to cause pathogenic symptoms
and include staphylococci and hemolytic streptococci,
Pseudomonas aeruginosa and cepacia, and Escher-
ichia coli, and microorganisms liable to cause spoilage,
which include water and airborne molds and yeasts.
The following section describes the properties of some
commonly used preservatives.

Fig. 7 Schematic representation of colloid mill and micro-
photographs showing emulsion globule size before and after
milling. (Courtesy of Premier Mill Corp., Reading, Pennsyl-

vania.)

Fig. 8 Ultra-hygienic in-line mixer. (Courtesy of Silverson
Machines, Inc., East Long Meadow, Massachusetts.)
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Parabens

The two most widely used agents are methylparaben
and propylparaben. They are effective against molds
and yeasts, but less effective against bacteria. They
are more effective against Gram-positive than against
Gram-negative bacteria. Parabens are most active at
acidic pH levels less so in alkaline media. They are
usually combined; an effective combination is 0.20%
methylparaben and 0.05% propylparaben.

Dowcill 200 (Dow Chemical Co., Midland, MI) is a
water-soluble, broad-spectrum antimicrobial and anti-
fungal compound. It is not inactivated by non-ionic,
cationic, or anionic formulations, and it is particularly
effective against Pseudomonas. Its activity is inde-
pendent of pH; effective concentration is 0.02–0.30%.

Glydant (MDMH) (Lonza, Inc. Fairlawn, NJ):
dimethylol-5,5,dimethylhydantoin is a water-soluble,
highly active, broad-spectrum preservative. It func-
tions over a wide range of temperatures and pH levels.
It is non-corrosive, toxicologically acceptable, and bio-
degradable; effective concentration is 0.005–0.10%.

Germall 115 (Sutton Laboratories, Chatham, NJ):
imidazolidinyl urea is a hygroscopic water-soluble
white powder compatible with essentially all cosmetic
ingredients including surfactants, proteins, and other
special ingredients. Germall 115 acts synergistically
with all other preservatives. It is effective against
Gram-negative bacteria including Pseudomonas. Com-
bined with parabens, it provides a broad spectrum of
activity against yeasts and molds. It is recommended
in the combination of Germall 115, 0.30%; methylpar-
aben, 0.20%; and propylparaben, 0.01%.

Germall II (Sutton Laboratories, Chatham, NJ):
diazolidinyl urea is a water-soluble, hygroscopic pow-
der effective against Gram-positive and Gram-negative
species including Pseudomonas. It is synergistic with
other preservatives including the parabens. It is not
inactivated by surfactants, proteins, or emulsifiers
and is effective at all usual pH levels. It is recom-
mended in the combination of Germall II, 0.20%;
methylparaben, 0.20%; and propylparaben, 0.10%.

Germaben II-E (Sutton Laboratories, Chatham,
NJ) is a clear liquid preservative system, readily soluble
at a concentration of 1.0% in both w/o and o/w emul-
sions, but not in water alone. It has the composition of
Germall II, 20%; methylparaben, 10%; propylparaben,
10%; and propylene glycol, 60%.

Suttocide A (Sutton Laboratories, Chatham, NJ) is
a 50% aqueous solution of sodium hydroxymethyl-
glycinate. It is a broad-spectrum antimicrobial preserv-
ative active against Gram-positive and Gram-negative
bacteria and against yeast and mold. It remains active
at alkaline pH levels.

LiquaPar Oil (Sutton Laboratories, Chatham, NJ)
is a 100% clear, active, stable liquid blend of isopropyl,

isobutyl, and n-Butyl esters of p-Hydroxybenzoic acid.
This combination of parabens is a very effective pre-
servative even at low concentrations against Gram-
positive and Gram-negative bacteria, yeasts, and molds.
The higher alkyl esters are more active and more stable
and resistant to hydrolysis than are the lower alkyl
esters; effective concentration is 0.1–0.4%

Busan 1504 (CTFA) (Buckman Laboratories, Mem-
phis, TN): dimethylhydroxy-methylpyrazole is a water-
soluble, broad-spectrum bactericide and fungicide
compatible with anionic, cationic, and non-ionic ingre-
dients. It is stable over a broad pH range and compat-
ible with proteins; effective concentration is not given.

Ethylenediaminetetraacetic acid (EDTA) is a chelat-
ing agent that binds certain metals, especially iron and
copper, which are essential to the nutrition of certain
microorganisms. In this manner, it is a strong booster
or enhancer of the activity of preservatives[26,27]

especially the parabens. Alone, it has the ability to
increase the permeability of the bacterial cell wall
and can kill Pseudomonas aeruginosa and E. coli by
this activity; effective concentration is 0.05–0.10%.

Several factors may influence the success or failure
of a preservative to protect a formulation against
microbial contamination. These factors include the
interaction of the preservative with surfactants, active
substances, other components of the vehicle, sorption
by the polymeric packaging materials, and product sto-
rage temperature. Although hundreds of chemicals can
function as germicides, only a few substances have
made it to the marketplace. The small list is not based
as much on a compound’s effectiveness as an anti-
microbial agent as on the compound’s safety and effec-
tiveness in the final product.

The packaging of semisolid products, usually in jars
and tubes, represents the best and worst conditions for
microbial contamination. When using jars, the risk of
contamination is higher every time a jar is opened or each
time fingers touch the product. For these reasons, semiso-
lid products in jars require a highly effective, long-acting
preservative system to remain active throughout the life
of the product. With tubes, the risk of microbial contami-
nation is significantly reduced because they expose only a
very small area each time a cap is removed. Tubes also
provide control of dose by an amount expressed with
minimum exposure to the environment or human con-
tact. Therefore, because products packaged in tubes are
less likely to become contaminated, the use of preserv-
ative is also reduced. Thus, products packaged in tubes
are less likely to cause skin irritation or sensitization.

PACKAGING

Topical dermatologic products are packaged in jars or
tubes, whereas ophthalmic, nasal, vaginal, and rectal
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semisolid products are almost always packaged in
tubes. Regardless of the container a semisolid product
is eventually placed in, it must meet with the guidelines
of the FDA[28] for drug products, as follows:

Containers, closures and other component parts of

drug packages, to be suitable for their intended use,
must not be reactive, additive or absorptive to the
extent that the identity, strength, quality or purity of

the drug will be affected. All drug product containers
and closures must be approved by stability testing of
the product in the final container in which it is mar-

keted. The stability test includes testing filled contain-
ers at room temperature (e.g., 70�F) as well as under
accelerated conditions (e.g., 105 and 120�F).

Because it is chemically inert, impermeable, strong,
and rigid, glass has FDA clearance and is the ideal con-
tainer for most drug products. With the proper closure
system, it provides an excellent barrier to practically
every element except light. Opaque jars are used to
protect light-sensitive products and are available as
porcelain white or dark green or amber in color. Com-
mercially available empty ointment jars vary in size
from 0.5 ounce to 1 pound.

Plastic containers are increasing in popularity over
glass and metal (aluminum). This is because of quali-
ties such as light weight, less breakage-prone, lower
shipping costs, and the convenience of silk screen and
plastic heat-transferred labeling. However, the disad-
vantage of plastics is the risk of permeation in two
directions: from the product through the plastic from
the inside out and from the ambient environment
through the plastic from the outside into the product.

Plastic containers used for emulsion systems must
be thoroughly evaluated for physical and chemical
changes in the emulsion as well as for physical changes
in the container. Product–plastic interactions maybe
divided into five categories: permeation, leaching, sorp-
tion, chemical reaction, and alteration in the physical
properties of the plastics or products.[29,30] For
adequate protection of the product, container evalu-
ation during the development stage of the product is
imperative The protocols and standard for tests to
demonstrate resin equivalence are found in the USP/
NF and include three categories of tests for chemical
and spectral characteristics and moisture barrier.[7]

Some examples of plastics include high- or low-density
polyethylene (HDPE or LDPE) or a blend of each,
polypropylene (PP), polyethylene terephthalate (PET),
and various plastic/foil/paper laminates, sometimes 10
layers thick.[31] Each of these plastics has its own charac-
teristics and advantages that make it conducive to pack-
aging of semisolid products. For example, LDPE is soft
and resilient and provides a good moisture barrier.

HDPE provides a superior moisture barrier but is less
resilient. PP has a high level of heat resistance, and
PET offers transparency and a high degree of product
chemical compatibility. Thus, plastics and plastic
laminates are generally preferred over metal tubes for
packaging of pharmaceutical and cosmetic products.

QUALITY CONTROL

The purpose of undertaking quality control measures
is to ensure a quality product to the consumer. Quality
control encompasses a broad range of responsibilities
including component and final product testing as well
as in-process testing and controls. Compliance with
current Good Manufacturing Practices (cGMP) regu-
lations, process validation, and good management of
operations such as design, production, packaging, test-
ing, and distribution are all integral parts in the total
quality assurance effort. Quality control provides criti-
cal support in the testing and decision making required
for process validation, and the activities and responsi-
bilities of the quality control unit cover a broad range
of testing and other activities.[32] The goal of quality
control is to ensure that different lots of a product
are essentially the same by confirming that all lots meet
specifications. The parameters used to determine the
quality assurance of semisolid preparations include
raw material specifications, in-process controls, and
finished product specifications. The key parameter for
any drug product is its efficacy as demonstrated in con-
trolled clinical trials. However, the time and expense
associated with such trials make them unsuitable as
routine quality control methods. Therefore, in vitro
surrogate tests are often used to ensure that product
quality and performance are maintained over time
and in the presence of change. As illustrated in the flow
sheet (Fig. 9), a variety of physical and chemical tests
commonly performed on products and their compo-
nents (e.g., solubility, particle size and crystalline form
of the active component, viscosity and homogeneity of
the product) have historically provided reasonable
evidence of consistent performance. More recently, in
vitro release testing has shown promise as a means to
comprehensively ensure consistent delivery of the
active components from semisolid preparations.[33]

An in vitro release rate can reflect the combined effect
of several physical and chemical parameters, including
solubility and particle size of the active ingredient and
rheological properties of the dosage form. In most
cases, in vitro release rate is a useful test to assess
product sameness between prechange and postchange
products. Recently, an in vitro test developed for a
peptide containing gel formulation demonstrated that
the release test can be modified to ensure product
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sameness after scale up and postapproval change
(SUPAC).[34] However, with any test, the metrices
and statistical approaches to documentation of same-
ness in quality attributes should be considered. Bioe-
quivalence to previous lots may be considered as an
additional parameter for some pharmaceutical pro-
ducts.[35]

STABILITY

Stability testing is a routine procedure performed on
drug substances and products. It is involved at various
stages of product development. In early stages, acceler-
ated stability testing (at relatively high temperatures
and/or humidities) can be used to determine the types
of degradation products that may be found after long-
term storage. Testing under more gentle conditions
(those recommended for long-term shelf storage) and
slightly elevated temperatures can be used to determine
product shelf life and expiration dates.

According to the FDA draft guidelines to the indus-
try,[1] semisolid preparations should be evaluated for

appearance, clarity, color, homogeneity, odor, pH,
consistency, viscosity, particle size distribution (when
feasible), assay, degradation products, preservative
and antioxidant content (if present), microbial limits/
sterility, and weight loss (when appropriate). Addition-
ally, samples from production lots of approved products
are retained for stability testing in case of product
failure in the field. Retained samples can be tested
along with returned samples to ascertain if the problem
was manufacturing- or storage-related. Appropriate
stability data should be provided for products supplied
in closed-end tubes to support the maximum anticipated
use period, during patient use, and after the seal is punc-
tured allowing product content with the cap/cap liner.
Ointments, pastes, gels, and creams in large containers
including tubes should be assayed by sampling at the
surface, top, middle, and bottom of the container. In
addition, tubes should be sampled near the crimp.

For a product to be considered stable, it must retain
the same properties and characteristics, within specific
limits, that it possessed at the time of manufacture.[7] A
product must remain stable when it is stored for a per-
iod of time after the date of manufacture. When a
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Fig. 9 Quality control of semisolid preparations.
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product is subjected to stability testing, the objective is
to determine whether the product has adequate shelf
life under market and use conditions, when manufac-
tured and packaged on a commercial scale. The FDA
requires stability data on at least three lots of the same
formulation and packaging—these data should appear
on the product made by the commercial or any other
equivalent process (in terms of critical parameters) to
the proposed commercial process. To establish a sta-
bility profile, product stability storage tests must be
carefully planned and initiated.

The commonly used predictive method of acceler-
ated and stress testing depends on storage of products
under conditions of rigidly controlled environment.
Studies under accelerated conditions provide useful
data for establishing expiration date and product sta-
bility information for future product development
(e.g., preliminary assessment of proposed manufactur-
ing changes such as change in formulation and scale
up). These studies also assist in validation of analytical
methods for the stability program and generate infor-
mation that may help elucidate the degradation profile
of the drug substance or product. Studies under stress
conditions may be useful in determining whether
accidental exposures to conditions other than those
proposed (e.g., during transportation) are deleterious
to the product and also for evaluating which specific
test parameters may be the best indicators of product
stability.

A stability program typically involves aging the pro-
duct under accelerated conditions of temperature,
humidity, and light. Other types of accelerated or stress
testing include centrifugation, shipping tests, and some
form of product use test. The purpose of the product
use test is primarily to evaluate preservative efficacy
and ensure that the physical properties of the product
remain stable under the conditions of use and are suit-
able for the intended application. Another useful test is
to subject the product to low-intensity shaking for a
period of hours or days. The key parameters of a stab-
ility program include the selection of specific acceler-
ated storage conditions, how stability samples are
stored at the test conditions (or stability stations),
testing intervals, and testing the stability samples. A
representative stability program may be illustrated as
follows:

Samples: Each sample is one unit placed inverted
in the storage chamber. An equal number of
units are placed upright as control samples.
The sample may also include units placed side-
ways. Additional samples should be placed at
each stability station to make provision for
samples for further investigations if this
becomes necessary.

Stability Stations and Sampling Periods: Three
24-h freeze–thaw cycles are used: 1, 2, and 3
months at 50�C; 1, 3, 6, and 12 months at
40�C; and 1, 6, 12, 18, 24, and 36 months at
25�C (room temperature). At the end of each
period, the sample is evaluated for chemical
and physical properties as applicable (as noted
earlier). The sample should also be examined
to evaluate product–package compatibility.
Microscopic examination of the sample can
provide a very useful evaluation of changes in
particle size and crystal structure. Tests for eval-
uating the compatibility of the product with the
container include weight loss and moisture loss
(if applicable). Reduction in the concentration
of critical ingredients would indicate loss owing
to binding with the container material or per-
meation through the container walls. The con-
tainer should also be examined to evaluate
interaction of the product with the container
surface. The purpose of a stability program is
to measure the changes observed in samples
subjected to various stress conditions. The most
difficult aspect of stability testing is to apply
this information to determine the stability pro-
file of the product and to project an expected
shelf life under market conditions. This is parti-
cularly difficult with semisolid preparations
because the accelerated environmental and
other stress tests used for stability testing are
likely to cause substantial changes in critical
properties of formulation ingredients. Higher
storage temperatures can cause changes in the
solubility and partitioning profile of drug and
preservatives and alteration of the rheological
profile of a product system. There may also be
changes in the interfacial properties of ingre-
dients that help stabilize emulsion systems.
Therefore, results of stability testing can be mis-
leading if the stress conditions used for stability
evaluation do not reflect realistic product
exposure conditions. It is generally recognized
that application of stress testing to develop the
stability profile of a product is useful. However,
subjecting the product to unrealistic stress con-
ditions is not useful for predicting shelf life
under normal market and use conditions.[36]

Therefore, it is important to recognize the spe-
cific properties that are affected by the stress
conditions of the stability test and whether the
sample will return to normal after stress is
removed. For this assessment, the pharmaceuti-
cal scientist must depend on the knowledge
developed by appropriate studies to character-
ize the physical and chemical properties of the
system.
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Solids: Flow Properties

Stephen A. Howard
Purdue Pharma L.P., Ardsley, New York, U.S.A.

INTRODUCTION

The preparation of essentially all dosage forms
involves the handling of solid materials. Among all
finished products, solid dosage forms are the most
predominant in terms of volume and value. The impor-
tance of solid-handling properties, especially flow
properties, cannot not be overemphasized. The flow
properties of solids have great impact on the tableting
and encapsulation processes since these dosage form
manufacturing processes require the flow of powder
materials from a storage container to filling stations,
such as tablet dies or capsule fillers. Weight uniformity
of course is dependent on the uniform and rapid flow
of powders. The flow properties of solids also have
great influence on the mixing and demixing of powders
that take place before tableting or encapsulation. As is
pointed out by Von Behren[1] in process steps affected
by the flowability of formulations include mix uni-
formity and flow and of course the weight and pressure
settings used. It should also be pointed out that the
speed of production is also greatly affected by the
formulation’s flow characteristics. For the final pro-
duct, Von Behren[1] lists, weight, content uniformity,
hardness and disintegration/dissolution as being
affected by formulation flow.

Different flow properties are required at different
stages of processing and should be carefully taken into
consideration during formulation and process vali-
dation. Kinetics of mixing is influenced by the physical
state of the active constituent.[2] Particle size of excipi-
ents has a significant effect on the content uniformity
of ethinyl estradiol powder mixes and tablets. As the
particle sizes of excipients increase, the degree of mix-
ing decreases. The more free-flowing the excipient, the
more abrasive the particle, facilitating the breakdown of
drug agglomerates.[3] On the other hand, segregation
studies carried out in a two-dimensional segregation cell
suggest that materials with good flow show demixing ten-
dencies, whereas powder blends with poor flow are less
apt to separate.[4] Fast flow is not always helpful in weight
uniformity of the finished product. Hauer, Remmele, and
Züger und Sucker.[5] showed that none cohesive free
flowing powders gave poorer capsule fill uniformity since
they were less cohesive and flowed out of the dosators.
Knowing your process and determining the characteris-
tics needed to optimize that process is critical.

Characterization of powders is essential to quality
control of raw materials, active or excipient, in order
to maintain product uniformity. Flow-property studies
of powder materials facilitate the scientific design of
formulations and processing equipment, such as the
design of mass-flow hoppers. This article reviews the
flow properties of powder materials. The factors affect-
ing the flow properties of solids are briefly discussed
first, followed by measurement of flow properties.

FACTORS INFLUENCING
THE FLOW OF SOLIDS

Nature of Powders and Granulations

Powders are generally considered as two-phase assem-
blies of discrete particles with interactions between gas
and solid internal surfaces. A material is classified as a
powder if it is composed of dry, discrete particles with
a maximum dimension of less than 1000 mm according
to British Standard 2955.[6] Powders differ from other
physical states of matter since they are non-homogenous
in nature but consist of discrete solid particles of differ-
ent sizes and shapes interdispersed with a gaseous
phase. Powders are similar to solids in that they can
exhibit both elastic recovery and brittle fracture.
Unlike solids, however, powders can expand or con-
tract when stressed. Preconditioning can change the
nature of the material. The condition and duration pre-
conditioning forces are applied to a powder can deter-
mine if and how a powder will flow. Under stress,
powders can flow like a liquid. However, unlike liquids,
they do not flow if the stresses are too small. When
powder materials do flow, the stresses are not depen-
dent on the rate of flow as they are with a liquid. In
order to characterize the properties of an assembly of
particles or a bulk mass, the collective properties of
constituent particles within their gaseous environment
must be determined. The solid-handling properties of a
bulk mass are influenced by any factor that can have
an effect on the particle–particle interactions of con-
stituent particles. Factors associated with the nature
of the particles and their surfaces such as size, shape,
surface morphology, packing conditions, and interpar-
ticle forces must therefore be considered. To make the
situation more complex, the interparticle forces can be
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of a number of types: mechanical forces, surface
tension, electrostatic forces, van der Waals forces,
solid-bridge forces, or plastic welding forces; none of
these can be readily quantified. The properties and
phenomena associated with an assembly of particles are:[7]

� Particle size distribution and specific surface area
� Particle shape distribution
� Cohesion, strength, and adhesion
� Packing properties (bulk density, porosity)
� Rate and compressibility of packing
� Flowability and failure properties
� Segregation
� Angle of internal friction. A combination of these

properties determines the behavior of bulk material.

Particle Size and Size Distribution

All matter interacts. As the dimensions of particles
increase and the particles change in nature, the forces
acting on them change. Fine powder particles less than
100 mm in diameter are acted upon primarily by surface
forces. Particles above 1000 mm in diameter are gov-
erned by gravitational forces. Therefore, the balance
of interaction forces determines powder behavior.
With relatively small particles, the flow through an ori-
fice may be restricted because the cohesive forces
between the particles are of the same magnitude as
gravitational forces. Since the latter forces are a func-
tion of the diameter raised to the third power, they
become more significant as the particle size increases
and flow is facilitated. Too large a particle however
with respect to the orifice through which it has to flow
can cause arching that can block flow from hopper or
into a die or capsule dosator. The properties of solids
that determine the magnitude of particle–particle inter-
actions have been reviewed.[8,9]

In general larger particle flow faster than smaller
particles. In the TSI Aero-Flow brochure[10] two sieved
fractions of lactose, one larger than 38 mm and one less
than 38 mm, were compared to the unfractionated lac-
tose. As expected the fine fraction showed the poorest
flow while the larger fraction showed the best flow
characteristics in the Aero-Flow rotating drum tester
while the unfractionated sample was between the two
extremes. With wider particle distributions and gravi-
metric test methods such as flow from a hopper, den-
sity differences can be a determining factor until the
cohesive nature of the fine particles decrease flow. Par-
ticle size and size distribution has been systematically
investigated for their effects on flow using a flat-
bottom flowmeter.[11] Increase in the content of fines
increases the flow rate to a maximum value, followed
by a decrease in flow rate if the content of fines is

further increased. For a given concentration of fines,
the flow rate increases to a maximum as the diameter
of the fines decreases to approximately 90 mm; further
reduction in fine diameter reduces the flow rates. Equa-
tions of the Brown–Richards type relationship are
adequate for modeling the static flow in such systems.
Eq. (1) relates the flow rate Q to powder density rt and
circular aperture diameter DA.;

DAK½4Q=60p � rt � ffiffiffi

g
p �1=n ð1Þ

where K and n are material-dependent constants and g
is the gravitational force.

In a similar study of the factors influencing the flow
of lactose granules, a strong negative correlation was
found between the flow rate of granules and propor-
tion of particles less than 150 mm (100 mesh) in size.[12]

A decrease in particular size of salicylic acid resulted
in a decrease in the angle of internal flow C, which was
derived empirically as a measure of cohesiveness.[13]

The value of C was found to be dependent on the rela-
tive proportion and particle size of salicylic acid and
lactose when blends of these powders were studied.
Geoffroy and Carstensen[14] have used shear cell mea-
surements of sodium chloride, granular dicalcium
phosphate (DiTab) and hydroxyapatite (TriTab) to
examine the affect particle size has on the constants
in the shear cell. They modified the Warren–Springs
equation [Eq. (5)] found in the Shear Cell section of
this article] which relates cohesion and tensile strength
of cohesive powders. They showed that cohesion stress
(C) is related to tangential force (T ) by the equation
C ¼ aTb where a and b are constants dependent on
the materials used. They also demonstrated relation-
ship of a to particle diameter. They incorporated this
into the Warren–Springs equation so that particle
size could be better accounted for in analyzing shear
cell data.

Shape Factors and Surface Morphology

Particle sizes combined with shape factors have been
the subject of many of the recent studies regarding flow
of solids. Sphericity, circularity, surface-shape coef-
ficient, volume-shape coefficient, and surface-volume-
shape coefficient are some of the most commonly used
shape factors. It is generally accepted that the flowabil-
ity of powders decreases as the shapes of particles
become more irregular. Efforts to relate various shape
factors to powder bulk behavior have become more
successful recently, primarily because of the fact that
shape characterization techniques and methods for
physically sorting particles of different shapes are
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improving. This is primarily thanks to the use of fractal
geometry.

Fractal geometry was developed by B.B. Mandelbrot
and was most fully described in a 1983 text.[15] Fractal
geometry essentially describes the space filling ability
of a rugged line or surface by adding a fractional number
to the topological dimension of a system as illustrated in
Fig. 1. Brian Kaye and co-workers have extended
Mandelbrot’s concepts to describe the structure of rug-
ged shaped powder grains and later to the distribution
function of a powder.[16–19] The use of fractal geometry
and chaos theory has been used to develop a test
method, using a rotating drum[10,18,19] and this test
method will be described later in the article.

Hickey and Concessio[20] studied a series of powders
of pharmaceutical interest using a vibrating spatula. In
all of the powders studied, mass flow rates increased as
the particle size increased. Sodium chloride, which did
not exhibit fractal behavior (very low fractal number),
showed no irregular flow patterns. Lactose, cromolyn
sodium and charcoal that did exhibit fractal behavior
at low stride lengths, demonstrated irregular flow pat-
terns. Kaye in unpublished data described the ava-
lanching behavior of five lactose powders. Though
similar in particle size, the various lactose samples
showed different morphology and different avalanche
behavior. Brittain[21] tested anhydrous and fast flow

lactose, using Carr index and showed that the Fast-Flo
lactose yielded higher flow capacity. He attributed this
to the morphology of the two materials and the rounded
edges in the Fast-Flo material. Cartillier and Tawashi[22]

also related the flow properties and packing charac-
teristics of seven different lactose powders as measured
by the angle of repose and flow through an orifice to
particle morphology, especially micro morphology as
determined through a scanning electron microscope,
and expressed in various parameters including fractal
dimensions.

The angle of repose of granules prepared by five dif-
ferent methods was found to be primarily a function of
surface roughness. The Hausner ratio (discussed later)
has been related to the morphological properties of
sands.[23]

The shapes of components being mixed have a great
impact on the mixing rate and the physical stability of
the resultant mixture. Lactose and calcium carbonate
of different particle shapes were mixed in a Y-cone
mixer. The time required to achieve an acceptable stan-
dard deviation of mixing oA increased with the irregu-
larity of the particles of both components, and the
mixtures containing irregularly shaped particles segre-
gated less on subsequent vibration.[24]

Some work has shown a direct correlation between
shape factor and the flow properties of powders. The
flowability of fine powders, as measured by a shear-cell
as well as by Carr’s method, was found to increase
with increasing sphericity, where the sphericity is
indicated by a shape index C approaching one, as
measured by an image analyzer.[25] Huber and
co-workers[26] derived an equuation in which flow rate
was correlated to the volume specific surface as mea-
sured by laser diffractometry. Reasonable predictions
were made for individual powders as well as binary
and ternary mixtures.

Moisture and Static Charge

The affect of humidity can vary drastically from pow-
der to powder. Absorbed moisture in solids can exist
either in the unbound state or as part of crystal struc-
ture. It exerts its effect directly by changing the surface
properties of the particle. It can also affect flow proper-
ties indirectly and permanently through the formation
of granules, which are held, together by solid bridges
generated by hydration and dehydration of a binder.
The process of wet granulation can be viewed as an
intentional use of moisture (or other organic liquid)
in controlling powder flow properties. Moisture signifi-
cantly influences powder flowability as measured by
the tensile strength of powders by forming liquid
bridges. The increase in tensile strength has been
translated into increase in torque or power consumption

Fig. 1 (A) Profiles of fumed pigment fine particles where the

fractal dimension, d, describes the ruggedness of the profile.
(B) Four lines with identical topological dimensions with
varying degrees of ruggedness as seen from their correspond-
ing fractal dimensions. (From Ref.[18].)
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in a mixer and has been utilized for the monitoring of
wet-granulation processes. At higher moisture content
and higher packing densities, liquid bridges may
progress from pendular to funicular bonds. The
effect of moisture varies, depending on the degree of
packing or the porosity of the powder bed. For a
porous and cohesive material, flowability is not affec-
ted by moisture since the moisture can penetrate
to the inside of particles without the formation of
liquid bridges. A single lot of microcrystalline cellu-
lose NF was placed in various humidity conditions
and the moisture content determined through loss of
drying.[27] Flow parameters were determined through
the compressibility index determined by tap density
and also through the use of a shear cell. It was shown
that increased moisture decreased flow and that once the
moisture content of the microcrystalline cellulose
exceeded 5% its flow was predicted to be poor. Differ-
ences in flow rates of microcrystalline cellulose through
an orifice were attributed partially to differences in
moisture contents that affected cohesiveness.[28] Cohes-
iveness of two grades of microcrystalline cellulose
(Avicel PH101 and Emcocel) measured with a sandwich
rheometer, peaks at approximately 20–25 wt% moisture
content. Avicel was found to be more cohesive
than Emococel at a moisture content less and 30 wt%,
whereas at higher moisture content the cohesive
behavior was comparable.[29]

Very low moisture can hinder flow since you are
more likely to develop electrostatic charging. Particles
acquire static charge most commonly through grind-
ing, attrition, and collision, a phenomenon generally
known as triboelectrification. Surface charge can also
be generated by the sudden separation of their closely
contacted, dissimilar surfaces, as in the case of sieving,
mixing, or the movement of dry particles through a
hopper or over a belt. Excipient powders are generally
charged negatively in contact with metal or glass sur-
faces, whereas many are charged positively in contact
with plastic surfaces.[30] Most pharmaceutical excipi-
ents have low resistivity and therefore lose electrostatic
charge through earth leakage relatively quickly.
Electrostatic charge interactions can be controlled with
beneficial results in terms of improved physical
stability of normally unstable, segregating systems.
Physical stability can be improved with or without
permanent electrification.[31]

Powder Cohesion and Storage
Compaction

The storage condition a powder is placed under will
have a great affect on the flow characteristics it exhi-
bits. As stated in recent article by Marinelli[32] ‘‘as a
solid remains at rest in a bin or hopper, it can become

more cohesive and difficult flowing.’’ Hopper and bin
load levels, vibratory forces, time in storage, tempera-
ture of storage as well as the intrinsic cohesiveness of
the material will alter its flow characteristics. Shear
cells have been designed to measure the cohesion of
materials under load and after preconditioning. The
nature of these tests and how they work is described
in more detail later on in this chapter.

Effects of Temperature

The cohesion of powder as measured in a Jenike or
annular shear cell decreases as the temperature is
decreased.[33] This is attributed to the reduction in plas-
ticity and in the inability of asperities on the surface of
neighboring particles to form welded bonds as the tem-
perature of the sample is lowered.[34] Similarly, flow
rates of powdered sugars and fatty acids through a cir-
cular orifice decrease with increasing temperature.[35]

An increase in tensile strength of powders is also
observed for lactose and griseofulvin with increasing
temperature and explained on the same basis.[36]

Pilpel[37] noted that an important property of a powder
determining whether or not it was sensitive to tempera-
ture changes when studying flow behavior was its
homologous temperature. The homologous tempera-
ture for any given material is the investigational
temperature as a fraction of the melting point of the
material in absolute degrees (Kelvin). Stearic acid that
has a melting point of 343 K when tested at 25�C
(298 K) would have a homologous temperature of
298/343 K equal to 0.87. In his investigations Pilpel
found that powders started to have less flowability at
homologous temperatures above 0.9. As you would
suspect materials with lower melting points will have
more flow problems than would higher melting point
solids. Pilpel also noted that when powders that would
not flow out of a funnel at room temperature were
cooled to �25�C they flowed easily.

MODELS OF HOPPER FLOW

The design of hoppers and bins has been studied exten-
sively in the last 35 years especially in the mining, food
and chemical industry. Due to the large volumes of
powders handled in these industries the design of stor-
age and handling materials are a major investment.
During the late 1950s and early 1960s Jenike employed
a soil mechanics approach to powder handling, devel-
oping a logical, theoretical basis for bulk solids flow.[38]

In general, two flow patterns can be used to describe
material flow through a hopper, although systems exist
in between. When materials flow by gravity, the entire
content of the hopper moves together and the material
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discharges on a first-in first-out basis. This is the case
of mass flow. When the movement is restricted to a
central region, leaving a relatively stationary zone in
the periphery, the situation is known as funnel flow
or core flow. Alternatively, flow blockage occurs by
doming or bridging where a stable arch is formed
across the outlet of a hopper (Fig. 2A). With highly
cohesive powders or poorly designed hoppers when
the gate is opened only the material above the opening
flows out and then no further flow occurs. This is an
extreme funnel flow condition known as rat holing or
piping (Fig. 2B). Mechanical and structural arches
are stable obstructions formed when particles come
together to form a weight bearing arch, much in the
same way a stone bridge is formed. This type of arch
can be avoided by making sure the opening is of suf-
ficient width to allow the particles to pass through.
For cones the rule of thumb is that the opening should
be six to eight times the largest particle size,[39] 10 times
has been mentioned by Jenike.[38] The more trouble-
some arch is a cohesive arch. This type of arch is
formed through compaction and cohesion of the
material in the hopper. Bates[40] defines cohesive arch-
ing as ‘‘the formation of a stable flow obstruction over
an outlet or within a flow channel due to the bulk
strength of the material exceeding the unconfined fail-
ure strength at which the span of the arch would col-
lapse because of the stresses acting on the mass.’’
The design of a mass-flow hopper is based on the pos-
tulate that gravity flow of a solid in a channel takes
place, provided that the yield strength that the solid
develops as a result of consolidation is insufficient to
support an obstruction to flow. The calculations for
hopper dimension are based on an assumption of the
stress pattern that may exist in the hopper in the static
condition that is expressed as a flow factor (ff ), which

is the ratio of the maximum principal stress at two
difference points, as shown by

ff ¼
Maximum principal stress

encountered within the hopper

Maximum principal stress at free surface
ð2Þ

The hopper design, therefore, requires the maximum
principal stress at the outlet to be greater than the uncon-
fined yield stress of the powder material. The two stresses
may be compared graphically by plotting the flow
function of the material (FF) and the flow factor of the
hopper (ff ) on the same fc vs. sm plot. The point at
which the hopper stress and the material strength are
equal is known as the ‘‘critical unconfined yield stress;’’
it must be determined when calculating the size of the
hopper outlet. The hopper flow factor is obtained from
figures described by Jenike[38] and come from shear cell
measurements described later on in this chapter.

If the hopper-flow factor lies above the powder-flow
function, cohesive arching is not possible with the
material in that hopper. If the hopper factor lies below
the powder-flow function, arching of material in the
hopper is possible even for large-outlet sizes.

Various shear cells have been developed to aid in
obtaining the needed information to determine the
functions necessary to design mass flow hoppers, bins
and silos. In addition to powder shear, wall friction
testing[41,42] and compressibility[43] as well as other test-
ing all enter into hopper design. This chapter can only
briefly touch on the theories and test methods that go
into hopper design. Various recent texts[44–46] give a
much more in depth treatment of the subject. Various
web sites such as www. powder and bulk.com have
been the source of updates in this area.

Prescott and Hossfeld[47] have written an article
relating hopper design directly to pharmaceuticals,
most specifically to the tabletting process. Mechanisms
of segregation in the hopper are discussed and case his-
tories of how hopper designs and inserts, which aid
flow, can help solve these problems. Since the hoppers
for tablet presses as well as capsule filling equipment
are specifically designed for this equipment and since
in the pharmaceutical industry a variety of materials
must be handled by the same equipment, the use of
inserts might be a relatively inexpensive fix for flow pro-
blems. Bates[48] discusses the use of inserts in hoppers
and Troxel[49] also discusses the use of mechanical flow
aids such as vibrators, air cannons as well as chemical
flow aid, which are discussed in the following section.

FLOW ENHANCERS (GLIDANTS)

To improve the flowability of powders and granula-
tions, a small amount of a flow agent, or glidant, is

Fig. 2 Flow patterns: (A) doming; (B) piping or rat holing in
obstructed flow.
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often added, usually in powder form. Commonly used
glidants are colloidal silicone dioxide, talc, and starch.
Several postulates have been proposed for the mech-
anism of glidant action.[50–52]

� Dispersion of static charge from the surface of host
particles

� Distribution of glidant in the host particles
� Preferential adsorption of gases and vapors other-

wise adsorbed onto the host particle
� Physical separation of particles and subsequent

reduction in van der Waals interaction
� Adsorption of glidant particles to granulation sur-

faces in such a way that friction between particles
and surface rugosity are minimized.

The effects of a glidant on the flowability of a pow-
der depend on many factors, such as physical and
chemical affinity for the powder, the average particle
size and shape in relation to those of the powder, con-
centration of the glidant and degree of mixing, as well
as the moisture content. To be effective, in general, the
glidant particles should be very much smaller than
those of the host powder in order to coat them com-
pletely, smoothing out irregularities in their shape,
and reducing the frictional and adhesive forces that
operate between them. In almost all systems, there is
an optimum concentration above which the glidant
ceases to be effective. If too much is added, powder
flowability may decrease, and it is therefore necessary
to control the addition carefully for the best results.
Glidants probably have mainly a mechanical action.
They adhere to the surfaces of host powders, smooth-
ing out irregularities and reducing their tendency to
interlock mechanically during movement and flow. If
the particles of the glidants are assumed to be spherical
in shape with a radius r and are uniformly closely
packed to those of the host, which are also assumed
to be spherical with the radius R, optimum flow should
occur when the mixture contains approximately
ð2prðR þ rÞ2 100=R3

ffiffiffi

3
p

%w=wÞ of a glidant.[53] A
100 mm powder requires about 3% of a 1mm glidant,
which is in reasonable agreement with experimental
observations. The type of glidant, the mixing factors,
and the nature of the formulation all will have affects
on the reliability of this equation.

Colloidal Silcion dioxide is an agent that has been
commonly used as a glidant. Flow rate, density, as well
as other related measurements, were conducted on four
different excipients. The addition of 1% colloidal sili-
con dioxide increased the flow of the poorer flowing
excipients but had lesser affects on the exipients that
were of larger size and were better flowing.[54] Increas-
ing amounts of chlorpromazine hydrochloride mark-
edly decreased the flow characteristics of all the
various blends. The particle size of the excipient blend

seemed to grow larger with the addition of the chlor-
promazine hydrochloride since it is believed that
the drug stuck to the surface of the excipients. The
addition of 1% collodial silicon dioxide negated the
negative affects of the drug. The addition of the collo-
dial silicon dioxide decreased the particle size increases
caused by the addition of drug. It is believed therefore
that a possible mechanism of the silicon dioxide was to
prevent the drug from coating the excipient particles
and reducing flow. Scanning electron microscopy cor-
roborated this conclusion. In another work[55] the
amount of silicon dioxide was varied from 0–2%. It
was shown that 0.5% addition of the glidant caused a
marked reduction to the weight deviation of tablets
produced on a single punch tablet press. The standard
deviation of tablet weight did not further reduce when
greater than 0.5% of colloidal silicon dioxide was
added to the formulation showing a limit to its effec-
tiveness. In a recent article,[56] 2% colloidal silicon
dioxide was shown to be affective in improving
the flow of micronized ibuprofen powder in powder
layering.

Magnesium stearate, which is better know as a
lubricant, has also been shown to have glidant proper-
ties. Shear cell studies with eight different materials
with varying size and shape showed that the optimum
amount of magnesium stearate that affected flow was
related directly to particle size.[57] In another study
mixing time and type of mixer had a marked affect
on the flow of lactose containing 1% magnesium
stearate.[58] These experiments demonstrate that mag-
nesium stearate becomes increasingly affective as a
glidant as it coats the material. The surface area needed
to be covered and the shear and duration of the mixing
are primary variables in determining the optimal
glidant concentration of magnesium stearate.

MEASUREMENTS OF FLOW PROPERTIES

Flow through an Orifice

During the manufacture of tablets, granulations must
first flow through a stationary orifice, the outlet of a
hopper, followed by flowing into moving orifices, that
is, tablet dies. The first type of flow, static flow, has
been investigated extensively. Equations developed
for modeling static flow, Ws, through an orifice of
diameter P, are often based on the Brown–Richards
equation and are written as

Ws ¼ fðdÞPbðdÞ ð3Þ

Generally f and n denote ‘‘function of ’’ and n(d) is
generally 2.5. Moreover n has also been shown to be
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a function of the particle diameter d. Conditions for
static flow where the Brown–Richards equation is
applicable are the following:[59]

� The flow rate decreases as the particle size is
increased

� The orifice size is at least six times greater than the
particle size

� The granulation height is at least two times greater
than the orifice diameter

� The ratio of the orifice diameter to granulation
hopper diameter is less than 0.5.

The dimensions of a flowmeter should therefore be
carefully considered prior to its construction. For
example, a flat-bottom flowmeter with a diameter of
6.0 cm, and circular orifices with diameters of 1.428,
0.925, and 0.635 cm and a column height exceeding 18
cm were employed as reported by Danish and
Parrott.[11] For a flowmeter consisting of a hopper with
interchangeable attachments, a top-loading balance
with output capabilities, and a digital analog converter,
a strip-chart recorder was employed in the evaluation
of formulations.[60] Criteria for acceptance of prototype
formulations were developed, including uniform flow
of > 200 g/min through a 30� cone, and low through a
12.7-mm straight-bore attachment of 7 > 2000 g/min.

Some formulations can flow too well and upper lim-
its are required based on the capacity of the tablet
press under consideration.

A flowmeter is generally capable of measuring the
flow rate of powders that flow well. For cohesive materi-
als the minimum orifice diameter necessary to induce free
flow was reported to be a better index of flowability.[61]

Several studies were conducted to investigate the
relationship between the orifice flow rate and the fail-
ure properties of powder materials. It was indicated
that a simple linear relationship between flow rate
and tensile strength would exist only when the powder
system is sufficiently cohesive to produce measurable
tensile strength of a consolidated powder but suffi-
ciently free-flowing to produce a gravity flow under
an unknown and changing consolidation state.[62] For
less easily flowing powders the hopper may be vibrated
to facilitate flow in order to measure flow rates.

A flow device was developed with movable orifices
that attempted, through the geometry of the system,
to eliminate wall friction as a factor.[63] Most consist-
ent results were obtained when a stainless steel cylinder
was used as the main hopper. The orifice was a
movable end piece with different size holes. In order
to select the best excipients for the direct compression
of microtablets a funnel flow device, using interchange-
able orifices was used. The lengths of the orifices were
also varied to keep the angle of inclination constant.[64]

It was shown that flow rates could be estimated even
for narrow orifices. The Carr index and Hausner ratios,
which will be discussed in the next section, of the exci-
pients was also determined and used in the excipient
evaluation. In a more recent paper[65] a funnel method
was used to evaluate a number of sustained release
theophylline microtablet formulations. Colloidal silicon
dioxide was added to the non-flowing granulations and
then measurements were taken. The angle of repose was
also measured for all of these formulations. A number
of papers in the last 10 years, in addition to the ones
already discussed, use flow rate measurements to evalu-
ate pharmaceutical formulations and excipients [66–73]

and almost all combine the hopper flow measurements
with other measurements, such as angle or repose and
Carr Index. In summary, flowmeters are a practical
way of screening powders with good flow and distin-
guishing good flowing materials from poorer flowing
materials. Since all materials don’t flow well enough
for evaluation, flowmeter measurements are often used
in combination with other measurements for formu-
lation flow evaluation.

Empirical Measurements of Powder
or Granular Properties

A number of tests such as contact angle, bulk density,
and tap density are relatively simple tests that, though
not direct measurements of flow, have been found
often to be predictive of the flow characteristics of
materials. This is because these measurements are
highly dependent on particle size and shape and the
cohesive nature of the material, all of which are chief
variables in the flowability of solids. These tests are
commonly used in combination and are still routinely
being conducted and related to flow in every-day phar-
maceutical development.

Angle of Repose and Other Handling Angles

If a powder is allowed to flow onto a flat surface, a pile
or heap of powder is formed. A material that is not
cohesive and flows well, spreads out, forming a low
heap. More cohesive materials form higher heaps,
which are less spread out. The angle of repose is
defined as the angle of the free surface of a pile of pow-
der to the horizontal plane. Pharmaceutical powders
give two main types of angle of repose: the poured
angle, which is the angle measured on a pile poured
freely onto a flat surface; and the drained angle, which
is the angle measured on the conical surface of powder
in a flat-bottomed container, if the powder is dis-
charged through an orifice in the base. The poured
angle of repose can be determined by any device that
allows a standard method of pouring the powder onto
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the flat surface and measuring the angle of the resulting
heap. A protractor is commonly used or the base of the
heap is controlled and the height of the heap is mea-
sured (Fig. 3).[74]

The drained repose angle is obtained with flow
devices as described previously. The measurement is
affected by the degree of consolidation of the material
in the hopper. The drained angle is usually larger than
the poured angle for the same powder. Just as the flow
rate is affected by the size of the orifice and the particle
size of the powder, so is the drained angle. Pilpel,[75]

recognizing the effect wall friction could have on the
drained angle, reported on a device in which the
powder is initially placed in a large container with a
built-in platform. The powder is allowed to flow out
at the bottom, leaving an undisturbed conical heap
on the platform, thus eliminating wall friction from
the measurement. Carstensen et al.[76] demonstrated
that the frictional force between the support base and
the granulation plays a significant part in the repose
angle of a heap of granules on a plane surface. This
means that even the Pilpel device as well as poured-
angle measurements would be affected by frictional
factors. Jones and Pilpel[77] tested a number of devices
and showed that the measurements obtained were
highly dependent on the device. In a review article,[78]

Pilpel states that since the angular properties of
powders are so dependent on the details of measure-
ments, they are useful only in a qualitative manner.
For this reason, the shear cell has replaced the repose
angle measurement as a quantitative method to detect
the cohesive characteristics of powder.

In addition to measurements of poured and drained
repose angles, several other handling angles have been
utilized. By placing the powder on a smooth surface

(slide) and finding the minimum slope that causes the
powder to slide, the angle of the slide is obtained. It
is highly dependent on the material over which it
slides,[79] and can be useful in designing hoppers or
conveyers. Another angle that has been utilized is the
angle of spatula, which is measured by lifting powder
with a flat spatula and measuring the angle the heap
of powder forms with the spatula surface. Carr[74] stan-
dardized this method and utilized it with several other
parameters to characterize powders. Characterization
numbers are discussed later. The angle of spatula
serves as a very simple but rough method of character-
izing a powder with respect to flow. A vibrating spat-
ula has also been used in recent years and this will
also be discussed in a later section.[20,80]

Dahlinder, Johansson, and Sjogren[61] developed a
new device to measure the drained angle of repose. It
consists of a split cylinder, which contains a flat
circular platform. To measure the angle of repose,
the cylinder is filled with powder. The cylinder is split,
allowing the powder to fall into a heap on the plat-
form. This device is similar to Pilpel’s[75] but eliminates
wall friction during the flow by utilizing the split
cylinder to initiate flow. Dahlinder tested sodium
chloride, microcyrstalline cellulose, and aspirin powder
as well as lactose, lactose-cornstarch, and aluminum
hydroxide-magnesium carbonate granules. The resulting
angle-of-repose measurements were reproducible (rela-
tive standard deviation about 2%). The authors con-
cluded that this method could be used to characterize
even fairly cohesive materials. Nyqvist and Nicklasson[81]

utilizing Dahlinder’s repose-angle device tested direct-
compression lactose containing small concentrations of
various actives and found a linear relationship of the
angle of repose to the coefficient of tablet-weight vari-
ation. Nyqvist[82] found that when testing penicillin
granulations the Dahlinder repose-angle results did
not give any specific ranking order for the pure drug
substance or the granulation. In contrast, annular
shear cell data were able to predict the flow behavior
for tablet production. Most recently Parrott[83] utilized
a poured angle measurement to compare Soludex, a
corn-based maltodextrin, to nine commercial excipi-
ents. He also used flow through a fixed orifice, and
found that the flowmeter represented the flow of the
materials better than the repose angle. However,
several ingredients did not flow at all through the
orifice, and the angle of repose represented the only
comparative value for the 10 excipients investigated.

Heistand[8] and Carstensen[84] related the repose
angle to the intrinsic cohesion and frictional coefficient
of powders. As mentioned previously, the dependence
on the technique used makes this method much less
reliable for this purpose than a shear cell. In addition,
the repose angle does not quantitatively treat the
compressive forces of the flow process in the same

Fig. 3 The angle-of-repose plate incorporates a protractor,
an indicator wire, and a jarring device for angle-of-fall tests.

(From Chem. Engi. 1965, 18, 164.)
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way as the shear cell. As Pilpel mentioned,[79] angular
tests are applicable to relatively free-flowing powders
containing particles larger than 100 mm. Such powders
cannot be investigated in the scientifically more satis-
factory shear cell and tensile strength test apparatus
because of their low cohesion and tensile strength.
Furthermore, the particles become crushed on consoli-
dation. Today angular measurements continue to be
used with mixed results, as shown by the previous
examples. The test, usually in combination with other
tests, provides a simple and sometimes useful method
for monitoring the characteristics of powders and
granules for quality control purposes.

Packing Properties and Bulk Densities

The bulk density of a powder is obtained by dividing
its mass by the bulk volume it occupies. The volume
includes the spaces between particles as well as the
envelope volumes of the particles themselves. The true
density of a material (i.e., the density of the actual solid
material) can be obtained with a gas pycnometer. The
bulk density of a powder is not a definite number like
true density or specific gravity but an indirect measure-
ment of a number of factors, including particle size and
size distribution, particle shape, true density, and
especially the method of measurement. Although there
is no direct linear relationship between the flowability
of a powder and its bulk density, the latter is extremely
important in determining the capacity of mixers and
hoppers and providing an easily obtained valuable
characterization of powders.

Aerated bulk density

This is the bulk density of a powder after it has been
allowed to aerate, that is, in most cases flow. A number
of commercial devices are used to obtain this value.
These devices allow the powder to flow from a fixed
height, usually through a set of screens, into a con-
tainer of fixed volume. An excess of powder is used
and cleared from the top of the container, the tared
container is then weighed. The bulk density is the
weight of the powder divided by the volume of the con-
tainer. The device can be as complex as a series of
vibrating screens or as simple as pouring powder
through a screen into a tared graduated cylinder. The
cylinder is placed on a tapping device to measure the
tap or, as Carr[74] defines it, the packed bulk density.
Some tap the cylinder three times in order to level
the powder and get a more uniform result. The leveling
of the powder can also be critical in other devises. The
author utilized a device known as a Scott volumeter in
which powder is passed through a series of glass baffles
before falling into a tared cubical container. The excess

powder is removed, so that the powder is flush with the
container top. Considerable operator variability between
tests has been noted, and it was found that the
pressure in removing the excess powder varied between
operators; this was the chief source of variability. A
standard wiper method was developed and solved the
problem.

Tapped or compressed bulk density

Tap density is the bulk density of a powder which has
been compacted by tapping or vibration following a
specified procedure. A large number of machines are
available to measure tap density; some use a fixed vol-
ume of powder and some a fixed weight of powder.
The sample is dropped (tapped) a set distance at a
set frequency for a fixed number of times. Vibrators
of known frequency have also been used for compac-
tion. A simple device, developed by Neumann in
1953[85] is shown in Fig. 4. It uses a cut cam, which
allows the powder to drop exactly 1 cm each revol-
ution. In tap devices the machine can be set to stop
after a certain number of taps and the volume is mea-
sured. The sample is usually tapped or vibrated until
an equilibrium volume is obtained and at that point

100 mL

Graduate

To motor

Fig. 4 Tapping device. (From Ref.[85].)
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the final tap density is determined. The rate of tap
density can also be measured by recording the density
after a given number of taps or vibrating for a given
amount of time, and repeating the process until no
change in volume occurs.

Density and flow

Carr[74] reported that the more a material is compacted
in a compaction or tap bulk density test, the poorer its
flow properties. He defines compressibility C by

%C ¼ 100ðP � AÞ=P ð4Þ

where P is the final tap or compacted bulk density and
A the aerated bulk density. A more commonly used
term is the Hausner ratio, which is simply P/A, the
final tap density divided by the aerated bulk density.
This ratio was introduced by Hausner in 1967[86] to
characterize metal powders, but is commonly used
today for pharmaceutical powders. The higher the
Hausner ratio, the poorer the flow. Neumann[52]

reported that the higher the rate of packing (fewer taps
to reach equilibrium), the better the flowability. He
also experimented with weights to compact the pow-
der. He plotted the log of the relative volume obtained
with a given weight vs. the log of the weight used;
linear plots are produced. Chowhan and Chow[87] used
a modified version of Neumann’s device in which they
placed loosely packed powders and powder mixtures in
cylindrical containers and applied a series of loads to
the surface of the powder beds. They tested a drug with
various excipients and plotted the log of the relative
volume vs. the log of the relative weight utilized. They
also obtained linear plots and called the intercept on
the relative volume axis the powder-consolidating
ratio. This value yielded a linear correlation with weight
variation for capsules filled on a Zanasi capsule-
filling machine.

Varthalis and Pilpel[88] derived a relationship
between tensile strength and packing rate with lactose
and paracetamol and, alternatively, lactose and oxy-
tetracycline. From this relationship they developed a
measure of powder flow and packing in terms of the
‘‘angle of internal flow,’’ an empirically derived
parameter, for the rate of change of bulk density with
tamping. Newton and Bader[13] utilized this parameter
and related it to the fill weight of capsules containing
aspirin and lactose. Attempts to relate it to in vitro
release of the aspirin were not successful. In the first
of a series of articles regarding lactose coated with
non-ionic surfactant, Sakr and Pilpel[89] utilized tap
density to explain the surface effects of the coating.
Yamashiro, Yuasa, and Kawakita[90] used very short
tap intervals (stopped and measured after one or two

taps) to test an equation stating that the number of
taps divided by the relative volume of the powder after
these taps is linearly related to the number of taps.
When this relationship holds, the flow rate of a material
can be related to the proportionality constants.

In conclusion, tap-density methods are a quick and
inexpensive way to characterize materials. A strictly
empirical relationship exists between the degree of
compaction and powder flow. If viewed in this light,
tap density can be a useful measurement technique.

CLASSIFICATION SYSTEMS

In 1965 Carr[74] proposed a characterization system
that has been used extensively to classify pharmaceuti-
cal powders and granulations. The method consists of
a point system that weighs four factors equally, giving
each a maximum of 25 points with a maximum of 100
for a perfectly flowing material. The first measurement
is the angle of repose. A diagram of the apparatus used
by Carr and a discussion of angle of repose appear ear-
lier (Fig. 3). According to Carr, the contact angle is a
simple and easy method of indirectly measuring the
following properties affecting flow: shape, size,
porosity, cohesion, fluidity, surface area, and bulk den-
sity. The second factor, also discussed previously, is
compressibility as obtained from tap density. Carr
defined compressibility by Eq. (4) and claimed that the
percent compressibility indirectly provides an excel-
lent representation of uniformity in size and shape,
deformability, surface area, cohesion, and moisture
content.

The third factor in Carr’s characterization scheme is
the angle of spatula. As mentioned previously, Carr
designed a special method for measuring this angle.
According to him, the angle of spatula is an indirect
measure of cohesion, surface area, size, shape, uni-
formity, fluidity, porosity, and deformability.

The last factor is either the cohesion or the coef-
ficient of uniformity. Cohesion is used with powders
(very fine particles) or with materials on which an
effective cohesion force can be measured. The uniform-
ity coefficient is used with granular and powdered
granular materials on which an effective surface
cohesion cannot be measured.

The procedure for finding the apparent surface
cohesion involves determining the retention of material
on a nest of 250-, 150-, and 74-mm (60-, 100-, and 200-
mesh) screens over a bottom pan. A weight of 2 g of test
powder is recommended to be placed on the 250-mm (60-
mesh) screen, followed by vibrating the nest of screens
for 20–120 s. The amount of material left on each screen
is weighed and rated in points or percentage. Accord-
ingly: each 0.1 g on the 250-mm (60-mesh) screen corre-
sponds to five points or 5%; each 0.1 g on the 150-mm
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(100-mesh) screen corresponds to three points; and each
0.1 g on the 74-mm (200-mesh) screen corresponds to one
point. If the entire amount of material passes through
the 74-mm (200-mesh) screen, the cohesion is zero. Elec-
trostatic attraction of some particles and the tendency of
smaller particles to adhere to larger particles can skew
the result. The particle must be 74-mm (200-mesh)
material in order for the test to be attempted.

The uniformity coefficient is arrived at by dividing
the width of the sieve opening that passes 10% of the
sample. It is determined from a screen analysis of the
material. The more uniform a mass of particles is in
both size and shape, the more flowable it is likely to be.

The point score for the evaluation of flowability of
dry solids is given in Table 1. In order to measure
the flowability of a powder utilizing this method, each
test is made and the points can be found in the table.
The total number of points would place the sample
into one of the seven categories in the left column of
the table. Because of its simplicity and the fact that
commercial devices are available to conduct these tests
(this test is ASTM test designation D 6393-99), this
system is widely used in the pharmaceutical industry

both in preformulations, formulation research, and in
quality control.

Other classification systems are used less frequently.
Carr[74] also devised a system to classify materials as to
their floodability. He defines the floodability of a mate-
rial as its tendency to flow like a liquid because of the
natural fluidization of a mass of particles by air. In order
to so classify a material, the flowability is determined uti-
lizing the method just described. This value is equivalent
to a measurement Carr calls the angle of fall, angle of
difference, and dispersibility. Though referred to in any
of the papers mentioned here, this system is much less
utilized then the flowability measurements. Geldart[91]

reported on a characterization system of powders
according to their ability to aerate and later Molerus[92]

modified this system. In a more recent symposium this
method of powder classification was examined.[93–95]

As mentioned in previous sections of this article, the
Carr index as well as other empirical tests such as the
Hausner ratio continue be used, often in combination
with other tests to characterize and predict the flow
of pharmaceutical excipients and formulations.
In addition to papers already discussed in this article

Table 1 Point scores for evaluation of flowability of dry solids

Angle of repose Compressibility Angle of spatula Uniformity coef.a Cohesionb

Flowability and performance Deg. Points % Points Deg. Points Units Points % Points

Excellent, 90–100 pts. 25 25 5 25 25 25 1 25

Aid not needed 26–29 24 6–9 23 26–30 24 2–4 23

Does not arch 30 22.5 10 22.5 31 22.5 5 22.5

Good, 80–89 pts. 31 22 11 22 32 22 6 22

Aid not needed 32–34 21 12–14 21 33–37 21 7 21

Does not arch 35 20 15 20 38 20 8 20

Fair, 70–79 pts. 36 19.5 16 19.5 39 19.5 9 19

Aid not needed, but vibration
may be necessary

37–39 18 17–19 18 40–44 18 10–11 18

40 17.5 20 17.5 45 17.5 12 17.5

Passable, 60–69 pts. 41 17 21 17 46 17 13 17

Borderline, material may hang up 42–44 16 22–24 16 47–59 16 15–16 16
45 15 25 15 60 15 17 15 <6 15

Poor, 40–59 pts. 46 14.5 26 14.5 61 14.5 18 14.5 6–9 14.5

Agitation and vibration required 47–54 12 27–30 12 62–74 12 19–21 12 10–29 12
55 10 31 10 75 10 22 10 30 10

Very poor, 20–39 pts. 56 9.5 32 9.5 76 9.5 23 9.5 31 9.5

More positive agitation needed 57–64 7 33–36 7 77–89 7 24–26 7 32–54 7

65 5 37 5 90 5 27 5 55 5

Very, very poor, up to 19 pts. 66 4.5 38 4.5 91 4.5 28 4.5 56 4.5

Special agitation and hopper
design required

67–89 2 39–45 2 92–99 2 29–35 2 51–79 2

90 0 >45 0 >99 0 >36 0 >79 0
aUsed with granular and powdered granular materials.
bUsed with powders or where an effective cohesion can be measured.

(From Chem. Eng. 1965, 18.)
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a number of papers have appeared in the more recent
pharmaceutical literature in which these methods have
been used to classify the flow characteristics of phar-
maceutical powders.[93–101] Sugar based excipients,[96]

granulated lactitol,[101] microcrystalline cellulose
codried with b-cyclodextrins[100] and various phyllosili-
cate powders such as bentonites[97] were characterized
through Carr index measurements. With the phyllosili-
cate powders the authors noted that hopper flow
values were of little use due to very high standard
deviations and the angle of repose measurements and
Carr index and Huasner Ratio were considered more
relevant to their characterization. In the microwave
drying of high shear granulations, the Carr index
decreased with increasing microwave power due pos-
sibly to an increase in dust formation.[98] Hausner ratio
and slowing of the rate of taping was used to show that
moisture increased the interparticular friction of Avicel
PH 302[99]). Angle of repose along with flow through
multi size orifices were used to characterize the flow of
several dextrins.[93] Another example of the use of Carr’s
indexing method is given in a paper by Vennat et al.[102]

where the flowability and floodability index of a group
of direct-compression excipients and procyanidins are
reported. The material was tested in the commercial
Hosokawa powder characteristic tester. Only angle of
repose and taped and bulk densities were used to classify
the rheology of Avicel PH-200 and Cellactose.[94,95]

In summary, Carr’s flow characterization method is
frequently used for characterizing powders. No one
method alone gives a total picture of flow and hence a
combination of methods is often used. If known forces
are being utilized during the flow process, a shear cell
would be the method of choice when a scientifically
based characterization is needed. If granulations are
being tested with good flow characteristics, a flowmeter
might be the method of choice. A combination of
empirical tests, for example, Carr’s flowability test,
would be very useful as a simple screening device or as
a quality control test for multiple lots. The selection of
the method should be based on the amount of infor-
mation needed and the material to be tested, and may
be more importantly, the equipment available.

SHEAR CELLS

The flow through an orifice is an excellent method to
compare materials with good flow. Pharmacy, how-
ever, most often deals with cohesive powders that do
not readily flow. The flow of these materials is
increased by employing force feeders, resulting in a
dynamic process. Angle-of-repose measurements that
do not utilize force and that are often a measurement
of stagnant powder have therefore limited application.
Shear testers, that measure the frictional characteristics

of a powder bed under load, yield valuable information
with regard to powder flow in high-speed tablet- and
capsule-filling equipment.

Data Treatment

A number of different types of shear cells are discussed
in this section. Each of these cells is designed to con-
dition the powder under a known force, and measure
the force needed to shear the powder bed under a load
force equal to or less than the original conditioning
force. For each conditioning force, the force needed
to shear the bed for a series of loads is plotted against
the load force in a similar manner in which a frictional
coefficient is determined for a non-powdered material.
Such a plot is known as a yield locus (Fig. 5), and it is
often obtained for a number of different conditioning
forces. Thus, if the forces acting on a material in a
given process can be approximated, intrinsic infor-
mation regarding the frictional and cohesive nature
of the material can be obtained that should have great
relevance to real processes.

The most common method of treating shear data is
the Mohr circle analysis, also shown in Fig. 5. The
x-axis represents the stress normal to the shearing
power (load stress), and the y-axis represents the shear
stress. The curve represents the yield locus for a cohes-
ive solid. The intersections of the Mohr circles are
drawn in such a way that they are tangent to the yield
locus. These circles represent the total forces on the
powder bed at the point of shear for any direction.
The point at which the Mohr-circle-drawn tangent to
the upper end of the yield locus (2nd Mohr circle)
intersects the x-axis at the highest point is known as
the principal normal stress sm. This value represents
the maximum normal stress under which the powder
was consolidated before it yielded and changed vol-
ume. Drawing a Mohr circle that is tangent to the yield
locus and passes through the origin gives a value

Fig. 5 Mohr circle construction to obtain the major normal
stress, sm, and the unconfined field stress, fc. (From Ref.[78].)
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known as the unconfined yield locus fc (the point
where the Mohr circle intersects with x-axis). This
value represents the maximum principal stress acting
on a free surface necessary to cause failure. Jenike[38]

related this value to the strength of an arch in a hop-
per. For a cohesive solid, the intersection of the yield
locus with the y-axis (shear stress) is considered the
cohesion of the powder for that yield locus. The point
at which the yield locus intersects the negative x-axis is
considered the tensile strength of the material compres-
sed under the normal load used to generate the locus.
Most often a series of conditioning forces is used,
giving a series or ‘‘family’’ of yield loci (Fig. 6A).
A plot of the unconfined yield locus fc vs. the principal
consolidating force for a series of yield loci has been
used by Jenike[38] as a flow (or failure) function. Each
of these values has been used to classify material as to
their flowability.

Eq. (5) describes the yield locus. As early as 1965,
Eq. (5) was established empirically from a study of
the shapes of yield loci for more than 30 powders:[103]

ln½t=C� ¼ ð1=ZÞ ln½ðs þ TÞ=T � ð5Þ

where t is the shear stress, s the normal stress, T the
tensile strength, C the cohesion, and n the shear index.
It is often referred to as the Warren–Springs equation
and has been confirmed by numerous authors.[104–106]

Earlier in this article it was mentioned that Geoffroy
and Carstensen[14] modified this equation taking par-
ticle size of the material into affect. Hiestand[106] states
that the Warren–Springs equation is suitable for
describing the yield locus for failure in shear. However,
contrary to common usage, the term T is not the tensile
strength but the internal cohesion, the magnitude of
which may be much less than the tensile strength. As
stated by Hiestand, this is contrary to the common
usage of the equation. He based his conclusion prim-
arily on experimental data with sitosterols. In contrast,
Irono and Pilpel[107] modified the treatment of the
shear data (Fig. 6B). In this figure they added tensile
strength values obtained independently in the tensile-
strength measuring to the normal load in the shear cell
loci plots.

The actual method used to treat the data varies with
respect to the nature of the shear cell utilized. Direct
measurements of the various functions such as tensile
strength and unconfined yield strength have been
taken. The following section describes the methods
being utilized and their advantages and disadvantages
and how they have been applied to the flow of pharma-
ceutical powders. A detailed description of data evalu-
ation is not included. Several excellent reviews of shear
and tensile measurement are available and can be
found in the references. Johanson, who teamed with
Jenike in conducting much important work in the field,
has published an interesting historical perspective of
the field.[108]

Jenike Shear Cell

This instrument was developed first for soil testing and
adapted by Jenike to measure cohesive powders and
relate the data to hopper flow and hence hopper
design. This is essentially the standard cell (Fig. 7)
and the basis of much of the data solids-handling
work. It is split horizontally; the lower half is fixed
and the upper half is moveable at a constant low rate.
The cells are first filled with sample and then consoli-
dated by placing a load on the loading lid (Fig. 7A)
and rotating the lid backward and forward through a
slight angle. The loading lid and molding ring are
removed and the powder scrapped level with the top

Fig. 6 Families of yield loci for lactose powder coated with
0.5 � 10�5 mol g�1 of light paraffin at 20�C. Pf G, 0.346; �,
0.282; �, 0.279; �, 0.261; (A) normal stress; (B) compound
stress. (From Ref.[107].)
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of the upper half of the cell. The shearing lid is placed
in position and the cell is sheared by moving the upper
half over the lower fixed portion. The load is equal to
or lower than the consolidated load. The process is
repeated with the same consolidating load but with
lower shearing loads until the yield locus is obtained.
If a family series of yield loci are to be developed, a
series of consolidating forces are used. A flow-factor
plot should be based on at least three consolidation
pressures. Needless to say, this process is extremely
time-consuming and tedious. Another disadvantage is
that correct consolidation of the sample is difficult
to achieve. For this reason the results may be very
operator-dependent. Correct consolidation is generally
established by preliminary experiments, which examine
the shape of the stress–strain curve obtained during
shearing. Despite these difficulties, the Jenike shear cell
has been used extensively and is commercially avail-
able. A number of papers have appeared in the
pharmaceutical literature describing utilization of this
device.[103–116] Doelker[109] in comparing various
microcrystalline cellulose types states that techniques
such as the Hausner ratio and Carr index are poorly
reproducible and can be compared only if determined
by the same authors. He states ‘‘A more trustworthy
method for evaluating the flow characteristics of
cohesive powders is to use shear cells.’’ He goes on
to review various flow measurements of microcrystal-
line cellulose as well as other commonly used direct
compression excipients.

Plate-Type Shear Cell

Nash, Leiter, and Johnson[117] and later Hiestand and
Wilcox[118–119] developed a very simple test device that
can be easily constructed (Fig. 8) and was used to
evaluate pharmaceutical powders. The powder is
placed between two plates, usually with the surface in

contact with the powder consisting of sandpaper or
other rough surface to ensure that the powder shears
in the bed rather than at the surface of the plate. A
consolidating weight is placed on the upper plate. Final
consolidation is achieved by shearing, using very short
movements in such a way that a reading from the
strain gauge is obtained. This is repeated until the
shear force, read on a chart recorder, reaches a plateau
value. A lower weight is then placed on the upper plate
and a lower point in the yield locus is obtained through
a single shear movement. The entire process must be
repeated for each point in the yield locus.

As with the Jenike cell, this process is time-consuming.
Amidon and Houghton,[111] however, used a single
yield locus with this cell for comparative purposes.
Hiestand et al.,[120] in comparing this apparatus to
the Jenike cell, claimed that this simple shear cell can
be used to provide characterization of the unconfined
yield strengths of powders. The results from the two
devices are not identical. However, as much as the
Hiestand device requires less powder and the con-
solidation step is more automated and consistent, it
provides an inexpensive alternative to the Jenike-type
cell to characterize pharmaceutical powders. Amidon
and Houghton used the cell to examine the effect of
moisture on the powder flow properties of microcrys-
talline cellulose.[27]

Ring or Annular Shear Cell

The ring or annular shear cell, was developed by Carr
and Walker[121] as early as 1968. In recent years this
tester has undergone a number of modifications.
Peschl[122,123] has developed an annular shear cell in
which the sample and shear cell consists of a full circle.
This contrasts to the earlier cells that have a band of
sample on the outer portion of the circle. This was
done to eliminate wall friction. It is also rotated very
slowly, since at low speed, velocity variability becomes
more negligible in the shear measurement. In this way
a full ring can be utilized and speed differences in the
outside and inside of the ring become negligible.

Fig. 7 The Jenike shear cell. (From York, P. Int. J. Pharm.
1980, 6, 101.)

C

B A

E

D
E

F

Fig. 8 The plate-type shear cell. Key: (A) lower plate; (B)

template; (C) upper plate; (D) tow line; (E) cantilever strain
gauge; (F) screw jack. (From York, P. Int. J. Pharm. 1980,
6, 100.)
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Schulze[124–126] made the latest modifications to the
ring cell tester (Schulze tester RST –01.01). In the
Schulze ring shear tester the sample is placed in an
outer circular channel. An angular lid, which is
attached to a crossbeam, lies on top of the sample.
Small bars are attached to the bottom side of the lid
and the bottom of the cell to prevent the powder from
sliding against the lid or the bottom. The shear cell is
rotated while the lid is prevented from rotating by
cross beams attached to fixed beam. The movement
of the cell with respect to the fixed lid causes the pow-
der bed to shear and load cells attached to tie rods
measure the force needed to initiate this. To exert
weight on the sample, weights are hung from a cross-
beam. This can be done during the shearing and con-
ditioning of the powder sample. The cell can also be
removed and time consolidation can be conducted by
placing weights on the sample out side of the test
device, in a similar mannner to that with the Jenike
cell. An automatic version of this tester[126] has been
developed in which the computer can automatically
add loading to the sample and condition it. The instru-
ment can be operated in a manual, semiautomatic or
totally computer run mode. Both the earlier annular
shear cells, the Peschl or Schulze’s RST �01.01 cell
have several important advantages over the Jenike-
type cell. They offer a constant area of shear. Handling
is easier and consolidation and shear are quicker, since
after the bed is consolidated, a full locus can be gener-
ated without reconsolidating after each load. The con-
solidation process becomes more automated and
uniform, eliminating much of the operator variability
in the measurement process. Peschl reported a relation-
ship between tablet weight variation and internal friction
as measured by his device.[122,123] The Peschl shear tester
has been utilized for shear testing and quality control of
pharmaceuticals by at least one U.S. pharmaceutical
company as well as in Europe. Nyqvist[82,127] and
Nyqvist and Nicklasson[81] utilized an annual shear cell
with direct-compression lactose and various actives as
well as high-dose penicillin products and found that
the device was an excellent predictor of flow on a tablet
press as related to tablet weight variation. From the
shear-cell data it was actually possible to predict the
frequency of tablet machine adjustment on a rotary
tablet press in the production of penicillin products.[82]

In 1985 Baichwal and Augsburger[128] employed an
annual shear cell to quantify the amount of friction
between pharmaceutical powders with various lubricants
and a smooth metal surface. More recently Podczeck
and Miah[57] used a commercial version of a Carr annu-
lar shear cell to measure the flow factors for unlubricated
and lubricated powders. Schulze[125,126] demonstrated
the ability to differentiate the flow function of lactose
with and without the presence of 1% active drug. This
same laboratory has also produced a ring shear tester

to measure wall friction of bulk solids.[129] Schulze[130]

provides an excellent review of all the previously men-
tioned shear devices as well as contact angle, and paddle
type testers, to be discussed later in this chapter. He also
lists several devices not included in this discussion.

Bi- and Triaxial Shear Cells and Other
Related Tests

There are several shear tests as well other related tests,
which have been used in bulk solids handling and in
the design of hoppers and silos but have not been used
extensively to study pharmaceuticals. The monoaxial
shear tester, Johanson Hang-up Indicizer and com-
pressibility test are examples of test devices that have
been used in the bulk handling industries and are
described in Schulze’s chapter.[130] Enstad and
Feise[131] further discuss the uniaxial shear tester which
tests powder compacted in one direction. The major
discussion in their chapter[131] is a discussion of biaxial
shear testers. Though not mentioned in the pharma-
ceutical literature, this test has received a good deal
of attention in the recent powder technology literature
with the development of a number of new test devices
in the 1990s. There are essentially three types of biaxial
testers, those being rigid boundary, flexible boundary,
and mixed boundary testers. The rigid boundary tester
is the one used most for the measurement of mechan-
ical behavior of particulate solids. The sample is brick
shaped and the set-up insures that the sample will
always retain a rectangular cross-section. In the flexible
tester the walls are flexible and made of rubber. Press-
ure can be exerted via air pressure by inflating cham-
bers within the flexible walls. The mixed boundary
system has only been used at very high pressure with
primarily sand. Shearing at constant volume, testing
time of loading and varying the direction of loading,
and measuring the affects on the stress and strain rela-
tionships in the bed are the chief function of this test
method. Most of the work with this tester has been
with limestone and sand and the results have been used
in the design of hoppers. The triaxial shear tester,
which was introduced into soil mechanics in the
1920s, has not been used to characterize pharmaceuti-
cal powders to any great extent but has been discussed
in the powder-handling literature. Luong[132] provides
a review of this test method. Kolymbas and Wu[133]

gives an extensive discussion of the experimental tech-
niques and the potential errors occurring with the
device and how to adjust for them. In a triaxial tester
the sample is subjected to pressure in three directions,
a pressure chamber usually keeps two of which con-
stant. The cells discussed previously were biaxial with
pressure by the normal load and in the direction of
shear. In the triaxial shear cell, the sample is placed
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in a cylindrical rubber membrane and enclosed by rigid
end cups. The sample is consolidated by maintaining
the same pressure in all three directions, which does
not induce shear but volumetric strain. Pressure is
usually exerted at the end cups with some sort of a pis-
ton that moves in one direction while the pressure
chamber maintains the pressure in the other directions.
The pressure changes and the volume changes are
monitored in all directions. A Mohr-circle treatment
of the data is usually made. Certain factors, which
are used to evaluate materials, are more directly
obtained with this device than with biaxial test devices.
The triaxial shear device is still primarily a research
tool, and many variations have been constructed. It
is less appropriate for flow measurement of pharma-
ceuticals since it is designed for relatively high pres-
sures.

Johanson[134] developed a very simple device they
called the Johanson Indicizer system, or the Johanson
Hang-up Indicizer, which they claim can predict
material bridging in a hopper. This device was
reviewed by Bell et al.[135] In private conversations
Johanson stated that they have employed this device
with a number of pharmaceuticals. It simply compacts
very small amounts of powder into a potential bridge
and measures the force to break the bridge and allow
the powder to flow. It is not designed to give any
detailed information on the powder but only provides
a test for powder bridging. This device is commercially
available.

Tensile strength can be obtained from shear mea-
surements via the Warren–Springs equation or through
extension of the yield locus. The direct measurement of
the tensile strength of powders with the help of com-
mercial split-cell devices is common. The powder is
consolidated to a known density, usually through
weights. One half of the cell is stationary and the other
half is movable on a low-friction surface. The force
needed to separate the powder bed at a given density
is recorded. In general, a straight-line log–log relation-
ship exists between the tensile strength and the packing
fraction (density of sample divided by the true density).
Hiestand and Poet[106] stated that no method, using
loosely packed powder beds, as just described, is highly
successful. For this reason, he measured the tensile
strength of compacts. Despite his opinion, the
measurement of the tensile strength of powder beds
continues to be utilized by pharmaceutical scientists.
Chowhan and Yang[136] found a linear relationship
between tensile strength and the coefficient of variation
of the fill weight of capsules. In a separate paper[62]

they reported that the flow rate of powder mixtures
containing simple glidants, such as corn starch and
microcrystalline cellulose, at different concentrations
is linearly related to tensile strength. Ho, Bagster, and
Crooks[110] on the other hand, found no relationship

between tensile strength and tablet weight variation
for a number of direct-compression excipients

In general tensile strength is not used alone to pre-
dict flow. Danjo et al.[25] utilized tensile strength
measurement, shear cell measurement, and Carr’s flow
factor to investigate the effect of particle shape on
powder flow.

In summary, various shear and tensile strength
measuring devices have been developed, and many
are commercially available. Though they are more
complex and often more difficult to use than the other
methods, they yield data on a more scientific basis,
which allows a mechanistic approach to flow problems.

AVALANCHE BEHAVIOR AND POWDER
RHEOMETERS

Earlier in this article, in the section on the Affect of
Particle Shape, the principle of fractal geometry was
introduced. As discussed previously Hickey and Con-
cessio[20] utilized fractal analysis to characterize flow
of pharmaceutical powders, using a vibrating spatula.
Crowder and Hickey developed a vibratory spatula
device that was able to obtain flow data much more
rapidly.[137] Using this device and fractal geometry,
they were able to quantify the differences in the flow
properties of sprayed and non-spray dried lactose.[80]

Kaye also used the vibratory flow of solids to measure
avalanches down a shoot.[18,19] Eventually Kaye,
Gratton-Lümatainen, and Faddis would use a rotating
drum method[138] to study solid flow through
avalanching behavior. This device is commercially
available[10] as the Aero-FlowTM automated powder
flowability analyzer and is being used in the pharma-
ceutical industry today.

The theoretical basis for this device can be found in
fractal dimensions and deterministic chaos theory.
Kaye[139] uses a term know as ‘‘fractal dimensions in
space’’ in which he treats fractal data not as a physical
structure but as a pattern of events that can be used to
describe chaotic systems. He describes deterministic
chaos, in the same text, as an interaction of events,
which are described by deterministic physics. The inter-
action of the events become so complex that the system
may as well be chaotic. For this reason he has com-
bined fractal analysis with chaos theory to develop
an understanding of dynamic particle flow. Hickey
and Concessio[140] used this same approach in charac-
terizing lactose, using a rotating drum device. In their
device they utilized a video camera to measure the
dynamic angle of repose with time. The commercial
device developed by Kaye works, using light trans-
mission and a series of photocells to measure the light
transmission. The device can be seen in Fig. 9.
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As can be seen in Fig. 9 the powder is placed in the
drum and the drum is allowed to rotate. The powder lifts
up and when the dynamic angle of repose is exceeded,
the powder sample will avalanche downward. The move-
ment of the powder blocks the photocells from obtaining
light and a voltage output, which can be related to the
avalanching of the powder is recorded (Fig. 9). A set
of data for lactose can be seen in Fig. 10.[141]

The flowability of materials according to the litera-
ture is related to the mean time for avalanching to
occur. The shorter the time the more free flowing.
The scatter is related to cohesiveness[10] or an irregu-
larity factor.[143] Lower scatter values would indicate
a less cohesive material and would predict more reg-
ular flow while greater scatter would be indicative of
a more cohesive material and the increased likely hood
of irregular flow patterns. The example in Fig. 10
shows a lactose sample that was sieved into two
fractions: one above 38 mm and one below 38 mm.

The middle data is from unfractionated lactose.
As can be seen from Fig. 10 that as expected the finer
material had a larger mean and larger scatter showing
it to be a poorer flowing material. The larger fraction
showed the shortest mean time to avalanche and the
smallest scatter showing that it would be the better
flowing material. As expected the unfractionated lac-
tose yielded data in between the two fractions. The
flow properties of various lots of lactose monohydrate
and paracetamol were studied using the Aero-Flo
device and lot to lot variations were noted.[142]

Trobridge et al.[143] tested five grades of lactose with
a variable commercial automated drum tester and
found that the mean time to avalanche correlated well
with flow performance on a tablet press when the drum
speed was 180 s/rotation (spr). When the speed of
rotation was set at 200 spr slippage was observed with
one of the lactose grades and a different rank order
was obtained. It was concluded that the fixed speed
unit data identified the two optimal formulations but
did not distinguish between marginal flow and no flow,
but the variable speed unit did. Crowder and Hickey[144]

reviewed the physics of powder flow as related to phar-
maceutical solids. Included in the article is a section,
which explains many of the terminology of complex
systems. They include a discussion of avalanching mea-
surement and the use of chaos theory in measuring flow
including rotating drum devices. Included in the dis-
cussion is powder and granular mixing as well as milling,
neither of which is covered in this article, but is also
effected by or affect the flow characteristics of solids.

Paddle or blade rheometers are commonly used in
to measure the shear of liquids. Brabender[145]

developed such a system for solids in which a plate
compacts the solid and the torque to initiate turning
is measured. Podczek[146,147] has tested seven different
suppliers’ microcrystalline cellulose with a new com-
mercial blade type rheometer. In their experiments they
were able to measure very small differences between
these lots, which they related to actual capsule filling
and tablet experiences. The measuring device is com-
mercially available and is now marketed as the FT3
Powder Rheometer.[148] (Podczeck articles list the
instrument as Wet and Dry Powder Rheometer Finger-
print, ManUmit Products Ltd., Bourne End, U.K.) In
this instrument the powder is placed in a circular vessel
with a closed bottom. The blade enters the powder and
moves downward or upward in a helical motion while
the force on the blade shaft is recorded. The helical
path along which the blade moves is dependent on
the axial and rotational speeds and the direction the
blade rotates. The angle of approach the blade makes
with the powder can be varied, and the direction and
angle of the measurement will allow the measurement
of compaction, shear and slicing of the powder bed
(terms and conditions defined in Podczek’s papers).

Fig. 9 Descriptive drawing of a rotating drum avalanche
test device. This device is commercially available as the TSI
Aero-Flow automated powder flowability analyzer. The top

pictures the device. The progress of powder avalanche shows
the position of the powder in the drum as the drum is rotated
and the lower voltage output shows the output of the device
during each drum rotation. (From Ref.[10].)
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The torque data is treated so as to give theoretically the
largest torque exerted by the whole powder column on
the rotor blade for a defined test condition. In this way
powder shear can be measured under a variety of shear
conditions, including various downward compaction
modes and upward expansion modes. Podczeck[146,147]

found that a downward compaction mode was most
sensitive to small differences in the behavior of the
various microcrystalline cellulose samples. These dif-
ferences were not apparent using the Carr compres-
sibility index. Other conditions such as slicing the
bed was much less discriminatory. Freeman[149]

reported on testing this device with talcum, zinc oxide,
and an un-named pharmaceutical. By testing a
material and finding the proper test conditions, this
device could provide a simple and highly sensitive
control test since it is relatively operator independent
and yields quantitative values.

CONCLUSIONS

The final question that should be answered regarding
these test methods is which one or ones should you
use. Velasco et al.[150] compared data from static angle
of repose, dynamic angle of repose, Carr compressibility
index, flow meter, and ring shear test for Ludipress� and
Maltrin� M 150 and found a good correlation between
all the methods. Tan and Newton[151] compared Carr
compressibility, Hausner ratio, angle of repose, and the
Jenike flow factor and demonstrated good correlation

between all the test methods for five pharmaceutical
excipients. They found no correlation between the angle
of internal flow and the angle of effective friction. As
mentioned previously, differences were seen from slow
avalanche results, and faster avalanche results, and other
physical measurements.[143] As discussed above, rheo-
meter measurements at different conditions[146,147] and
physical measurements for the same powders didn’t
always correlate.

Two very recent papers compare a number of flow
measurement techniques and use statistics for com-
parison and to devise a new flow index. Lee et al.[152]

compared results from avalanche testing, Carr’s com-
pressibility index and critical orifice diameter for six
pharmaceutical excipients. Statistical analysis estab-
lished that there are relationships and similarities
between the ranking of powder flow properties
between these three methods. They also used a dual
approach, which combines visual observation of the
type of motion of the powder bed in rotation with
the numerical descriptors such as mean time to ava-
lanche and scatter. They found this dual approach
was found to be more accurate in the assessment of
powder flow than using the numerical descriptors
alone. Taylor et al.[153] tested 41 pharmaceutical blends
including pure excipients and active blends, using a
vibrating spatula, avalanching, critical orifice, angle
of repose, and compressibility index. An empirical
composite index was established and powder flow
was ranked in accordance with formulator experience.
Principal components analyses of the angle of repose,

Fig. 10 Rotating drum avalanche data from a TSI Aero-Flow automated powder flowability analyzer. The first frame shows the
data output for lactose, which passed through a 38-mm screen (less than 38-mm). The output data for the original lactose sample

(notscreened) is shown in the middle frame. The last frame shows the flow data for the lactose sample remaining on the 38-mm
screen (greater than 38-mm). (From Ref.[10].)
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percent compressibility, and critical orifice of the pow-
ders were also performed. Using principal components
analysis, the results of these three tests were statisti-
cally weighted to provide a weighted composite index
that the authors showed to be the best predictor of flow
for these pharmaceuticals. The vibrating spatula and
avalanche data were not consistent with formulator
experience and cited vendor references for flow. The
authors stated that the results of these two test meth-
ods might have more relevance if they had used further
data treatment such as fractal analysis.

The process of solid flow is extremely complex and
dependent on many material and process variables. The
answer to the question of which is the best method to
use is therefore dependent on your process and what
you are trying to predict or measure and select the method
or combination of methods that best meets your needs.
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Solid-State NMR in the Characterization of Pharmaceutical
Formulations

Eric J. Munson
Joseph W. Lubach
Department of Pharmaceutical Chemistry, University of Kansas, Lawrence,
Kansas, U.S.A.

INTRODUCTION

Solid-state nuclear magnetic resonance (SSNMR)
spectroscopy is a powerful technique used in the
analysis of solids, and is currently finding more and
more applications, particularly in the analysis of
pharmaceutical formulations. It is a non-destructive,
non-invasive technique that can be employed to simul-
taneously examine the physical and chemical states of
both the active pharmaceutical ingredient (API) and
the excipients present as they exist within the formu-
lation. It is also highly selective, as nuclei of the API
often have different chemical shifts than do common
excipients.

Commonly run experiments can determine the
physical state of a drug (crystalline or amorphous),
and whether or not multiple crystalline forms (poly-
morphs) are present. Inherently, NMR spectroscopy
is a quantitative technique, and if care is taken to con-
trol the variables that determine peak areas in a
SSNMR experiment, one can determine the amount
of a form present in a polymorphic mixture or a mix-
ture of crystalline and amorphous forms. Relaxation
studies give insights into the mobility of both drug
and matrix, and can be useful in predicting the stability
of a formulation. In addition, drug–drug and drug–
excipient interactions may also be observed in SSNMR
data and related back to chemical structure and stab-
ility. However, the adoption of SSNMR as a com-
monly used technique in the pharmaceutical industry
has been hampered by the following factors: low
sensitivity, time of analysis, cost of instrumentation,
and the level of expertise required for obtaining and
interpreting data.

Recent developments in the technique have made it
amenable for everyday use in pharmaceutical research
and development. This article contains examples of
how SSNMR can be used to solve pharmaceutical
problems, along with specific applications from the
literature. It is the authors’ opinion that SSNMR
will eventually become an integral part of the pharma-
ceutical laboratory, from discovery to quality control.

NMR

NMR spectroscopy has grown to become the most
powerful and widely used technique for structure eluci-
dation and identification in small organic molecules,
and is finding more and more applications in structural
biology with the development of very high-field NMR
spectrometers. NMR spectroscopy is so useful because
of the high-resolution spectra that can be acquired, and
interpretation of spectra gives very detailed and accu-
rate information about how atoms are connected and
on the local environments of individual nuclei.

The NMR signal arises because certain nuclei pos-
sess angular momentum, which is quantized, and have
magnetic moments (m). These magnetic moments can
be visualized as behaving like tiny bar magnets when
placed into an external magnetic field. Nuclei are char-
acterized by their spin quantum number I. In this article,
only I ¼ 1/2 nuclei, such as 1H, 13C, and 15N, will be
discussed. When nuclei possessing magnetic moments
are placed into a static magnetic field, they begin to pre-
cess about the spin axis at a rate proportional to the
magnitude of the external magnetic field Bo and the mag-
netogyric ratio (g) of the nucleus of interest (different for
each nucleus). This precession frequency is termed the
Larmor frequency. For example, 1H placed in a mag-
netic field of 7.05 T will have a Larmor precession
frequency of �300 MHz, whereas 13C in the same static
field will have a Larmor frequency of �75 MHz.

With no external field present, the magnetic
moments in a given sample are randomly aligned.
However, when Bo is applied, the magnetic moments
can line up either parallel (a-state) or antiparallel
(b-state) to Bo. The observable NMR signal results
from the population difference between the a-spin
and b-spin states, which is governed by the Boltzmann
distribution Nb/Na ¼ e�DE/kT, where N is the number
of nuclei present in each spin state, DE ¼ ghBo/2p, k
is the Boltzmann constant, and T is the absolute tem-
perature. From this relation, it is seen that higher field
spectrometers (higher Bo) induce a larger population
difference, thus producing a stronger NMR signal.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120027846
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Modern Fourier transform (FT) NMR spectroscopy
excites all the nuclei of interest at once with a radiofre-
quency (rf) pulse and detects the alternating current
produced by the precessing spins in a coil surrounding
the sample. This signal, or free induction decay (FID),
is collected in the time domain and then processed to
the frequency domain to generate the NMR spectrum.

SOLID-STATE NMR SPECTROSCOPY

Since the discovery of the chemical shift in magnetic
resonance in the early 1950s, NMR spectroscopy has
been used almost exclusively by chemists as a solution-
based technique because of the narrow lines and high-
resolution spectra acquired. Rapid molecular motions
and continuous tumbling of individual molecules in
solution average out most of the interactions that
cause line broadening. However, in the solid state,
molecules are constrained to relatively little molecular
motion, which leads to large dipolar couplings and
chemical shift anisotropy (CSA). These are the two
primary causes of line broadening in the solid state
that lead to broad, featureless spectra (Fig. 1A).

Dipolar Coupling and High-Power Proton
Decoupling

Magnetic fields generated by nuclei with magnetic
moments perturb the spins of other nuclei in close
proximity. The interaction of these nuclear magnetic
moments through space leads to dipolar coupling.
The dipolar coupling most relevant to commonly run
13C SSNMR experiments is heteronuclear 13C–1H
coupling. Because the natural abundance of 13C is
1.1%, homonuclear 13C dipolar coupling is not impor-
tant due to the very low probability of two 13C nuclei
being in spatial proximity. Heteronuclear 13C–1H
coupling in the solid state is generally on the order of
50 kHz, whereas homonuclear 1H–1H coupling is on
the order of 100 kHz. For this reason, 1H decoupling
powers need to be quite high, and are generally at least
on the order of 50–60 kHz. These high decoupling
fields at the 1H Larmor frequency result in a rapid
‘‘flipping’’ of the 1H spins between the a-spin and
b-spin states, such that the dipolar interactions are
averaged to zero and decoupling is achieved. Fig. 1B
shows the 13C SSNMR spectrum of ibuprofen
acquired with high-power 1H decoupling.

CSA and Magic-Angle Spinning

Magic-angle spinning (MAS)[1,2] is probably the most
important technique used to obtain high-resolution
SSNMR spectra, as illustrated in Fig. 1. CSA results
from the many different orientations that the sample
molecules may have with respect to the static magnetic
field, and can be described by a second-order tensor. In
solution, rapid tumbling averages this effect to zero
such that only the isotropic chemical shift is observed.
Because the orientation of molecules in solids is rela-
tively fixed with respect to Bo, there is a distribution
of orientations with respect to the static magnetic field.
This distribution results in a lineshape commonly
referred to as a powder pattern. The observed chemi-
cal shielding tensor sobs can be divided into two
components—an isotropic component and an aniso-
tropic component—according to [Eq. (1)]:

sobs ¼ siso þ ð3 cos2 y � 1Þsaniso ð1Þ

The anisotropic shielding tensor saniso is governed
by the term (3 cos2y � 1), so that when a sample is
rapidly spun at an angle y relative to the static mag-
netic field such that (3 cos2y � 1) ¼ 0, only the iso-
tropic chemical shift is observed. The angle at which
this occurs is 54.74�, which is appropriately termed
the magic angle. If the rate of sample spinning is less
than the width of the powder pattern for individual
resonances, spinning sidebands will be observed at

Fig. 1 13C SSNMR spectra of ibuprofen, 75.6 MHz. (A)

Bloch decay experiment (single pulse), no 1H decoupling, sta-
tic, 240-sec pulse delay, 100 scans, 400-min experiment time.
(B) Same as (A) but with 1H decoupling (�60 kHz). (C) Same

as (B) but with 5-kHz MAS. (D) Cross-polarization experi-
ment, with 1H decoupling (�60 kHz), 5-kHz MAS, 1.5-msec
contact time, 3-sec pulse delay, 100 scans, 5-min experiment

time. (E) Same as (D) with the TOSS pulse sequence applied
to suppress spinning sidebands. Note: Asterisk (�) denotes
spinning sidebands; sharp (#) denotes spectrometer back-
ground artifact.
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intervals equal to the spinning speed. Fig. 1C shows the
13C SSNMR spectrum of ibuprofen acquired with both
high-power 1H decoupling and MAS. Spinning side-
bands are denoted with asterisks (�) and are spaced
5000 Hz from their respective isotropic peaks, which
is precisely the spinning speed.

Low Sensitivity and Cross-Polarization

Another technique often implemented in high-
resolution SSNMR experiments is cross-polarization
(CP).[3–5] In a CP experiment, bulk magnetization is
transferred from that of an abundant spin (1H) to that
of a dilute spin (13C, 15N, 29Si, and so on). To accom-
plish this, first, a 90� pulse is applied to the proton
spins, which are then given a spin-locking pulse on
the y-axis of the rotating frame. A pulse at the Larmor
frequency of the dilute spin is then applied, with the
amplitude of the applied field adjusted such that the
Hartmann–Hahn matching condition [Eq. (2)] is
achieved:[6]

gHB1H ¼ gXB1X ð2Þ

Satisfying these conditions results in large gains in
sensitivity (approximately fourfold in 13C observed
experiments) and much shorter relaxation times
because the relaxation delay required by the sample
is now governed by the 1H T1 (spin-lattice relaxation
time) rather than 13C T1. Relaxation times for 1H are
much shorter than for 13C, so the number of transients
one may acquire in a given amount of time is greatly
enhanced with CP. Fig. 1D shows the 13C SSNMR
spectrum of ibuprofen with all three of the aforemen-
tioned techniques combined: high-power 1H decou-
pling, MAS, and CP.[7–9] Notice the signal-to-noise
ratio (S/N) of this spectrum with respect to the length
of the experiment relative to the length and S/N of the
single-pulse experiment with decoupling and MAS
shown in Fig. 1C. Total sideband suppression (TOSS)
is possible using the pulse sequence developed by
Dixon et al.,[10] resulting in a spectrum of only the iso-
tropic chemical shifts. Fig. 1E shows the 13C SSNMR
spectrum of ibuprofen acquired using the TOSS pulse
sequence.

BULK CHARACTERIZATION
OF PHARMACEUTICAL SOLIDS

Drug entities may exist in a wide variety of physical
forms in the solid state, with each form having unique
physicochemical properties. These factors can have a
significant impact on melting point, dissolution rate,

moisture uptake properties, processability, and solid-
state reactivity. Changes in form can potentially occur
at any time during processing, formulation, or even
storage of a drug over the course of its shelf-life. Form
changes can ultimately affect the bioavailability and
performance of a drug (keep promising compounds
from being marketed) and, if not detected early
enough, can cause expensive recalls of formulations
already on the shelf and in the clinic.[11,12]

Different crystal forms of a compound, called poly-
morphs, are packed uniquely in the crystal lattice,
forming differing hydrogen-bonding networks and
often having differing solid-state conformations. Crys-
talline systems can also exist as solvates, with discrete
amounts of solvent molecules packed in the lattice
together with molecules of the compound (stoichio-
metric solvate), or with channels in the lattice provid-
ing a means for solvent molecules to flow in and out
of the crystallite (non-stoichiometric solvate). Solvates
of interest in the pharmaceutical industry are primarily
hydrates.

Changes in the physicochemical state result in
unique chemical environments for atoms within the
drug molecule, and these differences are often easily
detectable using 13C cross-polarization with magic-
angle spinning (CPMAS) NMR spectroscopy. Each
polymorph and solvate (i.e., solvatomorph or pseudo-
polymorph) gives a unique SSNMR spectrum,
enabling form identification and quantitation using
SSNMR. Chemical shifts for individual carbon atoms
commonly vary up to 10 ppm among different poly-
morphic and solvatomorphic forms. Chemical shift
changes of 10 ppm or greater are occasionally observed
when a solvent molecule serves to stabilize a zwitterio-
nic crystalline form of the molecule.

Assigning the peaks to individual carbons in a 13C
SSNMR experiment is not always trivial, as peaks
can vary by more than 10 ppm from their solution
values. In a broad sense, peaks from 160 to 180 ppm
are due to carbonyl groups of carboxylic acid deriva-
tives, 200–220 ppm are due to ketone carbonyls,
100–160 ppm are from aromatic and olefinic carbons,
50–100 ppm are from sp3-hydridized carbons attached
to heteroatoms, and 10–40 ppm are typically aliphatic
carbons attached to other carbons and/or hydrogens.
These are purely estimates of the basic functionalities
found in most organic molecules, and exceptions to
these ranges are not uncommon. Many crystalline sys-
tems also possess more than one crystallographically
inequivalent molecule per unit cell, which is also easily
detectable in SSNMR experiments and can make
interpretation of spectra more complicated. For
instance, if two peaks exist in the 13C SSNMR spec-
trum for each carbon, there are two molecules in the
unit cell, although not every peak in each inequivalent
molecule is always resolved.
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Identification of Forms

An early example of the use of SSNMR to characterize
drug forms is shown in Ref.[13]. Byrn et al. investigated
polymorphism observed in benoxaprofen and nabi-
lone, and solvatomorphism in cefazolin. Two polymor-
phic forms of benoxaprofen were studied and were
shown to have unique SSNMR spectra. The 13C
CPMAS NMR spectrum of a 1 : 1 mixture of forms
(I and II) was also acquired and showed that the same
carbon resonances in each form do not give the same
responses in the NMR spectrum when acquired with
CP. This agreed well with the literature at that time
that CP experiments were not quantitative without
the use of calibration with internal standards and opti-
mization of contact times.[14,15] The authors also
concluded that relatively minor chemical shift changes
are generally due to changes in intermolecular shield-
ing, whereas conformational changes bring about lar-
ger variations in chemical shift values, agreeing well
with the literature.[16–18] A granulated formulation of
60% benoxaprofen in various excipients was prepared,
and the 13C CPMAS NMR spectrum showed the drug
to be in form II and was one of the first good indica-
tions that SSNMR could be used effectively to study
solid-state dosage forms. Studies of two nabilone poly-
morphs yielded similar results. Investigation of three
hydration states of crystalline cefazolin, along with
the amorphous form, showed that these solvatomorphs
also have unique NMR spectra that could be used to
identify the hydrated form.

Two related studies by Harris et al.[19,20] exhibit the
power of SSNMR for characterization of multiple
crystalline forms of androstanolone and cortisone acet-
ate. In the androstanolone study, the 13C CPMAS
NMR spectra of the anhydrous form and monohy-
drate were acquired and investigated with respect to
crystallographic data. The anhydrate is an excellent
example of how SSNMR spectra can give information
about the unit cell, as peak splittings for each carbon
were observed due to crystallographically inequivalent
molecules in the unit cell. Six different forms of corti-
sone acetate were identified in the NMR spectra
obtained from nine different samples, with the spectra
of each polymorphic form being entirely unique. Indi-
vidual resonances were assigned based on solution
data, shielding anisotropies (observed in spinning side-
band patterns), and dipolar dephasing (interrupted
decoupling) experiments. Dipolar dephasing is a valu-
able experiment used in assigning SSNMR spectra, as
it suppresses resonances due to secondary and tertiary
carbons.

In another study by Byrn et al.,[21] five crystalline
forms of prednisolone tert-butylacetate were studied
and correlations to crystal structures and oxygen reac-
tivity were made. Four of the forms were solvatomorphic,

whereas one form was anhydrous. Each form gave a
significantly different 13C CPMAS NMR spectrum,
and changes in the spectrum were attributed to both
conformational changes and differences in the hydro-
gen-bonding network. The monohydrate form packed
into a hexagonal crystal lattice, and the X-ray struc-
ture showed a channel down the hexagonal axis. This
form was the only form shown to be susceptible to air
oxidation via UV catalysis, indicating that molecular
oxygen needs this space to infiltrate the crystal lattice
and react. This is a good example of how changes in
crystal packing, which are reflected in SSNMR spec-
tra, can significantly affect the chemical stability of
drug compounds.

Quantitation of Forms

NMR spectroscopy is inherently a quantitative tech-
nique, with the area of peaks corresponding to the rela-
tive number of nuclei producing a specific signal.
However, to obtain quantitative spectra in the solid
state, one must take into account a number of factors.
First of all, no magnetic saturation of any resonance
may be taking place; therefore an absolute minimum
recycle delay of 5 T1 is required. For single-pulse (Bloch
decay) 13C experiments, this can mean pulse delays on
the order of several minutes to hours to ensure full
relaxation of the most immobile carbons. This issue is
aided by doing a CP experiment, as described above,
in which the relaxation delay is governed by the proton
spins. The 1H T1 is common throughout the sample due
to spin diffusion, unless multiple physical or chemical
domains are present. However, with CP experiments,
magnetization transfer is not instantaneous and the
kinetics of this transfer must be taken into account to
perform quantitation. An early review of the aspects
one must take into account when doing quantitative
analysis using SSNMR can be found in Ref.[22].

When attempting quantitation of a mixture of
polymorphs, the first step is to identify which peaks
are due to each polymorph, and to select two well-
resolved peaks corresponding to the same carbon in
each polymorph. A multiple-contact time experiment
is then acquired to determine the rates of magnetiza-
tion transfer (TCH) and decay (T1r) for each form. If
these rates are identical in each form, direct integration
of the peaks will provide quantitative data, with
the relative areas representing the amount of each
form present in the mixture. An example of the results
of a multiple-contact time experiment is shown in
Fig. 2—a plot of the natural logarithm of relative peak
area as a function of contact time for neotame forms A
and G.[23] It is clear from this plot that spectra acquired
at any contact time will not give equal peak area for
both forms.

3300 Solid-State NMR in the Characterization of Pharmaceutical Formulations



S
ol

id
s–

S
ol

ub
il

iz
in

g

Because TCH and T1r are often not identical, spectra
acquired using CP have traditionally been thought of
as non-quantitative. Fig. 3 shows the 13C CPMAS
NMR spectrum of a 1 : 1 mixture of neotame forms
A and G, with the inset showing the expansion of
two peaks representing the same aromatic carbon from
each polymorph. The spectrum was acquired using a
CP contact time of 2 msec. Integrations are shown to
illustrate that equal quantities of forms in a mixture
do not necessarily give equal peak areas. To compen-
sate for this, a plot of the decay of the natural loga-
rithm of relative peak area as a function of contact
time (contact times > 5 TCH) is extrapolated back to

zero (assuming a monoexponential T1r) to simulate
instantaneous 1H-to-13C magnetization transfer. The
inverse natural logarithm of the y-intercepts of this
extrapolation for both forms corresponds to the rela-
tive amounts of each form in the mixture. Table 1
shows the calculated weight percent and those mea-
sured using 13C CPMAS NMR experiments.[23]

Mixtures of crystalline and amorphous forms were
also quantitated in a similar manner, but by using
deconvolution to calculate peak areas due to overlap
between the broad amorphous peaks and the narrow
crystalline peaks (Fig. 4). The NMR quantitation
first seemed to disagree with the calculated weight
percent (Table 2), but on further investigation, the
authors discovered amorphous impurities in the crys-
talline standards, and when these amorphous compo-
nents were corrected for, the NMR quantitation
agreed very well with the calculated weight percent
(Table 3).[23]

An earlier quantitative study by Suryanarayanan
and Wiedmann[24] demonstrates the use of an internal
standard (glycine) along with suppression of one
component via saturation. Mixtures containing vari-
ous mole fractions of anhydrous carbamazapine and
the dihydrate form were analyzed using 13C CPMAS
NMR, keeping the amount of glycine constant in all
samples. The 1H T1 of the anhydrous form was signifi-
cantly longer than that of the dihydrate, and acquiring
a quantitative spectrum of the anhydrous form was
deemed to require a recycle delay greater than
2000 sec. For this reason, the authors elected to use
the carbonyl resonance of glycine as an internal stan-
dard, while using a pulse delay of 10 sec to completely
saturate the signal from the anhydrous form. This left
only the peaks from carbamazapine dihydrate, which
were integrated relative to glycine carbonyl. Peak areas
were then related to weight fractions by using an equa-
tion correcting for effects of cross-relaxation and 1H
T1r. The calibration curve generated using this method
could then be applied for quantitation of unknown
samples, and although the preparation of this curve
requires a number of experiments and is somewhat
labor-intensive, it still required much less spectrometer
time than would the use of a 2000 sec recycle delay.
Acquisition time for each point of the calibration curve
(a total of five) was approximately 30 min.

Gao[25] described the use of 13C CPMAS NMR to
quantitate binary mixtures of crystalline forms of dela-
virdine mesylate, with calculated limits of detection
(LODs) of 1–1.5% and observed LODs of 2–3%. Mass
fractions ranging from 2% to 50% of the minor compo-
nent were analyzed, and a linear correlation was found
between the calculated and NMR-measured values.
The methods used here, similar to those described
above for neotame, benefit from the fact that no cali-
bration curve or internal standard is needed; however,

Fig. 2 Plot of the results of a multiple-contact time experi-

ment of neotame polymorphic forms A and G showing build-
up and decay of 13C magnetization as a function of contact
time. (From Ref.[23].)

Fig. 3 13C CPMAS NMR spectrum of a 1 : 1 (wt/wt)

mixture of neotame forms A and G. Inset shows expansion
of the peaks used for quantitation, representing the same
aromatic carbon in each polymorph. Relative peak areas
are shown. (From Ref.[23].)
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the authors stress the importance of fully understand-
ing the relaxation processes and CP dynamics of the
system before attempting quantitation. A number of
sources of error inherent to NMR spectroscopy that
deserve mention are also pointed out: improper or

inconsistent phasing of spectra, improper baseline
correction, and poor S/N, particularly in samples with
low levels of one component. Also presented here is
the use of spectral subtraction when the resolution of
peaks used in quantitation is insufficient for direct
integration.

Variable-temperature SSNMR was used by Tozuka
et al.[26] to investigate the observed polymorphism in
clarithromycin. Polymorphic interconversions were
identified using both powder X-ray diffraction
(PXRD) and 13C CPMAS NMR. The authors per-
formed quantitation of two polymorphs (forms I
and II) using carbonyl resonances that exhibited
1 ppm resolution. Relaxation and CP rate constants
were not taken into account; instead, relative peak
areas were adjusted using a term derived from the
preparation and analysis of a known set of standard
mixtures. The correlation coefficient of measured peak
intensity and weight content was found to be >0.99.

Gustafsson et al.[27] used SSNMR and isothermal
microcalorimetry to investigate the amorphous compo-
nent of lactose. In general, the detection limits for
crystalline forms are much better than for amorphous
forms due to the much broader resonances characteristic
of disordered systems. The two techniques were found to
be in agreement with each other in the characterization
of the degree of disorder in the system. Completely
amorphous lactose (prepared by spray drying) was
mixed with completely crystalline lactose monohydrate

Table 1 Quantitation data for mixtures of neotame forms A and G

% Amorphous Form Mass (g) wt.% Intercept Relative area R2 NMR (%) Difference (absolute)

10 A 0.0478 12.62 7.2984 1478 0.9998 13.7 1.0

G 0.3309 87.38 9.1421 9340 0.9899 86.3

20 A 0.0759 21.20 4.9549 141.9 0.9992 22.0 0.8

G 0.2822 78.80 6.2208 503.1 0.9906 78.0

30 A 0.1034 29.71 4.8991 134.2 0.9928 29.4 0.4

G 0.2446 70.29 5.7772 322.9 0.9682 70.6

40 A 0.1273 39.12 5.0380 154.2 0.9779 37.9 1.3

G 0.1981 60.88 5.5337 253.1 0.9956 62.1

50 A 0.1961 49.73 4.8556 128.5 0.9994 50.3 0.5

G 0.1982 50.27 4.8449 127.1 0.9954 49.7

60 A 0.1954 61.56 4.8684 130.1 0.9995 62.3 0.7

G 0.1220 38.44 4.3667 78.8 0.9996 37.7

70 A 0.2413 70.29 4.8870 132.6 0.9981 71.4 1.1

G 0.1020 29.71 3.9714 53.1 0.9476 28.6

80 A 0.2966 80.88 4.8781 131.4 0.9991 81.8 1.0

G 0.0701 19.12 3.3723 29.1 0.9995 18.2

90 A 0.2961 88.41 7.1853 1320 0.9995 89.0 0.5

G 0.0388 11.59 5.0989 164 0.9166 11.0

(From Ref.[23].)

Fig. 4 13C CPMAS NMR spectrum of a 1 : 1 (wt/wt) mix-

ture of neotame form G and amorphous neotame. Inset
shows expansion of the aromatic region of the spectrum with
the deconvoluted peaks used for quantitation. Relative peak
areas are shown. (From Ref.[23].)
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at 0–10% levels, and subsequently analyzed using
13C CPMAS NMR. A plot of the actual weight percent
vs. the predicted amount of amorphous material, as
measured by NMR, yielded a linear plot with a corre-
lation coefficient of 0.998 and an accuracy within
1%. The authors report a detection limit of 0.5%
amorphous lactose. However, it should be noted
that this low detection limit is achieved through the
saturation of the crystalline component, although the
authors do not discuss this in the paper. The rigid
crystalline component has a much longer 1H T1 than
the more mobile amorphous component; thus by using
a short recycle delay (2.5 sec), the intensity of the crystal-
line component is much attenuated. This allows for
better detection of low levels of amorphous content,
manifested in broad resonances at the base of sharper
crystalline peaks.

CHARACTERIZATION OF DRUG FORMS
IN THE PRESENCE OF EXCIPIENTS

Many commonly used excipients often have different
chemical shifts than do the peaks of interest in most
APIs, and some do not have any carbons at all, making
13C SSNMR an ideal technique for studying com-
pounds as they exist within a formulation. Careful
acquisition and interpretation of spectra can identify
the polymorphic or solvatomorphic form of a drug
down to less than 1% (wt/wt), with the LOD primarily
dependent on the amount of time one is willing to
allow to accumulate adequate S/N. Quantitation of
forms may be performed as described above, provided
that the amount of API in the formulation gives
sufficient signal to be able to quantitate multiple forms
present in the sample.

Table 2 Quantitation data for mixtures of neotame form G and amorphous neotame

% Amorphous Form Mass (g) wt.% Relative area R2 NMR (%) Difference (absolute)

20 Amorphous 0.0966 20.07 119.3 0.9822 32.1 12.0

G 0.3847 79.93 252.8 0.8831 67.9

30 Amorphous 0.1381 26.93 137.2 0.9851 36.2 9.2

G 0.3748 73.07 242.2 0.9726 63.8

40 Amorphous 0.1845 41.08 124.5 0.9932 47.7 6.6

G 0.2646 58.92 136.6 0.9453 52.3

50 Amorphous 0.2701 51.08 121.4 0.9781 56.3 5.3

G 0.2587 48.92 94.1 0.9601 43.7

70 Amorphous 0.3220 67.10 121.5 0.9946 69.8 2.7

G 0.1579 32.90 52.5 0.9588 30.2

90 Amorphous 0.3788 47.48 131.5 0.9987 91.5 1.5

G 0.4190 52.52 12.2 0.9229 8.5

(From Ref.[23].)

Table 3 Quantitation data for mixtures of neotame form G and amorphous neotame, corrected for amorphous impurities

% Amorphous Form Mass (g) wt.% Relative area R2 NMR (%) Difference (absolute)

20 Amorphous 0.1483 30.81 119.3 0.9822 32.1 1.3

G 0.3330 69.19 252.8 0.8831 67.9

30 Amorphous 0.1885 36.75 137.2 0.9851 36.2 0.6

G 0.3244 63.25 242.2 0.9726 63.8

40 Amorphous 0.2201 49.01 124.5 0.9932 47.7 1.3

G 0.2290 50.99 136.6 0.9453 52.3

50 Amorphous 0.3049 57.66 121.4 0.9781 56.3 1.3

G 0.2239 42.34 94.1 0.9601 43.7

70 Amorphous 0.3422 71.51 121.5 0.9946 69.8 1.7

G 0.1367 28.49 52.5 0.9588 30.2

90 Amorphous 0.3844 91.37 131.5 0.9987 91.5 0.1

G 0.0363 8.63 12.2 0.9229 8.5

(From Ref.[23].)
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There are a number of methods that NMR spectro-
scopists can use to selectively obtain a spectrum of the
API within a formulation. One such way is simply
based on magnetic saturation. When the component
of interest has a significantly different spin-lattice
relaxation time (T1) than the rest of the system, a rela-
tively clean and selective spectrum may be acquired by
saturating the spins of the unwanted components.
Many carbohydrate excipients such as lactose and
sucrose have a 1H T1 value on the order of 4 min, so
spectra of fast-relaxing drugs in matrices such as these
can be obtained simply by acquiring with a short-
enough recycle delay such that no signal is observed
from the slow-relaxing species.

Another way to discriminate between the API and
excipients, which can sometimes be employed, is based
on CP dynamics. Often the rate of 1H T1r will differ
significantly between the API and the matrix. Perform-
ing a multiple-contact time study and observing the
signal decay as CP contact time increases can be used
to study CP dynamics. Optimal contact times are gen-
erally between 0.5 and 5 msec, but many systems have a
slow rate of decay such that the signal intensity at con-
tact times of 15–20 msec (or longer) is not significantly
decayed compared with the optimal contact time.
Sometimes these dynamics can even be very different
between polymorphs, as is the case for neotame forms
A and G. In Fig. 2, the signal from form G decays very
little as contact time increases, whereas the signal from
form A decays at a much greater rate. It is evident
from this plot that a spectrum acquired using a contact
time of 30 msec would show only form G. This method
can be applied in exactly the same manner to a formu-
lation when the CP dynamics of the API differs enough
from that of the excipients such that a spectrum of only
the API may be acquired. Fig. 5A shows the
13C CPMAS NMR spectrum of prednisolone, with
all 21 carbons resolved. This spectrum was acquired
using the optimum contact time for this form of pre-
dnisolone, which is 2 msec. Shown in Fig. 5B and C
are the spectra of a 7.7% (wt/wt) physical mixture
of prednisolone in sulfobutylether b-cyclodextrin
(Captisol�). The only difference between the experi-
ments is that the spectrum in Fig. 5B was acquired
using a 2-msec contact time, whereas the spectrum in
Fig. 5C was acquired using a 15-msec contact time.
A 15-msec contact time is sufficiently long enough to
allow magnetization to build up and fully decay in
the Captisol�, yet magnetization decay (1H T1r) is slow
enough in the prednisolone that most of the signal still
remains even at long contact times.

Spectral subtraction is another method that is some-
times used to obtain spectra of one component of a
mixture. In theory, one can acquire the NMR spectrum
of the formulation as well as that of only the matrix,
and subtract the matrix spectrum from the formulation

spectrum. In practice, this is not always an ideal tech-
nique to use, as addition of one component to the sys-
tem can affect the properties of the rest of the system in
a number of ways. For instance, addition of the API
can alter the mobility of the matrix, leading to changes
in the NMR spectrum, such that when a spectral sub-
traction is performed, there exist residual peaks in the
resulting spectrum. These can be either positive or
negative peaks. Fig. 6A shows the 13C CPMAS
NMR spectrum of bupivacaine free base (fb) loaded
into lipospheres at 5% (wt/wt), with the spectrum of
only lipospheres shown below in Fig. 6B.[28] A fairly
clean subtraction spectrum results from subtracting
Fig. 6B from Fig. 6A, with the exception of a large
negative peak around 30 ppm (Fig. 6C). This is likely
due to the lipospheres being more mobile in the formu-
lation, thus giving a less intense spectrum relative to
lipospheres alone. Bupivacaine-fb alone is shown in
Fig. 6D and agrees well with the subtraction spectrum,
showing that the drug loaded into lipospheres
remained in the same form on formulation. In amor-
phous matrices, addition of the API may have a
marked affect on sample mobility via plasticization
effects (lowering of Tg), which in turn may induce
crystallization of the glass. Drug–excipient interactions
may also result in chemical shift changes of the peaks.
These factors make spectral subtraction somewhat
difficult to use effectively in non-ideal systems.

Fig. 5 13C CPMAS NMR spectra of (A) bulk prednisolone
acquired with 2-msec contact time. (B) Physical mixture
of 7.7% prednisolone in sulfobutylether b-cyclodextrin

(Captisol) acquired with a 2-msec contact time. (C) Physical
mixture of 7.7% prednisolone in sulfobutylether b-cyclodextrin
(Captisol) acquired with a 15-msec contact time. (From

Ref.[50].)
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Bupivacaine, a local anesthetic compound, was for-
mulated within lipospheres and studied using 13C
SSNMR, and offers a nice example of the ability of
SSNMR to characterize pharmaceutical formula-
tions.[28] The lipospheres were composed of a solid tri-
glyceride core, tristearin, surrounded by phosphatidyl
choline, with the drug incorporated into the tristearin
core. Lipospheres were then loaded into a solid protein
matrix for applications in controlled-release local
anesthesia. Fig. 7 shows the 13C CPMAS NMR spectra
of bupivacaine-fb (Fig. 7A) and bupivacaine–HCl
(Fig. 7B). Clearly the free base and hydrochloride
salt forms of the drug give very different NMR spectra,
and each form can be identified when formulated in the
liposphere/protein matrix. Each pure form was loaded
into the tristearin matrix at 20 : 80 (wt/wt) and 10 : 90
(wt/wt), and spectra were acquired to observe any
changes in form during loading. Fig. 8A shows
the 13C CPMAS NMR spectrum of tristearin only;
Fig. 8B and C show the 20% and 10% dispersions of
bupivacaine-fb; and Fig. 8D and E show the 20%
and 10% dispersions of bupivacaine–HCl, respectively.
Vertical scales are expanded to clearly show the form
of drug present. No change of form was observed on
loading, and based on the S/N of these spectra, it
should be feasible to identify the form present down to
�0.25% if more transients are acquired. These spectra
also exhibit the power of SSNMR to characterize the
API and the matrix simultaneously. The tristearin peaks
in the 20% formulation of bupivacaine-fb (Fig. 8B) are

much narrower, indicating that the tristearin has crystal-
lized either during or after processing.

The 13C CPMAS NMR spectrum of a 5% (wt/wt)
loading of bupivacaine in lipospheres and the protein
matrix is shown in Fig. 9A, with the spectra of the
protein matrix, lipospheres, and bupivacaine-fb shown

Fig. 6 13C CPMAS NMR spectra of (A) bupivacaine-fb (5%
wt/wt) in lipospheres (95% wt/wt); (B) lipospheres; (C) dif-

ference spectrum of (A) minus (B); (D) bupivacaine-fb.
Asterisks (�) denote spinning sidebands incompletely sup-
pressed by the TOSS sequence. (From Ref.[28].)

Fig. 8 13C CPMAS NMR spectra of (A) tristearin; (B) bupi-
vacaine-fb (20% wt/wt) in tristearin (80% wt/wt); (C) bupi-

vacaine-fb (10% wt/wt) in tristearin (90% wt/wt); (D)
bupivacaine–HCl (20% wt/wt) in tristearin (80% wt/wt);
(E) bupivacaine–HCl (10% wt/wt) in tristearin (90% wt/wt).

The vertical scale has been expanded to facilitate the identifi-
cation of the bupivacaine form present. Asterisks (�) denote
spinning sidebands incompletely suppressed by the TOSS
sequence. (From Ref.[28].)

Fig. 7 13C CPMAS NMR spectra of (A) bupivacaine-fb and

(B) bupivacaine–HCl. Asterisks (�) denote spinning side-
bands incompletely suppressed by the TOSS sequence. (From
Ref.[28].)
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in Fig. 9B–D, respectively. The protein matrix is too
mobile to efficiently cross-polarize, and makes no sig-
nificant contribution to the spectrum of the formu-
lation. Clearly a physical form change in either the
lipospheres or bupivacaine has occurred during proces-
sing as peaks exist in the formulation spectrum, which
do not exist in either the lipospheres or free base spec-
tra, demonstrating the ability of SSNMR to character-
ize complex pharmaceutical formulations and follow
changes that occur during formulation and processing.

CHARACTERIZATION OF THE MATRIX

To gain an understanding of the solid-state chemistry
of a drug within a formulation, one must fully under-
stand the state of the matrix before and after proces-
sing, and on storage. Many solid-state reactions and
changes that may have drastic effects on the stability
of the API and the safety and efficacy of the formu-
lation can occur. Accelerated stability studies are often
conducted at elevated temperatures and relative
humidities (RHs), both of which can induce physical
changes in the API and matrix such as polymorphic
interconversion, hydrate formation or dehydration,
or crystallization of amorphous material.

D-mannitol is a common carbohydrate excipient
used in pharmaceutical formulations, and is known
to exist in three anhydrous polymorphic forms.[29]

One of the polymorphs is not thermodynamically
stable and is enantiotropically related to the other
two forms, but is quite kinetically stable if kept
dry.[30] The other two forms have nearly identical melt-
ing points and heats of fusion, and exhibit similar
packing in the crystal lattice, as both belong to the
same crystallographic space group. Such small energy
differences can result in relatively low-energy polymor-
phic interconversion induced by various methods of
pharmaceutical processing. Yoshinari et al.[31] report
different water uptake properties at 97% RH and
25�C for the two forms with closely related energetics,
and report that sorbed water molecules act as a mol-
ecular loosener, therefore providing sufficient mobility
to allow for a form change. Mannitol is not only used
in tablets and granulations but has also found applica-
tions in lyophilized formulations, yet is generally
known to be a poor glass former.[32] Amorphous
material is produced on lyophilization; however, sub-
sequent crystallization during storage or stability stu-
dies is almost unavoidable. Yu et al.[33] have reported
yet another crystalline form, a hydrate, which can
nucleate during the lyophilization process. Knowledge
of the form(s) of the mannitol matrix, and how it
changes over time, is absolutely critical if one wishes
to obtain meaningful solid-state stability data.

Li et al.[34] used SSNMR along with other techni-
ques to characterize mannitol and sucrose matrices in
lyophilized formulations. Following lyophilization, it
was clear that some mannitol was in a disordered state,
with a loss of peak resolution, and that some had crys-
tallized (Fig. 10B). Crystallization occurred primarily
to the b-form, the primary commercial form
(Fig. 10A), although numerous smaller peaks and
shoulders evidenced the existence of another poly-
morph, or possibly the hydrate. Fig. 10C shows the
13C CPMAS NMR spectrum of the lyophilized sample
after 4 days of storage at 50�C and 30% RH, clearly
showing a return of crystalline order to the system,
and that the crystalline form present is almost entirely
the b-form. Long-term storage at 50�C and 30% RH
shows a significant increase in the minor crystalline
component (Fig. 10D), which could be easily identified
by spectral subtraction (Fig. 10E). This difference spec-
trum agrees well with the spectrum of the k-form
reported by Grindley, Mckinnon, and Wasylishen.[35]

Nomenclature of the polymorphic forms of mannitol
in the literature is considerably varied, and a good
review of the nomenclature used can be found in
Ref.[30]. Sucrose is a good glass former and is rendered
completely amorphous on lyophilization. SSNMR
showed that this amorphous form was stable through-
out the course of the study and no recrystallization was
observed. Differences in solid-state deamidation reac-
tivity of a model asparagine-containing peptide
between mannitol and sucrose formulations could be

Fig. 9 13C CPMAS NMR spectra of (A) 5% (wt/wt) bupi-
vacaine loaded into lipospheres and protein matrix; (B) pro-
tein matrix; (C) lipospheres; and (D) bupivacaine-fb.

Asterisks (�) denote spinning sidebands incompletely sup-
pressed by the TOSS sequence. (From Ref.[28].)
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attributed to the crystallization behavior of the manni-
tol matrix.[34]

Valuable information about the matrix can also be
obtained from studies of relaxation processes in the
formulation. 1H T1 and T1r measurements can be made
with simple CP experiments, and provide data about
the entire system. Generally, common 1H T1 values
are found throughout a sample due to the process of
spin diffusion. However, in the case of pharmaceutical
formulations, one can gain insight into the intimacy of
the mixture by relaxation measurements. Common T1

values indicate an intimate mixture of API and excipi-
ents, as is generally the case for solid solutions or lyo-
philized formulations. Domains of different relaxation
dynamics indicate phase separation, which can be used
to monitor the physical stability of formulations. Car-
bon measurements take more time to acquire exper-
imentally, but can offer more insight into the local
mobility of individual carbon atoms or functional
groups. Due to the low probability of 13C nuclei being
in close proximity to each other, spin diffusion is not a
contributor to carbon relaxation; thus T1 values are
unique for each carbon and must be measured as such.
Studies are typically carried out by measuring changes
in relaxation parameters as a function of temperature
or storage percent RH.

Aso et al.[36] have investigated the mobility of colyo-
philized polyvinylpyrrolidone (PVP)/sucrose formula-
tions as a function of sorbed water molecules. The
authors determined that the mid-kilohertz-order
motions, reflected in 13C T1r, did not increase as a func-
tion of storage percent RH in a lyophilized 1 : 1
sucrose/PVP mixture as significantly as in sucrose
alone. Colyophilization with PVP effectively inhibits
the crystallization of sucrose on storage at elevated
RHs, which is attributable to the reduced mobility of
amorphous sucrose in the presence of PVP, as reflected
in T1r measurements. The megahertz-order motions of
the PVP sidechain carbonyl, reflected in 13C T1 mea-
surements, showed an increase with storage percent
RH in lyophilized PVP, as expected. However, in the
1 : 1 sucrose/PVP colyophilized formulation, T1 values
did not change as a function of storage percent RH.
Motions were also similar to those of sucrose within
the formulation, indicating that the reduced mobility
observed is due to hydrogen bonding between the
PVP sidechain carbonyl and sucrose hydroxyl groups.
Yoshioka et al. have applied variable temperature and
storage percent RH studies of molecular mobility to
lyophilized protein formulations. Relations between
protein aggregation and molecular motions of both
proteins and their respective matrices can be inferred
from the relaxation data.[37–39]

OTHER OBSERVABLE NUCLEI

An attractive alternative to 13C SSNMR that has been
used to a very limited extent is observing 19F, which is
present in many drug entities and is 52.4 times more
receptive than 13C. Oftentimes, a compound contains
a single fluorine atom or perhaps a trifluoromethyl
group, making interpretation of these spectra much
less complicated than 13C spectra. Much lower LODs
and quantitation are anticipated due to the greatly
enhanced sensitivity relative to carbon-detected experi-
ments. In addition, interference from excipients is
essentially non-existent. Wenslow[40] successfully used
19F SSNMR with fast MAS (15 kHz) to characterize
low-dose tablets of a selective muscarinic M3 receptor
antagonist. The conversion of a crystalline polymorph
of the API (form I) to the amorphous form was
observed in the low-dose tablets. The dynamics of sol-
vent escape was also observed, as experiments run at
elevated temperatures showed narrower lines due to
this phenomenon. Grage et al.[41] utilized both
19F SSNMR and 31P SSNMR methods to study the
interactions between the fluorinated non-steroidal
anti-inflammatory drug flufenamic acid (FFA) and
dimyristoylphosphatidylcholine (DMPC), a model
phospholipid membrane. The authors were able to
demonstrate that FFA induces a hexagonal phase in

Fig. 10 13C CPMAS NMR spectra of mannitol. (A) Bulk

crystalline, b-form. (B) Lyophilized. (C) Lyophilized sample
after 4 days of storage at 50�C and 30% RH. (D) Lyophilized
sample after weeks of storage at 50�C and 30% RH. (E) Dif-

ference spectrum of (D) minus (A), k-form.
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DMPC at low hydration states by using 31P SSNMR
to observe the phospholipid matrix, and 19F SSNMR
to observe the FFR as it interacted with the matrix.

31P is also an attractive nucleus to observe from an
NMR standpoint, as it is greater than fourfold more
sensitive than 13C, is 100% naturally abundant, and
benefits from the same selectivity that 19F possesses
in that interference from excipients is absent. Timonen
et al.[42] used variable-temperature 31P SSNMR to
investigate the stability and dehydration behavior of
the geminal bisphosphonate disodium clodronate
tetrahydrate. Two completely resolved phosphorus
resonances are observed in the crystalline compound
at room temperature, whereas on rapid dehydration,
by ramping the temperature to 398 K, the two lines
converge into a single peak. The single peak is inferred
to represent both bisphosphonic groups undergoing a
mutual rapid exchange of water coordination. Room
temperature dehydration shows the tetrahydrate con-
verting to an anhydrous crystalline system with two
incompletely resolved 31P resonances. Dehydration
was shown to be reversible, with complete rehydration
back to the tetrahydrate form. Brittain et al.[43] used
31P and 13C SSNMR along with other techniques to
characterize two polymorphs (A-phase and B-phase)
of fosinopril sodium. Observed chemical shifts of both
the acetal sidechain and amide functionalities in the
compound indicate that these areas differ in environ-
ment between the two polymorphs. The single 31P reso-
nance also showed a significant difference in chemical
shift between A-phase and B-phase crystals, showing
that 31P SSNMR could potentially be used to quantitate
polymorphic mixtures. The authors propose that cis–
trans isomerism may be the root of the polymorphism.

Due to the very low natural abundance (0.37%) and
receptivity (0.066 relative to 13C) of the 15N nucleus,
nitrogen-detected experiments often require 15N-labeled
compounds to obtain good spectra in reasonable
amounts of time, especially if low LODs are needed in
the presence of excipients. 15N SSNMR was used in a
study by D’Souza et al.[44] to investigate a reaction
occurring in a lyophilized peptide/polymer formulation.
In this study, 15N-labeled valine was formulated in a
PVP matrix and stored at 70�C for 7 days, with 15N
SSNMR spectra acquired at various intervals. The
authors observed at least three nitrogen populations at
day 0, two of which disappeared over time, indicating
that non-covalent interactions between the peptide and
the polymer matrix occurs before the reaction to form
an amide bond.

COMPARISON WITH OTHER TECHNIQUES

Techniques commonly used for analysis of solids
include optical techniques such as Fourier transform

infrared (FT-IR) and Raman spectroscopy (FT or dis-
persive), diffractive techniques such as single crystal
and PXRD, and thermal techniques such as differen-
tial scanning calorimetry (DSC), thermogravimetric
analysis (TGA), and isothermal microcalorimetry.
Each of the aforementioned techniques provides a
unique insight into the solid-state chemistry of phar-
maceuticals; however, no single technique offers the
breadth of information that SSNMR does. Padden et
al.[45] compared 13C SSNMR and PXRD in the analy-
sis of mixtures of neotame polymorphs. Traditionally,
PXRD has been the gold standard in the pharmaceuti-
cal industry for polymorph characterization; however,
this study illustrates how SSNMR must be implemen-
ted as well to fully characterize polycrystalline systems.
PXRD patterns of the monohydrate form and crystal-
line and amorphous anhydrous forms were all differ-
ent; however, changes in the minor components of
the polycrystalline mixtures were not detected in the
diffraction patterns. Up to seven forms of crystalline
neotame were identified in the 13C SSNMR spectra,
produced under various crystallization and drying
protocols, with potentially even more forms possible.
Because PXRD patterns will reflect changes in long-
range order and crystal packing parameters, it was
proposed that the changes observed in the SSNMR
spectra were due primarily to local conformational
changes that did not result in significant changes in
the unit cell.

CONCLUSIONS

Applications varying from identifying physical form,
to selecting a polymorph, solvatomorph, or salt form,
to monitoring the API and the matrix during stability
studies make SSNMR a powerful technique in the
characterization of pharmaceutical formulations. The
wealth and breadth of information that can be
obtained from a number of experiments greatly out-
weigh the difficulties inherent in obtaining quality
data. SSNMR is a non-invasive, non-destructive, selec-
tive technique that must be used along with classical
solids techniques to gain a full understanding of the
solid-state chemistry of pharmaceutical formulations.
For additional reviews of the use of SSNMR and its
applications in pharmaceutics, see Refs.[46–49].
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Solubilization of Drugs in Aqueous Media
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INTRODUCTION

Therapeutic drugs are often given systemically. Once
given systemically, a drug will distribute throughout
the body. By distributing in the body, the drug is essen-
tially diluted out from its original concentration in the
formulation/dosage form. Hence, the formulation is
really a drug concentrate. For solid dosage forms,
the dose to be delivered is not normally a physical
problem. However, dose can become a significant for-
mulation challenge for parenteral preparations, due to
limitations in aqueous solubility and volume. There-
fore, in order to obtain a solution formulation for
drugs with poor solubility, it is necessary to alter the
formulation to facilitate solubilization.

The choice of solubilization method will depend
upon how efficiently the drug can be solubilized, stab-
ility in the system, and upon the biocompatibility of
the vehicle for a given delivery route. For solid dosage
forms, it may be possible to alter the solid phase to
enhance dissolution. For parenterals, the four most
commonly used techniques for solubilization are: pH
adjustment; cosolvent addition; micelle inclusion
through surfactant addition and complexation. The
following chapter is designed to summarize the theo-
retical as well as practical use of each of the above tech-
niques. More extensive discussion on techniques for drug
solubilization can be found in books dedicated to the
subject.[1,2]

SOLUBILITY

Before attempting random laboratory experimen-
tation, it is prudent to understand what physico-
chemical properties are making a given drug poorly
soluble. There are two key components that govern
the solubility of an organic solute in water, namely
the crystal structure (melting point and enthalpy of
fusion) and the molecular structure (activity coef-
ficient). The aqueous solubility, Xw, of an organic
non-electrolyte is simply described by the addition of
these two terms, i.e.,

log Xw ¼ log Xc
i � log gw ð1Þ

where Xi
c is the ideal solubility and gw is the activity

coefficient of the compound in water.

Ideal Solubility

The ideal solubility pertains to the effect of the crystal-
line structure on solubility. A solute molecule must first
dissociate from this crystal lattice before it can go into
solution. This dissociation from the crystalline lattice is
accompanied by a free energy change. The more energy
it takes to free a solute molecule from its crystal (i.e.,
the higher the melting point), the lower the solubility.

It is possible to quantitate the molar free energy
necessary to produce a hypothetical supercooled liquid
at a given temperature T, through the use of an
enthalpy–temperature thermodynamic cycle.[3] Rigor-
ously, it is necessary to sum the corresponding
enthalpy and entropy changes that it takes to heat
the crystal to the melting point, melt the crystal, then
cool the liquid back to the reference temperature.
For this discussion it is convenient to omit any change
in enthalpy with temperature (heat capacity). This
allows for the simplified mathematical expression

log Xc
i ¼

DSmðTm � TÞ
2:303RT

ð2Þ

where Xi
c is the ideal solubility (mole fraction), R is the

universal gas constant (1.98 cal/deg mol), DSm is the
entropy of melting and Tm is the melting point of the
compound in Kelvin.

If the entropy of melting, DSm, is not known exper-
imentally, an approximation for rigid organic mole-
cules of 13.5 cal/deg mol can be made.[4] If the
temperature of interest is 298 K then Eq. (2) becomes

log Xc
i ¼ �0:01ðTm � 298Þ ð3Þ

or

log Xc
i ¼ �0:01ðMP � 25Þ ð4Þ

where MP is the melting point of the compound in Cel-
sius. If the melting point is less than 25�C (i.e., liquid at
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room temperature) then there is no crystal limitation
on solubility and Eq. (4) is equal to zero.

For those compounds that are crystalline, it is
important to emphasize that the ideal solubility is
strictly a function of the pure crystal, and as a result,
is solvent independent. Eq. (4) also assumes that the
solvent does not effect the solid phase in any way to
change the free energy.

Table 1 demonstrates the effect of melting point on
solubility as described by Eq. (4). It can be seen that for
every 100 degree difference in melting point, there is a
corresponding change in solubility of 10 times. Thus,
for a hypothetical compound that melts at 325�C, the
crystal structure would be responsible for approxi-
mately a 3-fold (1000 times) decrease in solubility,
relative to it as a liquid at room temperature.

Activity Coefficient

The aqueous activity coefficient of a compound
describes the effect of molecular structure on aqueous
solubility. If a compound mixes with water and forms
an ideal solution, then the activity coefficient would be
taken as unity and the last term in Eq. (1) would
become zero. In such a case, then the solid phase, if
any, would be the sole physical property inhibiting
solubility. Most drugs are relatively nonpolar and do
not form ideal solutions with water. Therefore in order
to understand the extent by which the inherent molecu-
lar structure is limiting solubility, it is helpful to obtain
an estimate for the aqueous activity coefficient.

Numerous methods have been developed to
estimate the aqueous activity coefficient.[3,5–13] A con-
venient method that has been successfully applied within
the pharmaceutical industry utilizes the octanol/
water partition coefficient. Yalkowsky and Valvani[14]

have shown that the molar activity coefficient can be
directly related to the octanol/water partition coefficient,
Ko/w, by the following molar relationship:

log gw ¼ �log Ko=w þ 0:80 ð5Þ

There are numerous methods by which to estimate octa-
nol/water partition coefficients. One of the most widely
recognized is the group contribution method
CLOGP.[15]

Eq. (5) enables a convenient tool for assessing the
effect of structure on aqueous solubility. Table 2
demonstrates the decrease in solubility as partition
coefficient increases. As Ko/w increases by a factor of
10 (log Ko/w ¼ 1), the decrease in solubility is also a
factor of 10. Thus, a compound with a partition coef-
ficient of 1000 (log Ko/w ¼ 3) will have a solubility that
is approximately 3-fold (1000 times) less than a reference
compound that has a Ko/w of 1 (log Ko/w ¼ 0).

Estimating Solubility

With the knowledge or estimate of the octanol/water
partition coefficient and melting point, solubility can
be estimated, by incorporating Eqs. (4) and (5) into
Eq. (1). This gives

log Sest ¼ �0:01ðMP � 25Þ � log Ko=w þ 0:80

ð6Þ

where Sest is the estimated molar solubility, MP is the
melting point (�C) and Ko/w is the octanol/water
partition coefficient. For drugs that are liquid at room
temperature, the melting point term is zero, giving simply

log Sest ¼ �log Ko=w þ 0:80 ð7Þ

While Eqs. (6) and (7) are simplified equations for esti-
mating aqueous solubility, they can also be used to
facilitate the understanding of why a drug is poorly sol-
uble. The equations yield quantitative descriptions of
which physicochemical properties are limiting solubility.
If a compound has a low, or no melting point at room
temperature, however and a high logKo/w, then molecu-
lar structure is limiting solubility and the aqueous
media must be modified to facilitate solubilization. If
the melting point is very high, and the log Ko/w is
low, then modification of the aqueous media may not
significantly increase solubility and manipulation of
the solid phase may be necessary. If a compound has
a high melting point and a high log Ko/w, it can be

Table 1 Comparison of different hypothetical melting

points and the resulting effect on solubility as described by
Eq. (4)

Hypothetical

melting point

(�C) Log Xc
i [Eq. (4)]

Decrease in

solubility

0 0 No effect (reference)

25 0 No effect (reference)

125 �1 10�
225 �2 100�
325 �3 1000�

Table 2 Comparision of different hypothetical log Ko/ws

and the resulting effect on solubility as described by Eq. (5)

Ko/w log cw [Eq. (5)] Decrease in solubility

1 �0.8 Reference

10 �1.8 10�
100 �2.8 100�

1000 �3.8 1000�
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appreciated that a formulator will have a significant
challenge in drug solubilization.

SOLID PHASE

As discussed above, the solid phase for a solute molecule
is a fundamental component of a compound’s solu-
bility. Consequently, understanding and characterizing
the solid phase of a drug, in a given system, is of vital
importance from a formulation standpoint. A compre-
hensive review on the theoretical and practical aspects
of solid state chemistry and the significance to the phar-
maceutical industry has been given by Byrn et al.[16].

It is important to always consider, that for any raw
drug substance or formulation, only one solid phase
is thermodynamically stable for a given set of environ-
mental conditions. The most stable solid will have the
lowest free energy and correspondingly the lowest
solubility. The unknowing use of a metastable crystal
can lead to formulation stability problems with respect
to solubility. In light of this, it would seem as though
little can be done in regards to increasing solubility
through the use of crystal modification. It is clear that
the most stable crystal is the most prudent choice for
suspensions. The kinetics for solvent mediated trans-
formation are generally too rapid or too uncontrol-
lable for a stable product. However for solid dosage
forms, it may be possible to utilize a less stable solid
phase due to the decreased molecular mobility in the
dry state. The key determinant for success will be if
the metastable form has an intrinsically high energy
barrier to reconversion and is well defined from a
kinetic standpoint. To facilitate stability, it may be
necessary to add excipients or impose packaging con-
straints to eliminate or slow down conversion.

Apparent Solubility and Dissolution Rate

The crystal form with the higher free energy may exhi-
bit an apparent solubility that is higher than the true
equilibrium solubility for the system. An apparent
solubility increase can occur anytime the starting solid
material is not the most stable for the given system.
However, a metastable crystal will produce only a tran-
sient increase in solubility. The most stable crystal will
eventually precipitate and the apparent solubility gain
will diminish until the thermodynamic equilibrium
solubility is reached. The degree of supersaturation
and duration will depend on the characteristics of the
starting material and on the nucleation rate and
growth kinetics of the stable form. Consequently, an
inherent difficulty in working with metastable systems
is that the kinetics of conversion often cannot be pre-
dicted or controlled.

By virtue of having a higher apparent solubility, a
metastable crystal will have an increased dissolution
rate over the more stable form. The change in mass, M,
as a function of time, t, for a solute is directly proportional
to its apparent solubility, Sapp, and is given by

dM=dt ¼ K � AðSapp � CÞ ð8Þ

where A is the solvent accesscible surface area, C is
the concentration of the solute in solution, and K is
a constant that includes the diffusion coefficient of
the solute and other hydrodynamic properties of the
system.[17] Hence, the larger the apparent solubility
of a metastable form, the greater the dissolution rate
that it leads to. Hamlin et al.[18] have illustrated the
dependency of dissolution rate upon solubility for a large
number of pharmaceutical compounds. Yoshihashi
et al.[19] have correlated initial dissolution rates for
terfenadine based on heats of fusion of the starting
material. In addition, since the crystal contribution
to solubility is independent of the solvent, this general
relationship is applicable to virtually any solvent
system. Nicklasson and Brodin[20] have successfully
correlated dissolution rate with solubility for ethanol
cosolvent systems.

Surface area is also directly proportional to the
dissolution rate of a solute. Particle size reduction is
another common and often efficient means by which
to achieve higher levels of drug in solution at earlier
time points.[21–28] As particle size decreases, the surface
area per unit volume of solute increases and conse-
quently more drug is exposed to the solvent. Also, as
particle size decreases the surface molecules are of
higher free energy which increases dissolution. And
finally, the processing of solid material can often lead
to crystal defects within a particle or surface area
where crystallinity is lost (amorphous), both of which
can increase the apparent solubility. Mosharraf et al.
have demonstrated the effect of crystal structure dis-
order on solubility and dissolution rate.[29]

The significance of solubility and dissolution is one
to be highlighted. Insufficient oral bioavailability can
be the result of a compound’s low intestinal solubility
and/or a slow dissolution rate. It may be practical at
times to use a solid material that gives a higher appar-
ent solubility and/or an increase in dissolution rate
in order to enhance bioavailability. Aguiar et al.[30,31]

were able to show that polymorph B of chloram-
phenicol palmitate, which can produce solubility that
is roughly two times that of polymorph A, gives great-
er blood levels in vivo. They were able to show that as
the percentage of polymorph B increases in the dosage
form, there is a linear increase in blood concentration
of chloramphenicol palmitate. Several other investiga-
tors[32–34] have also found that with the proper choice of
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the solid-state form, biological activity can be enhanced
due to increased solubility or dissolution rate.

Apparent Solubility Enhancement from
Different Solid Phases

In order to assess the relative increase in solubility of a
metastable solid phase with respect to another, a sim-
ple solubility ratio can be defined. Here the solubility
ratio is defined as the value for the higher solubility
phase divided by the lower. Table 3 contains a selected
list of solubility ratios for different solid phases of a
selected list of example drugs.

From Table 3, it can be seen that a solubility ratio
greater than one can be obtained, however there are
cases in which there is no apparent increase in solu-
bility between phases. For the data given, the transient
solubility increase for solvates is similar to that of
polymorphs, having solubility ratios that often range
between 1 and 3. While most compounds produce
increases that are less than a factor of ten, calcium
gluceptate and glibenclamide exhibited significant
increases of nearly 20 and 30, respectively.[37,43]

Consideration of Eq. (4), would suggest that the lar-
gest gain in solubility should be realized for those solid
fractions that are actually not crystalline, i.e., amor-
phous. For a purely amorphous material, there would
be no crystal contribution to the solubility and the
compound could be treated as a liquid. Since it is dif-
ficult to produce a purely amorphous material, there
is often some degree of crystallinity to a ‘‘amorphous’’
material. Nonetheless, amorphous materials clearly
have the highest free energy, relative to any crystalline
solid fraction. As a result, amorphous materials can
potentially give some of the largest solubility ratios.
Toffoli et al.[54] and Corrigan et al.[55] have investigated
the use of amorphous materials and have found a wide
range of apparent solubility ratios. Some of their data
is listed in Table 2, and clearly shows that the use of
an amorphous material has the greatest potential for
solubility enhancement. Other investigators have also
observed significant solubility differences with amor-
phous compounds.[56–58] Some investigators have
seen practical in vivo benefits by using amorphous
materials.[59,60] However, due to the high free energy
of these systems their use if often not practical. Giron[61]

has noted a few compounds that have relatively stable
amorphous forms.

Through alteration of the solid-state form it is
possible to increase the dissolution rate, or apparent
solubility of a drug. These increases can potentially
increase the bioavailability of a poorly water soluble
drug. However, the practical use of a higher energy
solid form is limited due to physical and chemical stability
issues. Significant investigation must be made in order

to assure that a dosage form using a metastable crystal
will maintain integrity throughout the product life.

pH Control

Solid-state manipulation is often not advantageous or
practical, as a result, it is then necessary to alter the sol-
vent. For organic solutes that are ionizable, changing
the pH of the system may be the simplest and most
effective means of increasing aqueous solubility.

For a weak monoprotic acidic drug, HA(solid/liquid),
in water:

HAðsolid=liquidÞ , HAðsolutionÞ ð9Þ

HAðsolutionÞ þ H2O ,
Ka

H3Oþ þ A� ð10Þ

where HA(solution) represents the free acid (unionized
form) in solution and A� is the ionized acid in sol-
ution. The total concentration of drug in solution
(ST) is equal to [HA(solution)] þ [A�], where HA(solution)

is the intrinsic solubility of the drug (SW). From
Eq. (10), the ionized concentration of drug is

½A�� ¼ Ka½HA�
½Hþ� ð11Þ

giving

ST ¼ Sw þ
Ka½HA�
½Hþ�

ð12Þ

Since [HA] ¼ SW, log Ka ¼ pKa and logHþ ¼ pH,
Eq. 12 can be simplified to,

ST ¼ Swð1 þ 10ðpH � pKaÞÞ ð13Þ

which relates the total solubility to the intrinsic solu-
bility and pKa of the weak monoprotic acid and the
pH of the system.

For a weak base in an aqueous solution,

Bðsolid=liquidÞ , BðsolutionÞ ð14Þ

BðsolutionÞ þ H2O ,
Kb

OH� þ HAþ ð15Þ

By analogy to the weak acid the total solubility is
described by

ST ¼ Swð1 þ 10ðpKa � pHÞÞ ð16Þ

where the pKa refers to HAþ. Fig. 4 illustrates the gen-
eral pH-solubility profiles for three solutes having the
same intrinsic solubility but different pKas.
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Fig. 1 illustrates that solubilization by ionization
can be very efficient for a mono acidic or basic drug.
The linear solubilization slope corresponds to a 10-fold
increase in solubility for a one-unit change in pH.
Zwitterionic compounds, which have both acidic and
basic functional groups, will have a pH solubility plot

that will be a combination of those given in the top and
bottom portions of Fig. 1. These compounds have a
minimum solubility at a pH that is equal to the average
of the pKas.

[62–65] The solubilization of divalent acids
and bases is similar to their monoprotic counterparts.
However, upon the ionization of the second functional

Table 3 Examples of different drugs and their observed solubility ratios for different solid phasesa

Drug (temp. in �C) More soluble phase/less soluble phase Solubility ratio References

Acetohexamide (37) II/I 1.2 [35]

Benzoxoprofen (25) I/II 1.5 [36]

Glibenclamide (37) II/I 1.6 [37]

Mebendazole C/A 3.6 [38]

Mebendazole B/A 7.4 [38]

Meprobamate (25) II/I 1.9 [39]

Oxyclozamide (25) II/I 2.6 [40]

Oxyclozamide (25) III/I 3.9 [40]

Ampicillin (not cited) Anhydrate/trihydrate 1.3 [41]

Ampicillin (20) Anhydrate/hydrate 2.2 [42]

Ampicillin (30) Anhydrate/hydrate 1.5 [42]

Calcium gluceptate (37) Anhydrate/3.5 hydrate 18.6 [43]

Erythromycin (30) Anhydrate/dihydrate 2.2 [44]

Lamivudine (25) Anhydrate/0.2 hydrate 1.2 [45]

Paroxetine HCl (20) Anhydrate/hemihydrate 1.7 [46]

Phenobarbital (20) Anhydrate/hydrate 1.1 [47]

Phenobarbital (25) Anhydrate/hydrate 1.4 [47]

Phenobarbital (35) Anhydrate/hydrate 1.0 [47]

Piroxicam (25) Anhydrate/monohydrate 1.0 [48]

Sulfamethoxazole (25) Anhydrate/monohydrate 1.2 [49]

Theophylline (25) Anhydrate/monohydrate 2.0 [50]

Uric acid (25) Hydrate/anhydrate 1.6 [51]

Uric acid (37) Hydrate/anhydrate 1.9 [51]

DMHP (25) Formate solvate/anhydrate 8.2 [52]

Furosemide (37) Dioxane solvate/anhydrate 1.3 [53]

Furosemide (37) DMF solvate/anhydrate 1.2 [53]

Glibenclamide (37) Pentanol solvate/anhydrate 31.8 [37]

Glibenclamide (37) Toluene solvate/anhydrate 2.4 [37]

Caffeine (25) Amorphous/crystalline 6.5 [54]

Diacetylmorphine (25) Amorphous/crystalline 16 [54]

Theophylline (17) Amorphous/crystalline 58 [54]

Theobromine (16) Amorphous/crystalline 50 [54]

Morphine (20) Amorphous/crystalline 268 [54]

Hydrochlorothiazide (37) Amorphous/crystalline 1.1 [55]

Bendrofluazide (37) Amorphous/crystalline 2.8 [55]

Cyclothiazide (37) Amorphous/crystalline 6.2 [55]

Cyclopenthiazide (37) Amorphous/crystalline 8.3 [55]

Polythiazide (37) Amorphous/crystalline 9.8 [55]
aThe different solid phases used as well as the temperature of the experiment study are also given.
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group, the solubilization slope is 2 instead of 1, which
corresponds to a 100-fold increase in solubility for a
one-unit change in pH. A complete mathematical
description for the solubilization of a dibasic com-
pound has been given by Garren and Pyter.[66]

Salt Formation

Eqs. (13) and (16) assume that the ionized species of a
solute has infinite solubility. However, an ionized
solute can form salts with appropriate counterions.
The formation of a salt is governed by the solubility
product, Ksp, of the salt complex. For example, the
thermodynamic equilibrium for a chloride salt,
BHþCl�, is

BHþCl�ðSolidÞ ,
Ksp

½BHþ� þ ½Cl�� ð17Þ

where BHþCl�(Solid) represents the solid chloride
salt, BHþ is the ionized base and Cl� is the chloride

counterion. As a result, the concentration of the
ionized species will be limited by the solubility of the
salt. Some organic salts are very soluble in aqueous
systems, others are not and can significantly limit the
solubility of a solute. Chowhan[67] demonstrated the
effect of four different salts on the pH-solubility profile
of naproxen. As shown in Fig. 2, all four salts behave
identically between the pH values of 1 and 6, and can
be described by Eq. (13). However, depending on the
given salt, the solubility of naproxen is limited at pH
values greater then 6.5. The solubilities of the cor-
responding salts are indicated by plateaus, with the
potassium salt having nearly 200 times the solubility
of then calcium salt. Hence, at a given plateau the salt
is the solid fraction that is in equilibrium with the
system, which once again emphasizes the importance
of characterizing the solid phase in order to understand
what factors are influencing solubility.

Kramer and Flynn[68] have also previously investi-
gated the effect of salt formation on solubility. A graph
from their work is given in Fig. 3 and shows the
pH-solubility profile for an organic hydrochloride. As
can be seen from the data, there is a exponential

A

B

pH

pH

Fig. 1 (A) Log solubility, log ST vs. pH for typical weak
acids having pKas of 4, 5, and 6 and the same intrinsic solu-
bility, log Sw. (B) Log solubility, log ST, vs. pH for typical

weak bases (HAþ) having pKas of 8, 7, and 6 and the same
intrinsic solubility.

L
og

S T

Fig. 2 Solubility-pH profiles, ST of naproxen and four salts:
D, potassium salt;�, sodium salt; &, magnesium salt; and c,
calcium salt. (From Ref.[67].)
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increase in solubility as would be expected from
Eq. (16). The solubility diverges from the expected line
and roughly plateaus at pH levels under about 7.2. As
pH decreases further, so does solubility, due to the
disappearance of the free base from solution after the
hydrochloride is formed. Kramer and Flynn illustrated
how Eq. 16 can be modified to take into account salt
formation. Additional mathematical expressions have
been developed more recently to characterize pH solu-
bility profiles with the appreciation of counterion
affects.[69–71]

In addition to overall solubility, salts can have a sig-
nificant impact on the dissolution rate of a solute.
Hence, solubility considerations are important factors
to be assessed when trying to make a rational choice
of an appropriate pharmaceutical salt.[72–77]

Buffers

One practical use of a buffer is to simply maintain the
pH of the system over time. For pH solubilized drugs,
another practical use of a buffer is to reduce or elimin-
ate the potential for precipitation of the drug upon
dilution. It has been shown that drug precipitation
upon intravenous injection has been linked to phleb-
itis.[78–82] As shown through the previous discussion,
the solubility of a drug can be increased exponentially
with pH alteration. However, it also then follows that
the solubility can decrease exponentially with pH alter-
ation. If a pH solubilized formulation is diluted with a
medium by one half, then the drug concentration will

decrease by one half. At the same time the pH of the
new mixture may change. If it changes by one pH unit,
in a direction that decreases ionization of the drug,
then the solubility of that drug will decrease 10-fold.
The drug can precipitate if the concentration in the
solution exceeds the new solubility.

The degree and extent of precipitation will depend
on the ability of a formulation to resist pH change
when diluted. The pH change on dilution of one sol-
ution by another will depend on the initial pHs and
buffer capacities of both solutions. Surakitbanharn
et al.[83] illustrated the affect of initial pH and phos-
phate buffer concentration on pH change when diluted
with Sorensen’s Phosphate Buffer. Myrdal et al.[82]

used the computational model of Surakitbanharn
et al. as a means of selecting buffer concentration
and initial pH to eliminate the precipitation potential
of a weakly basic drug, levemopamil–HCl. Myrdal
et al. showed that the unbuffered formulation precipi-
tated upon dilution and resulted in phlebitis in vivo,
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pH

HYDROCHLORIDE
SALT

2 -ehtyl1-2-phenyl -4 -(2' -piprridyl)-
1,3 -dioxolane hydrochloride

pKa'

FREE BASE

C2H4

•HCI
N
H O O

Fig. 3 Solubility–pH profile of a substituted piperidyl-diox-

olane (II) in 0.05 M succinate buffer at 30�C. Lines represent
theoretical curves. (From Ref.[68].)

A

B

Fig. 4 Typical cosolvent solubilization curves for a nonpo-
lar drug. (A) Log-linear scale. (B) Linear scale.
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whereas the buffered formulations did not precipitate
and did not elicit any phlebitis in vivo.

Solubilization through the Use of pH Control

Under the proper conditions, the solubility of an ioniz-
able drug can increase exponentially by adjusting the
pH of the solution. From a structural point of view,
a drug that can be efficiently solubilized by pH control
should be either a weak acid with a low pKa or a weak
base with a high pKa. Note that the effect of pH on
solubilization is independent of the value of the solu-
bility of the unionized form of the drug. In other words
the solubility of an unionized acid with a pKa of 4.2
and a solubility of 1.0 mg/ml and one with the same
pKa and a solubility of 0.001 mg/ml will both be
increased by a factor of 1001 at pH 7.4.

Although the use of a buffer will aid in reducing the
risk of precipitation upon dilution, there are pH, con-
centration and buffer type limitations. Physiological
compatibility will depend on factors such as the route
of administration, tonicity, and contact time. Other
factors such as chemical stability as a function of pH
must also be considered. Table 4 lists some marketed

parenteral products and associated buffers, concentra-
tions and pH values.

COSOLVENTS

A common and effective way by which to increase the
solubility of a non-polar drug is through the use of
cosolvents. A cosolvent system is one in which a
water miscible or partially miscible organic solvent is
mixed with water to form a modified aqueous solution.
Cosolvents have some degree of hydrogen bond
donating and or hydrogen bond accepting ability as
well as small hydrocarbon regions. The resulting
solution will have physical properties that are inter-
mediate to that of the pure organic solvent and water
through the reduction of water–water interactions.
This affords a system that is more favorable for non-
polar solutes.

Table 5 gives some physical properties of commonly
used pharmaceutical cosolvents in water. Note that
n-octanol is added in the table as a reference, since
compounds that have large octanol/water partition
coefficients have poor aqueous solubility. The use of
cosolvent systems that have physical properties that

Table 4 Selected list of marketed products that contain buffers

Drug (product) Route of administration Buffer, concentration (% w/v) and pH

Methohexital sodium IV/IV infusion reconstituted Sodium carbonate pH 9–11

Chlorpromazine–HCl (Thorazine) IM/IV after dilution Ascorbic acid 0.2% pH 3.0–5.0

Amikacin sulfate IM/IV infusion after dilution Sodium citrate 2.8% pH 3.5–5.5

Biperidan lactate (Akineton) IV/IM Sodium lactate 1.4%

Thiopental sodium (Pentothal sodium) IV infusion reconstiuted Sodium carbonate pH 10–11

Epinepherine–HCL (SusPhrine) SC Ascorbic acid 1.0%

Etidocaine HCl (Duranest) Infiltration Citric acid pH 3–5

Etoposide (VePesid) IV infusion Citric acid 0.2% pH 3–4

Methoxamine HCl (Vasoxyl) IV/IM Citric acid 0.3% pH 3–5

Methyldopate HCl (Aldomet ester HCl) IV infusion after dilution Sodium citrate 0.3% Citric acid
0.5% pH 3.5–4.2

Nalbuphine HCl (Nubain) IV/IM/SC ‘‘Citrates’’ 2% pH 3.5

Perphenazine (Trilafon) IM/IV/SC Citric acid pH 4–5.5

Chlordiazepoxide–HCL (Librium) IM/IV Maleic acid 1.6% pH 3

Topotecan (Hycamtin) IV infusion Tartaric acid 2% pH 2.5–3.5

Diazepam (Valium) IM/IV Sodium benzoate/benzoic acid
5.0% pH 6–7

Midazolam–HCL IM/IV pH 3

Octreotide acetate 84-(Sandostatin) SC/IM/IV after dilution Lactic acid 0.34% pH 4.2

Prochlorperzine edislate (Compazine) IM/IV/IV infusion after dilution Sodium biphosphate 0.5%
Sodium tartrate 1.2% pH 4–6

Phenytoin sodium (Dilantin) IM/IV Sodium hydroxide pH 10–12.3

(From Refs.[84–86].)
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are more similar to those of n-octanol would be
expected to have greater success in solubilizing a
nonpolar drug. In the following section it will be
demonstrated that aqueous solubilization via colso-
vency is dependent on both the solute and cosolvent
physical properties.

Mathematical Description for Cosolvency

Numerous methods have been proposed to predict or
describe the effect of a particular cosolvent system[86–102]

on drug solubility. A practical cosolvent model was
developed by Yalkowsky and coworkers[103–106] by
assuming the mixed solvent system is a linear combi-
nation of the pure components. They found that this
approach yields the log-linear relationship

logSmix ¼ logSw þ sfc ð18Þ

where the logarithm of the solubility of a non-polar
solute Smix will increase with the cosolvent fraction
(fc), having a slope of s, and an intercept of log Sw.
On a linear scale, an exponential increase in solubility
is observed with an increase in cosolvent composition.
Fig. 4 illustrates the linear and exponential solubiliza-
tion profiles.

For solid solutes, the melting point contributes only
to the intercept of the solubilization profile. The inde-
pendence of the intrinsic solubility and the solubiliza-
tion slope can be demonstrated by the isomers
benzo(a)pyrene and perylene. Fig. 5A shows the solu-
bilization of benzo(a)pyrene and perylene in ethanol/
water systems. The logKo/w’s (or aqueous activity coef-
ficients) can be considered to be equal for these two
compounds, however, their melting points are differ-
ent. Benzo(a)pyrene has a melting point of 179�C,
while perylene has a melting point of 273�C, and as a
result, the latter has a lower intrinsic solubility. Yet
both compounds have solubilization slopes (s) which
are nearly identical. This is because s is soley a func-
tion of the activity coefficients (log Ko/w).

Since the intrinsic solubility does not directly affect
the solubilization slope, it is convenient to arrange
Eq. (18) to

logðSmix=SwÞ ¼ sfc ð19Þ

By plotting log(Smix/Sw) versus fc, solubilization lines
are normalized with respect to the intrinsic solubility
and pass through the origin on a semi log plot.
This facilitates comparisons among different drugs as
well as different cosolvents. Fig. 5B shows the solu-
bilization plots of benzo(a)pyrene and perylene using
the expression of Eq. (19).

Table 5 Physical properties of some common cosolvents and their reference to water and n-octanol

Solvent log Ko/w Solubility parameter Surface tension Dielectric constant

Water �4.00 23.4 72.0 81.0

Glycerin �1.96 16.5 64.9 42.5

Propylene glycol �0.92 12.6 37.1 32.0

PEG-400 �0.88 11.3 46.0 13.6

Dimethyl sulfoxide �1.09 12.0 38.0 46.7

Dimethyl acetamide �0.66 10.8 35.7 37.8

Ethanol �0.31 12.7 22.2 24.3

n-Octanol 2.94 10.3 20.5 10.3

A

B

w

Fig. 5 (A) Solubilization profile of c, benzo(a)pyrene and
&, perylene in ethanol–water mixtures. (B) Relative solubili-
zation (log(Smix/Sw)) of c, benzo(a)pyrene and &, perylene
in ethanol–water mixtures.
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The ability of a cosolvent to solubilize a given solute
can be related to the properties of both the solute and
cosolvent. The solubilization slope, s, for a given
cosolvent system is dependent upon the polarity of
the drug and the polarity of the cosolvent and can be
related by,

s ¼ s logKo=w þ t ð20Þ

where polarity of the drug is indicated by logKo/w and
the polarity and physical properties of the cosolvent
are represented through the parameters s and t.

Dependence of Solubilization
on Solute Properties

As illustrated in Fig. 5, isomeric compounds or com-
pounds that have almost identical aqueous activity
coefficients (i.e., similar log Ko/ws) will have very
similar solubilization slopes for a given cosolvent sys-
tem. Differences in overall solubility are once again
attributed to differences in the crystal contribution to
solubility.

For non-polar solutes, or those solutes that are
more non-polar than the cosolvent of choice, solubili-
zation generally follows the log-linear model of
Eq. (18). The degree of solubilization is directly related
to the polarity of the solute. From Eq. (20) it has been
shown that the solubilization slope, s, can be related
directly to the logarithm of the octanol–water partition
coefficient (logKo/w). Fig. 6 shows data for a series of
hydrocortisones in propylene glycol. As log Ko/w

increases it follows that the solubilization slopes
increase. Li and Yalkowsky[107] have also illustrated
this relationship for non-polar solutes in ethanol–water

systems. Once again the trend maintains that as log
Ko/w increases, solubilization is increased for a given
cosolvent system (i.e., s and t are constant). For the
most non-polar compounds (largest log Ko/ws) solubili-
zation approaches several orders of magnitude.

As logKo/w decreases so does the ability of an
organic cosolvent to solubilize the solute. For solutes
that are semipolar and polar (polarities that are
between water and a given cosolvent) little gain in solu-
bility, if any, can be expected with the addition of an
organic cosolvent. Semipolar solutes will have a maxi-
mal solubility at some mixed composition at a polarity
that matches the solute. After a maximum solubility
the slope becomes negative, and any additional cosol-
vent will decrease the solubility of the solute. The over-
all gain in solubility for semipolar solutes is generally
less than a factor of five, which is significantly less than
that of non-polar solutes.

The solubility of polar solutes decreases with the
addition of an organic cosolvent to water. Although
it is obvious that cosolvents would not be used for
solubilizing polar solutes, it is important to understand
that for formulations that have other components or
excipients, the use of a cosolvent for a non-polar drug
may cause solubility problems for polar excipients. If it
is a polar drug that is insoluble, a reflection to Eq. (6)
will aid in understanding that it is likely the crystal
contribution that is limiting the solubility. This is gen-
erally the case since polar compounds have significant
polar functionalities such as hydrogen bonding moi-
eties that generate a strong crystal structure. If any
of the functional groups are acidic or basic, the choice
of pH may be the most efficient means by which to
solubilize these compounds. Once again the trend
maintains that as incremental hydrocarbon groups
are added to a base structure, solubilization is
increased for a given cosolvent system (i.e, s and t
are constant). For the most non-polar compounds
(largest logKo/w) solubilization approaches 5–6 orders
of magnitude.

Dependence of Solubilization
on Cosolvent Properties

The reduction of intermolecular hydrogen bonding
interactions of water when an organic cosolvent is
mixed with water creates a solvent system that favors
the dissolution of a non-polar solute. The more non-
polar the cosolvent, the more non-polar the cosolvent/
water system will become and the greater the solubliza-
tion of a nonpolar drug. In addition to polarity consid-
erations, it is also useful to take into account hydrogen
bond donating and accepting capabilities when
evaluating cosolvent systems.[108] As can be seen from
solubilization of benzocaine with different cosolvent

Fig. 6 Solubilization of different hydrocortisones in propy-

lene glycol–water mixtures; �, hydrocortisone acetate, c,
hydrocortisone propionate, �, hydrocortisone butyrate, G,
hydrocortisone pentanoate, &, hydrocortisone hexanoate,
�, hydrocortisone heptanoate.
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systems in Fig. 7, there is a clear dependence between
cosolvent polarity and solubilization. The more non-
polar the cosolvent the greater the solubilization slope.

Relationship between Solubilization Slope,
r, and Solute Polarity

It is important to recognize that cosolvent solubiliza-
tion does not rigorously follow a log-linear relation-
ship. In fact a slight negative deviation is observed at
low cosolvent compositions and a downward curving
positive deviation is often observed at higher cosolvent
compositions. Several investigators have attempted to
explain or predict this type of behavior,[89–102] how-
ever, the simplest and most useful remains the log-
linear model. Another advantage of the log-linear
model is that only two data points are needed to esti-
mate the solubility of a solute in any ethanol–water
composition.

With appreciation of the curvature observed for the
cosolvent systems given above, a good correlation can
still be obtained from simply looking at the terminal
slope, s, of a cosolvent system. That is, by using the
log-linear approach (Fig. 4), the slope is simply the
difference between the solubility of a solute in the pure
cosolvent and in water. The general applicability of
this has been demonstrated by Morris et al.[109] and
Li and Yalkowsky.[107] Fig. 8 illustrates the relation-
ship between solubilization slope, s, and logKo/w.
The gain in solubilization potential (increase in s) is
directly related to an increase in the calculated
logKo/w.

Millard, Alvarez-Numez, Yalkowsky[110] have recently
evaluated several cosolvent systems using logKo/ws
calculated by CLOGP.[15] They found reasonable corre-
lations between the solubilization slope and logKo/w

for ethanol, propylene glycol, polyethylene glycol 400,
and glycerol cosolvent systems. A summary of their work
is given in Table 6.

From Table 6 it is clear that cosolvent solubilization
effectiveness (s) is directly related to logKo/w. The least
polar cosolvent, EtOH, produces the highest s value,
and the most polar cosolvent, glycerol, produces the
lowest s value.

Multiple Cosolvents

The use of multiple cosolvents can be a valuable
method for solubilizing a poorly water soluble drug
when a dosage form necessitates limits on the amount
and type of cosolvent that can be utilized. The effects
of multiple cosolvents on solubility can be reasonably
approximated by simply expanding Eq. (18) to include
a liner addition of cosolvents, i.e.,

logSmix ¼ logSw þ s1fc1 þ s2fc2 þ s3fc3 þ � � �
ð21Þ

where the subscripts 1, 2, and 3 represent the slope
and fraction of cosolvents 1, 2, 3, etc. Chien and
Lambert[111] found that Eq. 21 adequately represented
the solubility of a steroid in mixed solvent systems.
Similarly, Pramar and Das Gupta[112] found that the
solubility of spironolactone (Fig. 9) in multiple cosol-
vent systems followed a log-linear relationship. Data
from Pramar and Das Gupta are presented in Fig.
10, showing the solubility of spironolactone for some
ternary systems. Fig. 10 demonstrates a nearly linear
increase in solubility of spironolactone as the amount
of propylene glycol or glycerin is added to a given
PEG-400 concentration. All of the systems include
10% ethanol, giving a ternary system. Further investi-
gation of the data, reveal that propylene glycol is a

Fig. 7 Solubilization of benzocaine by �, dimethylaceta-
mide, `, PEG-400, &, PEG-200, &, ethanol, �, methanol,
c, propylene glycol; and �, glycerin.

Fig. 8 Relationship between solubilization slope, s and cal-
culated log Ko/w (via C log P) for a variety of different solutes
in ethanol cosolvent systems. (From Ref.[107].)
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more efficient solubilizing agent than glycerol. In fact,
the slope for propylene glycol is nearly twice that of
glycerol, which is very similar to the findings above
for the single cosolvent systems (Table 8).

Eq. 21 assumes that each cosolvent interacts inde-
pendently. Of course this is not always the case. In fact
the data of Pramar and Das Gupta[112] show a syner-
gistic affect for the solubilization of the nonpolar
solute, spironolactone. In addition, the use of one
cosolvent can be used to increase the solubility of a
partially miscible cosolvent in water. The facilitated
cosolvency effect of multiple species in water has been
shown by Gupta et al.[113] and Riley.[114]

Solubilization through the Use of Cosolvents

Cosolvents can be a powerful tool by which to solubi-
lize drugs. For a given cosolvent selected, it is clear that
the degree of solubilization attained for any solute is
directly proportional to the octanol/water partition
coefficient of that solute. However, as with pH solu-
bilization, solubilization through cosolvents is loga-
rithmic, and as a result there is the potential for
precipitation upon dilution.

A potential limitation to the use of cosolvents may
be the choice and amount of cosolvent needed. For
pharmaceuticals there are relatively few organic cosol-
vents that are generally regarded as safe. Rubino in his
article ‘‘Cosolvent and Cosolvency’’ has discussed the
biological effects of many of the commonly utilized
cosolvents such as ethanol, propylene glycol, glycerol,
polyethylene glycols, and dimethylacetamide (DMA).

The permissible amount of a given cosolvent will be
dependent upon the dosage form. Table 7 gives some
examples of products that contain cosolvents. The
introduction of new, safe cosolvents would greatly
enhance the technique of using cosolvents for solubili-
zation. However, even with the limited number of
acceptable cosolvents, cosolvancy is clearly a valuable
methods by which to solubilize poorly water soluble
drugs.

SURFACTANTS

Surfactants are molecules with distinct polar and
non-polar regions. Most surfactants consist of a hydro-
carbon segment (usually in the form of a long
aliphatic chain segment) connected to a polar group.
The polar group can be anionic (such as a carboxylate,
sulfate, or sulfonate), cationic such as ammonium,
trialkylammonium, or pyridinium), zwitterionic (such
as glycine or carnitine) or nonionic such as polyethylene
glycol, glycerol, or sugar. An illustration of the general
structure of classical surfactants, as well as different
pictorial representations, are illustrated in Fig. 11.
Selected structures of non-classical surfactants are

Table 6 Regression analysis of solubilization slope, s, and log Ko/w [Eq. (20)] for different cosolvent systems

Cosolvent Cosolvent logKo/w r t n r2 SE

Ethanol �0.31 0.93 0.38 120 0.96 0.53

Propylene glycol �0.92 0.76 0.57 93 0.93 0.48

Polyethylene glycol 400 �0.88 0.73 1.19 25 0.77 0.62

Glycerol �1.96 0.34 0.29 26 0.81 0.34

Given are the slope, s, intercept, t, number of compounds used in the regression, n, and the regression correlation values, r2, and standard

errors, SE.

Fig. 10 Ternary cosolvent systems and resulting solubiliza-
tion of spironolactone. So represents the solubility of spiro-

nolactone in a 10% ethanol/water system. Given in the
figure are different concentrations of PEG-400 with varied
propylene glycol or glycerin volume fractions. (From
Ref.[112].)

O

O

O

H3C

SCOCH3

Fig. 9 Structure of spironolactone.
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illustrated in Fig. 12. Although these structures do not
contain a single aliphatic chain and a simple polar head
group, they do contain distinct polar and nonpolar
regions.

Due to the differences in properties of the polar and
nonpolar regions, surfactants tend to accumulate and
orient at interfaces so that each region of the surfactant
interacts with a separate phase. The polar portion of
the surfactant will associate with the more polar phase
(especially if it is water) and the nonpolar portion of
the surfactant will remain in the more nonpolar
solvent. In water, as the concentration of surfactant

increases above a critical value, its molecules self
associate into soluble structures called micelles. The
concentration at which they begin to form is called
the critical micelle concentration (or the CMC).

These micelles are normally spherical with the
nonpolar regions of the surfactant molecules gathered
in the center (core) and surrounded by a mantel of the
polar regions which are in contact with the water as
illustrated in Fig. 13. A nonpolar drug, which is
squeezed out of water, can locate within the micelle
core. A semipolar drug can locate between or partially
within the core and the mantel. Since the micelles

Table 7 Examples of some parenteral products that contain cosolvents

Drug (product) Route of administration Cosolvent composition (% w/v)

Busulfan (Busulfex) IV infusion after dilution 67% PEG 400 33% þ N,N DMA

Chlordiazepoxide (Librium) IV after dilution 20% Propylene glycol

Diazepam (Valium) IM/IV 10% Ethanol 40% Propylene glycol

Digoxin (Lanoxin) IM/IV 10% Ethanol 40% Propylene glycol

Dihydroergotamine mesylate (D.H.E.) IM/IV 6.1% Ethanol 15% Glycerin

Esmolol–HCl (Brevibloc) IV after dilution 25% Ethanol 25% Propylene glycol

Etoposide (VePesid) IV infusion after dilution 30 % Ethanol 60% PEG 300

Fenoldopam (Corlopam) IV after dilution 50% Propylene glycol

Lorazepam (Ativan) IM/IV after dilution 18% Polyethylene glycol 400
80% Propylene glycol

Melphalan–HCl (Alkeran) IV infusion after dilution 5% Ethanol 60% Propylene glycol

Nitroglycerin (Nitro-Bid) IV infusion after dilution 70% Ethanol 4.5% Propylene glycol

Pentobarbital Sodium (Nembutal sodium) IV/IM after dilution 10% Ethanol 40% Propylene glycol

Paricalcitol (Zemplar) IV 20% Ethanol 30% Propylene glycol

Phenytoin Sodium (Dilantin) IM/IV 10% Ethanol 40% Propylene glycol

Epinephrine (Sus-Phrine) SC 32.5% Glycerin

Methocarbamil (Robaxin) IM/IV after dilution 50% Polyethylene glycol 300

Oxytetracycline (Terramycin) IM 67–75% Propylene glycol

Teniposide (Vumon) IV infusion after dilution 42% Ethanol þ 6% DMA

(From Refs.[84–86].)

Table 8 Micellar partition coefficients of methylphenols by cetomacrogol

Solute logSw KM logKM CLOGP

Phenol — 42.00 1.62 1.49

2-Methylphenol –0.62 79.50 1.90 1.95

3-Methylphenol –0.70 76.40 1.88 1.96

4-Methylphenol –0.85 85.10 1.93 1.94

2,3-Dimethylphenol –1.43 169.00 2.23 2.42

2,4-Dimethylphenol –1.29 125.00 2.10 2.30

2,5-Dimethylphenol –1.54 197.00 2.29 2.33

2,6-Dimethylphenol –1.31 114.00 2.06 2.36

3,4-Dimethylphenol –1.41 151.00 2.18 2.23

3,5-Dimethylphenol –1.40 132.00 2.12 2.35

(From Ref.[115].)
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are soluble in water any drug that is incorporated
into the micelle will also be soluble in the aqueous
system.

The general solubilization curve for surfactants is
given in Fig. 14. If the monomers of surfactant in solu-
tion do not affect the solubility of the solute, then the
solute concentration will remain constant (at the
intrinsic solubility, Sw) until the CMC. After the
CMC the solute concentration will increase linearly
with increasing surfactant (micelle) concentration. A
simple mathematical representation for a solute’s total
solubility, ST, in a surfactant system is

ST ¼ Sw þ kðCsurf � CMCÞ ð22Þ

where Csurf is the total concentration of the surfactant
and k is the solubilization capacity. The quantity in
parenthesis in Eq. (22) represents the micelle concen-
tration. The solubilization capacity reflects the number
of surfactant molecules that are required to solubilize a
single solute molecule. Deviations from Eq. (22) are
usually the result of changes in micelle shape or size
that occur as the concentration of surfactant increases.

A micelle is a dynamic aggregation of any number
of individual surfactant molecules, or monomers.
Although the molecules are intertwined, they are in
constant motion like those of a liquid. Thus, the
interior of a micelle can be thought of as a separate
phase and a micellar solution can be thought of as a
microdispersion of that phase in water. If the micelle
is considered to be a separate phase, it is then con-
venient to evaluate the solubilization capacity (k), in

terms of the partition between the micelle and water.
The micellar partition coefficient, Km, is defined as
the ratio of the solute concentration in the micelle,
Cm, to that of water, Cw:

Km ¼ Cm=Cw ð23Þ

Fig. 12 Structure for the nonclassical surfactants cholic
acid and generic structural features for polysorbates and
polaxamers.

A B C D

Fig. 11 Representation of classical surfactant structures: (A)
Space-filling model; (B) chemical structure diagram; (C) sim-
ple line ‘‘stick’’ figure; (D) hybrid of diagrams (A)–(C).
(From Ref.[1].)

Fig. 13 Illustration of a micellar structure with non-polar
solutes in the core of the micelle.
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The micelle/water partition coefficient for many
solutes have been shown to correlate to the octanol/
water partition coefficient.[115–120] Data in Table 8,
from Azaz and Donbrow,[115] show that the micellar
partition coefficients of the methylphenols increase
with the number of methyl groups. Collett and
Tobin[118] showed that the micellar partition coeffi-
cients of several benzoic acid derivatives are pro-
portional to their octanol–water partition coefficient
for poloxamers (Table 9). Tomida et al.[119] also illus-
trated that most of the 34 monosubstituted benzoic
acids with Brij 35 have micellar partition coefficients
that are inversely proportional to their aqueous solubi-
lities and proportional to their octanol–water partition
coefficients. The data of Tomida, Yotsuyanagi, and
Ikeda[120] for some steroid hormones (Table 10),
further illustrate the parallelism between octanol–
water and micelle–water partition coefficients.

Semipolar solutes are generally solubilized by the
polar regions of nonionic surfactants. The solute is
absorbed into the polyoxyethylene mantle rather than
the hydrocarbon core. The micellar partition coeffi-
cients of the semipolar solutes is also dependent upon

their octanol–water partition coefficient. However,
since these solutes are solubilized primarily in the man-
tle, the surfactant property that is most important is
the number of polyoxyethylene units, and the alkyl
chain length of the surfactant plays only a minor role
in determining the micellar partition coefficient of a
semipolar solute.

Materials that are solubilized in polyethylene glycol
can be solubilized in the polyoxyethylene chains on the
surface of a nonionic micelle. Ismail, Gouda, and
Motawi[121] found that the micellar partition coeffi-
cients of barbiturates in polysorbates 20, 40, 60, and
80 is a function of the solute substituents and is pro-
portional to the octanol–water partition coefficient of
the barbiturate. Similarly, Ikeda, Kato, and
Tukamoto[122] showed that the solubilization of alkyl
barbiturates by polyoxyethylene lauryl ether is not
dependent upon the number of carbons in the substitu-
ents. Since the different polysorbates contain different
aliphatic groups, the rather small dependence of
solubilization upon polysorbate number (i.e., upon
alkyl chain length) suggests that the barbiturates are
not solubilized primarily in the hydrocarbon portion
of the micelle. Gouda, Ismail, and Motawi[123] showed
that the solubilization of barbiturates in polyoxyethy-
lene stearates is proportional to the number of polyox-
yethylene units in the surfactant.

Jafvert, Van Hoof, and Heath[124] developed the fol-
lowing equation for predicting the molar solubilization
capacity of organic compounds in nonionic surfactants

w

Fig. 14 General curve for solubilization with surfactants.

Table 10 Micellar partition coefficients of some steroids in

Brij 35

Solute log Sw log KM CLOGP

Hydrocortisone �2.97 1.99 1.55

Corticosterone �3.24 2.27 1.94

Deoxycorticosterone �3.45 2.60 2.90

Cortisone �3.27 1.82 1.42

Hydrocortisone acetate �4.34 2.36 2.19

Cortisone acetate �4.21 2.31 2.10

Deoxycorticosterone �4.63 2.86 3.08

11-Hydroxyprogesterone �3.82 2.43 2.36

Progesterone �4.42 3.12 3.87

Testosterone �4.08 2.80 3.29

Prednisolone �3.18 2.04 1.61

Prednisolone acetate �4.37 2.45 2.40

Triamcinolone �3.68 1.98 1.03

Betamethasone �3.77 2.45 1.94

Dexamethasone acetate �4.90 2.99 2.91

Betamethasone-17-valerate �4.71 3.25 3.48

(From Ref.[120].)

Table 9 Micellar partition coefficients of some benzoic acid

derivatives by poloxamer L64 at 37�C

Solute log Sw KM log KM CLOGP

Benzoic acid �1.52 43.50 1.64 1.81

2-Hydroxybenzoic acid �1.76 83.00 1.92 2.38

3-Hydroxybenzoic acid �1.21 28.50 1.45 1.50

4-Hydroxybenzoic acid �1.23 30.80 1.49 1.58

4-Chlorobenzoic acid �3.31 277.00 2.44 2.65

4-Bromobenzoic acid �3.54 445.00 2.65 2.86

4-Iodobenzoic acid �3.95 678.00 2.83 3.02

4-Nitrobenzoic acid �2.66 92.70 1.97 1.89

4-Methoxybenzoic acid �0.63 66.50 1.82 1.96

(From Ref.[118].)
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on the basis of surfactant structure as well as solute
structure.

KM ¼ Ko=wð0:030eL1 � 0:0058eL2

� 0:0056eL3 þ 0:0319eL4Þ
ð24Þ

where:

L1 ¼ number of straight chain aliphatic carbons
in the hydrophobic tail

L2 ¼ number of repeating ethoxy groups

L3 ¼ number of carbons in a sorbitan group

L4 ¼ number of total carbons in alkylbenzene
groups

This equation relates the micellar partition coef-
ficient to the octanol–water partition coefficient. It also
accounts for both the polar and nonpolar surfactant
moieties.

Alvarez-Nunez and Yalkowsky[125] showed that the
molar micellar partition coefficient is related to the
octanol–water partition coefficient for a structurally
diverse set of pharmaceutically important compounds
through the relationship

KM ¼ a logKo=w þ b ð25Þ

Which for posysorbate 80 is equal to

KM ¼ 0:92 logKo=w � 0:07 ð26Þ

Eq. 26 is then used to estimate total solubility by the
equation

Stot ¼ Sw½1 þ Cpolysorbate�80 � 10ð0:92 log Ko=w�0:07Þ�
ð27Þ

where Cpolysorbate�80 is the concentration of polysor-
bate 80.

While both Eqs. 24 and 26 are quite useful, they
must be employed with caution, especially for solutes
that have some degree of amphiphilic character.
Solutes that have surface-active physicochemical

properties themselves (i.e., they have separate polar
and nonpolar regions) tend to be more soluble
than expected because they can accumulate at the
core/mantel interface or the core/water interface.
In essence, weakly amphiphilic solutes can act as
cosurfactants and form mixed micelles with nonionic
surfactants as well as with ionic surfactants. This can
alter both the CMC and the size of the micelle. In most
cases this leads to a higher degree of solubilization
than would be predicted on the basis of either molecu-
lar size or partition coefficient.

In summary, micellar solubilization for both non-
polar and semipolar surfactants can be obtained.
Due to the limitation on surfactant quantity that can
be practically used, due to biological constraints,
micellar solubilization is typically more advantageous
for low dose formulations. In addition, although a
large number of anionic, cationic and nonionic surfac-
tants are available for use as solubilizing agents,[126–130]

only polysorbate-80 and cremephor EL have been used
to any significant extent in parenteral products.
Table 11 lists some parenteral formulations that
contain surfactants. It should be noted that adverse
clinical events have been observed for patients
receiving cremophor EL.

COMPLEXATION

Complexation is the association between two or more
molecules to form a nonbonded entity with a well-
defined stoichiometry. The two types of complexation
that are most useful for increasing the solubility of
drugs in aqueous media are stacking and inclusion.
Stacking complexes are formed by the overlap of the
planar regions of aromatic molecules, while inclusion
complexes are formed by the insertion of the nonpolar
region of one molecule into the cavity of another mol-
ecule (or group of molecules).

The mathematical description for the equilibrium
constant of a 1 : 1 complex, K1:1, is defined by

K1:1 ¼ ½SL�=½S�½L� ð28Þ

Table 11 Examples of some products that contain surfactants

Drug (Product) Route of administration Surfactant composition (% w/v)

Taxol (Paclitaxel) IV infusion after dilution 51% Cremophor EL

Valrubicin (Valstar) IV infusion after dilution 50% Cremophor EL

Chlordiazepoxide HCl (Librium) IM/IV (diluent) 4% Polysorbate 80

Cyclosporin (Sandimmune) IV infusion after dilution 65% Cremophor EL

Etoposide (VePesid) IV infusion after dilution 8% Polysorbate 80

Amiodarone (Cordarone) IV infusion after dilution 10% Polysorbate 80

(From Refs.[84–86].)
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where S is the concentration of the free solute, L is
the concentration of the free ligand, and [SL] is the
concentration of the solute/ligand complex. The
equilibrium constant is also commonly referred to as
the stability constant or the complexation constant.
If it takes two ligand molecules to complex with a
solute molecule the complexation constant is defined by

K1:2 ¼ ½SL2�=½S�½L�2 ð29Þ

The total solubility of the solute, ST, for a solute that
forms a 1 : 1 complex is

ST ¼ Sw þ ½SL� ð30Þ

where Sw is the intrinsic solubility of the solute in water.
Similarly the total concentration of ligand, [Ltot], in the
system is

½Ltot� ¼ ½L� þ ½SL� ð31Þ

Combining Eqs. (28), (30), and (31), gives the general
equation for solubilization by 1 : 1 complexation,

ST ¼ Sw þ ½K1:1Sw=ð1 þ K1:1SwÞ�Ltot ð32Þ

where the intercept is the aqueous solubility of the sol-
ute. Eq. 32 represents a linear increase in the solubility
of the solute with increasing ligand concentration, with
a slope, scomplex, of

scomplex ¼ ½K1:1Sw=ð1 þ K1:1SwÞ� ð33Þ

and the stability constant is

K1:1 ¼ scomplex=½Swð1 � scomplexÞ� ð34Þ

From the above it can be seen that, as the stability
constant of a 1 : 1 complex increases, the slope will

increase until the value converges to unity for a
strong complex in which one ligand molecule solubi-
lizes one solute molecule. The initial segment of the
curve in Fig. 15 illustrates this. This linear region will
continue until the solubility of the complex itself is
reached, at which point the total solubility of the
solute remains constant, as indicated by the central
segment of the curve. A plateau is analogous to the
maximum solubility of a salt as described previously.
Further addition of the complexing agent can result
in a reduction in of the concentration of the free solute
and a leveling off of the curve at the solubility of the
pure complex as illustrated by the final segment of
the curve in Fig. 15.

The solubilization curve for a solute molecule that
complexes with two ligand molecules is more compli-
cated than those shown in Fig. 15. If the complexation
constant for a second ligand is significantly lower than
the first, a 1 : 1 complex will be formed at lower ligand
concentration. It will then combine with a second
ligand to produce a 2 : 1 complex. Assuming that the
latter is more soluble than the 1 : 1 complex, the solubi-
lization curve will have two distinct slopes. If each
ligand is equally capable of complexing with the solute,
they will complex simultaneously to produce a convex
up solubilization curve.

According to Eq. (32), the factors that determine the
degree of solubilization of the solute are the complexa-
tion constant and the solubilities of the solute, the
ligand, and the complex. As a result, the most useful
ligands for solubilization in aqueous media are highly
water soluble, and produce soluble complexes.

Self-Association and Stacking Complexation

Nonpolar moieties tend to be squeezed out of water by
the strong hydrogen bonding interactions of the water.
This causes some molecules to minimize the contact
with water by aggregation of their hydrocarbon
moities. This aggregation is favored by large planar
nonpolar regions in the molecule. Just as micelles can
be pure or mixed, stacked complexes can be homoge-
nous or mixed. The former is known as self-association
and the latter as complexation. Some examples of sub-
stances that interact in an aqueous media by stacking
are shown in Fig. 16.

Higuchi and Kristiansen[131] found that complexes
formed between compounds containing aromatic acids
or amides and compounds with aromatic nitrogens,
such as those depicted in the second and third row of
Fig. 16, consistently had higher stability constants than
complexes made of a single compound. There have
been a number of attempts to quantitatively relate or
classify the chemical structures of the solute and ligand
with their ability to complex.[131–136]

C

C

Fig. 15 General solubilization profile for complexation.
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Inclusion Complexes

An inclusion complex is produced by the inclusion
of a nonpolar molecule or the nonpolar region of a
molecule (known as the guest) into the nonpolar
cavity of another molecule or group of molecules
(known as the host). When the guest molecule enters
the host molecule the contact between water and the non-
polar regions of both is reduced. Thus, inclusion phenom-
ena are the result of the same driving force that produces
micellization, self-association, and stacking; namely the
squeezing out from water of nonpolar moities.

The major structural requirement for inclusion com-
plexation is a snug fit of the guest into the host cavity.
The host cavity must be large enough to accommodate
the guest and small enough to eliminate water so that
the total contact between water and the nonpolar
regions of the host and the guest is reduced.

The most commonly used host molecules are the
cyclodextrins. These cyclic oligomers of glucose are
relatively soluble in water and have cavities large
enough to accept nonpolar portions of common drug
molecules. The naturally occurring cyclodextrins

Fig. 16 Some compounds that are known to form stacking complexes.

Fig. 17 Schematic representation of two views of the nat-
urally occurring a, b, g cyclodextrins.

Fig. 18 Representation of the incorporation of pentane,
benzene, and pyrene into a, b, and g cyclodextrins.
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contain 6, 7, and 8 glucopyranose units and are termed
a, b, and g, respectively. These are represented in
Fig. 17 where ‘‘G’’ represents a glucopyranose unit.
Modified cyclodextrins have one or more of the
hydroxy groups of one or more of the glucopyranose
units modified. Some of the more common modi-
fications are with alkyl or hydroxyalky groups, or with
anionic or cationic functionalities. Many of these
modified cyclodextrins are more soluble than their
naturally occurring precursors.[137–139]

The size of the cavity in the cyclodextrin is the major
factor in determining which guest solutes will be most
acceptable for complexation. In general, alkyl groups
will fit well into the cavity of the a-cyclodextrins. The
b-cyclodextrins are most well suited for accepting sin-
gle aromatic rings, and the g-cyclodextrins have large
enough cavities to accommodate larger hydrocarbons
such as pyrene. Fig. 18 illustrates these as well as other
representative inclusion complexes.

The degree to which a solute molecule will be solu-
bilized by a cyclodextrin molecule will depend on sev-
eral properties. First the solute molecule must have a

significant nonpolar portion in order to be squeezed
out of the water and into the cyclodextrin cavity. Since
the interior dimensions of a given cyclodextrin are
fixed, a significant part of the molecule (or whole
molecule) must then fit inside the cyclodextrin. Once
presented to the interior cavity, it will be the fit, as well
as the intermolecular interactions between the two
molecules that will determine the strength of the com-
plex. The stability constants for some compounds are
given in Table 12. Note that the compounds in the
upper third of the table contain aliphatic chains and
are preferentially solubilized by a-cyclodextrin, while

Table 12 Apparent stability constants for complexes of

a-, b-, and g-cyclodextrins

Solute a b c

1-Butanol 89 16

1-Octanol 6309 1479

Carmofur 1200 670 180

Prostaglandin E1 1430 1700 530

Nonyl-p-hydroxybenzoate 4558 4327

Decyl-p-hydroxybenzoate 4236 3306

Octyl-p-hydroxybenzoate 3747 3920

Ethyl-p-aminobenzoate 290 500

Methyl-p-hydroxybenzoate 218 870

Ethyl-p-hydroxybenzoate 178 1055

Phenobarbital 30 1400 110

Phenytoin 90 1120 120

Anthracene 75 2000 220

Phenanthrene 16 1500 770

Benzo(a)anthracene 88 3225 605

Pyrene 148 543 1125

Benzo(a)pyrene 173 2219 63245

Triamcinolone 121 2370 9920

Triamcinolone acetonide 256 3230 26100

Triamcinolone diacetate 300 3530 12100

Dexamethasone 169 4660 26600

Dexamethasone acetate 316 9560 37300

Digitoxigenin 1700 130000 640000

Digitoxin 350 37000 78000

(From Ref.[1].)
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Fig. 19 Solubility of spironolactone as a function of
cyclodextrin and concentration. �, a-cyclodextrin, &, b-

cyclodextrin, and, `, g-cyclodextrin. (From Ref.[14].)

Table 13 Solubility enhancement through the use of high
concentrations of HP-b-CD

Solute % HP-b-CD Solubility enhancement

Estriol 50 13666

Estradiol 40 7000

Progesterone 40 2266

Spironolactone 40 1400

Testosterone 40 1461

Digoxin 50 971

Dexamethasone 50 240

Chlorthalidone 50 87.5

Diphenylhydantoin 50 57

Furosamide 50 24

Nitroglycerin 40 8.3

Acetamidopen 50 6

Apomorphine 50 5.8

Theophylline 50 1.3

(From Ref.[147].)
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those in the middle contain aromatic rings and are best
solubilized by b-cyclodextrin. The bottom third of the
table contains fused ring compounds that are best solu-
bilized by the larger g-cyclodextrin.

Seo et al.[140] have shown the dependence of stability
constant and overall solubility upon cyclodextrin ring
size for spironolactone. From the data given in
Fig. 19, it can be seen that for the relatively large spir-
onolactone molecule (Fig. 9) the stability constant
increases with size of the host cavity that is reflected
through an increase in the linear slopes. The lowest
maximum solubility was obtained with the b-cyclodex-
trin, which has the lowest solubility of the three cyclo-
dextrins.[141]

As discussed earlier and shown in Fig. 19, a signifi-
cant limitation to the naturally occurring cyclodextrins
is their limited solubility. Based on this and other
physical property limitations, numerous derivatives
have been prepared from the base cyclodextrins.[142–146]

Among the most studied of these is that of the
hydroxypropyl-b-cyclodextrin, HP-b-CD and the
sulfobutylethers of b-cyclodextrin, SBE-b-CD. These
compounds are very soluble in water and can be used
in high concentrations. Pitha et al.[147] investigated
the use of high concentrations of HP-b-CD for a var-
iety of compounds and found a wide range of solubility
enhancement. The data from Pitha et al. is given in

Table 13. SBE-b-CDs, have also shown good com-
plexation characteristics. Table 14 shows the solubility
enhancement for some selected compounds in a solu-
tion of Sulfobutylether b-cyclodextrin IV. The selected
data given in Tables 13 and 14 provide a good illus-
tration of the practical range of solubilization that
can be achieved by complexation.

Combination of pH and Complexation

The effect of pH on solubilization by complexation
will depend entirely on the given solute and ligand.
Tinwalla et al.[149] found that the combined use of ioni-
zation and complexation can be a powerful method for
solubilization. They were able to significantly increase
the solubility for a thiazolobenzimidazole derivative,
TBI (shown in Fig. 20), through the use of both pH
and complexation via HP-b-CD.

Table 14 Solubility enhancement through the use of

0.1 M SBE-b-CD (IV)

Solute Solubility enhancement

Testosterone 2020

Prednisolone acetate 426

Dexamethasone 208

Dapsone 189

Prednisolone 106

Methylprednisolone 88

Hydrocortisone 87

Menadione 69

Benzyl guanine 68

Chloramphenicol 8

(From Ref.[148].)

Fig. 20 Solubility of TBI (structure top, pKa ¼ 3.55), as a
function of pH for 0 and 40% HP-b-CD solutions. (From
Ref.[149].)

Table 15 Examples of some parenteral products that contain complexation agents

Drug (Product) Route of administration Surfactant composition (% w/v)

Alprostadil (Edex) Intracavernosal (reconstituted) a-Cyclodextrin

Itraconazole (Sporanox) IV Infusion after dilution 40% Hydroxypropyl-b-cyclodextrin

Ziprasidone mesylate(Phase III) IM/SC Sulfobutylether-b-cyclodextrin

Prednisolone phosphate sodium (Hydeltrasol) IV Infusion after dilution 2.5% Niacinamide

(From Refs.[84–86].)
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Li et al.[150,151] derived a mathematical expression to
explain the combined effect of pH and complexation
on solubilization. If either the ligand or solute ionizes
with pH, the stability constant will typically decrease.
However, even with a decrease in the stability constant
the solubility can sometimes increase. Although the
stability complex for the protonated form of TBI was
nearly 13-fold less than that of the neutral complex, they
were still able to attain a 3-fold increase in solubility.

Solubilization through Complexation

With the general characterization for stacking com-
plexes being planar, the list of possible candidates is
extensive. Of course, not all possible ligands can be
considered acceptable. Some of the planar molecules
that form stacking complexes (such as those given in
Fig. 16) are pharacologically active. Others like the
parabens or benzyl alcohol can be used as antimicro-
bial agents. Furthermore, the addition of these organic
compounds can also facilitate solubilization through
cosolvency. Inclusion complexation has been proven
to be useful for compounds with isolated hydrocarbon
regions. Solutes with large or multiple hydrocarbon
regions are most efficiently solubilized by complexa-
tion, however a shape requirement must be met in
order for inclusion complexation to occur. An abbrevi-
ated list of excipients used in some parenteral products
is given in Table 15.

ARTICLE OF FURTHER INTEREST

Cosolvents and Cosolvency, p. 806.
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Solubilizing Excipients in Pharmaceutical
Formulations
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INTRODUCTION

Formulation design, in general, involves chemistry and
engineering, thus requiring an understanding of the
variety of excipient chemicals and manufacturing tech-
niques. Drug molecules are often poorly water-soluble
and are difficult to effectively administer in vivo owing
to solubility limitations. Fortunately, there is a wide
selection of solubilizing excipients that are generally
regarded as safe that can be judicially used to safely
and effectively administer drugs with a wide variety
of physiochemical properties and chemical structure.
Some old and well-established solubilizing excipients
such as pH modifiers, organic solvents, and surfactants
are widely used and can meet many formulation needs.
Some solubilizing excipients that have been known for
a while are finally receiving well-deserved attention
with commercial successes such as a-tocopherols and
oleic acid. Future prospects will include advances in
scientific understanding of the interactions between
drugs and excipients with endogenous in vivo fluids
and physiological processes, technological innovations
in new manufacturing techniques such as nanotechnol-
ogy, and improvements in existing methods such as
solid dispersions, as well as new excipients. This article
focuses on solubilizing excipients with selected exam-
ples of commercially available human pharmaceutical
products, and is organized by route of administra-
tion—oral, injectable, and transdermal.

BACKGROUND

Solubility of an orally administered drug is relative to
its dose and intestinal permeability. In cases where the
maximum absorbable dose of the drug is less than its
dose, the limitation is either solubility or permeability
of the drug. Permeability is difficult to alter without
affecting other physiological processes. However, if
solubility is the limiting factor, then formulation design
can often significantly improve performance by using
solubilizing excipients that (i) create thermodynami-
cally stable solutions, thereby eliminating the solid
dissolution process; (ii) create supersaturated solutions

upon dilution; or (iii) create solubilizing micelles dur-
ing in vivo digestion. Solubility of a drug administered
by injection is also relative to its dose as well as to the
volume of injection fluid. If the solubility of a drug
is low relative to the maximum amount that can be
dissolved in an aqueous solution, then solubilizing
excipients must be used.

There is a wide selection of solubilizing excipients
that can be generally categorized into various types
including water-soluble solvents, cyclodextrins, phos-
pholipids, surfactants, water-insoluble solvents,
triglyceride oils, and semisolids. In pharmaceutical for-
mulations, solubilizing excipients are essential excipi-
ents in many commercial products for human and/or
veterinary use in companion and livestock animals.
Information on solubilizing excipients in pharmaceuti-
cal formulations can be obtained in the official pre-
scribed information with each specific commercial
product, which can be found in the Physician’s Desk
Reference,[1] useful internet websites for products in
the U.S.A.,[2] U.K.,[3] Japan,[4] and other countries,[5]

published review entries,[6–10] books,[11,12] and various
company brochures.[13] Quantitative formulation is
provided for injectable formulations, but for most oral
products only the qualitative listing of excipients is
provided. Thus, after examining the publicly available
contents of a commercial oral formulation, one can
attempt to ascertain the purpose of each excipient,
but cannot be absolutely certain as to its functionality.

ORAL FORMULATIONS

Most oral formulations are solid tablets or capsules,
but there are many solution formulations for oral
administration that are filled into capsules, or are bulk
solutions such as oral solutions, syrups, and elixirs.
The reasons for pursuing a solubilized oral formu-
lation include enhancing the oral bioavailability of a
poorly water-soluble drug, a drug molecule that is an
oil, a low dose drug (i.e., <1 mg), a shorter onset of
action compared to a solid tablet, a pediatric formu-
lation, a measurable formulation for dose modification,
a formulation for patients who cannot swallow tablets

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041574
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or capsules, or a solution for sore throat/cold rem-
edy. Solubilizing techniques in solid state include
established, commercially successful approaches using
surfactants such as sodium lauryl sulfate, to approaches
that are promising such as solids, solutions, and disper-
sions that have received much research and develop-
ment attention since the 1960s, and are currently in
many clinical trials but there are still very few commer-
cial successes.[14,15]

Table 1 is a list of selected, commercially available
solubilized oral formulations arranged alphabetically
by drug name and also showing the drug’s chemical
structure, the dose, the marketed formulation, the list
of excipients, and the estimated maximum amount of
each excipient administered, if possible to determine.
Table 2 is a list of solubilizing excipients in commer-
cially available solubilized oral dosage forms, and
Table 3 is a list of the estimated maximum amount
of certain excipients administered orally. The range
of complexity of solubilized oral formulations filled
into a capsule varies from simple one-excipient formu-
lations such as long-chain triglycerides to complex
microemulsion preconcentrates that contain oily,
cosolvent, and surfactant excipients. Oral solutions
are inherently more complex than capsule-filled formu-
lations owing to the requirements of taste-masking and
preservation as oral solutions are multiuse products.
Oral solutions range in complexity from formulations
such as one solvent, preservative and flavor system to
more complex multiexcipient solutions containing
flavors, colors, buffers, preservatives, and solubilizing
agents.

Capsules

Capsules typically vary in volume from 0.5 to 1.5 ml,
but for practical purposes the volume that can be filled
into a capsule is limited to 0.7 ml. Thus, ideally, the
entire dose of active ingredient should be solubilized
in a total volume of less than 0.7 ml to allow for a dose
regimen of 1 capsule per dose.[12] Otherwise, a dose
regimen of multiple capsules per dose must be con-
sidered. The dose range of active ingredients in capsule
formulations is from 0.25 mg to 500 mg, and the upper
mass of an entire capsule content is about 800 mg.

Capsule shells will dissolve or swell when exposed to
excess water; thus solutions filled into capsules are
composed of a high percentage of organic excipient(s),
with minimum amount of water to maintain capsule
integrity. Soft gelatin capsules contain up to 50% water
and immediately after manufacturing over a period of
days, water can migrate from the capsule’s shell into
the liquid and also the reverse, until equilibrium is
reached. Water migration is critical to physical stability
not only because of capsule shell integrity, but also

because water-insoluble drugs can precipitate with
increasing water content. Soft gelatin capsules contain
a plasticizer and are thus more amenable to the more
hygroscopic solvents than are hard gelatin capsules,
which do not contain any plasticizer. Hard gelatin cap-
sule shells become brittle as water is leached into the
liquid; thus hygroscopic solvents that extract water
from the capsule shell such as polyethylene glycol
400 (PEG 400), propylene glycol (PG), and medium
chain monoglycerides are typically used in mixtures
and not at the 100% level. Ethanol is also a commonly
used solubilized agent, but in soft gelatin capsules its
use is limited to <15% owing to the potential to dis-
solve the capsule shell.

Water-soluble organic solvents

The water-soluble organic solvents in commercially
available solubilized oral formulations are PEG 400,
ethanol, PG, glycerin, and Transcutol HP. PEG 400
is in commonly used over-the-counter liquid gel-caps
such as Advil� Migrane Liquidgels in which 200 mg
of ibuprofen is solubilized. A mixture of PEG 400
and medium-chain triglycerides solubilizes 200 mg of
ibuprofen and 30 mg of pseudoephedrine in the over-
the-counter Advil� Cold & Sinus liquid gel-caps.
PEG 400 solubilizes many water-insoluble drugs in soft
gelatin capsules that are prescription products such
as Zarontin� (ethosuximide, 250 mg) and VePesid�

(etoposide, 50 mg). A mixture of peppermint oil and
PEG 400 solubilizes 30 mg of nimodipine in Nimotop
soft gelatin capsules. A mixture of PEG 400, propylene
glycol, and 8% ethanol solubilizes 50, 100, or 200 mg of
digoxin in Lanoxicap� soft gelatin capsules. The sol-
vent Transcutol is purified diethylene glycol monoethyl
ether, and is a powerful solubilizer that is used in
various European products.

Surfactants in oral formulations

Water-miscible surfactant molecules contain both a
hydrophobic and hydrophilic portion, and can solubi-
lize many poorly water-soluble drugs. Surfactants can
also self-assemble to form micelles once the surfactant
monomer concentration reaches the critical micelle
concentration. Thus, surfactants can solubilize drug
molecules by either a direct cosolvent effect or by
uptake into micelles. The non-ionic surfactants in
commercially available solubilized oral formulations
include polyoxyl 35 castor oil (Cremophor EL), poly-
oxyl 40 hydrogenated castor oil (Cremophor RH 40),
polysorbate 20 (Tween 20), polysorbate 80 (Tween
80), D-a-tocopherol polyethylene glycol 1,000 succi-
nate (TPGS), Solutol� HS-15, sorbitan monooleate
(Span 80), polyoxyl 40 stearate, and various polygly-
colyzed glycerides including Labrafil� M-1944CS,

(Text continues on page 3346.)

Solubilizing Excipients in Pharmaceutical Formulations 3335



S
olids–

S
olubili zing

T
a

b
le

1
L

is
t

o
f

se
le

ct
ed

co
m

m
er

ci
a

ll
y

a
v

a
il

a
b

le
so

lu
b

il
iz

ed
fo

rm
u

la
ti

o
n

s
fo

r
o

ra
l

a
d

m
in

is
tr

a
ti

o
n

M
o

le
cu

le
/t

ra
d
e

n
a

m
e/

co
m

p
a

n
y

/i
n
d

ic
a

ti
o

n
C

h
em

ic
a

l
st

ru
ct

u
re

D
o

se

C
o

m
m

er
ci

a
l

o
ra

l
fo

rm
u
la

ti
o
n

E
x

ci
p
ie

n
ts

E
st

im
a

te
d

m
a

x
im

u
m

a
m

o
u
n

t
o

f

ex
ci

p
ie

n
t

a
d

m
in

is
te

re
d

a

A
lf

a
ca

lc
id

o
l/

O
n

e-
A

lp
h

a

C
a

p
su

le
s/

L
eo

L
a
b

o
ra

ti
ri

es
/

C
a
lc

iu
m

re
g

u
la

to
r

H
O

O
H

C
H

2

HC
H

3
H

C
H

3
H

3C

C
H

3

0
.5

–
1
mg

(1
ca

p
su

le
)

q
.d

S
o

ft
g

el
a

ti
n

ca
p

su
le

,

0
.2

5
,

0
.5

,

1
.0
m g

S
es

a
m

e
o

il

D
L
- a

-t
o

co
p

h
er

o
l

A
m

p
re

n
a

v
ir

/
A

g
en

er
a

se
�

/

G
la

x
o

S
m

it
h

K
li

n
e/

H
IV

N
H

2

S

N
O

O
H

N

O

O

O

O
H

1
2

0
0

m
g

(8
ca

p
su

le
s)

b
.i

.d
.

S
o

ft
g

el
a

ti
n

ca
p

su
le

5
0

,
1

5
0

m
g

T
P

G
S

(2
8

0
m

g

in
th

e
1

5
0

m
g

ca
p

su
le

)

T
P

G
S

2
2

4
0

m
g

b
.i

.d
4

4
8

0
d

a
il

y

P
E

G
4

0
0

(2
4

7
,

7
4

0
m

g
)

P
ro

p
y

le
n

e

g
ly

co
l

(1
9

,

5
7

m
g

)

P
E

G
4

0
0

5
9

2
0

m
g

b
.i

.d
1

1
,8

4
0

m
g

d
a

il
y

P
ro

p
y

le
n

e

g
ly

co
l

4
5

6
m

g

b
.i

.d
9

1
2

m
g

d
a

il
y

P
ed

ia
tr

ic
:

1
7

m
g

/
k

g

(1
.1

m
l)

t.
i.

d

O
ra

l
so

lu
ti

o
n

1
5

m
g

/
m

l
T

P
G

S
(�

1
2

%
)

P
E

G
4

0
0

(�
1

7
%

)

P
ro

p
y

le
n

e

g
ly

co
l

(�
5

5
%

)

S
o

d
iu

m
ch

lo
ri

d
e

A
d

u
lt

T
P

G
S

1
1

,0
0

0
m

g
b

.i
.d

2
2

,0
0

0
d

a
il

y

A
d

u
lt

s:

1
4

0
0

m
g

(9
2

m
l)

b
.i

.d

S
o

d
iu

m
ci

tr
a

te

C
it

ri
c

a
ci

d

F
la

v
o

rs
/

sw
ee

te
n

er
s

P
E

G
4

0
0

1
5

,6
4

0
m

g
b

.i
.d

3
1

,2
8

0
m

g
d

a
il

y

P
ro

p
y

le
n

e

g
ly

co
l

5
0

,6
0

0
m

g
b

.i
.d

1
0

1
,0

0
0

m
g

d
a

il
y

3336 Solubilizing Excipients in Pharmaceutical Formulations



S
ol

id
s–

S
ol

ub
il

iz
in

g

B
ex

a
ro

te
n

e/
T

a
rg

re
ti

n
�

/

L
ig

a
n

d
/

a
n

ti
n

eo
p

la
st

ic
C

H
3

C
H

3

C
H

3

H
3C

H
3C

O

C
O

O
H

3
0

0
m

g
/

m
2
/

d
a

y

�
5

0
0

m
g

(6
ca

p
su

le
s)

S
o

ft
g

el
a
ti

n

ca
p

su
le

7
5

m
g

P
E

G
4

0
0

P
o

ly
so

rb
a

te
2

0

P
o

v
id

o
n

e

B
H

A

C
a

lc
it

ro
l/

R
o

ca
lt

ro
l�

/
R

o
ch

e/

C
a

lc
iu

m
re

g
u

la
to

r

H
O

O
H

C
H

2

H

H
H

O
C

H
3C
H

3

C
H

3

H
3C

0
.2

5
–

1
mg

/
d

a
y

(1
ca

p
su

le
)

S
o

ft
g

el
a
ti

n

ca
p

su
le

0
.2

5
,

0
.5
m g

F
ra

ct
io

n
a

te
d

tr
ig

ly
ce

ri
d

e
o

f

co
co

n
u

t
o

il

(m
ed

iu
m

-c
h

a
in

tr
ig

ly
ce

ri
d

e)
O

ra
l

so
lu

ti
o

n

1
m g

/
m

l

F
ra

ct
io

n
a

te
d

tr
ig

ly
ce

ri
d

e
o

f

p
a

lm
se

ed
o

il

(m
ed

iu
m

-c
h

a
in

tr
ig

ly
ce

ri
d

e)

M
ed

iu
m

-c
h

a
in

tr
ig

ly
ce

ri
d

e
1

m
l

C
lo

m
et

h
ia

zo
le

ed
is

il
a
te

/

H
em

in
ev

ri
n

C
a

p
su

le
s/

A
st

ra
Z

en
ec

a
/

se
d

a
ti

v
e

N

S

H
3C

C
l

1
–

4
ca

p
su

le
s

a
s

n
ee

d
ed

S
o

ft
g

el
a
ti

n

ca
p

su
le

,
1

9
2

m
g

M
ed

iu
m

-c
h

a
in

tr
ig

ly
ce

ri
d

es

fr
o

m
fr

a
ct

io
n

a
te

d

co
co

n
u

t
o

il

(
C

o
n

ti
n

u
ed

)

Solubilizing Excipients in Pharmaceutical Formulations 3337



S
olids–

S
olubili zing

T
a

b
le

1
L

is
t

o
f

se
le

ct
ed

co
m

m
er

ci
a

ll
y

a
v

a
il

a
b

le
so

lu
b

il
iz

ed
fo

rm
u

la
ti

o
n

s
fo

r
o

ra
l

a
d

m
in

is
tr

a
ti

o
n

(
C

o
n

ti
n

u
ed

)

M
o

le
cu

le
/t

ra
d

e
n

a
m

e/

co
m

p
a
n
y
/i

n
d
ic

a
ti

o
n

C
h
em

ic
a
l

st
ru

ct
u
re

D
o
se

C
o

m
m

er
ci

a
l

o
ra

l
fo

rm
u

la
ti

o
n

E
x

ci
p
ie

n
ts

E
st

im
a

te
d

m
a
x

im
u
m

a
m

o
u

n
t

o
f

ex
ci

p
ie

n
t

a
d

m
in

is
te

re
d

a

C
y

cl
o

sp
o

ri
n

A
/

N
eo

ra
l�

/

N
o

v
a

rt
is

/
im

m
u

n
o

su
p

p
re

ss
a

n
t

p
ro

p
h

y
la

x
is

fo
r

o
rg

a
n

tr
a

n
sp

la
n

t
re

je
ct

io
n

M
eV

al
M

eG
ly

N
C H

O

A
bu

H
O

H
C

H
3

C
H

3

H
3C

D
-A

la
A

la
M

eL
eu

M
eL

e u
M

eL
eu

M
eL

eu [C
62

H
11

7N
11

O
12

, M
W

=
12

02
.6

4]

V
al

1
–

9
m

g
/

k
g

/
d

a
y

7
0

–
7
0

0
m

g

(1
–

7
ca

p
su

le
s,

u
p

to
7

m
l)

S
o

ft
g

el
a
ti

n

ca
p

su
le

2
5

,

1
0

0
m

g

E
th

a
n

o
l

1
1

.9
%

C
o

rn
o

il
-m

o
n

o
-

d
i-

tr
ig

ly
ce

ri
d

es

P
o

ly
o

x
y
l

4
0

h
y

d
ro

g
en

a
te

d

ca
st

o
r

o
il

(C
re

m
o

p
h

o
r

R
H

4
0

)

P
ro

p
y

le
n

e
g

ly
co

l

D
L
- a

-t
o

co
p

h
er

o
l

O
ra

l
so

lu
ti

o
n

1
0

0
m

g
/

m
l

E
th

a
n

o
l

1
1

.9
%

C
o

rn
o

il
-m

o
n

o
-d

i-

tr
ig

ly
ce

ri
d

es

P
o

ly
o

x
y
l

4
0

h
y

d
ro

g
en

a
te

d

ca
st

o
r

o
il

(C
re

m
o

p
h

o
r

R
H

4
0

)

D
L
- a

-t
o

co
p

h
er

o
l

P
ro

p
y

le
n

e
g

ly
co

l

E
th

a
n

o
l

0
.8

3
m

l

O
ra

l

b
io

a
v

a
il

a
b

il
it

y

is
2

0
–

5
0
%

[1
]

C
y

cl
o

sp
o

ri
n

A
/

S
a

n
d

im
m

u
n

e�
/

N
o

v
a

rt
is

2
–

1
4

m
g

/
k

g
/

d
a

y

1
5

0
–
1

0
0

0
m

g
(2

–
1

0

ca
p

su
le

s,
u

p

to
1

0
m

l)

S
o

ft
g

el
a
ti

n

ca
p

su
le

2
5

,
5

0
,

1
0

0
m

g

E
th

a
n

o
l

1
2

.7
%

C
o

rn
o

il

G
ly

ce
ro

l

P
o

ly
o

x
y
et

h
y

la
te

d

li
n

o
le

ic
g
ly

ce
ri

d
es

(L
a

b
ra

fi
l

M
-2

1
2

5
C

S
)

O
ra

l
so

lu
ti

o
n

1
0

0
m

g
/

m
l

E
th

a
n

o
l

1
2

.5
%

O
li

v
e

o
il

P
o

ly
o

x
y
et

h
y

la
te

d

o
le

ic
g

ly
ce

ri
d

es

(L
a

b
ra

fi
l

M
-1

9
4

4
C

S
)

E
th

a
n

o
l

1
.2

m
l

O
ra

l

b
io

a
v

a
il

a
b

il
it

y

is
<

1
0

–
8

9
%

[1
]

3338 Solubilizing Excipients in Pharmaceutical Formulations



S
ol

id
s–

S
ol

ub
il

iz
in

g

C
y

cl
o

sp
o

ri
n

A
/

G
en

g
ra

fT
M

/
A

b
b

o
tt

1
–

9
m

g
/

k
g

/
d

a
y

7
0

–
7
0

0
m

g
(1

–
7

ca
p

su
le

s)

H
a

rd
g

el
a

ti
n

ca
p

su
le

2
5

,

1
0

0
m

g

E
th

a
n

o
l

1
2

.8
%

P
o

ly
et

h
y
le

n
e

g
ly

co
l

P
o

ly
o

x
y
l

3
5

ca
st

o
r

o
il

(C
re

m
o

p
h

o
r

E
L

)

P
o

ly
so

rb
a

te
8

0

P
ro

p
y

le
n

e
g

ly
co

l

S
o

rb
it

a
n

m
o

n
o

o
le

a
te

O
ra

ll
y

b
io

eq
u

iv
a

le
n

t

to
N

eo
ra

l�
[1

]

C
y
cl

o
sp

o
ri

n
A

/
C

y
cl

o
sp

o
ri

n

C
a

p
su

le
s/

S
id

m
a
k

1
–

9
m

g
/

k
g

/
d

a
y

7
0

–
7
0

0
m

g
(1

–
7

ca
p

su
le

s)

S
o

ft
g

el
a
ti

n

ca
p

su
le

1
0

0
m

g

C
a
p

ry
li

c/
ca

p
ri

c

tr
ig

ly
ce

ri
d

es

D
L
-a

-t
o

co
p

h
er

o
l

g
ly

ce
ry

l
ca

p
ry

la
te

P
E

G
-8

ca
p

ry
li

c/

ca
p

ri
c

g
ly

ce
ri

d
es

P
E

G
-3

5
ca

st
o

r
o

il

D
ig

o
x

in
/

L
a

n
o

x
in

�
/

G
la

x
o

S
m

it
h

K
li

n
e/

tr
ea

tm
en

t
o

f

m
il

d
to

m
o

d
er

a
te

h
ea

rt
fa

il
u

re
O

O

H
C

H
3

H
O H

C
H

3

H
OH

O
C

H
3

O

O
H

H

H
O

H

3

5
0

–
3
0

0
m

g

(1
–

2
ca

p
su

le
s)

S
o

ft
g

el
a
ti

n

ca
p

su
le

5
0

,
1

0
0

,
2

0
0
mg

P
E

G
4

0
0

E
th

a
n

o
l

8
%

P
ro

p
y

le
n

e
g

ly
co

l

W
a

te
r

1
0

–
3
5
mg

/
k

g
o

r

<
3

5
0
mg

(<
7

m
l)

E
li

x
ir

P
ed

ia
tr

ic

5
0
mg

/
m

l
E

th
a

n
o

l
1

0
%

M
et

h
y

l

p
a

ra
b

en
0

.1
%

C
it

ri
c

a
ci

d

F
la

v
o

r

P
ro

p
y

le
n

e
g

ly
co

l

S
o

d
iu

m
p

h
o

sp
h

a
te

S
u

cr
o

se

E
th

a
n

o
l

<
0

.7
m

l

(
C

o
n

ti
n

u
ed

)

Solubilizing Excipients in Pharmaceutical Formulations 3339



S
olids–

S
olubili zing

T
a

b
le

1
L

is
t

o
f

se
le

ct
ed

co
m

m
er

ci
a

ll
y

a
v

a
il

a
b

le
so

lu
b

il
iz

ed
fo

rm
u

la
ti

o
n

s
fo

r
o

ra
l

a
d

m
in

is
tr

a
ti

o
n

(
C

o
n

ti
n

u
ed

)

M
o

le
cu

le
/t

ra
d

e
n

a
m

e/

co
m

p
a
n
y
/i

n
d
ic

a
ti

o
n

C
h
em

ic
a
l

st
ru

ct
u
re

D
o
se

C
o

m
m

er
ci

a
l

o
ra

l
fo

rm
u

la
ti

o
n

E
x

ci
p
ie

n
ts

E
st

im
a

te
d

m
a
x

im
u
m

a
m

o
u

n
t

o
f

ex
ci

p
ie

n
t

a
d

m
in

is
te

re
d

a

D
o

x
er

ca
lc

if
er

o
l/

H
ec

to
ro

l�
/

b
o

n
e

ca
re

/
M

a
n

a
g

em
en

t
o

f
se

co
n

d
a

ry

h
y

p
er

p
a

ra
th

y
ro

id
is

m
a

ss
o

ci
a

te
d

w
it

h
ch

ro
n

ic
re

n
a

l
d

ia
ly

si
s

HC
H

3
H

C
H

3
H

3C

C
H

3

C
H

3

H
HH

O

H
O

H
C

H
2

H

<
2

0
0
mg

(u
p

to
8

ca
p

su
le

s)
t.

i.
d

.

S
o

ft
g

el
a
ti

n

ca
p

su
le

2
.5
mg

B
H

A

E
th

a
n

o
l

F
ra

ct
io

n
a

te
d

tr
ig

ly
ce

ri
d

e
o

f

co
co

n
u

t
o

il

(m
ed

iu
m

ch
a

in

tr
ig

ly
ce

ri
d

e)

D
ro

n
a

b
in

o
l/

M
a

ri
n

o
l�

/
R

o
x
a

n
e

a
n

d
U

n
im

ed
/

a
n

o
re

x
ia

o
r

n
a
u

se
a

O

C
H

3

H
3C H

3C

O
H

C
5H

17

pK
a 

=
 1

0.
6 

2
.5

–
1

0
m

g

1
ca

p
su

le

S
o

ft
g

el
a
ti

n

ca
p

su
le

2
.5

,
5

,

1
0

m
g

S
es

a
m

e
o

il

D
u

ta
st

er
id

e/
A

v
o

d
a
rt

T
M

/

G
la

x
o

S
m

it
h

K
li

n
e/

tr
ea

tm
en

t

o
f

b
en

ig
n

p
ro

st
ra

te
h

y
p

er
p

la
si

a

N H
O

C
H

3
H

H

H
HC

H
3

H N
O

C
F 3

C
F 3

0
.5

m
g

1
ca

p
su

le
S

o
ft

g
el

a
ti

n

ca
p

su
le

0
.5

m
g

M
ix

tu
re

o
f

m
o

n
o

-
a

n
d

d
ig

ly
ce

ri
d

es

o
f

ca
p

ry
li

c/

ca
p

ri
c

a
ci

d

B
H

T

O
ra

l

b
io

a
v

a
il

a
b

il
it

y

is
4

0
–

9
4
%

[2
]

E
fa

v
ir

en
z/

S
u

st
iv

a
O

ra
l

S
o

lu
ti

o
n

/
B

ri
st

o
l-

M
ey

er
s

S
q

u
ib

b
/

H
IV

N H

O

O

F
3C

C
l

A
d

u
lt

s

6
0

0
m

g

(u
p

to
2

0
m

l)
q

.d
;

P
ed

ia
tr

ic
s

2
7

0
–
6

0
0

m
g

(9
–

2
0

m
l)

O
ra

l
so

lu
ti

o
n

3
0

m
g

/
m

l

M
ed

iu
m

-c
h

a
in

tr
ig

ly
ce

ri
d

es

B
en

zo
ic

a
ci

d
,

st
ra

w
b

er
ry

m
in

t
fl

a
v
o

r

M
ed

iu
m

-c
h

a
in

tr
ig

ly
ce

ri
d

es
:

2
0

m
l

3340 Solubilizing Excipients in Pharmaceutical Formulations



S
ol

id
s–

S
ol

ub
il

iz
in

g

E
to

p
o

si
d

e/
(G

en
er

ic
)/

M
y

la
n

/
a

n
ti

n
eo

p
la

st
ic

O
O O

O

O O
H

O
C

H
2

H
2C

O

O

O
OH

H
2C

H
O

O
H

S
o

ft
g

el
a
ti

n

ca
p

su
le

5
0

m
g

C
it

ri
c

a
ci

d

G
ly

ce
ri

n

W
a

te
r

P
E

G
4

0
0

O
ra

l

b
io

a
v

a
il

a
b

il
it

y

is
2

5
–

7
5
%

[2
]

E
th

y
l

Ic
o

sa
p

en
ta

te
/

E
p

a
d

el
�

C
a

p
su

le
s

3
0

0
/

M
o

ch
id

a

P
h

a
rm

a
ce

u
ti

ca
ls

/
h

y
p

er
li

p
id

em
ia

O

O

6
0

0
m

g

(2
ca

p
su

le
s)

t.
i.

d
.

S
o

ft
g

el
a
ti

n

ca
p

su
le

s,

3
0

0
m

g

a -
T

o
co

p
h

er
o

l

F
en

o
fi

b
ra

te
/

F
en

o
g
a
l/

G
en

u
s/

a
n

ti
h

y
p

er
li

p
o

p
ro

te
in

em
ic

O
O

C
H

3

O

O

C
l

H
3C

C
H

3

C
H

3
2

0
0

m
g

(1
ca

p
su

le
)

q
.d

.

H
a

rd
g

el
a
ti

n

ca
p

su
le

2
0

0
m

g

L
a
u

ry
l

m
a

cr
o

g
o

lg
ly

ce
ri

d
es

M
a

cr
o

g
el

2
0

,0
0

0

H
P

C

(
C

o
n

ti
n

u
ed

)

Solubilizing Excipients in Pharmaceutical Formulations 3341



S
olids–

S
olubili zing

T
a

b
le

1
L

is
t

o
f

se
le

ct
ed

co
m

m
er

ci
a

ll
y

a
v

a
il

a
b

le
so

lu
b

il
iz

ed
fo

rm
u

la
ti

o
n

s
fo

r
o

ra
l

a
d

m
in

is
tr

a
ti

o
n

(
C

o
n

ti
n

u
ed

)

M
o

le
cu

le
/t

ra
d

e
n

a
m

e/

co
m

p
a
n
y
/i

n
d
ic

a
ti

o
n

C
h
em

ic
a
l

st
ru

ct
u
re

D
o
se

C
o

m
m

er
ci

a
l

o
ra

l
fo

rm
u

la
ti

o
n

E
x

ci
p
ie

n
ts

E
st

im
a

te
d

m
a
x

im
u
m

a
m

o
u

n
t

o
f

ex
ci

p
ie

n
t

a
d

m
in

is
te

re
d

a

Ib
u

p
ro

fe
n

/
S

o
lu

fe
n

2
0

0
m

g
/

Ir
ex

sy
n

th
el

a
b

o
/

a
n

a
lg

es
ic

H
3C

C
H

3
C

O
O

H

C
H

3
2

0
0

m
g

u
p

to
8

ca
p

su
le

s
p

er
d

a
y

S
o

ft
g

el
a
ti

n

ca
p

su
le

,
2

0
0

m
g

G
el

u
ci

re

4
4

/
1

4
(2

4
4

m
g

)

G
el

u
ci

re
4

4
/

1
4

1
9

5
0

m
g

/
d

a
y

In
d

o
m

et
a

ci
n

fa
rn

es
il

/
In

fr
ee

�

C
a

p
su

le
s/

E
is

a
i

C
o

./

a
n

ti
-i

n
fl

a
m

m
a
to

ry
a

n
d

a
n

a
lg

es
ic

N

H
3C

O

O

C
l

O

O
C

H
3

C
H

3

C
H

3
2

0
0

m
g

(1
–

2
ca

p
su

le
s)

b
.i

.d
.

S
o

ft
g

el
a
ti

n

ca
p

su
le

,
2

0
0

m
g

C
re

m
o

p
h

o
r

R
H

6
0

H
y

d
ro

g
en

a
te

d
o

il

G
ly

ce
ry

l

m
o

n
o

o
le

a
te

Is
o

tr
et

in
o

in
/

A
cc

u
ta

n
e�

/

R
o

ch
e/

a
n

ti
a
ch

n
e

C
O

O
H

C
H

3
C

H
3

C
H

3
H

3C

C
H

3

0
.5

–
2

m
g

/
k

g
/

d
a

y

(1
–

4
ca

p
su

le
s)

S
o

ft
g

el
a
ti

n

ca
p

su
le

1
0

,

2
0

,
4

0
m

g

B
H

A

E
D

T
A

H
y

d
ro

g
en

a
te

d

so
y

b
ea

n
o

il

fl
a

k
es

H
y

d
ro

g
en

a
te

d

v
eg

et
a

b
le

o
il

s

S
o

y
b

ea
n

o
il

It
ra

co
n

a
zo

le
/

S
p

o
ra

n
o

x
�

/
O

rt
h

o

B
io

te
ch

a
n

d
Ja

n
ss

en
/

a
n

ti
fu

n
g

a
l

N
N

N
O

N N

O
C

H
3

H
3C

OO

N

N

C
l

C
l

H

H

pK
a=

3.
7 

p
K

a
¼

3
.7

2
0

0
m

g

(2
0

m
l)

q
.d

.

O
ra

l
S

o
lu

ti
o

n

1
0

m
g

/
m

l
p

H
2

W
a

te
r

H
P

-b
-C

D
4

0
%

P
ro

p
y

le
n

e

g
ly

co
l

2
.5

%

S
o

d
iu

m

sa
cc

h
a

ri
n

S
o

rb
it

o
l

F
la

v
o

rs

H
P

-b
-C

D

8
.0

g

P
G

0
.5

m
l

3342 Solubilizing Excipients in Pharmaceutical Formulations



S
ol

id
s–

S
ol

ub
il

iz
in

g

L
o

p
in

a
v

ir
a

n
d

R
it

o
n

a
v

ir
/

K
a

le
tr

a
�

/
A

b
b

o
tt

/
H

IV

N
H

N

H N
N H

O

O
H

O

OC
H

3
H

3C

O
C

H
3

H
3C

L
op

in
av

ir

4
0

0
m

g
/

1
0

0
m

g

(3
ca

p
su

le
s)

b
.i

.d

S
o

ft
g

el
a
ti

n

ca
p

su
le

1
3

3
.3

m
g

lo
p

in
a

v
ir

a
n

d

3
3

.3
m

g
ri

to
n

a
v

ir

O
le

ic
a

ci
d

P
o

ly
o

x
y
l

3
5

ca
st

o
r

o
il

(C
re

m
o

p
h

o
r

E
L

)

P
ro

p
y

le
n

e
g

ly
co

l

R
it

on
av

ir

N H
N

H N
N H

O

O
H

O

OC
H

3
H

3C
O

S
N

S

N

C
H

3

C
H

3
H

3C

U
p

to
5

m
l

O
ra

l
so

lu
ti

o
n

8
0

m
g

/
m

l

lo
p

in
a

v
ir

a
n

d
2

0
m

g
/

m
l

ri
to

n
a
v
ir

E
th

a
n

o
l

(4
2

.2
%

v
/

v
)

G
ly

ce
ri

n

P
o

ly
o

x
y
l

4
0

h
y

d
ro

g
en

a
te

d

ca
st

o
r

o
il

(C
re

m
o

p
h

o
r

R
H

4
0

)

P
ro

p
y

le
n

e
g

ly
co

l

S
o

d
iu

m
ch

lo
ri

d
e

S
o

d
iu

m
ci

tr
a

te
/

ci
tr

ic
a

ci
d

W
a

te
r

fl
a

v
o

rs
/

sw
ee

te
n

er
s

E
th

a
n

o
l

2
.1

m
l

b
.i

.d
.

M
en

a
te

tr
en

o
n

e/
G

la
k

a
y
�

C
a

p
su

le
s

1
5

m
g
/

E
is

a
i

C
o

./
o

st
eo

p
o

ro
si

s
O O

C
H

3

C
H

3

C
H

3
C

H
3

C
H

3
C

H
3

4
5

m
g

(3
ca

p
su

le
s)

t.
i.

d
.

S
o

ft
g

el
a
ti

n

ca
p

su
le

,

1
5

m
g

P
ro

p
y

le
n

e

g
ly

co
l

es
te

rs

o
f

fa
tt

y
a

ci
d

,

G
ly

ce
ry

l

m
o

n
o

o
le

a
te

N
im

o
d

ip
in

e/
N

im
o

to
p
�

/

B
a
y

er
/

v
a

so
d

il
a
to

r

H

N
O

2

NH

C
H

3
H

3C

O

O

O

O
O

C
H

3

6
0

m
g

(2
ca

p
su

le
s)

ev
er

y
4

h
r

S
o

ft
g

el
a
ti

n

ca
p

su
le

3
0

m
g

P
ep

p
er

m
in

t
o

il

P
E

G
4

0
0

W
a

te
r

(
C

o
n

ti
n

u
ed

)

Solubilizing Excipients in Pharmaceutical Formulations 3343



S
olids–

S
olubili zing

T
a

b
le

1
L

is
t

o
f

se
le

ct
ed

co
m

m
er

ci
a

ll
y

a
v

a
il

a
b

le
so

lu
b

il
iz

ed
fo

rm
u

la
ti

o
n

s
fo

r
o

ra
l

a
d

m
in

is
tr

a
ti

o
n

(
C

o
n

ti
n

u
ed

)

M
o

le
cu

le
/t

ra
d

e
n

a
m

e/

co
m

p
a
n
y
/i

n
d
ic

a
ti

o
n

C
h
em

ic
a
l

st
ru

ct
u
re

D
o
se

C
o

m
m

er
ci

a
l

o
ra

l
fo

rm
u

la
ti

o
n

E
x

ci
p
ie

n
ts

E
st

im
a

te
d

m
a
x

im
u
m

a
m

o
u

n
t

o
f

ex
ci

p
ie

n
t

a
d

m
in

is
te

re
d

a

P
h

en
o

b
a
rb

it
a
l

E
li

x
ir

/
(G

en
er

ic
)/

P
h

a
rm

a
ce

u
ti

ca
l

A
ss

o
ci

a
te

s/

a
n

ti
co

n
v

u
ls

a
n

t
a

n
d

se
d

a
ti

v
e

N
H

H N
O

O

H
3C

O

E
li

x
ir

4
m

g
/

m
l

E
th

a
n

o
l

2
3
%

G
lu

co
se

S
o

d
iu

m

sa
cc

h
a

ri
n

W
a

te
r

P
ro

g
es

te
ro

n
e/

P
ro

m
et

ri
u

m
�

/

S
o

lv
a

y
/

h
o

rm
o

n
e

O

C
H

3
H

H
H

H
C

H
3

O

C
H

3

2
0

0
m

g

(1
ca

p
su

le
)

q
.d

.

S
o

ft
g

el
a
ti

n

ca
p

su
le

1
0

0
m

g

m
ic

ro
n

iz
ed

P
ea

n
u

t
o

il

R
it

o
n

a
v

ir
/

N
o

rv
ir
�

/

A
b

b
o

tt
/

H
IV

N H
N

H N
N H

O

O
H

O

OC
H

3
H

3C
O

C
H

3
S

N
S

N

C
H

3

H
3C

6
0

0
m

g

(6
ca

p
su

le
s)

b
.i

.d

S
o

ft
g

el
a
ti

n

ca
p

su
le

1
0

0
m

g

B
H

T

E
th

a
n

o
l

O
le

ic
a

ci
d

P
o

ly
o

x
y
l

3
5

ca
st

o
r

o
il

(C
re

m
o

p
h

o
r

E
L

)

U
p

to
6

0
0

m
g

(7
.5

m
l)

O
ra

l
so

lu
ti

o
n

8
0

m
g

/
m

l

E
th

a
n

o
l

W
a

te
r

P
o

ly
o

x
y
l

3
5

ca
st

o
r

o
il

(C
re

m
o

p
h

o
r

E
L

)

P
ro

p
y

le
n

e
g

ly
co

l

C
it

ri
c

a
ci

d

F
la

v
o

rs
/

sw
ee

te
n

er
/

d
y

e

S
a

q
u

in
a

v
ir

/
F

o
rt

o
v
a

se
T

M
/

R
o

ch
e/

H
IV

p
ro

te
a
se

in
h

ib
it

o
r

N

H N
N H

N

O
N

H
2

OO

O
H

H

HO
H N

C
H

3

C
H

3
H

3C

1
2

0
0

m
g

(6
ca

p
su

le
s)

t.
i.

d
,

S
o

ft
g

el
a
ti

n

ca
p

su
le

2
0

0
m

g

M
ed

iu
m

ch
a

in
m

o
n

o
-

a
n

d
d

ig
ly

ce
ri

d
es

P
o

v
id

o
n

e

D
L
-a

-t
o

co
p

h
er

o
l

3344 Solubilizing Excipients in Pharmaceutical Formulations



S
ol

id
s–

S
ol

ub
il

iz
in

g

T
es

to
st

er
o

n
e

U
n

d
ec

a
n

o
a
te

/

R
es

ta
n

d
o

l
4

0
m

g
/

O
rg

a
n

o
n

L
a
b

o
ra

to
ri

es
/

h
o

rm
o

n
e

re
p

la
ce

m
en

t
th

er
a
p

y

O

C
H

3
H

O

H
HC

H
3

O
4

0
–

1
6

0
m

g

(1
–

4
ca

p
su

le
s)

q
.d

.

S
o

ft
g

el
a
ti

n

ca
p

su
le

s,
4

0
m

g

H
S

E

(e
q

u
iv

a
le

n
ts

o
f

te
st

o
st

er
o

n
e,

6
1

m
g

o
f

te
st

o
st

er
o

n
e

u
n

d
ec

a
n

o
a

te

O
le

ic
a

ci
d

T
o

co
p

h
er

o
l

n
ic

o
ti

n
a

te
/

Ju
v

el
a
�

N
S

o
ft

ca
p

su
le

s/
E

is
a

i
C

o
./

h
y
p

er
te

n
si

o
n

,
h

y
p

er
li

p
id

em
ia

O

C
H

3

H
3C O

C
H

3
N

O

C
H

3
C

H
3

C
H

3
C

H
3

C
H

3

2
0

0
m

g

(1
ca

p
su

le
)

t.
i.

d
.

S
o

ft
g

el
a
ti

n

ca
p

su
le

,

2
0

0
m

g

M
ed

iu
m

-c
h

a
in

tr
ig

ly
ce

ri
d

es

G
ly

co
l

es
te

rs

o
f

fa
tt

y
a

ci
d

A
sp

a
rt

ic
a

ci
d

T
re

ti
n

o
in

/
V

es
a
n

o
id

�
/

R
o

ch
e/

a
n

ti
n

eo
p

la
st

ic
C

O
O

H
C

H
3

H
3C

C
H

3

C
H

3
C

H
3

4
5

m
g

/
m

2
/

d
a

y

(5
–

1
0

ca
p

su
le

s)

S
o

ft
g

el
a
ti

n

ca
p

su
le

1
0

m
g

B
H

A

E
D

T
A

H
y

d
ro

g
en

a
te

d

so
y

b
ea

n
o

il

fl
a

k
es

H
y

d
ro

g
en

a
te

d

v
eg

et
a

b
le

o
il

s

S
o

y
b

ea
n

o
il

V
a

lp
ro

ic
a

ci
d

/
D

ep
a

k
en

e�
/

A
b

b
o

tt
/

a
n

ti
ep

il
ep

ti
c

C
H

C

O O
H

C
H

2

C H
2

C H
2

H
3C

C H
2

H
3C

2
5

0
–
1

0
0

0
m

g

(1
–

5
ca

p
su

le
s)

C
a

p
su

le
2

5
0

m
g

C
o

rn
o

il

a
T

h
e

es
ti

m
a
te

d
m

a
x
im

u
m

a
m

o
u

n
t

o
f

ea
ch

ex
ci

p
ie

n
t

is
ca

lc
u

la
te

d
b

y
k

n
o

w
in

g
th

e
ex

a
ct

a
m

o
u

n
t

o
r

p
er

ce
n

ta
g
e

o
f

th
e

ex
ci

p
ie

n
t

a
n

d
th

e
d

o
se

.

Solubilizing Excipients in Pharmaceutical Formulations 3345



S
olids–

S
olubili zing

Labrafil� M-2125CS, Labrasol, Gellucire 44/14,
Gellucire 50/13 and Softigen 767.

Cremophors are pegylated castor oil or hydroge-
nated castor oil, and are complex mixtures of relatively
hydrophobic and hydrophilic molecules, and are
synthesized by causing reaction of either castor oil or
hydrogenated castor oil with varying amounts of ethyl-
ene oxide. Cremophors are quite effective at solubiliz-
ing very hydrophobic drugs and are normally not used
alone.

Polysorbates are surfactants that are pegylated
derivatives of sorbitan monoesters (i.e., monolaurate,
monopalmitate, monostearate, monooleate, or mono-
isostearate) or sorbitan triesters (i.e., tristearate or
trioleate) and are available in many grades. Poly-
sorbate 80, also known as Tween 80, is a mixture of
polyoxyethylene 20 sorbitan monooleates and is a yel-
low viscous liquid at room temperature. Sorbitan
monooleate, also known as Span 80, is a yellow viscous

liquid at room temperature and is the ester of oleic acid
and the cyclic hexitol of sorbitol.

Sorbitan monooleate, polysorbate 80, and unsatu-
rated polyglycolyzed glycerides (Labrafils) are compo-
nents in the cyclosporin formulations Gengraf and
Sandimmune. Bexarotene is a benzoic acid derivative,
which is a selective activator of the retinoid X receptor
indicated for the treatment of T-cell lymphoma, and is
solubilized in a mixture of Polysorbate 20 and PEG
400 (in combination with povidone and BHA as an
antioxidant) in 75 mg Targretin soft gelatin capsules.

The micelle-forming molecule TPGS is an effective
vehicle for lipid-based drug delivery, and is also a
water-soluble source of the water-insoluble oil Vitamin
E.[16] The HIV protease inhibitor, amprenavir,
is poorly water-soluble and is solubilized in a combi-
nation of approximately 23% TPGS, approximately
60% PEG 400 and approximately 5% propylene
glycol in 50 or 150 mg Agenerase soft gelatin capsules.

Table 2 Solubilizing excipients used in commercially available solubilized oral formulations

Water-soluble Water-insoluble Surfactants

Ethanol Corn oil mono-di-tridiglycerides Polyoxyl 35 castor oil (Cremophor EL)

Glycerin Glyceryl monolinoleate (MaisineTM 35-1) Polyoxyl 40 hydrogenated castor oil
(Cremophor RH40)PEG 300 Glyceryl monooleate (PeceolTM)

Polyoxyl 60 hydrogenated castor oil
(Cremophor RH60)

PEG 400 Glycerol esters of fatty acids

(Gelucire� 39/01)

Polysorbate 20 (Tween 20)

Poloxamer 407

Medium-chain monoglycerides

(Capmul MCM) Polysorbate 80 (Tween 80)

Propylene glycol

Medium-chain diglycerides
D-a-Tocopheryl polyethylene glycol 1,000 succinate (TPGS)

Hydroxypropyl-
b-cyclodextrin

Medium-chain triglycerides
Sorbitan monooleate (Span 20)

Transcutol� HP

PEG 300 caprylic/capric
propylene glycol diesters (Captex 200) PEG 300 caprylic/capric glycerides

(Softigen� 767)Polyglyceryl oleate (Plurol� Oleique)
PEG 400 caprylic/capric glycerides (Labrasol�)Propylene glycol esters of fatty acids

(LauroglycolTM FCC,
LaurogycolTM 90)

PEG 300 oleic glycerides (Labrafil� M-1944CS)

Propylene glycol dicaprylocaprate

(LabrafacTM PG)

PEG 300 linoleic glycerides (Labrafil� M-2125CS)

Oleic acid

PEG 1,500 lauric glycerides (Gelucire� 44/14)

Soy fatty acids

PEG 1,500 stearic glycerides (Gelucire� 50/13)

D-a-Tocopherol (Vitamin E)

Polyoxyl 8 stearate (PEG 400 monostearate)

Long-chain triglycerides

Polyoxyl 40 stearate (PEG 1750 monostearate)

Castor Oil

Corn oil
Cottonseed oil
Hydrogenated soybean oil

Hydrogenated vegetable oils
Olive oil
Peanut oil

Peppermint oil
Safflower oil
Sesame oil
Soybean oil
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TPGS forms micelles at concentrations 0.2 mg/ml or
above in water and improves the aqueous solubility
of amprenavir from 36mg/ml to 720 mg/ml. TPGS
is a potent inhibitor of an active efflux even at concen-
trations 10-fold below the critical micelle concen-
tration, suggesting that monomeric TPGS is capable
of inhibiting the efflux mechanism. Therefore, TPGS
not only improves in vivo performance by solubility-
enhancing micelle formation, but also by increasing
the overall intestinal permeability via inhibiting an
efflux mechanism.

There are many different polyglycolyzed glycerides
and they are generally used to formulate water-insoluble
drugs in lipid-based formulations such as self-emulsifying
drug delivery systems (SEDDS) to improve oral bio-
availability. Polyglycolyzed glycerides are synthesized
by the partial pegylation of vegetable oils, and consist
of mono-, di-, and triglycerides and mono- and di-fatty
acid esters of PEG (see section ‘‘Microemulsion Oral
Formulations’’).

Water-insoluble organic solvents

The water-insoluble solvents used in commercially
available solubilized oral formulations include oleic
acid, DL-a-tocopherol (Vitamin E), the long-chain tri-
glycerides peanut oil, corn oil, soybean oil, sesame oil,
olive oil, peppermint oil, and castor oil, the medium-
chain triglycerides derived from coconut oil and palm
seed oil, and the short-chain triglyceride triacetin.

Long-chain triglycerides are commonly used to
solubilize lipid-soluble drugs. Progesterone is a

water-insoluble steroid and is solubilized in peanut
oil in 100 mg Prometrium soft gelatin capsules. Drona-
binol, also known as D-9-tetrahydrocannabinol, is a
natural component of cannabis used in the treatment
of nausea or vomiting, and is a yellowish oil at room
temperature that is solubilized by sesame oil in
2.5 mg, 5 mg and 10 mg Marinol soft gelatin capsules.
Valproic acid, an anticonvulsant with an intrinsic
water solubility of 1.3 mg/ml, is solubilized in corn
oil in 250 mg Depakene soft gelatin capsules.

Medium-chain triglycerides are also commonly used
to solubilize water-insoluble drugs. Calcitrol is a low
dose drug used in the treatment of hypocalcemia, is
non-ionizable and water-insoluble, but is solubilized
in a fractionated triglyceride of coconut oil in 0.25
and 0.5 mg Rocaltrol soft gelatin capsules. Doxercal-
ciferol is similar to calcitrol and is solubilized in a
fractionated medium-chain triglyceride of coconut
oil and ethanol in 2.5 mg Hectorol soft gelatin cap-
sules. Clomethizole edisilate is the ethanedisulfonate
salt of clomethiazole, which is an oily viscous liquid
as the free base, but the edisilate salt is a solid with a
melting point of 124�C[6] and is the commercial form
in Heminevrin Capsules with 192 mg (60 mg equi-
valent of clomethiazole) dissolved in medium-chain
triglycerides and filled into soft gelatin capsules.
Tocopherol nicotinate is the nicotinic acid ester of
a-tocopherol and is indicated in the treatment of
hypertension, hyperlipidemia, and peripheral circu-
latory disturbances. Tocopherol nicotinate exists as
an orange-yellow liquid or solid that is practically
insoluble in water, and is formulated as a viscous

Table 3 Estimated maximum amount of selected excipients administered from oral formulations

Excipient

Estimated maximum amount

administered orally Product, drug

a-Tocopherol 6 capsules, t.i.d. FortovaseTM (Saquinavir)

Ethanol 2.1 ml, b.i.d. Kaletra� Oral Solution
(Lopinavir and Ritonavir)

Gelucire 44/14 1950 mg/day

(8 capsules, 44 mg Gelucire

44/14 per capsule)

Solufen-200 mg
(Ibuprofen)

Hydroxypropyl-b-cyclodextrin 8000 mg, q.d. Sporanax� Oral Solution
(Itraconazole)

Medium-chain triglyceride 20 ml, q.d Efavirenz Oral Solution

Oleic acid 6 capsules, b.i.d. Norvir� (Ritonavir)

PEG 400 15,640 mg, b.i.d. Agenerase� Oral Solution
(Amprenavir)

Propylene glycol 50,600 mg, b.i.d. Agenerase� Oral Solution

(Amprenavir)

TPGS 11,000 mg, b.i.d. Agenerase� Oral Solution
(Amprenavir)
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suspension or semisolid in a mixture of medium-
chain triglycerides and glycol esters of fatty acids
in combination with aspartic acid in 200 mg Juvela
N soft gelatin capsules.

Triacetin is the triacetate ester of glycerol and is
used in many over-the-counter products. For example,
triacetin solubilizes 500 mg of acetaminophen, 60 mg of
caffeine, and 15 mg of pyrilamine maleate in Midol�

Maximum Strength gelcaps.
Vitamin E is the common name for D-a-tocopherol

and is an oily liquid at room temperature and is also an
antioxidant.[17] Alfacalcidol, a dehydroxy derivative of
calcitriol, is formulated as a solution in a mixture of
sesame oil and a-tocopherol in 0.25 mg, 0.5 mg, and
1.0 mg One-Alpha�soft gelatin capsules. Ethyl icosapen-
tate is used in the treatment of hyperlipidemia and
arteriosclerosis obliterans, and exists as a liquid at ambi-
ent room temperature that is formulated as a solution
in a-tocopherol in 300 mg Epadel soft gelatin capsules.

Oleic acid is the common name for (Z)-9-octadece-
noic acid and is a nearly colorless liquid at room tem-
perature with a melting point of 5–7�C. Oleic acid is
practically insoluble in water but has been used as a
solvent for oral delivery of hydrophobic drugs in soft
gelatin capsules. Oleic acid is used to solubilize ritona-
vir in Norvir and Kaletra soft gelatin capsules (see
section ‘‘Microemulsion Oral Formulations’’). Testos-
terone undecanoate is an ester prodrug of testosterone
intended for oral administration in hormone replace-
ment therapy, and is solubilized in oleic acid in 40 mg
Restandol 40 mg soft gelatin capsules.

Propylene glycol esters of fatty acids such as propy-
lene glycol laurate and propylene glycol monolaurate
can be used alone or as a cosurfactant. Menatetrenone
(also known as vitamin K2) is used in the treatment of
osteoporosis and is practically water insoluble and
formulated as a solution in propylene glycol esters of
fatty acids and glyceryl monooleate as 15 mg Glakay
soft gelatin capsules.

Mono- and diglycerides of caprylic/capric acid are
used to solubilize 0.5 mg of dutasteride in AvodartTM

soft gelatin capsules for the treatment of benign
hyperplasia.

Water-insoluble solids

The water-insoluble solids used as solubilizing excipi-
ents in commercially available solubilized oral formu-
lations include hydrogenated vegetable oils and
hydrogenated soybean oil, and are usually used in a
mixture of solvents to solubilize lipophilic drugs. Indo-
metacin farnesil is an ester prodrug of the active moi-
ety, indometacin, which finds therapeutic application
as an anti-inflammatory and analgesic. Indometacin
farnesil exists as an oily liquid that is practically inso-
luble in water, and is formulated as a viscous solution

in a mixture of cremophor RH 60, hydrogenated oil,
and glyceryl monooleate in combination with aspartic
acid in 200 mg Infree soft gelatin capsules. Tretinoin, a
water-insoluble antineoplastic agent, is solubilized in a
combination of soybean oil, hydrogenated vegetable
oil, and hydrogenated soybean oil in 10 mg Vesanoid
soft gelatin capsules. Isotretinoin, an antiacne drug,
is an isomer of tretinoin and is solubilized in the same
solvent mixture in 10, 20, and 40 mg Accutane soft
gelatin capsules.

Microemulsion oral formulations

Microemulsions are thermodynamically stable, isotro-
pically clear dispersions composed of a polar solvent,
oil, a surfactant, and a cosurfactant. Microemulsions
have much potential for drug delivery as very hydro-
phobic molecules can be solubilized and formulated
for oral administration.[18] All of the commercial pro-
ducts are actually non-aqueous microemulsions, also
known as microemulsion preconcentrates or SEDDS,
as the polar solvent is not water. Upon contact with
aqueous media such as gastrointestinal fluids, a
SEDDS formulation spontaneously forms a fine dis-
persion or aqueous microemulsion.

Labrasol� and Gelucire 44/14 are all-in-one self-
emulsifying surfactants and are in many oral products
throughout the world. Fenofibrate is a water-insoluble
prodrug of fenofibric acid, which is a lipid regulating
agent, and is solubilized in a mixture of lauryl macro-
golglycerides (Gelucire 44/14), PEG 20,000, and
hydroxypropylcellulose, and filled into hard gelatin
capsules in Fenogal, Lipirex 200 mg, CiL� 200 mg
Kapselin, and Fenofibrat AZU� 200 mg Kapselin. Ibu-
profen is solubilized by Gelucire 44/14 in Solufen�-Gé
200 mg capsules.

Ritonavir, an HIV protease inhibitor with peptide-
like structure, has an intrinsic water solubility of
1.0 mg/ml. Norvir is a thermodynamically stable solu-
tion formulation containing 100 mg of ritonavir dis-
solved in a mixture of oleic acid, Cremophor EL,
ethanol, and the antioxidant butylated hydroxytoluene
(BHT), and filled into soft gelatin capsules. However,
Norvir is being replaced by Kaletra oral solution and
soft gelatin capsule, which is a combination of
133.3 mg of lopinavir and 33.3 mg ritonavir dissolved
in a mixture of oleic acid, polyoxyl 35 castor oil
(Cremophor EL), and propylene glycol. The water-
insoluble HIV protease inhibitor, saquinavir, is solu-
bilized by a mixture of Vitamin E and medium-chain
mono- and diglycerides in 200 mg Fortovase soft
gelatin capsules.

Cyclosporin A is a sparingly water-soluble lipophilic
cyclic peptide with a molecular weight of 1201 Da used
in preventing rejection of transplanted kidneys, livers,
and hearts, and is commercially available in multiple
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solubilized oral formulations. Cyclosporin A was
originally formulated as Sandimmune in 25, 50, and
100 mg soft gelatin capsules as well as a 100 mg/ml
oral solution. The Sandimmune soft gelatin capsules
contain cyclosporin A dissolved in 12.7% ethanol, corn
oil, glycerol, and Labrafil M-2125CS, while the oral
solution contains 12.5% ethanol, olive oil, and Labrafil
M-1944CS. The absolute oral bioavailability of cyclo-
sporin A as Sandimmune is erratic and is less than 10%
in liver transplant patients, and as high as 89% in some
renal transplant patients.[1] To improve the oral bio-
availability, cyclosporin A was reformulated as a micro-
emulsion concentrate and solubilized in 11.9% ethanol,
propylene glycol, corn oil-mono-di-triglycerides, poly-
oxyl 40 hydrogenated castor oil (cremophor RH 40),
and DL-a-tocopherol in 25 or 100 mg Neoral soft gela-
tin capsules as well as a 100 mg/ml oral solution. After
oral administration of Neoral, the cyclosporin A area
under the curve of the plasma concentration vs. time
profile is 20% to 50% higher than with Sandimmune.[1]

Also, the peak plasma concentrations of cyclosporin A
are 40% to 106% higher after oral administration of
Neoral compared to Sandimmune. The Gengrafcyclo-
sporin A formulation is a hard gelatin capsule contain-
ing 25 or 50 mg of cyclosporin A dissolved in 12.8%
ethanol, PEG, polyoxyl 35 castor oil (cremophor
EL), polysorbate 80, propylene glycol, and sorbitan
monooleate. Gengraf and Neoral are bioequivalent,
with virtually identical pharmacokinetics. Cyclosporin
Generic 100 mg soft gelatin capsules contain Labrasol,
medium-chain triglycerides (Labrafac), DL-a-tocopherol,
glyceryl caprylate (medium-chain monoglycerides),
and Cremophor EL and are a product of Sidmak
Laboratories.

Oral Solutions and Elixirs

Bulk solution formulations require solubilizing excipi-
ents when the dose of active ingredient is large relative
to its aqueous solubility and allowing for a convenient
dose volume (0.1 ml–10s of ml). In oral solution and
elixirs formulations, organic cosolvents are normally
used to solubilize poorly water-soluble drugs to the
desired concentration. The maximum amount of sol-
vent used is up to 100% medium-chain triglyceride,
55% propylene glycol (the higher percentages are con-
traindicated in children younger than four years of
age), 17% PEG 400, and up to 42% ethanol. The largest
daily amount of solvent administered by the oral route
is 20 ml of medium-chain triglyceride (Efavirenz,
Sustiva Oral Solution), 102 g of propylene glycol, and
32 g of PEG 400, (Agenerase Oral Solution). Many
over-the-counter oral solution formulations contain
PEG, propylene glycol, glycerin, polysorbate 20, or
poloxamer 407.

Elixirs are sweetened hydroalcoholic oral solutions
that are specially formulated for oral use in infants
and children. Digoxin, a non-ionizable cardiotonic
glycoside, is practically insoluble in water and is solubi-
lized in propylene glycol, 10% ethanol, flavor, sweetener,
preservative, and buffers to 50mg/ml in Lanoxin� Elixir
Pediatric from which the oral bioavailability of digoxin
is 70–85%.[1] Phenobarbital, an anticonvulsant and seda-
tive with an intrinsic water solubility of 1 mg/ml,[1] is
solubilized in water, 23% ethanol, glucose, sodium
saccharin, and flavors to 3.5 mg/ml in Donnatal� Elixir.

Ritonavir is solubilized in a cosolvent mixture of
propylene glycol, ethanol, water, the surfactant Cremo-
phor EL, and peppermint oil to 80 mg/ml in the Norvir
oral solution. A similar cosolvent mixture of propylene
glycol, 42% ethanol, water, glycerin, the surfactant Cre-
mophor RH 40, and peppermint oil is used to cosolubilize
ritonavir to 20 mg/ml and lopinavir, a non-ionizable
water-insoluble HIV protease inhibitor, to 80 mg/ml in
the Kaletra oral solution. The dose of Kaletra Oral
Solution is up to 5 ml twice daily, which is 2.1 ml of etha-
nol per dose representing the estimated maximum
amount of ethanol administered orally per dose.

Amprenavir in Agenerase oral solution is solubi-
lized to 15 mg/ml in a combination of (approximate
percentages) 12% TPGS, 17% PEG 400, and 55% pro-
pylene glycol, and flavored with grape, bubblegum,
and peppermint. Because of the potential toxicity of
the large dose of coadministered propylene glycol
(�1,650 mg/kg/day), Agenerase oral solution is con-
traindicated in infants and children below the age of
four years. The oral bioavailability of amprenavir from
the oral solution is approximately 14% less than that
from the capsule formulation,[1] thus requiring the
maximum adult dose of the oral solution to be
adjusted to 1,400 mg, which is approximately 92 ml,
twice a day. The total excipient amounts coadminis-
tered in conjunction with each dose of amprenavir is
11 g of TPGS, 51 g of propylene glycol, and 16 g of
PEG 400, representing the estimated highest amounts
of PEG 400, propylene glycol, and TPGS administered
per dose, and can be administered twice daily.

Efavirenz is a water-insoluble non-nucleoside reverse
transcriptase inhibitor widely used as Sustiva� tablets
in the treatment of HIV infection, and is also available
as an oral solution in which 30 mg/ml is dissolved in
medium-chain triglycerides along with benzoic acid and
strawberry/mint flavor. The daily dose of Efavirenz
is 600 mg (20 ml) for adults and for pediatrics is
270–600 mg (9–20 ml) and these dosing regimens
delivers the maximum amount of medium-chain trigly-
cerides per unit dose of any currently marketed oral
lipid-based formulation. Calcitrol is formulated in a
fractionated triglyceride of palm seed oil in the 1mg/ml
Rocaltrol oral solution. The daily dose of calcitrol is
1mg, which is only 1 ml of the oral solution.
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Cyclodextrin in oral solutions

Cyclodextrins are cyclic (a-1,4)-linked oligosaccharides
of a-D-glucopyranose containing a relatively hydro-
phobic central cavity and a hydrophilic outer sur-
face.[19] Cyclodextrins are designated a-, b-, or
g-corresponding to 6, 7, or 8 glucopyranose units, with
cavity diameters of 4.7–5.3, 6.0–6.5, and 7.5–8.3 Å,
respectively.[20] The central cavity is lined with methyl-
ene groups (-CH2-) and ethereal oxygens of the gluco-
pyranose units, and is estimated to have a polarity
similar to that of aqueous ethanolic solutions.[19]

Cyclodextrins can increase the equilibrium solubility
of some hydrophobic molecules by forming a non-
covalent inclusion complex if the molecule or a portion
of the molecule (i.e., non-polar side-chain, or an
aromatic or heterocyclic ring) is of the appropriate size
to fit inside the central cavity. The two most common
and preferred water-soluble b-cyclodextrin derivatives
are hydroxypropyl-b-cyclodextrin and sulfobutylether-
b-cyclodextrin, which have an average degree of substi-
tution of 4–8 surface modifications per b-cyclodextrin
molecule.

Itraconazole, a weakly basic (pKa � 3.7) water-
insoluble antifungal drug, is solubilized to 10 mg/ml
using a combination of 40% hydroxypropyl-b-cyclo-
dextrin (i.e., �400 mg/ml) in water and pH adjustment
to approximately 2 in Sporanox oral solution. The
relative oral bioavailability of itraconazole from the
oral solution is 149% � 68% compared to capsules[1]

from which the oral bioavailability is 55%.[1] Therefore,
the oral bioavailability of itraconazole from the
oral solution can be estimated to be 45–82%. The dose
of Sporanox oral solution is up to 20 ml once a
day, which is 8.0 g of hydroxypropyl-b-cyclodextrin
per dose representing the estimated maximum amount
administered orally per dose.

INJECTABLE FORMULATIONS

Injectable formulations are normally administered by
intravenous (IV) bolus, IV infusion, intramuscular bolus,
or subcutaneous bolus, but also occasionally as subcuta-
neously implanted osmotically driven pumps, or as
dental products via subgingival local administration.
The injectable formulations are either ready-to-use solu-
tions, concentrated solutions for dilution, or lyophilized
powders that are reconstituted prior to injection.

Tables 4 and 5 are lists of selected, commercially
available aqueous-based and non-aqueous injectable
formulations, respectively, arranged alphabetically by
drug name and also showing the drug’s chemical struc-
ture, the formulation with the list of excipients, admin-
istration preparation, the dose, and the estimated
maximum amount of each excipient administered, if

possible to determine. Table 6 is a list of solubilizing
excipients in commercially available injectable dosage
forms, and Table 7 is a list of the estimated maximum
amount of certain excipients administered intravenously.

The solubilization techniques for injectable formu-
lations are similar to those in oral formulations and
include pH adjustment, mixed aqueous/organic cosol-
vents, organic solvent mixtures, cyclodextrin com-
plexation, emulsions, liposomes, polymeric gels, and
combinations of techniques.[6–11] Molecules that are
non-ionizable, lipophilic, and non-polar are challeng-
ing to formulate owing to their low water solubility
and no effect of pH on solubility. Examples include
paclitaxel, docetaxel, cyclosporin A, etoposide, loraze-
pam, tacrolimus, testosterone enanthate, and halo-
peridol decanoate, and they are all solubilized in
non-aqueous solutions composed entirely of organic
solvent(s), which are usually but not always diluted
prior to administration.

Water-Soluble Organic Solvents

The combination of an aqueous solution and a water-
soluble organic solvent/surfactant (i.e., a cosolvent) is
often used in injectable formulations when pH adjust-
ment alone is insufficient in achieving the desired
solution concentration. The water-soluble organic sol-
vents and surfactants used in commercially available
injectable formulations are listed in Table 6 and include
propylene glycol, ethanol, PEG 300, PEG 400, glycerin,
N,N-dimethylacetamide (DMA), N-methyl-2-pyrrolidone
(NMP, Pharmasolve�), dimethyl sulfoxide (DMSO),
Solutol HS 15, cremophor EL, cremophor RH60 and
polysorbate 80. Many cosolvent formulations are mar-
keted using rather high concentrations of organic solvent,
and are usually but not always diluted prior to injection.

Propylene glycol is one of the most common organic
solvents in commercially available injectable formula-
tions. Ethanol is a common solubilizing excipient and
is often used in conjunction with propylene glycol in
mixed aqueous/organic cosolvents, or with Cremo-
phor EL in formulation composed entirely of organic
solvents. Ketorolac tromethamine, a carboxylic acid
non-steroidal anti-inflammatory, is formulated in
Toradol� at 15–30 mg/ml with 10% ethanol in a pH
7–8 citric acid buffer that is administered undiluted
by intramuscular or IV injection. The combination of
propylene glycol and ethanol is commonly used to
solubilize drugs. Phenobarbital, a sedative, hypnotic,
and anticonvulsant, has an intrinsic water solubility
of 1 mg/ml and two acidic pKa’s of 7.3 and 11.8,[1]

and is solubilized to 30–130 mg/ml in a cosolvent mix-
ture of 68–75% propylene glycol and 10% ethanol at
pH 9–10 (monosodium salt of phenobarbital), which
is administered undiluted by either intramuscular or

(Text continues on page 3359.)
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slow IV bolus injection.[1,11] Pentobarbital sodium
(Nembutal) at pH 9.5 and digoxin (Lanoxin) at pH
of approximately 7 are solubilized in solutions with
40% propylene glycol and 10% ethanol, and are
administered undiluted by intramuscular injection
(only rarely for digoxin owing to injection site pain) or
by slow IV bolus at approximately 1 ml/min. Melphalan
hydrochloride, an antineoplastic agent, is formulated in
Alkeran as a lyophilized powder that is reconstituted to
5 mg/ml with a supplied diluent of water, 60% propylene
glycol, and 5% ethanol, which is further diluted 10-fold
with saline and then administered by IV infusion. The
dose of Alkeran is up to 25 mg, which is 5 ml total of

which 3 ml is propylene glycol, representing the esti-
mated maximum amount administered intravenously.

PEG 300 and PEG 400 are generally considered to
be amongst the safest organic cosolvents.[21–24] Loraze-
pam, a benzodiazepine used for sedation and epilepsy,
has a water solubility of only 0.08 mg/ml and is solu-
bilized in Ativan to 2–4 mg/ml with propylene glycol
and 18% PEG 400, and is administered either undi-
luted intramuscularly or by IV bolus after a two-fold
dilution with saline, dextrose or lactated Ringer’s.
Methocarbamil, a skeletal muscle relaxant, has solu-
bility in water of 25 mg/ml and is solubilized to
100 mg/ml in Robaxin using 50% PEG 300, which is

Table 6 Solubilizing excipients used in commercially available solubilized injectable formulations

Water-soluble Water-insoluble Surfactants

a-Cyclodextrin Castor Oil Polyoxyl 35 castor oil
(Cremophor EL)N,N-Dimethylacetamide Cottonseed oil

Polyoxyl 60 hydrogenated
castor oil (Cremophor RH60)

Dimethyl sulfoxide Medium-chain

triglycerides

Polysorbate 20 (Tween 20)

Ethanol

Safflower oil

Polysorbate 80 (Tween 80)

Glycerin

Sesame oil

Solutol HS-15

N-methyl-2-pyrrolidone

Soybean oilPEG 300

Soy fatty acidsPEG 400

Poloxamer 407

Propylene glycol

Hydroxypropyl-b-cyclodextrin

Sulfobutylether-b-cyclodextrin (Captisol�)

Phospholipids
Hydrogenated soy phosphatidylcholine (HSPC)
Distearoylphosphatidylglycerol (DSPG)
L-a-Dimyristoylphos-phatidylcholine (DMPC)

L-a-Dimyristoylphos-phatidylglycerol (DMPG)
Phosphatidylglycerol

Table 7 Estimated maximum amount of selected excipients administered from intravenous formulations

Excipient

Estimated maximum amount

administered intravenously Product, drug

Cremophor EL 25 ml Taxol�, OnxolTM (Paclitaxel)

Cremophor RH 40 1.4 ml Prograf� (Tacrolimus)

N,N-Dimethylacetamide 3.3 ml Busulfex (Busulfan)

Ethanol 25 ml Taxol�, OnxolTM (Paclitaxel)

Glycerol 6.75 ml Diprivan� (Propofol)

Hydroxypropyl-b-cyclodextrin 8000 mg Sporanax� (Itraconazole)

PEG 400 15 ml Robaxin� (Methocabamil)

Polysorbate 80 5 ml Taxotere� (Docetaxel)

Propylene glycol 3 ml Alkeran� (Melphalan)

Soybean oil 30 ml Diprivan� (Propofol)

Sulfobutylether-b-cyclodextrin 6700 mg Vfend� (Voriconazole)
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administered undiluted intramuscularly using no more
than 5 ml per injection site, or by slow IV bolus at a
maximum rate of 3 ml/min. Robaxin can also be
administered by IV infusion after a dilution with 250 ml
of saline or dextrose 5%. The dose of Robaxin is up to
30 ml, which is 15 ml of PEG 400 per dose representing
the estimated maximum amount administered intra-
venously per dose.

Glycerin is used occasionally in injectable formula-
tions. Glycerin comprises of 2.5% of the idarubicin
formulation, Idamycin PFS (preservative-free solution)
and is administered undiluted by IV infusion. Glycerin
comprises of 2.2% of the propofol formulation, Diprivan
1%, and is administered undiluted by IV bolus or
infusion. The dose of Diprivan 1% is up to 30 ml, which
is 6.75 ml of glycerin per dose, representing the estimated
maximum amount administered intravenously.

DMA is a strong solubilizer and is used to solubilize
busulfan to 6 mg/ml in Busulfex in a mixture of 33%
DMA and 67% PEG 400, which is administered by
IV infusion after a 10-fold dilution into saline or
D5W. The dose of Busulfex is up to 10 ml, which is
3.3 ml of DMA per dose, representing the estimated
maximum amount administered intravenously.

DMSO is the solubilizing solvent in a subcuta-
neously implanted osmotically driven pump that deli-
vers drug for up to one year. The DUROS� implant
was developed by Alza Corporation, licensed to
Durect Corporation for selected fields, and is commer-
cially available as Viadur to deliver leuprolide acetate.
The implant is a multicomponent device comprised of
a 4 mm by 45 mm titanium alloy cylindrical reservoir
that contains at the inlet end, a polyurethane rate-
controlling membrane. The inner reservoir of Viadur
consists of osmotic tablets that swell to push an elasto-
meric piston down the cylinder that pushes a solution
of 72 mg of leuprolide acetate dissolved in 104 mg of
DMSO through a polyethylene diffusion moderator
at the outlet end. The entire Viadur device, weighing
about 1.1 g, is surgically inserted subcutaneously in
the inner aspect of the upper arm. After 12 months
the implant must be removed and, if desired, replaced
with another implant to continue therapy.

NMP (Pharmasolve) is a very strong solubilizing
agent, and is used in the Atrigel� drug delivery system
for subcutaneous administration of Eligard, and the den-
tal applications of Atridox�, Atrisorb�-FreeFlowTM,
and Atrisorb-D FreeFlow. Leuprolide acetate is used
in the treatment of prostate cancer and is solubilized in
a solution composed of 55–66% NMP and 34–45%
poly(DL-lactide-co-glycolide) in an in situ controlled
release gel, Eligard, which is injected subcutaneously
as a liquid. Upon administration of approximately
0.25–0.50 ml of the liquid formulation, the NMP diffuses
away from the injection site, leaving a polymeric gel
that provides a depot of drug that is released over

1–6 months, as the gel erodes or dissolves. Doxycycline
hyclate, a water-soluble antibiotic, is available as a
seven-day controlled release system, Atridox, composed
of 100 mg/ml doxycycline hyclate in NMP with 37%
poly(DL-lactide) that is a solution for subgingival admin-
istration, but solidifies upon contact with the crevicular
fluid and is used to treat periodontal disease. Two similar
drug products containing 50 mg/ml doxycycline
hyclate, and also in NMP with 37% poly(DL-lactide),
are Atrisorb-FreeFlow and Atrisorb-D FreeFlow, which
are used for periodontal tissue regeneration in which the
physician first applies demineralized bone matrix to the
treated area, then administers the Atrisorb-FreeFlow
drug product that upon spreading forms an in situ gel.

Surfactants

Polysorbate 80 is a surfactant commonly used in pro-
tein parenteral formulations to minimize denaturation
at the air-water interface. Polysorbate 80 is also some-
times used in injectable solution formulations of small
molecules for the purpose of solubility enhancement
owing to micelle formation. Docetaxel, a first-line
therapeutic to treat breast and small cell lung cancer,
is practically insoluble in water[1] and is solubilized in
Taxotere to 40 mg/ml in 100% polysorbate 80, and is
diluted four-fold with the supplied diluent of 13% etha-
nol in water, then further diluted to 0.3–0.74 mg/ml
with saline or dextrose 5% prior to administration by
IV infusion. The dose of Taxotere is up to 5 ml of
polysorbate 80 per dose, representing the estimated
maximum amount administered intravenously.

Amiodarone hydrochloride, a cardiovascular drug
with water solubility of 0.7 mg/ml and a tertiary amine
with pKa ¼ 6.6, is solubilized to 50 mg/ml in Cordar-
one by a combination of 10% polysorbate 80 and pH
adjustment to 4.1, and is administered by IV infusion
after a 25-fold dilution with dextrose 5%. Etoposide,
a sparingly soluble antineoplastic agent, is solubilized
in VePesid to 20 mg/ml with 60% PEG 400, 30%
ethanol and 8% polysorbate 80, and is administered
by IV infusion after a 50- to 100-fold dilution with
saline or dextrose 5%. Polysorbate 80 comprises of
4% of the chlodiazepoxide formulation along with
20% propylene glycol, and is injected undiluted intra-
muscularly. Calcitrol and doxercalciferol are formu-
lated for IV bolus injection in Calcijex and Hectorol,
respectively, at 1–2 mg/ml using an aqueous buffer with
0.4% polysorbate 80.

Solutol HS 15 is a water-soluble non-ionic solubili-
zer and is a mixture of approximately 70% lipophilic
molecules consisting of polyglycol mono- and di-esters
of 12-hydroxystearic acid, and approximately 30%
hydrophilic consisting of PEG. Solutol HS 15 is in
IV and oral formulations in various countries. In IV
formulations, Solutol HS-15 is used at concentrations
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up to 50% to solubilize propanidid in Panitol (Cryo-
pharma in Mexico), 7% to solubilize Vitamin K1

(Sabex in Canada) and diclofenac (Argentina).[6] Solu-
tol HS 15 is becoming more widely used and complies
with the requirements of the German Pharmacopedia
monograph (DAB) for Macrogol-15 hydroxystearate,
and a US-drug master file (DMF) was also filed.[25]

Solutol HS 15 has also been used successfully in pre-
clinical formulations in preparing supersaturated
injectable formulations of water-insoluble molecules.[6]

The combination of Cremophor EL and ethanol is
used to solubilize some of the most difficult molecules
to formulate such as cyclosporin, paclitaxel, and tacro-
limus. Cyclosporin A is solubilized in Sandimmune to
50 mg/ml with 65% Cremophor EL and 35% ethanol,
and is administered by IV infusion after a 20-fold or
a 100-fold dilution with saline or dextrose 5%. Pacli-
taxel, a first-line cancer therapeutic, is very water-
insoluble and is solubilized into 6 mg/ml with 51%
Cremophor EL and 49% (Taxol�, OnxolTM) ethanol
and is administered by IV infusion after a 5- to 20-fold
dilution with dextrose 5% or lactated Ringer’s. The
final dosing formulation of paclitaxel is micellar dis-
persion. The dose of paclitaxel is up to 50 ml, which
is 25 ml of both ethanol and cremophor EL per dose,
representing the estimated maximum amount adminis-
tered intravenously. Approval in 2005 of AbraxaneTM

for Injectable Suspension, which is a solvent-free formu-
lation, may replace the solvent based formulation. Abrax-
ane for injectable suspension is a lyophilized powder
containing 100 mg paclitaxel and 900 mg of human albu-
min, in which paclitaxel is protein-bound, and after recon-
stitution with 20 ml of saline to a 5 mg/ml, the resulting
milky suspension (130 nm average diameter) is admi-
nistered via IV infusion.

Tacrolimus, an immunosuppressant used to prevent
rejection of liver and kidney transplants, is insoluble in
water and is solubilized in Prograf to 5 mg/ml with
20% Cremophor RH 60 and 80% ethanol and is admi-
nistered by IV infusion after a 250-fold or a 1,000-fold
dilution with saline or dextrose 5%. The dose of
tacrolimus is up to 35 mg, which is 7 ml of Prograf,
of which 1.4 ml is Cremophor RH60 per dose, repre-
senting the estimated maximum amount administered
intravenously.

Cyclodextrins

Sulfobutylether-b-cyclodextrin (Captisol�) is one of
newest excipients in pharmaceutical commercial for-
mulations, is very safe, chemically stable, water-
soluble, and is an excellent solubilizing drug delivery
technology for molecules in which it forms an inclusion
complex. An aqueous solution with 12% wt/v Captisol
is isotonic, but formulations can contain as much
as 30% wt/v Captisol. Ziprasidone mesylate, a rapid

acting antipsychotic is a weak base with a pKa of 6.5
and an intrinsic water solubility of 0.3 mg/ml, is solu-
bilized in Geodon� to 20 mg/ml with approximately
29% wt/v Captisol and is administered by intramuscu-
lar injection. Ziprasidone mesylate and Captisol form
a 1 : 1 complex in which the benzisothiazole group
of ziprasidone is positioned within the cavity of a
Captisol molecule.[26] Voriconazole is a weakly basic
triazole antifungal that is solubilized in Vfend to
10 mg/ml with approximately 16% wt/v Captisol and
is administered by IV injection after a further two-fold
dilution with IV fluids.[1] The dose of voriconazole is
up to approximately 420 mg, which is 6,700 mg of
Captisol per dose, representing the estimated maximum
amount administered intravenously.

Hydroxypropyl-b-cyclodextrin is also a water-
soluble cyclodextrin. Itraconazole is water insoluble
and is solubilized in Sporanox to 10 mg/ml in an
aqueous pH 4.5 solution with 40% hydroxypropyl-b-
cyclodextrin, and is administered by IV infusion after
a two-fold dilution with saline. The dose of Sporanox
is up to 20 ml, which is 8,000 mg of hydroxypropyl-b-
cyclodextrin per dose, representing the estimated
maximum amount administered intravenously.

Hydroxypropyl-b-cyclodextrin is also used to solu-
bilize mitomycin in the generic product Mitozytrex
(MitroExtraTM).[6]

Phospholipids

Phospholipids are essential components of cell
membranes and liposomes, which are closed spherical
vesicles with an inner aqueous core and an outer shell
composed of phospholipid bilayer membranes.
Depending on the level of hydrophobicity, moderately
hydrophobic drugs can be solubilized by liposomes if
the drug becomes encapsulated or intercalated within
the liposome. The phospholipids in commercially
available injectable formulations include hydrogenated
soy phosphatidylcholine, dimyristoylphosphatidyl-
choline, egg phosphatidylglycerol, distearoylphospha-
tidylglycerol, and dimyristoylphosphatidylglycerol.

The phospholipids egg phosphatidylglycerol and
dimyristoylphosphatidylcholine are used to solubilize
verteprofen in a newly approved novel product to treat
age-related macular degeneration, using a technique
that has much potential for future products. Visudyne
is a lyophilized powder containing verteporfin, egg
phosphatidylglycerol, dimyristoylphosphatidylcholine,
and ascorbyl palmitate that is reconstituted with 7 ml
of water to provide 7.5 ml of 2 mg/ml concentrated sol-
ution. The required dose is diluted with D5W to make
30 ml that is intravenously infused over 10 minutes, fol-
lowed by photostimulation of the eye using a laser of
689 nm. This solubilization formulation approach has
much potential owing to its relative simplicity, yet is
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elegant in that many parameters can be varied to suit a
particular need such as the lipid composition and other
excipients in the lyophilized powder (or possibly as sol-
ution), the diluent for reconstitution or dilution, and the
potential to utilize the phenomenon of supersaturation.

Amphotericin B, an antifungal, is solubilized to
5 mg/ml by liposomal intercalation in Ambisome�,
which is a lyophilized cake that is reconstituted with
water to a 4 mg/ml translucent liposomal suspension
containing 18 mg/ml hydrogenated soy phosphatidyl-
choline, 7 mg/ml distearoylphosphatidylglycerol,
4 mg/ml cholesterol, 0.05 mg/ml a-tocopherol, 75 mg/ml
sucrose, and 2 mg/ml disodium succinate buffer (pH
of 5–6). The reconstituted Ambisome is then filtered
through a provided 5 mm filter and diluted with D5W
to approximately 1 mg/ml and administered by IV
infusion. Another amphotericin B product, Abelcet�,
is a lipid complex that is an opaque suspension at
5 mg/ml with 3.4 mg/ml L-a-dimyristoylphosphatidyl-
choline, 1.5 mg/ml L-a-dimyristoylphosphatidyl-
glycerol, 9 mg/ml sodium chloride, and buffered to a
pH of 5–7. Abelcet is diluted with D5W to 1–2 mg/ml
and administered by IV infusion. The amphotericin B
lipid-based products have an in vivo elimination half-
life of 100–173 hours.[1] However, the liposomal
Ambisome has significantly lower incidence of nephro-
toxicity and infusion-related reactions compared to
the lipid complex Abelcet, which allows for higher
doses of amphotericin B when using Ambisome. Thus
liposomal encapsulation of amphotericin B not only
increases its solubility, but also decreases its toxicity
and also increases the in vivo half-life.

Emulsions

Oil soluble molecules are generally neutral, uncharged,
and non-polar but can be formulated for IV administra-
tion in an oil-in-water emulsion as the drug partitions
into the oil phase. A typical emulsion is composed of
water with 10–20% soybean and/or safflower oil, 2%
glycerol, 1% egg lecithin, and pH 7–8, and is injected
by either IV bolus or IV infusion. Total parenteral
nutrition (TPN) formulations are lipid emulsions that
are administered by IV infusion as nutritional supple-
ments and the commercially available emulsions include
Intralipid� (10–20% soybean oil), Liposyn� (10–20% saf-
flower oil), and Lipofundid� MCT/LCT(medium-chain
triglycerides/long chain triglycerides, 5–10% soybean oil).
Propofol is a water-insoluble phenol-containing sedative,
and is solubilized to 10 mg/ml in Diprivan emulsion
composed of 10% soybean oil, 2.2% glycerol, and 1.2%
lecithin, which is administered either by IV bolus or
IV infusion. The dose of Diprivan is up to 300 ml, which
is approximately 30 ml of soybean oil per dose, repre-
senting the estimated maximum amount administered
intravenously.

Oily Injectable Formulations

Vegetable oils can solubilize very lipophilic drugs and
are administered by intramuscular injection providing
a depot for sustained drug delivery over two to four
weeks as the oil diffuses within the intramuscular
tissues. The maximum volume for intramuscular injec-
tion is 5 ml per site. The oils in commercially available
solution injectable formulations are listed in Table 2,
and include castor oil, cottonseed oil, sesame oil, soy-
bean oil, and safflower oil. Haloperidol decanoate is
the long-acting, water-insoluble decanoate ester pro-
drug form of haloperidol, a drug to treat psychotic
disorders, and is solubilized to 50 and 100 mg/ml in
sesame oil, which is administered intramuscularly
through a 21 gauge needle in which the maximum vol-
ume per injection site should not exceed 3 ml. Testos-
terone enanthate, a prodrug of testosterone and used
to treat hormone deficiency, is solubilized in Delates-
tryl at 200 mg/ml in sesame oil and is administered
intramuscularly approximately every two weeks.
Fulvestrant is solubilized in a mixture of castor oil,
ethanol, and benzyl alcohol in Faslodex for intra-
muscular injection.

TRANSDERMAL FORMULATIONS

Transdermal formulations are intended to deliver
drugs to the systemic circulation through the skin using
transdermal patches or bulk topical solution. Table 8
is a selected list of transdermal formulations, and
Table 9 is a list of solubilizing excipients in commer-
cially available transdermal formulations. Most trans-
dermal patches deliver a concentrated solution of a
drug to the skin through a rate-limiting membrane.
Drugs that are amenable to transdermal delivery are
low dose drugs (1–40 mg) with good absorption
properties. A challenge in transdermal formulation is
to dissolve the entire amount of drug required for the
duration of therapy (i.e., 1–7 days) in a volume less
than 1 ml. The solubilizing solvents in transdermal
formulations include the water-soluble solvents
DMSO, ethanol, NMP, PG, dipropylene glycol, sorbi-
tan monooleate, and Transcutol HP, as well as the
water-insoluble solvents mineral oil, oleic acid, oleyl
alcohol, and triacetin. The surfactant lecithin is also
in at least one product.

The popular Transdermal Scop� patches are widely
used by travelers who experience motion sickness, and
contain 1.5 mg of scopolamine solubilized to approxi-
mately 100 mg/ml in mineral oil, and deliver 1.0 mg
over three days. Catapres�-TTS patches contain
2.5–7.5 mg of clonidine solubilized in mineral oil, and
deliver 0.1–0.3 mg/day for seven days. Vivelle-DOT
patches contain 0.39–1.6 mg of estradiol solubilized in
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a mixture of oleyl alcohol and dipropylene glycol, and
deliver 0.025–0.1 mg/day for three to four days. The
original Vivelle patches contain 2.2–8.7 mg of estradiol
solubilized in a mixture of mineral oil, oleic acid, pro-
pylene glycol, dipropylene glycol, and lecithin, which
also deliver 0.0375–0.1 mg/day for three to four days.
Duragesic patches contain 2.5–10 mg of fentanyl solu-
bilized to approximately 25 mg/ml in alcohol, and
deliver 0.025–0.1 mg/hr for three days. Oxytrol patches
contain 36 mg of oxybutynin solubilized in triacetin,
and deliver 3.9 mg/day for three to four days.

Topical solutions are applied directly to the skin on
areas of treatment such as sites of pain (i.e., knee and
hand joints), or infected areas (i.e., herpes lesion). At
least two topical solutions are commercially available.
Herpid contains the antiviral drug idoxuridine, which
is solubilized to 5% (50 mg/ml) in DMSO, and is used
in the topical treatment of herpes rashes. Pennsaid�

contains the non-steroidal anti-inflammatory drug
diclofenac sodium, which is solubilized to 16 mg/ml
in a mixture DMSO, ethanol, glycerin, propylene
glycol, and water, and is used in the topical treatment
of osteoarthritis in superficial joints, including the
knee. Both Herpid and Pennsaid are to be stored at
room temperature and not refrigerated owing to poss-
ible precipitation.

CONCLUSIONS

Existing solubilizing excipients can meet most formu-
lation needs for enhanced solubility and include
organic solvents, lipids, phospholipids, surfactants,
cyclodextrins, and specialty solvents. However, new
excipients and techniques assist in meeting the formu-
lation challenges of the future owing to the increasing
complexity and decreased water solubility of new drug
entities, the need to target drugs to specific organs in
the body, the desire for line extension of existing drug
with better formulations, controlled release, and com-
bination products with more than one drug in one
formulation.

Current formulation research and development for
veterinary[27,28] and human applications suggests that
solubilization techniques such as solid dispersions,[15]

preconcentrates,[29] spray dried particles for reconstitu-
tion,[30] surfactant-free co-solvents,[31] lipids-based for-
mulations,[32] and self-microemulsifying systems[33] will
be developed and may be done so in a rational formu-
lation design or by an excipient screening technique.[34]

Increased understanding of the fundamental scientific
principles involved in the digestion process and how
digestion of excipients creates solubilizing conditions
that can lead to improved in vivo performance by
rational formulation design with specific excipients.[35]

It is generally difficult, costly, and time-consuming
(years) to establish new excipients as generally safe and
to approve a commercial product with a new excipient.
The case study of Captisol is a true success story, but
required much effort, specific applications, and a large
company to ‘‘champion’’ a new excipient. The new
solvent 1,3-bis(1-pyrrolidonyl) butane is patented by
International Speciality Products (ISP) corporation,[36]

and is exploring its use in pharmaceutical applications.
Recent advances in the scientific understanding of

the in vivo performance, the role of supersaturation,
and advanced manufacturing technologies will likely
render solid solutions and solid dispersions more
commercially successful.[15] Excipients used in solid
solutions and solid dispersions include polyvinylpyrro-
lidone, PEG 4,000, PEG 8,000, Gelucire 50/13, and
Gelucrie 44/14. Solid solutions are molecular
mixtures of a drug dissolved in a solid at a concen-
tration below supersaturation and are thus thermody-
namically stable, compared to solid dispersions,
which are thermodynamically unstable amorphous
drug dispersed within a solid matrix susceptible to
crystallization.

ARTICLES OF FURTHER INTEREST

Capsules, Soft, p. 419.
Dosage Forms: Parenterals, p. 1001.
Drug Delivery: Ophthalmic Route, p. 1220.
Drug Delivery: Parenteral Route, p. 1266.
Drug Delivery: Topical and Transdermal

Routes, p. 1311.
Emulsions and Microemulsions, p. 1548.
Excipients for Pharmaceutical Dosage

Forms, p. 1609.
Excipients: Powders and Solid Dosage

Forms, p. 1646.
Excipients: Safety Testing, p. 1656.
Excipients: Parenteral Dosage

Forms and Their Role, p. 1622.
Liquid Oral Preparations, p. 2216.

Table 9 Solubilizing excipients used in commercially

available solubilized transdermal formulations

Water-soluble Water-insoluble Surfactants

Dimethyl sulfoxide Mineral oil Lecithin

Dipropylene glycol Oleic acid Sorbitan
monooleate
(Span 20)

Ethanol Oleyl alcohol

N-Methyl-2-pyrrolidone Triacetin

Propylene glycol

Transcutol� HP

Solubilizing Excipients in Pharmaceutical Formulations 3365



S
olids–

S
olubili zing

Pharmaceutical Excipient Testing: Regulatory
and Preclinical Perspective, p. 2771.

Solubilization of Drugs in Aqueous Media, p. 3311.
Surfactants in Pharmaceutical Products and

Systems, p. 3583.
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Spectroscopic Methods of Analysis: Atomic Absorption
and Emission Spectrophotometry

John P. Oberdier
Abbott Laboratories, Abbott Park, Illinois, U.S.A.

INTRODUCTION

Often it is necessary to measure the metal content of
different kinds of samples in the pharmaceutical indus-
try. These samples can be actual products that have
metals, such as calcium or magnesium added for their
therapeutic value or biological samples, such as blood,
urine, and tissue. More recently, work has been done
on the role of metals in biological processes. In
addition, products can be monitored for trace metal
contamination, that can lead to unexpected degrada-
tion of product. A number of techniques are available
for metal analyses. Some of the more common tech-
niques are colorimetry, titrimetry, atomic absorption
spectrophotometry (AA), fluorescence spectrophotom-
etry, and emission spectrophotometry. The most
common form of emission spectrophotometry is induc-
tively coupled plasma (ICP). Thus, the analyst must
choose the best approach for the sample being ana-
lyzed. The purpose of this article is to give a general
overview of the strengths and limitations of atomic
absorption spectrophotometry and ICP so that the best
technique can be selected for the problem to be solved.

PRINCIPLE OF OPERATION FOR ATOMIC
ABSORPTION SPECTROPHOTOMETRY[1]

The basis of atomic absorption spectrophotometry is
the absorbance of light by the free, ground-state atoms
of the element of interest. The ground state of an atom
is the electronic state in which all the electrons are in
their most stable configuration or orbitals. When light
is absorbed by an atom, one or more of the electrons is
excited to a higher energy orbital. The word free refers
to the lack of any effects that would alter the amount
of energy or the wavelength of the energy that is
needed to cause the electrons in the atoms to shift from
the ground state to an excited state(s).

Because each element absorbs at very discrete wave-
lengths, the lamp used for analysis of a particular metal
emits light only at the desired wavelengths and is spe-
cific for that element. The two kinds of lamps used in
atomic absorption spectrophotometry are the hollow
cathode lamp (HCL) and the electrodeless discharge

lamp (EDL). These lamps contain a deposit of the
metal of interest in an inert gas atmosphere and then
use either a charged anode/cathode or a radio fre-
quency to excite the metal atoms. As the excited atoms
relax, they emit the absorbed energy as light energy at
the characteristic wavelength(s) for that particular
metal. This light energy is focused through the sample
chamber onto the monochromator and detector as
shown in Fig. 1.

The concentration of the analyte in the sample
chamber is proportional to the amount of light
absorbed and, under the proper experimental con-
ditions, follows Beer’s law. This relationship is defined
as A ¼ abc, where A is the absorbance, a is the
absorption coefficient of the analyte, b is the cell path
length, and c is the concentration of the analyte. The
concentration of unknown samples can be readily
determined by comparing the absorbance of a sample
of known concentration(s) with the absorbance of the
test sample.

SAMPLE INTRODUCTION TECHNIQUES
AVAILABLE FOR ATOMIC ABSORPTION
SPECTROPHOTOMETRY

One limitation of atomic absorption spectrophotome-
try is that the samples generally have to be in solution,
preferably aqueous. Thus, either the sample must be
directly soluble in a suitable solvent or some type of
pretreatment, such as acid digestion, is necessary.
One exception is that some instruments using a graph-
ite furnace can be modified for direct injection of
solids. Another limitation is that only one metal can
be analyzed at a time. There are four primary methods
of accomplishing this:

1. flame (aspiration of sample solution);
2. cold vapor (or chemical vaporization);
3. hydride generation (or chemical vaporization);

and
4. Graphite furnace (or electrothermal atomization).

All these methods have one common goal; to get
the analyte atoms into the light path as free,

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000433
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ground-state atoms. Thus, there must be a balance of
supplying enough energy so that the analyte atoms
are free from association with other atoms (or mole-
cules) in the sample matrix, versus not having excess
energy, there by allowing the electrons of the analyte
atoms to remain in the ground state.

The technique of flame atomic absorption spectro-
photometry accomplishes this by aspirating the sample
solution into a burner chamber, where it is mixed with
a fuel gas and an oxidant gas. The mixture is then
burned in a specially designed burner head (Fig. 2).
The light beam is directed lengthway down the burner,
and the absorption of the analyte atoms in the flame is
measured. The most commonly used gas mixtures are
air with acetylene and nitrous oxide with acetylene.
Experimental conditions are well-defined in the litera-
ture, and ‘‘cookbook’’ conditions are available from
most instrument manufacturers. In addition, many
instruments are computer-controlled, and typical con-
ditions are available directly on the operating screen.

Fig. 3 shows the type of information usually available.
These conditions provide excellent starting points for
new methods, and in many cases the manufacturers
provide information on possible interferences and the
linear range for each element.

Table 1 shows the detection limits of atomic absorp-
tion spectrophotometry for various metals. In general,
flame atomic absorption spectrophotometry is quanti-
tative in the lower parts-per-million levels and is read-
ily automated for routine, high-volume samples. The
other three techniques are used primarily for trace
analysis and are quantitative to the lower parts-per-
million levels for many elements.

The cold vapor technique is used for mercury. This
technique involves reducing the mercury to the zero
valence state with either sodium borohydride or stan-
nous chloride. The mercury is then swept into a gas cell
aligned in the light path of the spectrophotometer,
using a stream of nitrogen or air. Fig. 4 shows a dia-
gram of a typical unit.

Nebulizer

Mixing chamber
with burner head

Flow spoiler

Sample 
capillary

Impact bead

End cap

A

B

Fig. 2 Comparison of atomic absorption burner (A) and ICP argon plasma torch (B). (Courtesy of Perkin-Elmer Instruments.)

Lamp Flame Monochromator Monochromator or

Polychromator

Detector Flame or

Plasma

Detector

A B

Fig. 1 Comparison of major components of atomic absorption and (A) emission spectrophotometers (B). (Courtesy of Perkin-
Elmer Instruments.)
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A broad peak is obtained on the graph. Either the
peak height or the integrated peak area is measured
and compared with that obtained for a specific volume
of a known concentration. Note that this technique
measures the total mercury present in the sample ali-
quot. Thus, both the mercury concentration and the
sample volume analyzed are important in determining
the sensitivity of the assay. Generally, the sample vol-
ume is less than 50 ml; however, volumes up to
100 ml have been used. One potential problem with this
technique is that the mercury must be in a form that is
easily reduced. If there are complexing agents or
organo mercury compounds that do not yield Hg
atoms, these compounds must be treated before analy-
sis. Frequently, acid digestion of the sample before
analysis brings the sample to the desired state for
analysis.

The technique of hydride generation is very similar
to the cold vapor technique addressed previously.
Seven metals (arsenic, bismuth, germanium, antimony,
selenium, tin, tellurium) can be analyzed using
this method. First, the volatile hydrides are formed
by reacting the sample with sodium borohydride.
The metal hydride is then swept into a heated gas cell
using a stream of argon. Anything in the sample matrix
that prevents the metal hydride from forming easily
causes an interference. However, this technique is
applicable to many complicated samples that are
very difficult or impossible to analyze using other tech-
niques.

The final technique described for atomic absorption
apectrophotometry is the graphite furnace. In this
technique, a tubular, high-temperature furnace is
placed in the light path of the spectrophotometer
so that the light is focused down the center of the

sample tube. The sample tube is a hollow cylindrical
tube made of compressed graphite, with or without a
pyrolytic graphite coating. The tube may also be
equipped with a L’vov platform. One of the primary
advances of this technique have been in furnace and
sample tube design to improve the uniformity of heat-
ing. Uneven heating causes reproducibility problems
and spattering or loss of sample. An atmosphere of
inert gas is maintained in the sample chamber to pre-
vent oxidation of the graphite tube during the sub-
sequent heating steps. Typically 5–50 ml of the sample
are deposited on the bottom side of the tube or on
the L’vov platform, and the tube is electrically heated
to evaporate the sample solvent (100–200�C). If the
sample contains organic material, the sample is usually
ashed (600–1000�C). After this step, the inert gas flow
is interrupted, and the metal is volatilized (1500–
3000�C) and then measured. Matrix modifiers may
be added to the sample to prevent loss of the analyte,
before the volatilization step. All of these parameters
are set up and optimized during initial method devel-
opment. The preliminary settings are readily available
in the literature and from most instrument manufac-
turers. Once the conditions have been chosen, the
entire sequence can be automated, including use of
an autosampler. An autosampler is especially recom-
mended for this technique because one of the primary
causes of irreproducibility is improper or inconsistent
placement of the sample in the sample tube. Many
autosamplers will add matrix modifiers and/or known
amounts of standards to samples for standard
addition-recovery experiments.

One of the inherent problems in the graphite fur-
nace technique is background correction. When the
metal atoms are volatilized, there may be absorption
or loss of light that is not related to the metal atom
concentration. For example, there may be small
amounts of partially carbonized material that also
volatilizes and causes light scattering. There are at least
two methods available to correct for background
effects: continuum correction and Zeeman correction.
Continuum background correction assumes that
absorption or loss of light, caused by effects other than
atomic absorption, are constant over the entire spectral
range. Thus, the sample signal is corrected by electronic-
ally subtracting the background absorption at a
wavelength where the metal being measured does not
absorb. This technique works well for background
effects such as light scattering that are fairly continu-
ous over the entire spectral range. However, many
background effects are not continuous, and the analyte
signal is either under- or overcorrected. Zeeman back-
ground correction relies on the Zeeman effect. In simplest
terms, Professor Zeeman discovered in 1896 that when
an atomic line spectrum was subjected to a magnetic
field, the lines were split into multiple components.

Fig. 3 Typical operation screen for copper using flame
atomic absorption spectrophotometry (Courtesy of Perkin-

Elmer Instruments.)
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Thus, the corrected sample signal can be obtained by
electronically subtracting the sample absorbance in the
presence and absence of a magnetic field. Because
the background is actually being measured at the analyte
wavelength, the measurement is generally less susceptible
to error.

COMMON SOURCES OF ANALYTICAL
ERROR IN ATOMIC ABSORPTION
SPECTROPHOTOMETRY

The two common sources of analytical error are inter-
ference during the analytical measurement and con-
tamination during sample preparation. During the
analytical measurement, potential interferences
include, matrix effects: chemical interferences, ioniza-
tion interferences, and spectral interferences.

Matrix effects usually involve physical parameters,
which differ between samples and standards. For
example, in flame atomic absorption spectrophotome-
try, if the viscosity of the sample and standard solu-
tions is significantly different, the solutions are
aspirated into the burner chamber at different rates
and the responses are different. Viscosity effects
can often be eliminated by adding 1–2% of a metallic
salt to the analyte solutions. Chemical interference
can include both complexes and organically bound
metals. When these type of interference are encoun-
tered, the samples often have to be digested with acid
to destroy the organic material. For chemical com-
plexes, adding a large excess of a competing ion is an
alternative to acid digestion. Ionization interference
is very common for sodium, potassium, and lithium.

To overcome this problem, a large excess of one of
the other elements is added. For example, 1–2%
lithium might be added to a sample being analyzed
for potassium. Ionized potassium atoms can collide
with the large excess of lithium atoms, resulting in
the loss of energy for the potassium atoms. These
atoms will return to the ground state and be measured.
Finally, there may be spectroscopic interference such
as molecular or atomic absorption at the analyte wave-
length. In practice, this interference can normally be
overcome, and very complex samples can be analyzed
rapidly and accurately, provided the analyst recognizes
the potential interference and takes appropriate steps
to minimize it.

Contamination during sample preparation is prob-
ably the single major source of error in this technique
and is especially important when analyzing for metals
at the parts-per-million level. Contamination can occur
because of improperly cleaned containers or the wrong
type of container (such as glass versus plastic). In
addition, contamination can come from reagents used
to prepare the sample. Special grade acids or matrix
modifiers are usually necessary for trace metal analysis.
Another source of contamination is the general
environment. For example, even a dust particle can
cause errors of 10-fold or more in the analysis of
aluminum. In summary, serious thought must be given
to every material and reagent the sample will contact
during the entire sample-handling process. A series
of review articles[2–6] are listed in the references
for additional reading on atomic absorption spectro-
photometry.

PRINCIPLE OF OPERATION AND
TECHNIQUES USED IN EMISSION
SPECTROPHOTOMETRY[7]

Emission Spectrophotometry is a complementary tech-
nique to atomic absorption. In this technique, the elec-
trons in the atoms are excited by electrical or thermal
energy to an unstable energy state. When the atom
returns to a more stable state or the ground state,
energy as light is emitted. This emitted light is detected
and quantitated in emission spectrophotometry. The
wavelength(s) of the emitted light is specific to the ele-
ment(s) that are present. Figure 1 compares the
major components of atomic absorption and emission
spectrophotometry.

This emission of light from elements was reported as
early as the mid-1700s and was later the basis of discov-
ering four elements by Kirchoff and Bunsen in the
mid-1800s. However, it was not until the 20th century
that the technique really became a useful analytical
tool. The first analytical instruments used a spark dis-
charge to provide the energy to excite the atoms so that
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Fig. 4 Diagram of a typical unit for vapor or hydride gener-
ation technique. (Courtesy of Perkin-Elmer Instruments.)
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they would emit light. This approach gave valuable
qualitative and semiquantitative information but did
not have the accuracy and precision needed for many
applications. The one exception was the analysis of
alkali earth metals, which require very little energy to
raise the electrons to an excited state. A simple pro-
pane flame is sufficient. This led to the development
of a clinical analyzer for sodium and potassium in
blood and urine samples that is still used routinely in
clinical laboratories. It was not until the argon plasma
flame was developed that a reliable source of high
energy was available to excite a wide variety of atoms
so that they would emit light. This led to the develop-
ment of the technique commonly referred to as induc-
tively coupled plasma (ICP) spectrophotometry.

As noted previously, the argon plasma flame pro-
vided the reliable energy source needed for ICP to
become a reality. The plasma is created by passing
argon gas between two concentric quartz tubes while
applying an RF field (Fig. 5). This plasma flame
reaches temperatures up to 10,000�K, with the sample
reaching temperatures of 5500–8000�K. The shape of
the flame confines the sample emission to an optically
thin source resulting in a wide dynamic range for ICP.
The sample is aspirated into the argon plasma flame,
where it is believed to go through several steps: deso-
lvation, varporization, atomization, and finally exci-
tation or ionization. As the different atoms relax to a

lower energy state, the emitted light strikes a mono-
chromator or polychromator, and the intensity of the
line spectra for each element is measured at the appro-
priate wavelength(s) for that element.

The most commonly used technique of sample
introduction is aspiration of the solution into the
argon plasma flame. Because of the high temperatures
in the flame, many of the problems associated with
atomic absorption are eliminated. However, matrix
effects such as significant differences in viscosity
between sample and standard solutions can still have
an effect. When needed, most of the techniques of sam-
ple introduction used in atomic absorption spectro-
photometry can also be used for sample introduction in
emission spectrophotometry [see the review articles[8–13]

listed in the references].

HOW TO CHOOSE AMONG
THE TECHNIQUES

The major advantage of ICP is that multiple elements
can be analyzed at the same time. The rule of thumb is
if one typically assays less than four to six metals in a
sample, atomic absorption is the better route. How-
ever, for more than six metals, ICP is clearly the choice.
However, other factors such as sensitivity and interfer-
ences also have to be considered. One other variation
of ICP that is becoming important is the hyphenated
technique of ICP–MS (mass spectrophotometry). This
combination gives excellent sensitivity and can even
differentiate ionic species or isotopes if needed.
Table 1 summarizes the sensitivities of the various
techniques. As noted previously, all these techniques
are complimentary, and the various strengths and
weaknesses must be understood to choose the best
technique.

CONCLUSIONS

The instrumentation for atomic absorption spectro-
photometry is very well-defined and can range from a
relatively simple manually operated instrument to a
completely automated system that is on line to a cen-
tral database. In addition, accurate results can be
obtained on a wide range of samples. The future lies
in using this technique to solve problems rather than
to further develop instrumentation. For example, the
FDA published new guidelines for the aluminum con-
tent of products used in total parenteral nutrition.

The role of ICP in the future will continue to
expand, especially with the development of ICP–MS.
The role of metals in biological processes and
disease states is just beginning to be understood, with
numerous studies being published. For multivalent

Ar

(A)

(D) (E)

(B) (C)

Ar+

Ar+

Ar+

Ar+

Ar+

Ar+

e-

e-

e-

e-

e-

e-

Fig. 5 Cross section of an ICP torch and load coil depicting

an ignition sequence. (A) Argon gas is swirled through the
torch; (B) RF power is applied to the load coil; (C) a spark
produces some free electrons in the argon; (D) the free elec-

trons are accelerated by the RF fields, causing further ioniza-
tion and forming a plasma; (E) the sample aerosol-carrying
nebulizer flow punches a hole in the plasma. (Courtesy of
Perkin-Elmer Instruments.)
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metals, the exact species of metal involved in the bio-
logical process can be determined with ICP–MS.
Understanding this type of detail will hopefully lead
to important breakthroughs in the future. See the
References[14–17] for additional information on future
applications.
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Spectroscopic Methods of Analysis: Diffuse Reflectance
Spectroscopy

Herbert Michael Heise
University of Dortmund, Dortmund, Germany

INTRODUCTION

In the field of molecular spectroscopy, absorption
measurements with electromagnetic radiation covering
the wavelengths between 200 nm and 20 mm can be
used for analytical applications. By convention, tags
such as ultraviolet (UV), visible (VIS), and infrared
(IR) were given to special intervals of the spectrum,
each yielding different specific information on organic
and inorganic substances. The energy for electronic
transitions between outer molecular orbitals corre-
sponds to radiation of the first two spectral regions
noted, whereas vibrational spectroscopy is connected
to the infrared. Here, it can be further distinguished
between near- and mid-‘infrared spectral subregions,
which are important for routine analytical work.

In the classic spectroscopy experiment, transmission
measurements are performed to analyze the radiation
absorption of samples. Today, an additional powerful
measurement technique is diffuse reflectance spec-
troscopy, which can be applied advantageously to scat-
tering samples such as powders and other dispersed
systems. It often requires less sample preparation than
for a spectrum recorded in transmission. After sample
penetration, the radiation is diffusely scattered and
partially absorbed before part emerges back at the sur-
face, from where it is detected using various optics and
detectors. Beside identification of compounds, quanti-
tative assays for active ingredients and fillers and in
general formulation testing are available that often
require special chemometric tools. Trace analysis
and the study of adsorbed chemicals are additional
fields. The combination with separation techniques,
e.g., thin-layer chromatography, has been established,
where diffuse reflectance measurement techniques are
involved.

INSTRUMENTAL ASPECTS OF THE
MEASUREMENT TECHNIQUE

Molecular spectroscopy plays an important role in the
characterization of pharmaceutical substances.[1] For
chemical quality and process control, near-infrared

spectroscopy has received much attention in the last
years. The pharmaceutical industry was forced to
develop fast measurement equipment and techniques
for the identification of raw materials on receipt as well
as to verify composition of pharmaceutical formula-
tions before the products leave the premises. Some
techniques are suited for process analysis because of
their speed and lack of sample preparation. Further
applications are concerned with the analysis in the lab-
oratory during synthesis of compounds, identification
of constituents of competitive products, and determi-
nation of additives and coatings. Additional cases
can be discussed for which low detection limits are
required. For best performance and high precision,
instrumentation and sample preparation must be
adapted to meet such demanding applications.

Instruments and Accessories

The spectral ranges noted above usually cannot be
covered by a single instrument. Spectrometers with a
grating monochromator are versatile instruments for
recording UV/VIS and near-infrared spectra, which
are equipped, depending on the spectral range to be
measured, on different detectors [commonly used are
silicon detectors: 200–1100 nm, indium gallium arsenide
(InGaAs): 800–1700 nm (extended wavelength options
are available), and lead sulfide: 1100–2500 nm]. Beside
scanning instruments, also diode array spectrometers
exist to measure the whole spectrum simultaneously.
Other measurement technology uses a set of optical
filters; such instruments are widespread in assays of
food and agricultural products. A special technology
that has been implemented in fast near-infrared spectro-
meters are acousto-optical tunable filters. Radiation
sources such as tungsten halogen lamps, which
provide a broad emission spectrum of electromagnetic
radiation, may be replaced by light-emitting diodes or
tunable lasers, broadening the applicability of future
spectrometer systems.

The infrared spectral range is usually served by
Fourier transform spectrometers, which contain an
interferometer for wavelength dispersion. Today, the
spectra are immediately calculated by using Fourier

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000434
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transformation of the measured interferograms. Such
instrumentation can provide better spectral quality in
shorter time than monochromator based systems.
For the mid-infrared, thermal detectors such as those
from deuterated triglycine sulfate (DTGS) or, for fast
and sensitive measurements, liquid nitrogen cooled
photodetectors such as those from mercury cadmium
telluride (MCT) are used, whereas for the near-infrared
InGaAs, germanium or indium antimonide (InSb)
photodetectors are used. An overview on recent instru-
mentation is given by Coates.[2] It is usual practice to
display the infrared spectra with wavenumbers as
abscissa (the transformation from wavelength l, for

example in micrometers, to wavenumbers ~nn, in cm�1,
is given by ~nn ¼ 10; 000=l).

Various accessories were designed for recording dif-
fuse reflectance spectra. Apart from special devices
developed by different groups and described in the
literature, several commercially available types must
be noted. A few accessories are shown schematically
in Fig. 1, which are representative of the diversity of
optics. For a long time, integrating spheres have been
in use, in particular for UV/VIS and near-infrared
spectroscopy, although a few applications with sensi-
tive MCT detectors also can be found within the mid-
infrared.[3] Usually, a baffle is placed within the sphere

A
Reference

beam

Detector

Sample

Sample

B

Sample

C

Detector

IR radiation
from

spectrometer

Lens

D

4 mm

Core

Cladding

Acceptance cone

Fig. 1 Accessories for diffuse reflectance spectroscopy: (A) Integrating sphere with hemispherical radiation collection; (B)

Accessory based on ellipsoidal mirrors, used within the sample compartment of the spectrometer; (C) Rotational ellipsoidal mir-
ror device with dedicated detector; and (D) Bifurcated fiber optic-based accessory (also shown is the random mixture of fibers for
illumination and detection; compared with devices based on reflection optics the acceptance cone for radiation delivery and col-
lection is limited and depends on the refractive indices of the core and cladding material).
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to prevent ‘‘first strike’’ radiation from immediately
hitting the detector, which measures the scatter over
all angles [hemispherical collection; (Fig. 1A)].

As an alternative, reflection optics based on ellip-
soidal mirrors or segments of such type became wide-
spread. Several commercially available types can be
noted, one is typified by Spectra-Tech’s Collector
Fig. 1B. To reduce the specular reflection, a blocker
can be applied, which is placed vertically on the sample
surface, perpendicular to the optical axis. Another
accessory is Harrick’s so-called praying mantis (the
name was coined after its appearance), which uses an
out-of-plane optical geometry to avoid the Fresnel
reflection from the sample surface. The device shown
in Fig. 1C was designed by us to improve the collection
of diffusely back-reflected photons, observing the fig-
ures of merit for the case that irradiation and detection
optics were to be optimized for optical throughput.
Another positive feature of such a design is that small
spots on large samples can be studied; for applications,
see Heise.[4] A critical evaluation of different types of
diffuse reflectance accessories, especially for discrimi-
nation of specular and diffusely reflected radiation,
has been given by Yang, Mantsch, and Baudais.[5]

For a critical test using a high-absorbing inorganic
sample- within an inert low-absorbing matrix of KCl
powder, it was found that the specular component
within the measured spectrum was primarily sample
rather than accessory-dependent.

Additional accessories are constructed from optical
fibers. One affordable material suited for the UV/VIS
and near-infrared is quartz, whereby a special quality
of low-OH grade quartz provides better transmission,
especially at longer wavelengths. Compared with
mirror-based systems, the acceptance cone for radi-
ation-gathering is reduced owing to the core/cladding
configuration of the fiber light-guides (Fig. 1D). Bifur-
cated fiber bundles are often used as accessories,
whereby the radiation-delivering fibers are mixed at
random with the second fiber bundle, by which the
reflected radiation is guided to the detector. The flexi-
bility of such fiber optic probes is enormous and also
allows measurements from powdered samples, for
example, in opened casks.

The diffuse reflectance of a sample is usually mea-
sured against a nearly 100%-reflecting material, anal-
ogously to a transmittance measurement [a splendid
coverage of standards for reflectance measurements is
provided by Springsteen].[6] Traditionally, freshly pre-
pared MgO or BaSO4 was used for coating the inner
surface of an integrating sphere. For the spectral range
of 200–2500 nm SpectralonTM (Labsphere, North
Sutton, NH) is now the preferred material because it
is inert and easy to handle and process. It is a white
thermoplastic resin that exhibits a reflectance larger
than 0.99 over the spectral range of 400–1500 nm and

larger than 0.95 for wavelengths up to 2500 nm. For
the mid-infrared, powdered potassium bromide is
usually available or gold-coated sandpaper of different
grades, which we preferred. A commercially available
standard material, obtainable from the same company
as above, is InfraGold, which is a multilayer metallic
on a mechanically roughened substrate. It exhibits a
reflectance between 0.94 and 0.96 through the spectral
ranges, with wavelengths between 1 and 25 mm. For
dilution of samples, additional materials others than
alkali halides have been proposed, which is presented
below.

THEORETICAL CONSIDERATIONS

For spectroscopic studies, different measurement
techniques are available. Radiation interacting with
the sample may be absorbed, transmitted, or reflected.
Usually, Lambert–Beer’s law can be applied for
absorbing samples showing no scattering. Reflection
at a sample surface can be specular, in particular for
a plane geometry as obtained for polished surfaces
(also called Fresnel reflection), or diffuse, especially
for rough surfaces as found in powders. Many reflec-
tions are a combination of both diffuse and specular
components. Whereas specular reflectance can be rig-
orously treated using the Fresnel equations, more com-
plex processes are reponsible for the diffuse reflection
inside a scattering system. With dispersed systems,
further phenomena of interaction between radiation
and materials must be addressed. When radiation
penetrates into a dispersed sample, the impinging radi-
ation is partly absorbed and partly scattered by the
particles so that radiation is also reflected in a diffuse
manner. This diffusely reflected radiation is useful for
analytical applications and, with special functions for
linearization of the diffuse reflectance signal, quantitat-
ive relations between transformed signal and concen-
tration can be found.

As several researchers have shown empirically, the
use of �log(reflectance) can provide, analogous to a
transmittance measurement, a linear relationship
between the transformed reflectance and concen-
tration, if the matrix is not strongly absorbing as can
be found for many samples studied by near-infrared
spectroscopy.[7] This issue is presented in detail below.
A different approach based on a physical model
was considered for UV/VIS measurements and later
also applied within the mid-infrared. A theory was
derived by Kubelka and Munk[8] for a simple, one-
dimensional, two-flux model, although it must be
noted that Arthur Schuster (1905) had already come
up with a reflectance function for isotropic scattering.
A detailed description of theoretical and practical
aspects was given by Kortüm.[9] The optical absorption
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and scattering characteristics are described by its
absorption and scattering coefficients k and s, respect-
ively. For diffuse reflectance spectra, the transformation
of the reflectance by the so-called Kubelka–Munk
(K–M) function can provide a linear relationship for
absorption band intensities versus concentrations (the
units are often referred to as K–M units):

FðRÞ ¼ ð1 � R1Þ2ð2R1Þ ¼ k=s

R1 is the reflectance of an infinitely thick sample (in
the near-infrared, this means an approximate 5-mm
thickness and more). The theory was recently revisited
by Loyalka and Riggs,[10] who reinvestigated the accu-
racy of the Kubelka–Munk equations. They found that
the coefficient k must be replaced by k ¼ 2a with the
absorption coefficient a ¼ ln(10) ec, as derivable from
Beer’s law; for the latter equation: ln(10) ¼ 2.303, e
the molar absorptivity, and c the molar concentration.
Such a dependency for k was stated earlier by other
researchers when comparing more refined radiation
transport theories for biomedical applications, e.g.,
Ref.[11].

It must be kept in mind that the K–M theory does
little more than provide an empirical model useful
for quantitative work. To derive at the above equation,
several assumptions were necessary such as infinite lat-
eral extension and optical thickness, isotropy of the
sample, and diffuse illumination, of which in particular
the last is not met in practice when a directional sample
illumination is prevailing. For isotropically scattering
samples, a so-called three-flux approximation to the
near-infrared radiative transfer within pharmaceutical
powders and mixtures was presented recently for the
derivation of scattering and absorption coefficients.[12]

Earlier, Hecht had studied different approaches and
compared modeling results with measurements prim-
arily in the visible.[13] When the scattering inside the
medium shows anisotropy as, for example, with for-
ward scattering, more sophisticated modeling of the
radiation transport inside the scattering medium is
required. One tool applied recently for spectrum pre-
diction is Monte Carlo simulations, by which statistical
averages are obtained for a large population of
photons using probability functions for the scattering
events. In particular, such an approach is often used
for biomedical studies to analyze the photon distri-
bution in tissues after irradiation.

Most spectroscopic software can convert spectra to
K–M units on demand. With a constant scattering
coefficient, at least within a limited spectral range,
the transformed spectra resemble those obtained by
conventional transmission spectroscopy. The relative
error for K–M unit-based intensities is minimal for
reflectance values between 0.2 and 0.7, which is a simi-
lar statement as obtainable for absorbance values

derived from transmittance measurements and their
error estimate. Studies with concern of a varying
change in the reflectance of the reference material
and its influence on the sample K–M units were carried
out by Krivácsy and Hlavay.[14]

PRACTICAL ASPECTS

The measurement of diffuse reflectance spectra from
powdered samples requires less sample preparation
than for the recording of transmittance spectra from
solids, for which the embedding of such samples in a
transparent medium is usually carried out. For mid-
infrared measurements the KBr pellet technique is
routinely used in the laboratory, which requires the
application of high pressures to get a transparent
tablet. The limitations are that the inertness of this
embedding material is sometimes not given with the
result of unwanted reactions. Scattering within the
pellet can still exist, which is evident from evolving
baseline shifts. The absorptivities of vibrational combi-
nation and overtone bands in the near-infrared are
weaker than those of related bands in the mid-infrared,
where many intensive bands can be assigned to funda-
mental vibrations. This leads to the consequence that
the amount of substances required for achieving
significant absorbances is much larger than for KBr
pellet measurements in the mid-infrared.

In Fig. 2, a comparison of two spectra of anhydrous
glucose is shown. The upper trace was recorded in
transmission. For this, the pellet was placed in front
of the spectrometer’s detector to reduce the attenuation
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Fig. 2 Comparison of near-infrared spectra of crystalline
anhydrous glucose. Spectrum measured in transmittance

using the KBr pellet technique [spectral resolution 64 cm�1;
intensity data in absorbance (top trace) and diffuse reflec-
tance spectrum using a spectral resolution of 32 cm�1 and
intensity data transformed to �log(R) (bottom trace)].
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effects by scattering from inhomogeneities inside the
pellet, because placing the pellet into the conventional
sample compartment did not allow a satisfactory
spectral signal-to-noise ratio. The lower spectrum
was obtained using the diffuse reflectance technique
on the powder, which was placed in a cup and slightly
compressed by a spatulum, illustrating the ease of
sample preparation. Slight differences in the spectro-
scopic features arise only from the reduced spectral
resolution, as used for the transmittance spectrum
shown here.

The high-information density of mid-infrared spec-
tra is well-known. In comparison, the discrimination
power of near-infrared spectroscopy is illustrated in
(Fig. 3A) for different monosaccharides, for which dif-
fuse reflectance spectra were recorded. (Fig. 3B) shows
the near-IR spectra of two pharmaceutical substances.

In Fig. 4, the influence of finer particles, obtained by
grinding the crystal material from the supplier pack
on the spectrum is presented. With coarser particles,
the band absorbance intensities are enlarged owing to
a decrease in scattering, which means that radiation
can penetrate deeper into the sample. In addition, a
nearly constant attenuation can be observed, which
leads just to a positive offset in the �log(R) spectrum.
However, there are more severe distortions in a K–M
transformed spectrum owing to baseline shifts, as
pointed out by Griffiths.[7]

The spectra of undiluted substances are influenced
by effects from Fresnel reflection owing to strong
absorption bands found within the mid-infrared spec-
tral range. Additionally, the contrast between band
intensities of strong and weak absorption bands is dra-
matically reduced. An example is provided in Fig. 5,
which compares a KBr pellet spectrum of caffeine with
that obtained from a powdered undiluted sample by
using the diffuse reflectance technique. Two different
representations were chosen, one with a transform-
ation into K–M units and a second with �log(R).
The latter shows uniquely that by using the reflectance
technique, a tremendous amplification of weak absorp-
tion bands can be achieved. The distribution of inten-
sity ratios is closer to that of the transmittance
spectrum, when a dilution of the caffeine by KBr pow-
der, for example, by a factor of 100, is used. A close-up
of the mid-infrared fingerprint region in Fig. 6 provides
us with the clues as to why a dilution by embedding the
compound into the KBr powder must be recom-
mended to obtain a spectrum by diffuse reflectance,
which is comparable with the KBr pellet absorbance
spectrum.
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Fig. 3 Diffuse reflectance near-infrared spectra of several
pharmaceutical compounds: (A) Comparison of the spectra
of three different monosaccharides measured as crystalline

powders; (for clarity, the spectra of fructose and galactose
are offset; spectral resolution 32 cm�1). (B) Comparison of
spectra of pure caffeine and paracetamol (offset, spectral res-
olution 32 cm�1).
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Fig. 4 Diffuse reflectance spectra of crystalline urea illus-

trating the effect of particle size (for the top trace, the crystal-
line material was unprocessed from the supplier’s container),
whereas for the bottom spectrum, the substance was ground
to finer particles.
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For strong absorption bands, a large Fresnel
component shows up within the diffuse reflectance
spectrum, leading to severe band distortions, which
are also unmodeled by the K–M theory; the undiluted
substance spectrum, in this example of pure caffeine,
shows significant shifts and band shape changes that
cause certainly difficulties when comparing such a
spectrum with those from spectral libraries, built from
absorptivity data that were obtained from standard
transmission or similar attenuated total reflection mea-
surements. With a high-absorption index k, which is
related to the absorption coefficient by a ¼ ln (10)
(4p/l)k, with l the wavelength of the impinging radi-
ation, the Fresnel reflection can reach unity. In this

case, the band is also called the Reststrahlen band.
There are applications to use the effect, e.g., for narrow
optical reflection band pass filters.

Similar cases with high absorptivities can be found
in the UV/VIS region, in which fundamental electronic
absorptions exist. When particle size increases, the pro-
portion caused by specular reflectance may become
stronger and readily evident in the diffuse reflectance
spectrum. A discussion of previous UV/VIS work is
given by Wendlandt and Hecht.[15]

In the past, extensive investigations were made to
obtain better insight into the limitations of the diffuse
reflectance measurement technique. Studies demon-
strated that sample properties such as particle size
and packing affect, in addition to the optical constants,
the diffuse reflectance spectrum.[9,15] The characteris-
tics of the diffuse and specular components were stud-
ied for different particle sizes and dilution within a
non-absorbing inert matrix. It was found that specu-
larly and diffusely reflected radiation coexist in the
measured diffuse reflectance spectrum, even in KCl-
diluted samples. In addition, the specular component,
which is certainly sample-dependent, is not necessarily
the same as from the front-surface reflection.[16] To
prove this, a top layer of pure KCl powder was
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Fig. 5 Comparison of mid-infrared spectra of caffeine
obtained by diffuse reflectance and transmission spec-
troscopy. (A) Diffuse reflectance spectrum of the pure pow-

dered substance with transformed intensity data in K–M
units. (B) Same diffuse reflectance spectrum, but using
�log(R) transformation (top trace), the lower spectral range

was limited by the cut-off of the MCT detector used; the bot-
tom trace shows a transmission spectrum using the conven-
tional KBr pellet technique transformed into absorbance,

i.e., �log(transmittance).

30

20

10

–10

–20

0

1800 1600 1400 1200

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0.0

Diffuse reflectance of pure caffeine
with K-M transformation

A
bsorbance, K

-M
 units

Diffuse reflectance of caffeine
(1% in KBr)

KBr-pellet measured
in transmittance

K
-M

 u
ni

ts

Wavenumber [cm–1]
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dle trace, intensity data for both spectra in K–M units), and
absorbance spectrum as recorded using the KBr pellet tech-
nique (bottom trace).
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repeatedly put on top the sample to prevent front-
surface reflectance. Another study to be noted is by
Brimmer, Griffiths, and Harrick.[17] who also discussed
the effect of Fresnel reflection with accessories of differ-
ent optical geometries on the diffuse reflectance spectra.

The penetration depth of the probing IR-radiation
is determined by both the scattering and the absorbing
characteristics of the sample. Theoretical calculations
were carried out by Fraser and Griffiths,[18] showing
that for strong and medium absorptivities, the criterion
of an infinitely thick sample layer is valid for 1 mm,
whereas for weaker bands, approximately about
5 mm of sample thickness was claimed. For pure
KCl, under the conditions of a defined particle size dis-
tribution for the powder and the application of a
certain pressure to obtain a reproducible compression
of the disperse sample, a depth of 2 mm was found to
reach the K–M requirements of an ‘‘infinite’’ sample
thickness, i.e., a further increase in depth causes no
change in the measured reflectance.[14] The packaging
density of the sample, as just noted above, is another
parameter that affects the spectrum. The effect of
pressure applied to powders for reproducible measure-
ments was studied also by several other spectroscopists
[see, for example, Ref.[19].].

Many other materials were studied as matrix mate-
rials for diffuse reflectance spectroscopy. Beside the
previously noted alkali halides, other examples are sil-
ver halides, diamond, germanium, silicon, and chalco-
genide glass, preferably of small particle diameters. For
an extensive survey on different matrices, see Ref.[20].

A study of the precision and accuracy limiting
factors of quantitative assays using diffuse reflectance
was carried out by Krivácsy and Hlavay,[21] comparing
these against transmission measurements. Beside a
reproducible sample preparation, the effect of using
an underestimated reflectance value of the reference
standard (R1,r < 1) in the K–M transformation
approach for the quantitative evaluation of the spectra
leads to a negative intercept for the calibration curves
and a slightly reduced linear regression coefficient.
Another prerequisite is that scattering stays constant,
which is achieved by embedding the sample in a non-
absorbing matrix, e.g., of KBr powder with a defined
particle size distribution.

The linearity of the K–M function has been investi-
gated for several different conditions. For caffeine,
as diluted in KCl powder and reaching up to 100%
of weight, maxima of weak and strong absorp-
tion bands were tested for this important analytical
parameter. It was found that under the conditions
given, the use of an accessory with off-axis optical
geometry and with application of crossed polarizers
before and after the sample, reduced contributions
from specular Fresnel reflection from particles on
the upper sample surface. As a result, the linear region

of the absorbance–concentration dependencies was
extended.[22] For near-infrared spectra, an alternative
linearization function for the measured diffuse reflec-
tance based on �log(R) is noted above. An intensive
investigation on the effect of an absorbing matrix
was carried out by Olinger and Griffiths,[23] who stated
that the concentration range over which linearity holds
depends on particle size and matrix absorption
strength. The effects of non-linearity are even more
pronounced for mid-infrared spectra.[24] Such conse-
quences have to be taken into account when analyzing
the in situ spectra of adsorbates on substrates, such as
from thin-layer-chromatography plates. The combi-
nation of spectroscopy with separation techniques is
presented below in greater detail.

An interesting study for the interpretation of diffuse
reflectance spectra of powders and bulk materials was
carried out by Chaffin and Griffiths[25] for the extended
near-infrared spectral range, reaching from 10,000 to
2500 cm�1 as defined by the authors. The effects of
absorption saturation and Fresnel reflection for differ-
ent amounts of sample scattering are presented.
Reducing the scattering inside the studied material,
e.g., by application of a transparent liquid for match-
ing the matrix refractive index, a tremendous enhance-
ment of the absorption could be demonstrated, as
predicted by the K–M theory.

Because a diffuse reflectance spectrum is scatter-
dependent, information on mean particle sizes is also
obtainable, which is a parameter of great importance
in powder technology. An approach using near-
infrared spectrometry combined with multivariate cali-
bration has been presented by Ilary, Martens, and
Isaksson.[26] Included was a spectrum standardization
by multiplicative scatter correction (see later).

A non-conventional approach for the qualitative
analysis of difficult solid samples is to use silicon car-
bide abrasive paper. The sample is rubbed against
the rough surface, and a small amount sticks to the
substrate. Adiffuse reflectance accessory is used for
recording the spectrum, obtained from a ‘‘sample
loaded’’ substrate measurement that is ratioed against
that of a clean spot. Recently, metal-coated substrates
were found to be even better suited, because the signal-
to-noise ratio could be improved owing to much higher
reflectivity, compared with the results from using
uncoated abrasive paper (recommended grit size, 400).
For extremely hard materials, a diamond-in-metal
sampling device was used successfully.[27]

For qualitative and quantitative mid-infrared stud-
ies, a dilution of a sample by a scattering, but trans-
parent matrix is highly recommended. The diffuse
reflection technique can be used for low concentrations
because of enhancement effects for weak absorptions,
which do not exist for transmission measurements.
On the other hand, the dilution by KBr powder can
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add spectral impurities, and the grinding process itself
carried out in a humid atmosphere could lead to an
increase in water absorption band intensities owing
to the hygroscopic nature of the KBr powder. There-
fore, great care has to be taken when working with
such a material, which should be kept dry in a desic-
cator or dried again in an oven. In Fig. 7 an example
of a diffuse reflectance spectrum of a KBr powder is
shown, for which the reference measurement was
carried out using a gold-coated diffusely reflecting sub-
strate. As evident from the baseline offset in the
spectrum, the reflectance of the KBr powder is lower
than that of the gold-coated standard. The intensifi-
cation of absorption bands from impurities, either
inherent to the KBr used or from a polluted atmos-
phere, is again to be stressed when using the diffuse-
reflectance technique. In this context, suprapure KBr
batches and a clean bench are prerequisites for improv-
ing assay limits.[28]

Diffuse reflectance has also been used extensively
for trace analysis. In such a case, the sample to be stud-
ied is dissolved using a volatile solvent and transferred
to KBr powder, preferably in microcups. The solvent is
evaporated, and the sample has coated the KBr parti-
cles. With microsampling techniques, sample loadings
lower than 100 ng can give satisfactory spectra. If strict
rules for avoiding impurities and contamination are
observed, detection limits even at the low nanogram

level can be reached. Examples from the literature
are the identification of different pharmaceuticals[28]

and of chlorodibenzodioxins isomers.[29]

When coupling separation techniques such as thin-
layer chromatography (TLC) and liquid chromato-
graphy (LC) with infrared spectroscopy for component
identification and, less successfully, for quantification,
the diffuse reflectance technique has often been
applied. Lowest detection limits were usually obtained
when the analyte was isolated from its matrix, i.e., the
TLC substrate or the eluent in the case of LC–IR coup-
ling. The dissolved compound is usually transferred to
a transparent powder, from which it is detected after
solvent elimination [see, for example, Ref.[28].]. In situ
measurements on TLC plates were also carried out
by this and other groups.[30] However, because of the
strong and broad background absorptions from the
stationary phase, such as cellulose, Al2O3, silica gel,
and others, analyte detection limits deteriorate signifi-
cantly compared with the case of a transparent matrix.
In addition, substrate interactions with the separated
component can often be noticed, which may cause
drastic spectrum changes and certainly lead to difficult-
ies with library searching if only normal solid-phase
spectra are implemented for reference. Liquid chroma-
tography with polar eluents, as used in reversed-phase
LC, complicate the solvent elimination step, although
interfaces have been constructed to enable an on-line
analysis of effluents from reverse-phase high-
performance liquid chromatography (RP–HPLC).[31]

A review of analyte deposition-based concepts for such
separation techniques is given by Somsen, Gooijer, and
Brinkman.[32] The incorporation of HPLC/FT-IR into
pharmaceutical research programs and its automation
are discussed by Pivonka and Kirkland.[33]

CHEMOMETRICS

Quality control, pharmaceutical product identity
checks, and quantification are important fields in the
broad application of the different spectroscopic meth-
ods. There are many spectroscopic aspects, e.g., con-
cerning sample preparation, influences from different
accessories, and possibly spectrometer effects, which
certainly influences quantitative measurements. The
latter problems could be solved using calibration trans-
fer between different spectrometer types, for example,
a scanning and an FT-near-IR spectrometer.[34]

For qualitative spectrum interpretation, the conven-
tional method for routine identification of chemical
species is a library-search, based on spectral mapping
algorithms. Before library-searching spectral prepro-
cessing, i.e., elimination of baseline effects and noise,
standardization, etc., is performed on the sample spec-
trum. Comparison of such a processed spectrum with a
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Fig. 7 Diffuse reflectance spectrum of KBr powder mea-
sured against a gold-coated diffuse reflective substrate trans-

formed to either �log(R) or K–M units. The spectral
reflectance of KBr powder is lower than that of the gold-
coated standard. Furthermore, various absorption bands

are noticeable: the broad band approximately at 3500 cm�1

and that at 1640 cm�1 is from adsorbed water. The doublet
at 2350 cm�1 is from uncompensated atmospheric CO2

within the spectrometer and accessory; bands between 1500
and 1000 cm�1 arise from inorganic impurities, and bands
below 3000 cm�1 are from compounds containing aliphatic
groups.
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candidate library spectrum can be based on different
principles such as correlation of spectra, similarity
and distance measures, and logical operations. For
an overview see Ref.[35]. For the mid-infrared spectral
range, many libraries are available, although only a
limited number of spectra might have been recorded
with the diffuse reflectance technique. On the other
hand, industrial activities are on the way for near-IR
libraries, in particular, recorded using the diffuse
reflectance technique. For the UV/VIS range, only lim-
ited digitized information is available, whereas most
spectra are from solution work. A more difficult situ-
ation is found for mixtures aiming at component
identification. For a discussion and applied strategies,
see Ref.[36]. Procedures for classifying and interpreting
spectra can be based on chemometric tools such as fac-
tor analysis, pattern recognition, cluster analysis, and
artificial intelligence algorithms.[37] Spectral deviations
can sometimes be traced back to differences in chemi-
cal purity (e.g., water content), particle size, and size
distribution or polymorphism.[38] Recently, pattern
recognition methods were applied for near-infrared
detection of polymorphic forms and their conversion.
The methods were robust enough when applied to dif-
ferent spectrometers to avoid the need for multivariate
instrument standardization.[39]

Quantification is another important field in which
fast results are needed for process analysis and quality
control. Multivariate techniques play an important
role in quantitative assays, for which different strate-
gies and algorithms are in use for calibration. Individ-
ual wavelength and full-spectrum methods are in use:
multiple linear regression (MLR) is an example of
the first category, whereas partial least-squares (PLS)
and principal component regression (PCR) usually
make use of broad spectral interval information. For
more details, see Refs.[40,41]. Apart from so-called full-
spectrum methods,spectral variable selection is a play-
ground of chemometricians for achieving improved
and more robust calibration models. A recent study
also provides a review on the activities in this field.[42]

It must be mentioned again that quantification
based on diffuse reflectance spectra requires a repro-
ducible sample preparation, because the reflectance
depends on particle size and shape, packing density,
and the texture of the sample surface. Therefore,
sample preparation must be controlled (using same
grinding time when using a ball and mill grinder and
pressurizing the sample reproducibly). A recent
example was provided by Blanco et al., who tested
multivariate calibrations for active compounds in
pharmaceutical mixtures based on partial least-squares
regression in combination with different spectral-
preprocessing methods.[43] Often, baseline effects are
eliminated by taking first or second derivatives of the
spectral data, and, in particular, multiple scatter

correction is an important preprocessing method
used for the standardization of diffuse reflectance
spectra.[44]

PHARMACEUTICAL APPLICATIONS

The number of applications of diffuse reflectance spec-
troscopy for pharmaceutical analysis has increased
tremendously in recent years. An overview to the
activities up to 1986 is found in the first edition of
the Encyclopedia of Pharmaceutical Technology.[45]

The on-line identification of pharmaceutical raw
materials has been noted above because of the require-
ments of Good Manufacturing Practice (GMP),
which is most often performed now using near-infrared
spectroscopy. On the other hand, mid-infrared spec-
troscopy can provide more information owing to the
fact that more vibrational bands from all possible mol-
ecular substructures show up within this spectral
range, whereas the near-infrared comprises primarily
bands corresponding to overtones and combination
bands, just involving vibrations with C–H, O–H, and
N–H molecular bonds. The superiority of mid-infrared
spectroscopy compared with measurements in the
near-infrared was shown when a special formulation
type and the quantification of the active ingredients
were required.[46] Other applications are concerned
with the development of rapid, reliable, and non-
invasive testing assays for whole tablets or intact
capsules. Lodder, Selby, and Hieftje described analyz-
ing several kinds of inorganic compounds through a
gelatin wall; their aim was the detection of capsule-
tampering using a special clustering algorithm, which
was based on near-infrared reflectance analysis.[47]

Another direct control of the active ingredient included
in tablets without extraction or pulverization by near-
infrared spectrometry was possible, as shown by other
scientists.[48]

Near-infrared spectroscopy was proposed as an
alternative to several compendial test methods. As an
example, ampicillin trihydrate was used to demonstrate
that in total, eight quality criteria could be checked and
its ‘‘conformity index’’ calculated.[38] Additional che-
mometrics for quality control were developed by the
same group.[49] Their strategy was used to distinguish
differences in mean particle size of various lactose sam-
ples and to study the effectiveness of a blending pro-
cess for homogenous mixture preparation.

Another task often required is the determination of the
water content. Quantification of moisture in hard gelan-
tin capsules was described by Berntsson, Zackrisson,
and Oestling who discussed its importance in moni-
toring for at-line process control.[50] A sparse MLR
calibration model with three optimized near-infrared
wavelengths yielded an absolute prediction error of
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0.1% over a range of 5.6–18% water content. For
monitoring the production process, Han and
Faulkner[51] analyzed the spectral range of 1100–
2500 nm. Second derivative spectra were used for
PLS calibration of moisture. Single-wavelength analy-
sis was applied for coating thickness. Furthermore,
identification of tablets inside blister packaging was
also possible.

A fiber optic probe was used by Blanco et al.[52] for
analysis of spasmoctyl samples with the active com-
pound otilonium bromide and cellulose, maize starch,
sodium starch glycolate, and glyceryl palmitostearate
as excipients. Another study from this group covered
the identification, qualification of the substance, and
the quantification of the active component. A library
search with a comparison to the near-infrared spectra of
163 pharmaceuticals was involved.[53] An on-line monitor-
ing for the determination of the endpoint of polymorph
conversions in pharmaceutical processes was recently
described;[54] further investigations into this field were
published and are noted previously.[39]

An interesting application is the non-destructive
identification of pharmaceutical tablets directly
through a blister packing using a fiber optic probe.[55]

Three different pattern recognition methods based
on full near-infrared spectra and subset wavelength
ranges were tested to discriminate between film-
coated and non-film-coated tablets as well as between
active and placebo tablets. Dreassi et al.[56] used
near-infrared FT spectroscopy for the quality control
of solid pharmaceutical formulations. Quantitative
assays were developed for solid drug preparations,
for pills containing ibuprofen and tablets with para-
cetamol, and for powders containing benzydamine
hydrochloride and tricetol. Additional work for quali-
tative and quantitative analysis aimed at all stages of
the production, including determination of moisture,
was also described by Dreassi et al.[57]. Another study
was concerned with the characterization of several
pharmaceuticals on the basis of their physical proper-
ties, i.e., crystalline states and densities.[58]

In conclusion, it can be stated that spectroscopic
techniques will further dominate the analytical tools
of the future with respect to qualitative and quantitat-
ive assays. This is because of their speed and the enor-
mous information content of the spectra, especially in
the infrared, and the fact that reagent-free multicom-
ponent methodologies are available. The widespread
diffuse reflection technique certainly has to compete
with others in the laboratory and at the production
site. However, for the study of bulk and dispersed sys-
tems, it will often be the method of choice. There are
additional developments concerned with dedicated
instruments and user-friendly interfaces, in which che-
mometrics play an important role. It is hoped that the
sophisticated algorithms presented in the literature will

be available soon within expert systems, allowing
adaptations to special applications and broadening
the general acceptance of these spectroscopic methods
presented above.
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INTRODUCTION

Luminescence processes in molecules can be classified
according to the source from which the excitation
energy is derived. In photoluminescence, which encom-
passes fluorescence and phosphorescence, excitation is
achieved by the absorption of light by the potentially
luminescent molecule. In chemiluminescence, excitation
occurs as the result of an energetic chemical reaction.
Fluorescent analytical methods make up the great
majority of the ultrasensitive assays carried out by light
emission spectroscopy in the pharmaceutical sciences.
Although they are more complicated, there has been
some interest in phosphorescence and more in chemi-
luminescence. Accordingly, these phenomena are also
briefly treated here.

MOLECULAR ENERGY LEVELS AND
ELECTRONIC PROCESSES

Light absorption by an organic molecule results in the
promotion of a single electron to a higher energy
molecular orbital. The excited state of the molecule
thus formed then has two electrons in singly occupied
orbitals. The promoted electron and the one it left
behind in the orbital it originally occupied can have
spins that are opposite (as in the ground state), or they
may have the same spin. If the electrons have opposite
spins, the molecule is said to be in an excited singlet
state. If, on the other hand, they acquire the same spin,
the excited molecule is said to be in a triplet state. For
each excited singlet state, there is a triplet state that,
owing to lower electrostatic repulsion in the latter,
has a somewhat lower energy than the corresponding
singlet state. Luminescence originating from the elec-
tronic transition of a molecule in passing from an
excited singlet state back to the ground state is called
fluorescence. That originating from the transition from
an excited triplet state to the ground state is called
phosphorescence.

Transition may occur from the ground singlet state
to a number of excited singlet states and to any of a
number of vibrational levels within each of these
excited singlet states as a result of scanning the sample
of interest with the range of wavelengths (energies) of
light that lie in the visible and near-ultraviolet regions
of the electromagnetic spectrum. These electronic tran-
sitions produce the electronic absorption spectrum of
the compound of interest. The ‘‘vibrational breadth’’
of each upper electronic state results in the broad-
banded appearance of the absorption spectra of mole-
cules, which is unlike the line-like appearance of the
absorption spectra of atoms.

Subsequent to excitation, excess energy is rapidly
lost by the excited molecules in collisions with the sol-
vent. Each collisional loss of energy causes vibrational
and sometimes even electronic changes in the excited
molecule, which are radiationless (i.e., no light is
emitted). These changes are called vibrational relax-
ation in the case of vibrational change and internal
conversion in the case of radiationless electronic tran-
sition. In unconjugated molecules where there is great
vibrational freedom, these processes may carry the
excited molecule back to the ground electronic state.
However, in highly conjugated molecules, especially
aromatic molecules, vibrational motion may be restric-
ted, and vibrational relaxation and internal conversion
may carry the excited molecule only back to the lowest
vibrational level of the lowest excited singlet state.
From this state, which is about 106 times longer-lived
than the upper vibrational and electronic states, the
molecule may return to the ground electronic state
by light emission (fluorescence), or it may undergo
photochemical reaction or a change in spin of one of
its electrons. When the latter process occurs, the mol-
ecule is said to undergo intersystem crossing, a process
that results in the creation of the lowest triplet state. If
light emission occurs in the demotion of the molecule
from the triplet state back to the ground singlet state,
it is called phosphorescence. Phosphorescence entails a
change in angular momentum of the emitting molecule
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and is classically forbidden. This is manifested in the
l ong de ca y- ti me of p ho sph or es ce nc e ( 10 �4–10 s). Fluor-
escence decay-times (reciprocal probability of decay)
are typically 10�11–10�7 s. Both forms of light emis-
sion are analytically useful, but fluorescence occurs
under a much wider variety of circumstances and has
been used for analytical purposes far more than has
phosphorescence.

Because fluorescence and phosphorescence originate
exclusively from the lowest vibrational level of the
lowest excited singlet and triplet states, respectively,
and terminate in any of a number of vibrational levels
of the ground electronic state, there will be only one
possible fluorescence band and one possible phosphor-
escence band observable from a single chemical species
capable of fluorescing and/or phosphorescing. More
than one of either is indicative of extraneous lumines-
cing species, either impurities or products of photo-
chemical reaction.

CHARACTERISTICS OF
LUMINESCENCE SPECTRA

Fluorescence

Fluorescence is characterized by two spectra corre-
sponding to excitation and emission. In solutions, both
spectra usually appear as broad bands that may or
may not show vibrational fine structure. The excitation
and the absorption spectra of a compound should be
the same, but with ordinary fluorescence spectropho-
tometers, a distorted version of the true absorption
spectrum is obtained. The degree of distortion depends
on the light output of the spectral excitation source
and the responses of the monochromators and detector
as functions of the wavelengths of exciting light. The
excitation spectrum can be useful in the qualitative
and quantitative analysis of mixtures. For example,
the excitation spectrum of one component of a mixture
can be isolated by setting the emission monochromator at
the proper wavelength, provided the absorbance spectra
of compounds present in the mixture differ sufficiently.

The difference in energy between the longest wave-
length absorption band and the fluorescence band of
an analyte is called a Stokes’ shift and is usually no
more than 100 nm. If the fluorescence band shows an
unusually large Stokes’ shift, then either the solute
exhibits some form of photochemical behavior such
as isomerism or prototropic dissociation in the excited
state, or more than one fluorescent species is present.

The shape of the fluorescence spectrum is inde-
pendent of the wavelength of light used to excite it
because the fluorescence always takes place from the
same level, no matter to what level the molecule was
originally excited.

Quantum yield and decay-time of fluorescence

Because of the other processes that compete with
fluorescence for deactivation of molecules in the lowest
excited singlet state, only a fraction of the excited
molecules will return to the ground state by fluores-
cence. This fraction is called the quantum yield of
fluorescence (Ff) or fluorescence efficiency. Under
given conditions of temperature and environment, Ff

is a physical constant of the excited molecular species.
Ff usually decreases with increasing temperature. The
actual mean time the molecule spends in the excited
state before fluorescing is referred to as the lifetime
of the lowest excited singlet state (or fluorescence
decay-time) and is represented by the symbol tR

0 . The
time it would spend in the lowest excited singlet state
if there were no other processes competing with flou-
rescence is called the natural life time, tR. The quantum
yield of fluorescence, then, may be expressed as being
equal to t0/tR

0 . Because it is a fraction (never greater
than unity), tR

0 is always greater than or equal to t0.
The intensity of fluorescent light emitted depends
on the concentration and molar absorptivity of the
absorbing (ground state) species and the quantum
yield fluorescence of the fluorescing (excited state)
species.

Phosphorescence

Phosphorescence is also characterized by an excitation
and an emission spectrum. Because the lowest triplet
state invariably lies lower in energy than the lowest
excited singlet state of the same molecule, phosphor-
escence will occur at wavelengths longer than those
of fluorescence and, therefore, at wavelengths much
longer than those of the excitation spectrum. As in the
case of fluorescence, the phosphorescence spectrum and
the phosphorescence excitation spectrum are distorted
by the instrumental components and therefore do not
represent ‘‘true’’ spectra.

Because of the long radiative lifetime of the lowest
triplet state, most phosphorescence in fluid solutions
is obviated by collisional quenching, especially by dis-
solved molecular oxygen. Phosphorescence, when it
occurs, is usually observed at low temperatures (e.g.,
that of liquid nitrogen) in rigid matrices where it may
demonstrate high quantum yields. In the past three
decades, much interest has been focused on phos-
phorescence at room temperature (RTP), which some-
times can be observed in samples adsorbed on solid
substrates such as filter paper. Unfortunately, the
quantum yields observed in room temperature phos-
phorescence are low, leading to poor analytical sensi-
tivity, and the method has not enjoyed wide popularity.
Phosphorescent measurements at low temperatures
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require special handling techniques and are difficult
to reproduce. Consequently, although low-temperature
phosphorimetry is inherently a very sensitive analytical
method, it too has yet to attract a substantial group
of users. However, there are a substantial number of
molecules of pharmaceutical interest that phosphoresce
but do not fluoresce (e.g., metronidazole) or fluoresce
weakly and phosphoresce intensely (e.g., warfarin),
and it is probably worthwhile to pursue phosphorimetry
as a valuable aspect of molecular luminescence spec-
troscopy.

Chemical Structural Aspects of
Fluorescence Spectra

Fluorescence spectra of analytical and pharmaceutical
interest arise from functionally substituted aromatic
molecules, particularly those derived from benzene,
naphthalene, and anthracene or their heteroaromatic
analogs pyridine, quinoline, isoquinoline, and acridine.

The intensity of fluorescence observable from a
given molecular species depends primarily on the
quantum yield of fluorescence, which may affect the
intensity of fluorescence over about four orders of
magnitude and may determine whether fluorescence
is observable at all. The quantum yield of fluorescence
is dependent on the rates of processes competing
with fluorescence for the deactivation of the lowest
excited singlet state. These, in turn, depend on mole-
cular structure.

Aromatic molecules, containing lengthy aliphatic
side chains, generally tend to fluoresce less intensely
than those without the side chains. This is brought
about by the introduction of a large number of
vibrational degrees of freedom by the aliphatic moi-
eties, providing an efficient pathway for internal con-
version. In the unsubstituted aromatic molecules, the
rigidity of the aromatic ring results in wide separation
of the ground and lowest excited singlet states. In gen-
eral, molecular rigidity and high quantum yield of
fluorescence are closely related.

The fluorescence efficiencies of aromatic molecules
are reduced by heavy atom substituents such as bro-
mine and iodine and by certain other groups such as
aldehyde and keto as well as nitro groups. However,
in many cases the substituents that decrease the inten-
sity of fluorescence enhance the intensity of phospho-
rescence. Consequently, aromatic nitro compounds,
bromo- and iodo-derivatives, aldehydes, ketones, and
some N-heterocyclics tend to fluoresce very weakly or
not at all. However, most of them phosphoresce quite
intensely. On the other hand, many substituents that
are electron donors such as amino, hydroxy, and
methoxy often tend to increase the quantum yields of
fluorescence of molecules to which they are attached.

The energies of the ground and lowest excited sing-
let states of fluorescing molecules are affected by such
features of molecular structure as the presence of sub-
stituents and the molecular geometry. This is reflected
in the position (energy) of the fluorescence band
maximum in the spectrum. The greater the separation
between the ground and lowest excited singlet states,
the greater will be the frequency and the shorter will
be the wavelength of fluorescence. This separation
depends on the energy difference between the highest
occupied and lowest unoccupied molecular orbitals
and the repulsion energy between the electronic con-
figurations corresponding to the ground and lowest
excited singlet states. For aromatic molecules, the
greater the extension of the conjugated system, the
smaller the energy separation between the highest
occupied (p) and lowest unoccupied (p�) orbitals.
Thus, the wavelengths of fluorescence (lf) increase with
increasing extension of conjugation in the series ben-
zene (lf ¼ 262 nm), naphthalene (lf ¼ 314 nm), and
anthracene (lf ¼ 379 nm).

The fluorescence maxima of aromatic compounds
with substituents differ from those of the parent hydro-
carbons. Groups such as –NH2, –OH, and –SH have
unshared electron pairs of energy higher than that of
the p-electrons of aromatic molecules. These can be
transferred into vacant p-orbitals belonging to the aro-
matic ring. Thus, the energy gap between the highest
occupied and lowest unoccupied orbitals of the substi-
tuted molecule is considerably smaller than that
between the highest occupied and lowest unoccupied
orbitals of the unsubstituted (parent) molecule, and
the wavelengths of fluorescence in the former are some-
what longer. For example, 1-naphthylamine fluoresces
at 372 nm in hexane whereas naphthalene fluoresces at
314 nm in the same solvent.

Groups such as carboxyl and nitrile, which are
electron-withdrawing, have localized, vacant, low-energy
p-orbitals in the ground state of the substituted
molecule. This type of substituent introduces a vacant
orbital between the highest occupied and lowest unoccu-
pied p-orbitals of the unsubstituted molecule. The energy
gap between the highest occupied and lowest unoccupied
orbitals of the substituted molecule is therefore smaller
than the gap between the highest occupied and lowest
unoccupied orbitals of the unsubstituted molecule.
Fluorescence thus appears at longer wavelengths in the
substituted molecule than in the unsubstituted molecule.
For example, the fluorescence of 2-naphthoic acid lies at
344 nm in hexane, 30 nm longer in wavelength than the
fluorescence of naphthalene.

When an electron-withdrawing group and an
electron-donating group are attached to the same aro-
matic ring, fluorescence may be viewed as involving
transition between the lone-pair orbital of the donor
group and the vacant p-orbital of the acceptor group.
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In this case, the energy of the transition is lower and,
thus, the fluorescence wavelength is longer than when
either group alone is attached to the ring. When two
donor groups or two acceptor groups are attached to
the aromatic ring, the position of the fluorescence band
is usually determined by the donor group with the
highest energy lone pair or the acceptor group with
the lowest energy vacant orbital.

Solvent Effects

The solvents in which fluorescence spectra are observed
play a major role in determining the spectral positions
and intensities with which fluorescence bands occur.
In some cases, the solvent may determine whether
fluorescence is to be observed at all.

Solvent interactions with solute molecules are pre-
dominately electrostatic in nature and may be classified
as dipolar or hydrogen-bonding. The position of the
fluorescence band maximum in one solvent, relative
to that in another, depends on the relative separations
between ground and excited state in either solvent and,
therefore, the relative strengths of ground- and excited-
state solvent stabilization.

If the excited state of a polar molecule has a higher
dipole moment than its ground state (most molecules
are in this class), the excited state will be more stabi-
lized by interaction with a polar solvent than will the
ground state. As a result, upon going from a less polar
to a more polar solvent, the fluorescence spectrum will
shift to longer wavelengths. In a few cases, the ground
state of a solute is more polar than the excited state. In
this case, going to a more polar solvent stabilizes the
ground state more than the excited state, causing a
shift to shorter wavelengths with increasing solvent
polarity.

Hydrogen-bonding solvents having positively polar-
ized hydrogen atoms are said to be protic solvents.
They interact with the non-bonded and lone electron
pairs of solute molecules. Hydrogen-bonding solvents
having atoms with lone or non-bonded electron pairs
are called hydrogen-bond acceptor solvents. They
interact with positively polarized hydrogen atoms on
electronegative atoms belonging to the solute mole-
cules (e.g., in –COOH, –NH2, –OH, –SH). Because
most hydrogen-bonding solvents are also polar,
hydrogen-bonding and non-specific dipolar interaction
are usually both present as modes of solvation of
functional molecules. Accordingly, the spectral shifts
actually observed on going from one solvent to
another are a composite of dipolar and hydrogen
bonding effects that may be constructively or destruc-
tively additive.

Protic solvents interacting with functional groups
that are electron-withdrawing in the excited state

(e.g., carbonyl) enhance charge transfer by introducing
a partial positive charge into the electron acceptor
group. This stabilizes the excited state relative to the
ground state so that the fluorescence spectra shift to
longer wavelengths, and often the quantum yield of
fluorescence increases with increasing hydrogen-bond
donor capacity of the solvent. Increasing protic nature
of the solvent produces shifts to shorter wavelengths
and usually lower fluorescence efficiencies when inter-
acting with lone pairs on functional groups, which
are electron donors in the excited state (e.g., –OH,
–NH2). Hydrogen-bond acceptor solvents produce
shifts to longer wavelengths and higher fluorescence
efficiencies by solvating hydrogen atoms on functional
groups that are electron donors in the excited state
(e.g., –OH, –NH2). This is a result of partial with-
drawal of the positively charged proton from the func-
tional group that facilitates transfer of electronic
charge away from the functional group. Finally, solva-
tion of hydrogen atoms on functional groups that are
charge transfer acceptors in the excited state (e.g.,
carboxyl) inhibits charge transfer by leaving a residual
negative charge on the functional group. This results
in shifting of the fluorescence spectrum to higher
frequency and gives rise to lower quantum yields of
fluorescence.

The same considerations are applicable to the influ-
ence of the solvent on the phosphorescence wave-
length, but the shifts are much smaller than in the
case of fluorescence.

pH Effects

The effects of solution acidity and basicity on lumi-
nescence spectra result from the dissociation of acidic
functional groups or protonation of basic functional
groups associated with the aromatic portions of fluor-
escing and phosphorescing molecules. Protonation or
dissociation can alter the natures and rates of non-
radiative processes competing with luminescence and,
thereby, affect the quantum yields of emission. For
example, the antimalarial mefloquine fluoresces very
weakly but phosphoresces well in neutral aqueous
media. However, at pH <1, its protonated form fluo-
resces intensely, and its phosphorescence is very weak.

Protonation and dissociation alter the relative
separations of the ground and excited states of the
reacting molecules and thereby cause shifting of the
luminescence spectra. The shifts tend to be greater in
fluorescence spectra than in phosphorescence spectra
and are attributable to the electrostatic stabilization
or destabilization of the excited state, relative to the
ground state, produced by protonation and dissocia-
tion. The protonation of electron-withdrawing groups
such as carboxyl, carbonyl, and pyridinic nitrogen
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causes shifts of the luminescence spectra to longer
wavelengths, whereas the protonation of electron-
donating groups such as the amino group produces
spectral shifts to shorter wavelengths. The protolytic
dissociation of electron-donating groups such as
hydroxyl or sulfhydryl produces spectral shifts to
longer wavelengths, whereas the dissociation of
electron-withdrawing groups such as carboxyl pro-
duces shifting of the photoluminescence spectra to
shorter wavelengths.

One of the interesting aspects of acid-base reactions
of fluorescent molecules in fluid solutions is derived
from the occurrence of protonation and dissociation
during the lifetime of the excited state. This phenom-
enon affects the dependence of fluorescence on pH
and must be considered in the development of a fluoro-
metric analysis in aqueous solutions.

The lifetimes of molecules in the lowest excited singlet
state are typically of the order of 10�11–10�7 s. Typical
rates of prototropic reactions are 1011 dm3 mol�1 s�1 or
lower. Consequently, excited-state proton-transfer reac-
tions may be competitive with radiative deactivation of
the excited molecules.

In the event that excited-state proton transfer and
radiative deactivation are temporally competitive, the
quantum yield of fluorescence will demonstrate a
complex dependence on the pH level of the solution.
Because the electronic distribution of a molecule is
usually much different in an excited state than in the
ground electronic state, the variation in fluorescence
intensity caused by the pH dependence of the quantum
yield of fluorescence will occur in a pH region different
from the pH region in which the fluorescence intensity
depends on the absorbance of the analyte. This means
that in an arylammonium ion, for example, which
becomes more acidic in the lowest excited singlet state,
one might observe fluorescence from the conjugate
base at a pH level of zero, even though the pKa level
might be as high as 5.

Quenching

The emission of light by photoexcited luminescent
molecules may be decreased or even eliminated by
interactions with other chemical species. This phenom-
enon is called quenching of luminescence.

Two kinds of quenching are distinguished. In
static quenching, complexation between the potentially
luminescent molecule and the quencher takes place in
the ground state. The complex, when excited, fails to
luminesce. The efficiency of quenching is governed
by the formation constant of the complex as well as by
the concentration of the quencher. The quenching
of the fluorescence of doxorubicin by Fe(III) is an
example.

In dynamic quenching, the quenching species and
the potentially luminescent molecule react subsequent
to photoexcitation of the latter and during the lifetime
of its excited state. Dynamic quenching is also called
diffusional quenching, and its efficiency depends on
the viscosity of the solution, the lifetime of the excited
state (t�) of the luminescent species, and the concen-
tration of the quencher (Q). This is summarized in
the Stern–Volmer equation Eq. (1):

F=Fo
f ¼

1

1 þ kQto½Q� ð1Þ

where kQ is the rate constant for encounters between
quencher and potentially luminescing species, and Ff

�

and Ff are the quantum yields of luminescence in the
absence and presence of concentration of the quencher
(Q), respectively.

Dynamic quenching is also characterized by the
dependence of the actual lifetime of the excited state
on (Q). In static quenching, the lifetime of the excited
state is invariant with respect to (Q).

Concentration Effects

As the concentration of a potentially luminescent sol-
ute is increased, the frequency of encounters between
solute molecules is increased. This often results in the
formation of solute complexes at the expense of mono-
meric solute molecules. Obviously, such interactions
will affect the fluorescence expected from a given solu-
tion based strictly on the formal concentration of
monomers and can seriously affect the results of a
fluorimetric analysis.

In solutions of moderate concentration, there are
two types of excited state solute–solute interaction,
which are common. An excited polymer, or excimer,
may form through the aggregation of excited solute
molecules with ground-state molecules of the same
type. Fluorescence quenching and/or a spectral red
shift may result. Also, a heteropolymeric excited-state
complex may form between two different solute mole-
cules. Such a complex is referred to as an exciplex.

The transfer of electronic excitation energy from
one molecule to another is another phenomenon that
is related to the concentration of potentially lumi-
nescent molecules. Energy transfer occurs quite fre-
quently in nature, either by direct collision or even
over distances as great as 50 Å or more by a radiation-
less mechanism by which the excitation energy is trans-
mitted from the molecules that are originally excited
(donors) to the recipient molecules (acceptors). The
efficiency with which an excited donor will transfer its
excitation energy to an acceptor molecule (rather than
fluoresce) is a function of the lifetime of the excited
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state of the donor, the orientations of the donor and
acceptor molecules with respect to one another, and the
inverse sixth power of the distance between the donor
and acceptor. The energy-transfer process quenches
the fluorescence of the donor and often sensitizes the
fluorescence of the acceptor.

Temperature Effects

At low temperature, the efficiency of luminescence is
usually increased, and the spectra often become shar-
per. Both effects result from the increase in solution
viscosity and thus a decrease in collisional deacti-
vation. In addition to changes in intensity, wavelength
shifts also occur when the temperature of a medium is
changed. At very low temperature, fluorescence origi-
nates from an excited state that is locked into the
ground-state equilibrium geometry and solvent cage.
At room temperature, in fluid solutions, fluorescence
occurs only after the molecular geometry and solvent
cage of the fluoresce have adapted to the new elec-
tronic distribution characteristic of the excited state.
The emitting excited state under fluid conditions is
lower in energy than under rigid conditions and, there-
fore, the fluorescence under the latter circumstance will
be at higher energy (shorter wavelength) than in the
former.

QUANTITATIVE ANALYSIS

Luminescence spectroscopy is used more often in
quantitative analysis than in any other application.
The quantitative relationship between fluorescence
intensity F and analyte concentration C is derived from
the Beer–Lambert law:

I ¼ I010�eCl ð2Þ

where I and I0 are the intensities of exciting light trans-
mitted through and incident on the sample, l is the
length of the light path through the sample, and e is
the molar absorptivity of the molecular species of
interest at the nominal wavelength of excitation. The
intensity of light absorbed Ia is then:

Ia ¼ I0 � I0 10�eCl ð3Þ

If all molecules absorbing light fluoresced, then Ia

would be the intensity of fluorescence. However, only
the fraction Ff fluoresces. The remaining fraction
1�Ff returns to the ground state by non-radiative
means. Thus:

F ¼ Ff Ia ¼ Ff I0 ð1� 10�eClÞ ð4Þ

If the absorbance (eCl) of the sample is less than 0.02,
then to within an approximately 2% error, Eq. (4)
becomes:

F ¼ 2:3Ff I0eCl ð5Þ

in which F is linear with respect to C. It then remains
only to prepare a standard solution of concentration
Cs and having fluorescence intensity Fs to be compared
with the unknown solution of concentration Cu and
fluorescence intensity Fu according to:

Cu ¼
Fu

Fs
Cs ð6Þ

It should be noted that the conditions for Eq. (5) to
obtain can be met by either working with very dilute
solutions or by exciting in a region of the absorption
spectrum where e is small.

Of course, it is always prudent to prepare a cali-
bration curve for several standard solutions to check
the linearity of the F vs. C plot before attempting the
simple relative fluorimetry expressed in Eq. (6) for a
large number of samples.

In the case of phosphorescence, the intensity P is
related to the concentration of analyte, following
similar lines of reasoning applied to fluorescence,
according to:

P ¼ FSTFPI0ð1 � 10�eClÞ ð7Þ

where FST and FP are the quantum yields of inter-
system crossing (the fraction of excited molecules
converted from the lowest excited singlet state to the
lowest triplet state) and phosphorescence (the fraction
of molecules arriving in the lowest triplet state that are
deactivated by phosphorescence), respectively. As is
the case for fluorescence, Eq. (7) can be expanded and
for weakly absorbing solutions can be made analogous
to Eq. (6), according to:

Cu ¼
PuCs

Ps
ð8Þ

where Pu and Ps are the phosphorescence intensities
of the unknown and standard samples, respectively.
Eq. (8) is, therefore, the basis of simple quantitative
phosphorimetry.

INSTRUMENTATION

The basic components of luminescence instrumen-
tation are generally arranged as shown in Fig. 1. The
sample is placed in a sample cell and excited by either
ultraviolet or visible light from a source. A filter or
monochromator may select a particular excitation

3392 Spectroscopic Methods of Analysis: Fluorescence Spectroscopy



S
pe

ct
ro

sc
op

ic
–

S
ta

rc
he

s

wavelength region. The sample emits luminescence
radiation in all directions, but only a portion is
observed by the detection system that is usually set at
90� from the source of excitation to minimize the possi-
bility of detecting stray light from the source. Another
filter or monochromator may select the emission wave-
length region, and a detector would convert the lumi-
nescence radiant flux into an electrical signal. An
amplifier-readout system amplifies and processes the
signal and displays it in the required form.

Sources

Sources of radiant energy are generally classified
according to the spectral distribution of the radiation
emitted. Continuum sources have a broad spectral dis-
tribution covering a large wavelength range. Line
sources have spectra consisting of a number of sharp
lines or bands. Lasers have allowed the use of
extremely narrow bandwidths.

Continuum sources

Incandescent lamps are the simplest type of light
source. They usually consist of a heated rod or filament
of tungsten in an inert gas such as nitrogen or argon at
a pressure of approximately 1 atm.

Radiation emitted by the lamp is caused by the
temperature achieved by its filament, which in turn
depends on the power input on the lamp. The radiation
spectral distribution is a function of the temperature of
the source and the wavelength, and this relationship is
defined by the Planck black body equation:

B ¼ 2hc2

l5

1

ehc=kT � 1
ð9Þ

where B ¼ spectral radiance in J/s m2 nm sr; h ¼
Planck’s constant, 6.6262 � 10�34 J/s; c ¼ velocity

of light in a vacuum, 2.99792 � 108 m/s; l ¼
wavelength in nanometers; k ¼ Boltzmann’s constant,
1.38066 � 10�23 J/K; and T ¼ absolute temperature
in Kelvin.

A typical 500 W tungsten lamp operates at 3000 K
with an emissivity of 0.4. If the spectral radiance is
plotted against wavelength, the spectral radiance will
have a maximum at approximately 1000 nm and swiftly
drops at approximately 300 and 5000 nm, so that the
tungsten lamp is most useful in the visible and near-
infrared range.

Incandescent lamps are not sufficiently intense to be
useful in luminescence spectrometry, although their
stability cannot be matched by gas discharge and arc
lamps.

Discharge lamps involve the application of voltage
across two electrodes in a gas or metal vapor consisting
of neutral atoms and/or molecules. If free electrons are
introduced (through a high-voltage spark), then elec-
trons are accelerated and excited, producing light
emission. Gas discharge lamps use hydrogen, nitrogen,
and the inert gases. Metal vapor discharge lamps use
the more volatile metals such as mercury, cadmium,
zinc, gallium, indium, and thallium.

With an increased voltage across the gap, higher
states of excitation occur, and radiation at shorter
wavelengths is emitted. When the voltage exceeds the
ionization potential, the gas will be ionized by colli-
sions resulting in increased current such that protons
are accelerated to the cathode and electrons to the
anode. The reformation of protonated gas atoms or
molecules is very improbable at low pressures and cur-
rents because secondary electrons generated as ions
may strike the cathode, neutralizing the protonated
gas atom or molecule. When the secondary electrons
are sufficient to maintain the discharge current, a
glow discharge occurs. When the current is further
increased, the cross-sectional area of the discharge
increases proportionally, and the voltage becomes con-
stant. To increase the current further, the voltage must
be increased, resulting in increased brightness with a
change to an arc discharge where a voltage drop
occurs. A contraction in discharge into a smaller area
on the cathode may also follow.

Depending on the pressure in the lamp, both line and
continuum emission may be observed. Low-pressure
lamps operated at low current densities and temperatures
produce sharp atomic lines with little or no continuous
background. Increasing pressure and temperature cause
the lines to broaden and increase the intensity of the
background continuum.

High-pressure xenon, mercury, or mercury–xenon
arc lamps are the most common excitation sources
because of their relatively high intensity, wide spectral
range, and low cost. Commercially available xenon
lamps are available in a wide range of power ratings

Detector or
photometer

Photomultiplier

Power
supply

Source

Slit

Excitation
monochromator

Slit

Emission
monochromator

Sample
cell

Fig. 1 General layout of luminescence instrumentation.
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and are usually operated on DC for greatest stability
and longest life. Below 300 nm, the light output of
the xenon lamp falls off sharply, such that the long
wavelength peaks of the excitation spectrum are exag-
gerated and appear different from those in the absorp-
tion spectrum. Mercury–xenon lamps produce very
intense light corresponding to the line emission spec-
trum of mercury (principal lines are at 254, 313, and
365 nm), and generally the light produced is more
intense than that produced at any given wavelength
by a xenon lamp of comparable power rating. How-
ever, these lamps emit very little light at other wave-
lengths, limiting the choice of excitation wavelength
that may be used. However, because many substances
have absorption spectra that overlap the mercury emis-
sion lines, they may be excited using the mercury–
xenon lamp.

Pulsed discharge lamp (flash lamps) are used when
high-intensity, short-lived pulses of exciting light are
needed. A high-voltage capacitor is discharged across
the gap, causing a short, high-current pulse to the
lamp, and producing a very intense pulse of light.

The energy input to the lamp per flash is character-
istic of lamp manufacture and is related to the capaci-
tance and the voltage across the lamp:

Q ¼ CV 2 ð10Þ

where Q ¼ energy input in joules; C ¼ capacitance in
farads; and V ¼ operating potential in volts.

The duration of the light flash is approximately
equal to the duration of the current pulse through
the lamp:

tf ¼
1

2
RaC ð11Þ

where tf ¼ flash duration in seconds, and Ra ¼ effective
arc resistance in ohms.

The effective arc resistance is proportional to the arc
gap length and is inversely related to the 2/3 power
of the operating voltage. This implies that the shortest,
most intense pulses are obtained from lamps with very
short gap tubes that are operated under high voltage
and low capacitance. The value of Ra for a particular
lamp is given by the manufacturer and is specific for
a set of conditions.

The peak input power per flash in watts is given by:

Pi ¼ Q=tf ð12Þ

and the peak light output per flash in watts is:

P0 ¼ ePi ð13Þ

where e ¼ efficiency of conversion (usually 0.25–0.5
for xenon lamps).

The average input electrical power in watts is:

Pi ¼ Qf ð14Þ

where f ¼ repetition rate in hertz.
The manufacturer generally recommends the maxi-

mum Pi, value; higher-powered types may need to be
forced air-cooled.

The average current drawn from the power supply
is given by:

i ¼ VCf ð15Þ

The value of f should not exceed approximately 0.1
tf
�1 to prevent continuous ionization of the lamp.

The charging resistance Rc is selected so that its
power rating is greater than the average input electrical
power.

Rc ¼
1

5RC
ð16Þ

Xenon, nitrogen, and hydrogen flash lamps are
available. The nature and pressure of the fill-gas affect
the spectral distribution of the flash lamp.

The arc may appear narrow and filamentary when a
xenon flash tube is operated below its maximum input
power per flash because not all of the gas is ionized.
The position of the arc tends to shift from flash to
flash, causing erratic light output. It is generally not
advisable to operate a flash tube very far below its
maximum input.

Line sources

Glow discharge lamps (hollow cathode lamps) produc-
ing line spectra are quite similar to those propagating
continuous spectra presented above. Accelerated elec-
trons generate positive ions on collision with atoms
of a carrier gas (Fig. 2). The ions gain energy in an elec-
tric field and collide with the cathode. Atoms of the
cathode are released and are excited by inelastic colli-
sions with the electrons. The excited metal atoms then
emit light.

The lamps are usually sealed and may have auxiliary
electrodes to excite atomic vapor. They are operated at
DC but may be modulated and pulsed. If the primary
current ip introduced is too high, the lines emitted are
self-reversed. However, this may be avoided by keeping
ip low and ia (auxiliary current) high.

Electrodeless discharge lamps, or EDLs (Fig. 3), are
easy to make, but the results obtained are not always
reproducible owing to chemical effects with the walls
of the lamp, poor outgassing, poor seal-off, etc. A tesla
coil starter produces a few free electrons that are accel-
erated by a high-frequency electric field (through the
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use of radio- or microwaves). The electrons acquire
enough energy to excite and ionize atoms produced
by the thermal heating. The actual discharge is con-
fined to a ‘‘skin effect,’’ wherein the outer surface of
the envelope minimizes self-reversal. Low pressures
(0.1–1 torr) of argon or neon gas are used; helium is
usually not used because it diffuses out of the quartz
envelope and is not very stable in intensity.

The lamps may be operated as continuous wave
sources or be modulated or pulsed. EDLs have a poor
stability or poor shelf life in some cases, but they have
high intensities, produce narrow spectral lines, and are
relatively inexpensive.

Lasers

Modern tunable dye lasers have any of several advan-
tages over conventional sources, including: 1) extremely
narrow linewidths; 2) high intensity; 3) collimation and

excellent focusing abilities; 4) continuous tunability
over certain wavelength regions; and 5) extremely short
pulse duration. The primary disadvantages are their
expense, relative complexity, and the difficulty to
obtain wavelength-tunable laser output at wavelengths
below 320 nm (non-linear frequency mixing techniques
may be used).

Lasers have three primary components (Fig. 4): 1)
an active medium that amplifies incident electromotive
waves; 2) an energy pump that selectively pumps
energy into the active medium to populate selected
levels and to achieve population inversion; and 3) an
optical resonator, or cavity, composed of two opposite
mirrors a set distance apart that store part of induced
emission concentrated in a few resonator modes. A
population inversion must be produced in the laser
medium, deviating from the Boltzman distribution;
thus, the induced emission rate exceeds the absorption
rate, and an electromotive wave passing through the
active medium is amplified rather than attenuated.
The optical resonator causes selective feedback of radi-
ation emitted from the excited species in the active
medium. Above a pump threshold, feedback converts
the laser ampler to an oscillator, resulting in emission
in several modes.

The wavelength range over which the laser would
operate depends on the spectral range over which the
active medium and cavity have a net gain. Wavelength
selection devices such as gratings, prisms, and etalons
are placed in the cavity when restricting the lasing
wavelength is desired; these reduce the gain of the
cavity below lasing threshold for all the desired
wavelengths.

The active medium in tunable dye lasers is a dye
solution. The dyes are organic compounds with conju-
gated double bonds and have delocalized p electrons

Seal

Quartz envelope

0.1 - 10 torr
of Ar or Ne gas

10 - 1000 w
microwave field 

Volatile metal or metal halide

Fig. 3 Schematic diagram of an electrodeless discharge lamp.
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Fig. 2 Schematic diagram of a hollow cathode lamp.
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Fig. 4 Laser with conventional two-mirror cavity.
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that can produce large absorption cross-sections.
Because of the large dipole moments that can be gen-
erated, the spontaneous lifetime is short (<10 ns), and
the quantum yield of fluorescence is large. Dye lasers
are pumped by flashlamps, N2 lasers, Cu vapor lasers,
Nd-YAG, excimer, or Argon ion lasers. They oscillate
within a broad band. Therefore, short pulses can be
obtained.

Semiconductor lasers (laser diodes) have recently
appeared as luminescence excitation sources. They
have several outstanding advantages over gas and dye
lasers and arc lamps as excitation sources. They are
more powerful and more coherent light sources than
arc lamps. They also have the advantage of producing
a polarized beam that can be useful for certain applica-
tions. They are smaller, more compact, and much
less expensive than other kinds of lasers, and the fact
that most semiconductor lasers emit in the far-red or
infrared means that less energy can be deposited in
the sample so that considerably less thermal decompo-
sition can occur than with conventional ion, excimer,
and dye lasers. That until recently, emission from
semiconductor lasers has been generally confined to the
far-red and infrared has been a mixed blessing. On the
one hand, the fact that so few substances demonstrate
electronic absorption in that region of the electronic
spectrum means that excitation with semiconductor
laser light will be very selective. For example, the inter-
fering luminescences of tryptophan and bilirubin from
serum samples will not be problematic with semi-
conductor laser excitation because these substances
are not excited by red light. On the other hand, because
so few substances absorb red light, a new generation
of fluorescent probes and labels is required for the
labeling of analytes to be detected subsequent to
chromatographic or immunochemical analysis.

Several of the polymethine dyes absorb in the red,
far-red, and near-infrared and fluoresce efficiently as
well in this spectroscopic region. Functional deriva-
tives of these may provide excellent fluorescent labels
for semiconductor laser excitation. Several research
groups are currently actively involved in the synthesis
and development of large polyunsaturated dye mole-
cules that are excited and show luminescence in the
red and near-infrared. This promises to be one of the
most exciting areas of luminescence spectroscopy for
the foreseeable future.

Wavelength Selection

The choice of limited spectral wavelength bands for
excitation and emission is necessary to prevent the
possibility of excitation and detection of emission
from extraneous species and to spurious stray light.

Monochromators and filters are used to select the
wavelength areas of interest.

Filters

Filters are absorption type, made of tinted glass, gelatin-
containing organic dyes lacquered or sandwiched between
glass, or a solution of absorbing substances, or are
interference filters.

Absorption filters selectively absorb portions of
incident polychromatic light and allow the trans-
mission of light of preferred wavelengths. There are
three general classifications: 1) neutral tint; 2) cut-off
filters; and 3) bandpass filters. Neutral tint or neutral-
density filters have a nearly constant transmission over
a range of wavelengths; they are used with strongly
fluorescing compounds and decrease light intensity
uniformly. Cut-off filters have a sharp cut-off in their
transmittance characteristics; beyond a certain wave-
length there is little or no transmittance. These are
especially useful in preventing stray or unwanted light
from falling on the detector. Bandpass filters either
transmit or refuse a set wavelength band and are
usually made from a series of cut-off filters.

An interference filter consists of two highly reflec-
tive but partially transmitting films of silver separated
by a spacer film of completely transparent material
(e.g., MgF2). Light of wavelength corresponding to
the optical separation of the silver films (�5–9 nm),
and integral multiples of this principal wavelength,
are transmitted, whereas other wavelengths are elimi-
nated by destructive interference. These filters are sui-
ted for intense sources because they absorb very little
energy and rarely need to be cooled.

Monochromators

Monochromators are usually diffraction gratings with
slit arrangements. Prisms were once used as monochro-
mators but are now almost obsolete because gratings
are much less expensive and less cumbersome. Poly-
chromatic light is dispersed by the grating into its
component wavelengths through constructive and
destructive interference. Two types of gratings are
available: transmission and reflection gratings.

A large number of parallel transparent and opaque
lines are arranged alternately on a transmission grat-
ing; when a source is incident on one side of the grat-
ing, each transparent line acts as an independent line
source of the original radiation. Interference will occur
among the monochromatic light waves transmitted by
the closely spaced transparent lines, causing an aug-
mentation in light intensity at certain points and
elimination at others.
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A reflection grating is similar to a transmission grat-
ing except that it uses a large number of grooves on a
reflective surface to cause the interference.

Fig. 5 shows a parallel light beam incident onto two
adjacent grooves of a diffraction grating. At a wave-
length and an angle of incidence A normal to the grat-
ing surface, constructive interference for an angle B is
obtained:

ml ¼ dðsin A� sin BÞ ð17Þ

where m ¼ order of interference.
The plus sign is taken if A and B are on the same

side of the grating normal and the minus sign if they
are not. If the light is reflected back into the direction
of the incident light, the equation reduces to:

ml ¼ 2d sin B ð18Þ

When m ¼ 0, the angle of the incident radiation is
equal to the angle of diffraction, and this corresponds
to specular reflection of the incident radiation. When
m ¼ 1, the diffraction is said to be first-order and
is the primary image of the spectrum. When m ¼ 2,
the diffraction is second-order and is the second image
of the spectrum with a dispersion twice that of the first-
order, and so forth for higher orders. This may cause
interference. Therefore, a filter is used to eliminate
higher-order spectra.

Two important factors in selecting a grating are
its blaze angle and resolving power. The blaze angle
e is dependent on the blaze wavelength. The output
of a grating at a particular wavelength is compared

with that of an aluminum mirror, and the blaze corre-
sponds to the wavelength of maximum efficiency:

Y ¼ A � B

2
ð19Þ

A is fixed by the construction of the instrument,
whereas B varies with A according to Eq. (17). The
resolving power R depends on the number of grooves
in the grating N and the order of interference:

R ¼ mN ð20Þ

R is relatively independent of wavelength. A grating
with a high resolution would produce better separa-
tion of the polychromatic light to its component
wavelengths.

The excitation grating is on a turntable that when
rotated allows light of different wavelengths to be
focused through a slit and onto the sample. The sample
would fluoresce, and the light would be channeled by
the emission grating, which is also on a turntable,
and is focused through another slit onto the detector.

Slits

Slits help focus light onto the monochromators and
the detector; they regulate the wavelength range that
excites and is emitted by the sample. Smaller slit widths
are more selective, producing a narrower range of
spectral bandpass (bandwidth at half the peak trans-
mittance), but a decrease in transmitted light is noted
and, therefore, there is a decrease in sensitivity. There
are two types of slits: fixed and variable.

Fixed slits are cut in an opaque material. A series of
these are found in instruments using fixed slits; the
desired slit width is obtained by using any one in the
group, and the results so obtained are reproducible.

Variable slits are used more commonly than fixed
slits. There are two types available: unilateral or bilat-
eral. Both involve the use of beveled blades attached to
micrometers that allow the blades to shift a specified
distance, although unilateral slits have only one mov-
able blade; the other is fixed. Bilateral slits are pre-
ferred over unilateral slits because a constant center
line is maintained with the former whereas that using
the latter continuously changes as the slit width
changes. Variable slits are more expensive but are more
convenient for routine analysis. With constant use, the
micrometer mechanism and blade edges become worn,
resulting in a decrease in sensitivity and reproduci-
bility. This is not considered a major problem in ana-
lytical work unless a precise knowledge of the slit
widths is imperative.

A

B

B

d

Diffracted ray

Nf

Ng Incident ray

θ

Fig. 5 Diffraction grating. Ng ¼ normal to the grating;
Nf ¼ normal to the face of the grating; A ¼ angle of inci-
dence; y ¼ angle of diffraction; d ¼ grating spacing; and
B ¼ blaze angle.
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Cell Compartments and Cells

Cell compartments are usually painted flat black to
minimize stray light and are covered when the fluori-
meter is in use to eliminate the entrance of external
light. They are usually set such that the fluorescence
emitted by the sample would be at a 90� angle to the
line of entry of the exciting light. This arrangement
decreases the interference of stray exciting light. If
the sample has strong absorption at the excitation
wavelength or is a solid, concentration quenching
may occur, especially if the sample has a low quantum
yield. Using a front-surface configuration, with the
fluorescence emitted at 30� to the line of entry of the
exciting light, may solve this problem. Solid sample
holders with glass, quartz, or silica windows are also
available.

Fluorescence cells are made of quartz, silica, or
special optical glass. Glass cells are cheaper and are
suitable for use with excitation wavelengths above
330 nm. For shorter wavelengths, quartz or silica cells
have to be used. If analysis is to be performed at low
temperatures, cryorefrigerators or Dewar flasks (Fig. 6)
are used.

At low temperatures, both fluorescence and phos-
phorescence may be detected when the sample in the
Dewar flask is illuminated. If only phosphorescence
is emitted by the sample, this setup may be used to

measure phosphorescence. To isolate phosphorescence
when both types of luminescence are present, a mech-
anical chopper with openings 180� apart is mounted
in the sample compartment and rotated at a speed of
several thousand revolutions per minute. This effec-
tively cuts off the fluorescence because its lifetime is
10�11–10�7 s, and the emitted light would have
vanished completely in one quarter of a revolution.
Phosphorescence has a longer lifetime (10�4 to several
seconds) and will be registered by the detector.

Detectors

Photomultipliers

Photomultipliers are the most widely used photodetec-
tors in fluorescence spectroscopy. They detect very low
levels of light using secondary emission from a dynode
chain (Fig. 7). A photomultiplier is made up of an
evacuated glass or quartz tube containing a photo-
cathode, a series of dynodes made of electron emissive
material, and an anode. Fluorescence emitted by the
sample strikes the photocathode, which in turn emits
photoelectrons. These electrons are accelerated toward
the first dynode, and more electrons are produced,
hitting the second dynode and producing even more
electrons, and so forth, until the last dynode, when
electrons coming from the last dynode strike the
anode. The anode current flows through the lead
resistor, generating the signal voltage.

The amplification factor of the photomultiplier G
depends on the electron gain per dynode g and the
number of dynodes x:

G ¼ gx ð21Þ

The amplification and gain per dynode of an ampler
rely on the operating voltage. Thus, photomultipliers
need a very stable high-voltage power supply. The
spectral response depends on the cathode type and

Nitrogen gas
vent

Sample tube

Black jacket

Liquid nitrogen

Quartz nipple

Fig. 6 Dewar flask.

Load resistor

Anode

Dynode resistors

Photocathode

Dynodes

Fig. 7 Photomultiplier.
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envelope material and is not affected by the electron
multiplication process.

At room temperature, the noise in photomultipliers
is predominantly shot noise, which is because of the
fundamentally quantized nature of light energy and
electrical current. Photons arrive at the cathode
randomly, even though the overall intensity of light
is constant. Photoelectrons emitted from the cathode
arriving at the anode would thus do so randomly, even
though the long-term rate of photoelectron pulses is
constant and parallel to the light intensity:

is ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eBGDfia

p

ð22Þ

where B ¼ 1 þ g�1 þ g�2 þ . . . þ g�z ¼
P

y¼0
z g�y and f ¼ electrical noise bandwidth in hertz.
The equation for shot noise current is owing to the

total anodic current (photocurrent plus thermionic
current) ia a takes into consideration the gain of
the tube G. Shot noise may often be reduced by
increasing the measurement time because this would
increase the signal-to-noise ratio. The thermionic
component of the noise may be reduced by cooling
the tube. There is a minimum temperature to which
the tube may be cooled. Exposure of the tube to high
light levels may cause changes in the sensitivity of
the tube, and photomultipliers must never be exposed
to room light or irreversible damage may result.
A fatigued tube may often be restored by operating it
in the dark for some time at the normal operating volt-
age. The cathode or anode currents must not exceed
the ratings specified by the manufacturer. Photomulti-
pliers usually have a response time of less than 10�8 s,
which is rapid enough to detect most fluorescence
decay-times.

Image detectors

Vidicons are of two types: the photoconductive target
vidicon[1] and the image orthicon, or return beam
vidicon.[2] In the former (Fig. 8), light incident on a tar-
get previously biased by an electron beam would cause
a charge separation in the photosensitive material. The
carriers of the charge discharge the bias proportionate
to the amount of light striking each local area, or pixel.
When the raster-scanned beam returns to this region, it
replaces the bias, and a signal is detected as the voltage
across the load resistor is detected. The illuminated
pixels cause an increase in the signal.

The return beam vidicon (Fig. 9) uses a photo-
cathode to detect the light image. The photoelectrons
are formed on a target composed of a secondary elec-
tron emitter similar to the dynodes in a photomulti-
plier, and secondary electrons produced are collected
by a mesh, leaving the target with an image stored in

the form of positively charged areas corresponding to
the lit parts of the photocathode image. A low-velocity
electron beam scans the target surface, and electrons
are absorbed from the beam where the target is
charged; the beam is scattered only in areas of little
or no charge. An anode finally collects the scattered
electrons. Unlike the photoconductive target vidicon,
illuminated areas in the image orthicon cause a
decrease in signal current.

Intensified vidicons (Fig. 10) detect photoelectrons
instead of photons. There are two groups: in SEC
vidicons, the target is a secondary electron conductor
such as MgO, KCl, MgF, and Ag, whereas silicon-
intensified target (SIT) vidicons have silicon diode
arrays as their targets. SEC vidicons are approximately
10 times more sensitive than ordinary vidicons, and
SIT vidicons are up to 500 times more sensitive: they
are capable of single-photon detection.[3] The use of
the latter is limited by its high noise level; however,
cooling the tube and shutting the readout beam off
can lower the noise by increasing the integration
time.[4]

Focusing and deflection coils

Lens Target

Grid

Resistor

Electron gun

Fig. 8 Photoconductive target vidicon.

Photocathode

Focusing and deflection coils

Anode

Electron gun

 Flow of
photoelectrons

Accelerating or decelerating grids

Target

Fig. 9 Return beam vidicon.
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Charge-coupled devices (CCD)

CCD sensors provide a higher sensitivity to light than
do common detectors and photographic film, allowing
for the acquisition of weaker signals. This technology
has revolutionized the use of fluorescent microscopes
in the biomedical sciences and has begun to have an
impact on fluorescent-based analytical systems.

A CCD chip is an array of light-sensitive elements
that are in fact small electronic capacitors. These
capacitors are charged by the electrons generated by
the emitted light. In fact, each photon that reaches
the CCD array’s atoms displaces some electrons that
are providing a current source. These current sources
are localized in small, delimited areas (the capacitors)
called pixels.

Common CCD chips are composed of several pixels,
for example, 192 � 165, 512 � 512, 1024 � 1024, or
more. It is easy to understand that it is physically
impossible to individually access each pixel. In fact, a
CCD sensor provides only one serial output, through
which each capacitor can be discharged (each pixel
can be read). The capacitors are disposed in lines, and
there are some control gates that allow the transfer of
one pixel line into the next. The last line of the array
can be transferred into a horizontal shift register. This
shift register allows the transfer of one pixel to the next,
and the last pixel of this horizontal register is connected
to the output gate.

The CCD chip has one clock entry for the vertical
transfer, one for the transfer gate, and one for the shift
register. Thus, read out the signal, one must first trans-
fer the last line into the shift register by providing a
clock pulse on the transfer gate control pin. Then
one has to provide one clock pulse on the shift register
control pin for the reading of each point of this line.
Finally, one must provide one clock pulse on the verti-
cal transfer. The high number of pixels allows increases
sensitivity and spatial resolution.

If a CCD array is used in a warm environment
(20�C), the photosensitive area atoms produce a cur-
rent, which produces noise. To reduce this noise, the

CCD array atoms should be cooled so that their ther-
mal excitation is reduced. The CCD is cooled by two
primary processes: 1) electrical and 2) chemical.

Cooling a CCD by use of liquified gas is most
efficient but is still reserved for the highest sensitivity
purposes. This is primarily owing to the equipment
needed to store and use such liquids. Thus, the most
commonly used process is the use of a thermoelectric
cooler, also known as a Peltier cell. It is a device work-
ing as a heat pump. The heat contained in one face of
the cells is transferred to the other. These cells should
be powered by direct current. Efficiency improvement
of such a cell can be performed by cooling its hot face.
To provide substantial cooling of the CCD, it is poss-
ible to use two Peltier cells in addition to a water- or
glycol-cooling system. The first cell cools down the
CCD, the second cools the first, and the liquid circuit
evacuates the heat provided by the second Peltier cell.

Signal Processing

These systems amplify and process the electrical signal
from the detector and show it in a read-out form. The
electrical noise bandwidth is usually determined by the
system, which in turn influences the amount of noise
of the signal and determines the response time of the
system.

DC amplifiers

DC amplifiers are the simplest and least expensive of the
electronic measurement systems. They are most com-
monly found in commercially available fluorimeters.
Ideally, the amplifier stage of a circuit contributes little
or no noise to the system; the photomultiplier should
produce only the noise associated with perfect perform-
ance of the photocathode and the electron multiplication
process described above. However, the anode dark
current of the photomultiplier adds to the noise in the
signal, and the amplifier makes its own contribution to
the total noise. It is therefore imperative to select the
proper photomultiplier tube with low dark current so
as to have a higher signal-to-noise ratio.

Photon counting

The current pulse from a single photon event would be
noted at the anode as an approximate million electrons
and a pulse width in nanoseconds. The amplifier
changes the anode current pulse into a pair of voltage
signals with sufficient gain and output impedance to
couple it to the discriminator, which then shapes the
pulse and rejects those below a set minimum threshold.
The maximum count rate of less than 100 pulses/s
determined by the pulse pair resolution of the amplifier-

Photocathode

Target

Grid

Anode

Fiber optic
place

Resistor

Electron gun

Focusing and deflection coils

Fig. 10 Intensified target vidicon.
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discriminator limits pulse counting, but methods to
increase the upper limit by multilevel discrimination[5]

and DC switching at high light levels[6] have been
described.

Correction of Spectra

Excitation and emission spectra obtained from most
instruments are dependent on the wavelength-sensitive
components of the particular system. To compensate
for these and the different amounts of light loss per
instrument, corrections for instrumental characteristics
are necessary to obtain the true spectra. The results
allow intrainstrument spectral comparisons to be made.
Although self-correcting instruments are commercially
available, these are generally too complicated and
expensive for routine analytical work.

Excitation spectra may be corrected using a con-
stant response thermopile, a chemical actinometer, a
standardized phototube, or a reference compound.
The latter two methods also may be used for correcting
emission spectra. By reporting fluorescence intensities
in relation to reference compounds, one guards against
the source and photomultiplier aging characteristics of
a given instrument. Any stable fluorescent compound
with broad excitation and emission bands is suitable
for this purpose.

SPECIAL TOPICS

The following spectroscopic topics are viewed as cur-
rent areas of analytical interest. Many review articles
give a more thorough discussion of these subjects,
and these are cited accordingly.

Chemiluminescence

Fluorescence initiated by chemical reactions is called
chemiluminescence. It is a common phenomenon in
flames in which free radicals are oxidized by molecular
oxygen but occurs rarely in solution because many of
the reactive species necessary for the generation of
chemiluminescence have very short lifetimes in solution.
Phosphorescence as a form of chemiluminescence does
not exist in solution because of quenching of the triplet
state in the liquid phase.

A number of chemiluminescent reactions are known.
The oxidation of 3-aminophthalhydrazide (luminol)
has been studied extensively.[7–14] The emission result-
ing from the reaction of certain oxalic acid derivatives
is another outstanding example.[15] When chemilumi-
nescence occurs in living organisms, it is called bio-
luminescence. The best known example is observed in
the firefly Photinus pyralis. Many review articles have

been written about different aspects of biolumin-
escence; for overviews one should consult those by
Gundermann and McCapra[16] and by Campbell.[17]

Because chemiluminescence does not require photo-
excitation, a lamp and excitation monochromator are
unnecessary. Conventional fluorometric spectrophoto-
meters may be used to measure chemiluminescence
except that the excitation optics are not used.

Fiber Optic Sensors

The fiber optic fluorometer is a recent development
that shows great promise for in situ fluorometry. In
this device, the sample compound and cell are replaced
by a fiber optic cable. Light from a source travels along
an optically conducting fiber to its end where absorp-
tion, reflection, or scattering of light or fluorescence
occurs. Fluorescence sensors comprise the largest
group of fiber optic sensors; fluorescence sensors based
on principles of direct fluorescence measurement,
both single- and dual-wavelength,[18,19] fluorescence
quenching,[20,21] or competitive binding[22] are avail-
able. Owing to the paucity of directly fluorescent
analytes, most fluorescent optical sensors (FLOPS)
are based on quenching by the analyte of the sensor
fluorophore.

Instrumentation essentially consists of a light source,
optical filters (if necessary), the fiber optic, a sensing
zone (to which a fluorescent probe is usually covalently
bound), and a detector. Lasers; xenon lamps; hydro-
gen-, deuterium-, mercury-, and halogen lamps; and
light-emitting diodes (LEDs) have been used as exci-
tation sources. Lasers provide high-intensity excitation
with a narrow bandwidth and are especially suited for
remote sensing where light losses are large. However,
they are quite expensive and require a heavy power
supply. The most promising light sources are the LEDs;
these run at a low voltage and current, are small, have
long life spans, and do not generate heat. However,
they do have the disadvantage of working only from
the IR region down to the blue. Fiber optic fluorescence
spectrometers may be operated in a continuous or
pulsed excitation mode. The latter allows for the appli-
cation of time-resolved fluorometry. The material of
the optical fiber would determine the wavelength used.
Fused silica, glass, and plastic fibers have all been used.
Silica can be used from the ultraviolet range down to
220 nm, but the fibers are expensive. Glass is suitable
for use in the visible region and is reasonably priced.
Plastic fibers are the lowest in cost but are limited to
use above 450 nm. Measurements may be processed
directly using analog and digital circuits or a micropro-
cessor. Photomultipliers, photodiodes, photoconductor
cells, photovoltaic light detectors, and CCDs have all
been used as detectors.
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Fiber optic sensors are less expensive, more rugged,
and smaller than electrodes, which currently dominate
in sensor-based analysis. In the future, we may see
the former replacing the latter in various areas of
analytical and clinical chemistry. Fields of application
include groundwater and pollution monitoring; process
control; remote spectroscopy in high-risk areas with
radioactive, explosive, biological, or other hazards;
titrimetry; and biosensing. Different aspects of optical
sensing have been the subject of several studies.[23–25]

The field of FLOPS is currently one of the most active
in analytical spectroscopy.

Luminescence Detection in
Separation Methods

A limitation of the application of luminescence spec-
troscopy to the analysis of real samples is its lack of
specificity owing to similarities in spectral bandshapes
and spectral positions of the luminescence spectra of
many compounds. An obvious solution to this problem
is the separation of the analytical sample’s interfering
constituents from each other before quantitation by
fluorescence. High-performance liquid chromato-
graphy (HPLC) and related separation methods can
be coupled to fluorescence spectroscopy to take advan-
tage of the sensitivity of the spectroscopic method and
the specificity of the separation method.

Luminescence affords a very sensitive means of
detection in flowing systems such as HPLC, electro-
phoresis, flow injection, and flow cytometry. HPLC
fluorescence detectors are similar in operation to con-
ventional fluorimeters. Most fluorescence detectors
use filters for crude monochromation. Filters pass light
in a wider band than do monochromators. This favors
spectral sensitivity because more light excites the
sample and is collected by the detector. Grating mono-
chromators, on the other hand, favor selectivity. The
fluorimetric detector is susceptible to the usual interfer-
ences that hinder fluorescence measurements, namely,
background fluorescence and quenching.

In the operation of a fluorimetric HPLC detector,
the light from a UV or visible source is monochro-
mated to some degree and focused on the cell that is
on line with and receiving the effluent of the separatory
column. Fluorescence is emitted by the sample in all
directions so that the emitted light can be measured
with the detector at right angles to the path of the
exciting light and the direction of fluid flow. Stray or
scattered excitation light is then blocked from the
detector by a filter, and the emitted energy is then
measured using a suitable detector. It is important to
recognize that the solvent has a strong effect on the
intensity of fluorescence. The solvent also scatters light
owing to the Raman effect. This light is of slightly

lower energy than the exciting light. For this reason,
the emission wavelength is selected to be longer than
that of the scattered Raman light. Flow cells have been
designed that can be used for both fluorescence and
absorption measurements. Quantitation can be con-
siderably improved by simultaneously monitoring the
absorbance and fluorescence signals that extend the
linear dynamic range for fluorescent samples. At high
sample concentrations in which the absorbance at the
excitaiton wavelength is greater than 0.02, fluorescence
intensity becomes non-linear with concentration. At
these higher concentrations, however, the light absor-
bance of the sample is often measurable and linear
with concentration. Fluorescence, however, is often
detectable at concentrations from 103 to 109 times
lower than those in which absorbance is detectable.

The laser as an excitation source for luminescence
detection in chromatography has become popular
because of its high excitation power and its highly
focused beam. The high degree of collimation of the
laser beam has made it an excellent excitation source
with the microbore cells, and tubing used is capillary
zone electrophoresis. A typical laser beam can be
focused into a spot a few microns in diameter. With
laser excitation and fluorescence detected, capillary
zone electrophoresis analyte concentrations below
1 attomole (at nanomole concentrations) have been
measured. The advantages offered by the power and
high degree of collimation of the laser as an excitation
source can be exploited to measure the properties of a
variety of particles including cells, algae, bacteria,
larvae, etc., that either show native fluorexcence or
can form fluorescent adducts. A well-defined flow of
isolated particles is achieved by using hydrodynamic
focusing. The particle flux is interrogated by a laser
beam, which excited one particle at a time. Single-cell
passage is guaranteed by adjusting the two flows; thus,
collision between two cells (particles) is avoided. The
method allows high-speed analysis of the cells and is
called flow cytometry or fluorescent cell-sorting.

Time and Phase-Resolved Fluorimetry

The spectroscopy described thus far is based on the
measurement of the intensity of fluorescence produced
under steady-state conditions of excitation. Steady-
state fluorimetry is derived from the excitation of the
sample with a continuous beam of exciting radiation.
The lamps and the power supplies used in conventional
fluorimeters are sources of continuous radiation. After
a short period of initial excitation of the sample, a
steady state is established in which the rate of
excitation of the analyte is equal to the sum of the rates
of all processed, deactivating the lowest excited singlet
state including fluorescence. When the steady state
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is established, the observed fluorescence intensity
becomes time-invariant and produces the temporally
constant signal that is measured by the photodetector.
With the development of modern electro-optical
components, it has become possible to excite a poten-
tially fluorescent sample with a pulsed flash lamp
that emits its radiation in bursts of 2–10 ns in duration
with approximately 0.2 ms between pulses. Pulsed
lasers generate even shorter duration pulses (typically
down to 1 ps). A fluorescent sample excited by a single
pulse will decay exponentially until the next pulse
again excites the sample. The fluorescence from the
sample excited by the pulsed source can be represented,
after detection, as a function of time on a fast sampling
oscilloscope used in conjunction with a multichannel
pulse analyzer. The former approach is called
pulse fluorimetry and the latter time-correlated single-
photon counting. In either case, fluorescences with
decay-times much longer than the lamp-pulse charac-
teristics can be analyzed from a semilogarithmic plot
of fluorescence intensity against time, which will
yield a straight line (or a series of overlapping lines
if several fluorophores have comparable but not ident-
ical decay-times) whose slope is proportional to the
decay-time and whose vertical axis intercept can be
compared with that of a standard solution of the
fluorophore for quantitative analysis. If, however, the
lamp pulse-time and the decay-time of the fluorophore
are comparable, the lamp characteristics must be
subtracted from the observed signal to obtain the
fluorophore’s decay characteristics. This is usually
accomplished by using a computer to deconvolute
the composite temporal characteristics of the lamp
and the fluorophore output.

The pulsed source (time-resolved) method then dis-
tinguishes between the emissions of several fluorescing
species by using their decay-times rather than their
fluorescence intensities. This means that several
strongly overlapping fluorescences such as those of
catecholamines can be quantitated simultaneously
without chemical or mechanical separation.

Time-resolved fluorimetry is also useful for the
elimination of interferences from stray light caused by
Rayleigh and Raman scatter. The latter phenomena
occur on a time scale of 10�14–10�13 because they have
a much shorter duration than lamp or laser pulses.
This light associated with them can be eliminated
from the signal that ultimately reaches the detector.
Data taken on one time-resolved fluorometer can be
directly compared with that from another. This is not
possible in steady-state fluorometry unless correcting
wavelength variable instrumental response has been
affected.

Phase fluorimetry is another useful fluorimetric
technique for the determination of substances with over-
lapping fluorescence spectra. In phase fluorometry, the

phase angle between the lamp pulse and the emission
of fluorescent light allows for discrimination between
fluorescences of different origin. For additional reading
on this subject, see the excellent review by Demas.[26]

With the introduction of powerful computers and
advanced programs, traditional fluorescent devices are
pushing the fringes of detection. It is now possible to
observe events at a single molecule level. Information
from these studies is refining our understanding of
biochemistry and cell trafficking of molecules.[27]
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Spectroscopic Methods of Analysis:
Infrared Spectroscopy

Marilyn D. Duerst
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INTRODUCTION

Infrared (IR) spectroscopy refers broadly to the study
of the interaction between matter and infrared radi-
ation. Infrared radiation falls in the region between
the visible and microwave parts of the electromagnetic
spectrum, with wavelengths from 0.7 to 500 mm. Infra-
red spectroscopists often express this region of the
spectrum in units of wavenumbers (symbol cm�1)
which refers to the number of waves per centimeter.
This region (14,000 to 20 cm�1) is usually subdivided
into three regions: from 14,000 to 4000 cm�1 is called
‘‘near-infrared,’’ from 4000 to 400 cm�1 the ‘‘mid-
infrared,’’ and from 400 to 20 cm�1 the ‘‘far-infrared.’’
The mid-infrared region is widely used in the analysis
of drugs and pesticides, and will be the focus of dis-
cussion here.

Chemical compounds absorb infrared radiation
when there is a dipole moment change (in direction
and/or magnitude) during a molecular vibration,
molecular rotation, or molecular rotation-vibration.
Absorptions are also observed with combinations,
differences or overtones of molecular vibrations.
A specific type of molecule is limited in the number
of vibrations and rotations it is allowed to undergo.
Therefore, each chemical compound has its own
specific set of absorption frequencies and thus exhibits
its own characteristic IR spectrum. This unique
property of a compound allows the organic chemist
to identify and quantify an unknown sample. (A spe-
cial infrared technique called vibrational circular
dichroism (VCD) is required to distinguish optical
isomers).

Certain functional groups in a molecule (e.g.,
hydroxyl, carbonyl, and amine) absorb IR radiation
and exhibit absorption bands at characteristic frequen-
cies regions regardless of the structure of the rest of
the molecule. These bands are termed ‘‘group frequen-
cies.’’ They are predictable and allow the analyst to
deduce important structural information about an
unknown molecule. An IR spectrum can be rapidly
recorded for any phase, i.e., solid, liquid, or vapor. By
coupling IR spectroscopy with other analytical techni-
ques such as nuclear magnetic resonance (NMR)

spectroscopy and mass spectrometry, the organic
chemist can determine the structure of an unknown
compound.

The introduction of the Fourier transform infrared
(FTIR) spectrometer has revolutionized the entire field
of IR spectroscopy. The typical FTIR spectrometer
has a number of advantages over the conventional dis-
persive IR spectrometer in terms of the resolution of
bands in the spectrum and the speed of acquiring the
spectrum. Because of continuous improvements in
sampling techniques, analysis software, and instrumen-
tation hardware, the FTIR spectrometer has become
increasingly more valuable in many areas from funda-
mental research to quality control to on-line process
control. Recently, much interest has been focused on
coupling the FTIR spectroscopic technique with chro-
matographic and other analytical techniques such as
gas chromatography (GC–FTIR), GC-mass spec-
trometry (GC–MS–FTIR), high-performance liquid
chromatography (HPLC–FTIR), supercritical fluid
chromatography (SFC–FTIR), thin-layer chromato-
graphy (TLC–FTIR), and thermogravimetric analysis
(TGA–FTIR). These methods, often termed ‘‘hyphen-
ated techniques,’’ employ IR spectroscopy as a means
of detection to identify an unknown substance in a
chromatographic eluent. Used in conjunction with a
proper interfacing and sampling techniques, the limit
of detection in some studies can also be in the pico-
gram range, especially with the FTIR microscope.

This general approach will discuss the fundamental
principles, instrumentation, and current applications
of IR spectroscopy. Numerous reference materials,
covering all aspects of infrared spectroscopy, have
been published over the years.[1–3] For a more in-depth
understanding of the theory and instrumentation,
readers can refer to the bibliography and references
listed at the end of this article.

THEORY

The electromagnetic spectrum includes radiation from
cosmic rays to radio waves, with wavelengths ranging
from 10�9 nm to longer than 1000 km. In progression
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from short to long wavelengths, the types of radiation
included in the spectrum are gamma rays, X-rays, far-,
middle-, and near-ultraviolet rays, visible light, infra-
red rays, and microwaves.

Electromagnetic radiation may be conceptualized as
a wave traveling at the speed of light (c) in a vacuum,
where c is approximately 3.0 � 108 m/s. The fre-
quency (n) is related to the wavelength by Eq. (1).

c ¼ nl ð1Þ

The wavelength, in units of cm or mm, is defined as the
distance between peaks or troughs of the wave. The
frequency of the wave is the number of peaks passing
a fixed point per unit of time. The unit of frequency
is the Hertz, i.e., the cycles or waves per second.

In infrared spectroscopy, the wavenumber, n, is
often used instead of frequency, and is related to wave-
length according to Eq. (2).

n ¼ 1=l ð2Þ

The wavenumber, in units of cm�1, is the number of
waves per centimeter. It is directly proportional to the
frequency, but is not the same as frequency, as shown
in Eq. (3).

c ¼ nl; thus n ¼ n=c ð3Þ

The relationship between wavenumber (in cm�1) and
wavelength (inmm) is given by Eq. (4).

n ¼ 104=l ð4Þ

INFRARED SPECTROSCOPY

Electromagnetic radiation may also be considered as
photons traveling at the speed of light. The energy of
a photon (E) is related to the wavelength (l), frequency
(n), and velocity of light (c) by Eq. (5), where h is
Planck’s constant (h ¼ 6.626 10�34 J/s).

E ¼ hn ¼ hc=l ð5Þ

In all spectroscopic techniques, the interaction of radi-
ation with the molecule results in the transfer of energy
to the molecule. The energy absorbed by the molecule
is quantized, that is, the absorption is specific to the
frequency of the radiation. Depending on the energy
of the photons, the effect of an increase in energy in
the molecule could cause reorientation of nuclear or
electron spin states (if the molecule were in a magnetic
field), changes in the energy of the valence electrons,
changes in the vibrational-rotational energy, ejection

of inner electrons from the molecule, or changes in
the nucleus.

The absorption of IR radiation changes the rota-
tional and/or vibrational energy states of the mole-
cules. The IR absorption spectrum of a molecule may
appear as a set of broad bands rather than discrete
lines because each vibrational energy change is
accompanied by a number of rotational energy
changes. Three main types of absorption involving
vibrations include the fundamental vibration, over-
tones, and combinations. The fundamental vibrational
absorption bands usually appear in the mid-infrared
region. It is important to realize that a molecule
absorbs incident infrared radiation only when the
molecular vibrational frequency is the same as the fre-
quency of the incident radiation, and if the vibration
of the atoms results in a change in the dipole moment.
A symmetrical vibration does not result in a change of
dipole moment; therefore, no infrared absorption will
occur.

Two main types of fundamental vibrations are
stretching and bending. Stretching vibrations usually
appear at higher frequencies than bending vibrations.
A stretching vibration consists of the movement of
the atom along the bond axis, which results in changes
in bond length. A bending vibration consists of a
change in bond angles between bonds with a common
atom. Fig. 1 shows the typical stretching and bending
vibrational modes of a –CH2– group within a molecule.

A

Symmetrical Asymmetrical

B

Scissoring
Symmetrical

in-plane
bending

Rocking
Asymmetrical

in-plane
bending

Wagging
Out-of-plane

bending

Twisting
Out-of-plane

bending

Fig. 1 Stretching and bending vibrations of a –CH2– group.
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The intensity of vibrational absorption is pro-
portional to the square of the magnitude of the dipole
moment change. For a small dipole-moment change,
the absorption band is weak, whereas a large, perma-
nent dipole moment, such as that in a carbonyl group,
exhibits strong absorption in the infrared when the
carbon-oxygen distance is changed.

The stretching frequency is affected by the masses of
the atoms and the strength of the bonds (i.e., the ‘‘stiff-
ness’’ of the chemical bond) connecting them. Their
relationship can be approximated by Eq. (6).

n ¼ ð1=2pcÞðf=uÞ1=2 ð6Þ

where n is the the vibrational frequency (cm�1), c the
velocity of light (cm/s), f the force constant of the
bond (mN/m or dyn/cm), u the reduced mass of
the two atoms, ml and m2, or u ¼ (mlm2)/(ml þ m2).

The spatial orientation of atoms with respect to
each other also affects their vibrational frequency.
For example, the coupling or interaction of two funda-
mental vibration groups of similar frequencies in close
proximity within a molecule and the inter- or intramo-
lecular hydrogen bonding affect the vibrational fre-
quencies of the molecule.

In general, the vibrational frequency is higher for
atoms with a smaller reduced mass and a larger force
constant. Vibrations of groups where one atom is
hydrogen have ahigher frequency than those with
other, heavier atoms. For example, if the hydrogen
atom in the C–H group is replaced by a deuterium
atom, the vibrational frequency of C–D is lower than
the vibrational frequency of C–H by a factor of about
1.414. The force constant is proportional to the bond
strength (and thus to the bond order) between
atoms. Therefore, for groups with atoms of the same
mass, the vibrational frequency for triple-bond groups
is about three times higher than that for double-bond
groups. The vibrational frequency for the double-
bond group is twice as high as that for the single-
bond group.

Absorption bands that are attributed to overtone
and combination vibrations are also observed in the
IR spectrum of polyatomic molecules. Overtone vibra-
tions occur at frequencies of approximately integral
multiples of the fundamental frequencies. Combi-
nation vibrations appear at frequencies that are the
sum or the difference of the frequencies of two or more
fundamental vibrations. Overtone and combination
bands are much less intense than fundamental bands.

Fermi resonance, which is the interaction between
fundamental vibrations and overtone or combination
vibrations, is also common in IR spectra. The result
of Fermi resonance is the formation of two new
vibration modes with one frequency higher and the

other one lower than that observed when the interac-
tion is absent. The unique quality of an IR absorption
spectrum for a molecule is partly attributed to over-
tone bands, combination bands, and Fermi resonance
bands.

INSTRUMENTATION

Two main classes of infrared instrumentation are dis-
persive and non-dispersive. A dispersive instrument
uses a prism or grating to separate light into its fre-
quencies. An IR spectrum generated by a dispersive
instrument is normally a plot of wavenumber (cm�1)
or wavelength (mm) versus percent transmittance. In
a non-dispersive instrument, the IR radiation does
not pass through a prism or grating, but through an
interference filter or an interferometer, as in a Fourier
transform infrared spectrometer, and is then collec-
tively sent through the sample. An interference pattern
generated by absorption within the sample is called
an interferogram. It can be converted into a conven-
tional IR spectrum by application of a mathematical
operation (the Fourier transform) to the data. Using
modern computer technology, this mathematical
manipulation can be completed in a matter of seconds.

A typical IR spectrometer consists of the following
components: radiation source, sampling area, mono-
chromator (in a dispersive instrument), an interference
filter or interferometer (in a non-dispersive instrument),
a detector, and a recorder or data-handling system.
The instrumentation requirements for the mid-infrared,
the far-infrared, and the near-infrared regions are dif-
ferent. Most commercial dispersive infrared spectro-
meters are designed to operate in the mid-infrared
region (4000–400 cm�1). An FTIR spectrometer with
proper radiation sources and detectors can cover the
entire IR region. In this section, the types of radiation
sources, optical systems, and detectors used in the IR
spectrometer are discussed.

RADIATION SOURCES

Infrared radiation is generated by electrically heating a
source to a certain temperature. Several radiation
sources (sometimes called ‘‘black body’’ sources) are
commonly used for mid-infrared spectrometry.
Table 1 summarizes the properties of each source,
including the sources used for the near-IR and far-IR
regions. Most sources have a maximum energy output
at a certain wavelength range when heated at their
optimum temperature. The energy of the radiation
decreases gradually at longer wavelengths. In a disper-
sive instrument, however, widening the slit to allow

Spectroscopic Methods of Analysis: Infrared Spectroscopy 3407
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more radiation to reach the detector can sometimes
compensate for this effect.

Monochromator

A monochromator, mainly used in a dispersive instru-
ment, is an optical device capable of separating infra-
red radiation into its constituent wavelengths. The
monochromator normally consists of several compo-
nents, including mirrors for collimating, focusing, or
changing the direction of the radiation beam, and fil-
ters for attenuating the radiation and reducing stray
radiation or eliminating unwanted grating orders.
The most important component is the prism or the dif-
fraction grating. By rotating the prism or grating, dif-
ferent wavelengths pass across a fixed slit, thereby
allowing the entire wavelength range to be scanned.
In most cases, the grating is preferable to the prism
because the prism has several disadvantages, including
lower dispersion (resulting in lower resolving power)
and the introduction of unwanted reflection off its
front and back surfaces.

Interferometer

The interferometer used in a non-dispersive instrument
is a device that divides the beam of radiation into two
paths and recombines the two beams after a path
difference has or has not been introduced. The basic
concept of the interferometer was introduced by
Michelson almost a century ago (Fig. 2). It consists
of a stationary mirror, a moving mirror, and a beam
splitter. The radiation from the infrared source is div-
ided at the beam splitter; half the beam is passed to a
fixed mirror and the other half is reflected to the
moving mirror. The two beams are later recombined
at the beam splitter and passed through the sample
to the detector. For any particular wavelength, the

two beams interfere constructively or destructively,
depending on the difference between the optical paths
of the beams in the two arms of the interferometer. The
sample placed in the beam path absorbs radiation of a
certain wavelength. The recorded interferogram is the
sum of all waves except those absorbed by the sample.
By a Fourier transformation of the interferogram, a
conventional IR spectrum is obtained.

Detector

The detector converts infrared radiation into an electri-
cal signal. The two main classes of detectors are ther-
mal and quantum detectors. The heating caused by
impinging infrared radiation changes some physical
properties of the thermal detector itself. In quantum
detectors, the quantum nature of infrared radiation
changes the detector’s electrical properties.

Table 1 Radiation sources for infrared spectrometers

Source Composition

Operating

temperature (�C) Infrared range Remarks

Nichrome coil Nichrome 1100 Mid-IR Air cooled, reliable, inexpensive,
low temperature, less intense
than other sources

Globar Silicon carbide 1300 Mid-IR or Far-IR

to 2000 cm�1
Cooled by water, emission

can be down to 80 cm�1

Nernst glower Oxides of zirconium,
thorium, and yttrium

1500 Mid-IR 10,000–500 cm�1 Poor emission at high wavenumbers,
brittle, preheating required

High-pressure
mercury arc

Mercury Far-IR Best for range between 200
and 10 cm�1

Tungsten lamp Tungsten Near-IR Best for between 33,000 and 400 cm�1

Moving mirror B 

Motion

Beam
splitter

Beam B 
Sample

Detector Beam A 

Stationary mirror A 

Radiation
source

Fig. 2 Diagram of an interferometer. (Adapted from Ref.[22].)
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The responsivity (E) or specific detectivity (D�) and
the noise equivalent power NEP (Wn), are often used to
measure the sensitivity of a detector. The responsivity
depends on the wavelength of the radiation and the
temperature of the detector. The NEP, also called
minimum detectable power, is the quotient of detector
noise (N) divided by voltage responsivity (E). The D�

is the reciprocal of NEP, thus Wn ¼ NIE and
D� ¼ 1/Wn. A more sensitive detector has a smaller
NEP and larger D�, which results in less noise and a
faster response time.

Thermal Detectors

Thermal detectors absorb infrared radiation and con-
vert it to heat, resulting in a temperature change; a
temperature-dependent detector property is then mea-
sured. The properties of the detector affected by the
infrared radiation, depending upon the type of detec-
tor, include the expansion of a liquid, solid, or gas,
electrical resistance, voltage, and electric polarization.
Thermal detectors respond to radiation over a wide
range of wavelengths. Since the response depends upon
a change in temperature, such detectors are usually
slow, typically responding in about 0.01–0.1 s. Table 2
summarizes the characteristics of various types of ther-
mal detectors.

Quantum Detectors

Quantum detectors are usually made of semiconductor
materials or mixtures. Some commonly used quantum
detectors are made of lead sulfide (PbS), lead selenide
(PbSe), indium antimony (InSb), or mercury cadmium
telluride (MCT, HgTe–CdTe). The absorption of infra-
red radiation in quantum detectors excites electrons

from a non-conducting state into a conducting state,
resulting in a change in the current or voltage. Since
the excitation of the electrons to a higher energy state
is quantized, the detector exhibits a sharp cutoff fre-
quency toward the far-infrared. Cooling is generally
required to avoid thermal agitation, which produces
internal electrical noise. The temperature to which
the detector must be cooled depends on its sensitivity;
for example, an MCT detector is usually cooled to
liquid nitrogen temperature (77 K), whereas PbS and
PbSe can be operated at a temperature just below
ambient. Quantum detectors have much higher sensi-
tivity and faster response times than thermal detectors;
they thus are most often used in high-performance
FTIR spectrometers. The response time for quantum
detectors is measured in microseconds rather than in
milliseconds. The sensitivity of quantum detectors is
strongly dependent upon the composition of the semi-
conductors.

DISPERSIVE INFRARED SPECTROMETERS

Dispersive IR spectrometers can be either single-beam
or double-beam; usually they are double-beam instru-
ments. The use of a double-beam instrument signifi-
cantly reduces the problem of possible interference
from carbon dioxide and water vapor in the atmos-
phere during analysis. The absorption due to a solvent
may also be nearly cancelled by placing an equivalent
pathlength solvent cell in the reference beam.

A typical double-beam spectrometer is shown in
Fig. 3. Radiation from the source is split into the refer-
ence beam and the sample beam. Each beam passes
through a comb-shaped attenuator that regulates the
beam intensity. The two beams are alternately sent
through the slit into the monochromator by the

Table 2 Thermal detectors for infrared spectrometers

Detector Composition Physical property affected Remarks

Thermocouple

and thermopile

Bismuth and antimony Voltage at the junction

of the two metals

Simplest and most direct

measurement; slow response
(30 ms)

Thermistor or
thermistor bolometer

Oxides of Mn, Co, and Ni Resistance changes Slow response

Golay pneumatic

detector

Xenon gas Gas expansion, combined

with the moving of a
diaphragm,changes the
illumination of a photocell

Extends to far-IR region with

proper window; 15 ms response
time; sensitive to intense light;
microphonic disturbances;
diaphragm wears out easily

Pyroelectric detector Polarized pyroelectric materialsa

at temperatures below
its Curie point

Electric polarization produces

voltage changes

Low noise and fast response;

used for fast-scan FTIR

aSuch as triglycine sulfate (TGS), deuterated triglycine sulfate (DTGS), LiTaO3, LiNbO3.
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chopper motor, which typically rotates at a frequency
of 11 or 13 Hz. After the radiation has been dispersed
into its constituent wavelengths by the monochroma-
tor, the beam is passed through the other slit and then
onto the detector. The detection in a double-beam
spectrometer is based on the ‘‘optical null’’ principle.
In the absence of a sample, the two beams reach the
detector with equal intensity and the recording pen is
at 100% transmittance. When the sample is present,
the beams are not of equal intensity. The difference
in the intensity is amplified by an amplifier, which con-
trols the pen motor. The attenuator comb in the refer-
ence beam is driven by the pen motor to adjust the
intensity of the reference beam and make it equal to
the sample beam. A pen moves up and down a chart
to record the percent transmittance of the sample
beam, and thus monitors the extent to which the atte-
nuator must be driven. The scan motor rotates the
prism or grating in the monochromator to scan
the spectrum, simultaneously moving the chart under
the pen. The chart records the percent transmittance
versus the wavenumber (or wavelength). An alternative
to the comb is to plot the difference in voltage between
the reference and sample beams.

NON-DISPERSIVE INFRARED
SPECTROMETERS

One type of non-dispersive spectrometer employs fil-
ters to isolate the wavelength desired; the other type

uses an interferometer, i.e., the Fourier transform
infrared (FTIR) spectrometer. Infrared analyzers
utilizing simple filters to select the desired wavelength
range for analysis are very useful in industrial on-line
process control for monitoring a gas or liquid stream.
This type of IR analyzer has high sensitivity and
selectivity. A more sophisticated model (with micro-
processor) can perform multicomponent analyses,
calibration, and data reduction; it can also generate
reports. The instrumental design of infrared analyzers
is beyond the scope of this article.

Fourier transform infrared spectrometers can be
single- or double-beam. Most commercial FTIR spec-
trometers are of single-beam design (Fig. 4). Double-
beam FTIR spectrometers (Fig. 5) are less common
and only a few are commercially available, and are
mostly used for research purposes rather than routine
tasks. A double-beam instrument is designed to com-
pensate for atmospheric interference. In most modern
IR spectrometers the optical components are manufac-
tured in a sealed and desiccated compartment with the
goal of reducing water and carbon dioxide interfer-
ences. A laser beam generates a reference signal to
monitor the sampling rate and the velocity of the mov-
ing mirror, resulting in very accurate wavelengths in
the spectra.

The FTIR technique has several advantages over
the conventional dispersive technique. It provides a
higher accuracy in wavenumber values, a better
resolution, a better signal-to-noise ratio in a shorter
time, and faster response time, making it useful for
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Fig. 3 Schematic of a typical double-beam spectrometer.
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in-process or on-line monitoring. Dispersion or filter-
ing of the radiation is not required.

Data-Handling System

Most modern infrared spectrometers are equipped
with a computer or microprocessor. The computer
can record and store spectra, plot either absorbance

or transmittance, overlay spectra for comparison, sub-
tract one spectrum from another (to determine the dif-
ference or to remove the solvent or impurity spectrum
from the sample spectrum), smooth and/or correct
base lines, perform multiple scans to increase the signal-
to-noise ratio and improve sensitivity, plus many other
functions. A computer facilitates the Fourier trans-
form process as well as the solving of complex math-
ematical matrices for multiple-component analyses.

Glass
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flat mirrorPurge

cover

Beam
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Interferometer
flat mirror
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mirror
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Fig. 4 Optical diagram of a single-beam FTIR spectrometer. (From Perkin-Elmer Corporation.)
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Fig. 5 Schematic of a double-beam FTIR spectrometer.
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SAMPLE HANDLING

Infrared spectra may be obtained for gases, liquids,
orsolids. For transmittance infrared spectroscopy, the
sampling techniques may involve a solution, a film,
amull, or a pellet, depending on the type of sample.
Reflectance spectroscopy differs from transmittance
spectroscopy in that infrared radiation reflected from
the surface of a material is studied. With a proper sam-
pling accessory (obtainable from commercial sources),
the materials analyzed by reflectance techniques nor-
mally require little or no sample preparation. The
method is non-destructive, non-invasive, and very use-
ful for analyzing materials that are too thick or have
too much absorbance to be analyzed by transmittance
spectroscopy.

Transmittance Spectroscopy

Obtaining the spectrum by transmittance spectroscopy
normally requires sample cells with ‘‘window’’ materi-
als that must be:

� Transparent in the wavelength area where the
spectrum will be measured

� Chemically stable (non-reactive with the sample or
the environment)

� Easy to shape, grind, and polish to optical quality
� Stiff enough to retain their shape.

The most widely used window materials (Table 3)
are alkali halides, particularly sodium chloride and
potassium bromide.

Gases and Low-Boiling Liquids

For routine infrared analysis of gaseous samples, the
type of cell normally used has a fixed path length of
10cm. For trace level analysis, such as air monitoring,
a cell with a longer path length is necessary to increase
the sensitivity. A variable path cell (Fig. 6) can provide
path lengths (in steps of 1.5 m) for 20-, 40-, and 120 m
cells with the same volume of sample. A normal sample
compartment in an infrared spectrometer doesnot hold
a cell 120 m long. The long-path gas cell therefore uti-
lizes a folded-path design in which the entering radi-
ation is reflected back and forth several times before
leaving the cell. Changing the angular adjustment of
an internal pair of mirrors with a dial located outside
the cell can vary the number of passes through the cell.

Table 3 Properties of infrared-transmitting materials

Material

Transmission range

wavenumber (cm�1)

Refractive indexa,b

at 1000 cm�1
Solubility g/100 g

water at 20�C

Sodium chloride, NaCl 40,000–625 1.49 36.0

Potassium bromide, KBr 40,000–385 1.52 65.2

Potassium chloride, KCl 40,000–500 1.46 34.7

Cesium bromide, CsBr 10,000–270 1.67 (5000 cm�1) 124.3

Cesium iodide, CsI 33,000–200 1.74 160.0 (61�C)

Fused silica, SiO2 50,000–2,500 1.42 (3333 cm�1) Insoluble

Calcium fluoride, CaF2 50,000–1,100 1.39 (2000 cm�1) 1.51 � 10�3

Barium fluoride, BaF2 50,000–770 1.42 0.12 (25�C)

Thallium bromide-iodide, KRS-5 16,600–250 2.37 <4.76 � 10�2

Silver bromide, AgBr 20,000–285 2.20 12 � 10�6

Silver chloride, AgCl 25,000–435 2.00 (5000 cm�1) Insoluble

Zinc sulfide, ZnS (Irtran-2)a 10,000–715 2.20 Insoluble

Zinc selenide, ZnSe (Irtran-4)a 10,000–515 2.41 Insoluble

Polyethylene (high density) 625–33 1.54 (5000 cm�1) Insoluble

Germanium, Gea 20,000–600 4.0 (5000 cm�1) Insoluble

Silicone, Si 8,300–1,500 and 3.4 Insoluble

360–70

Sapphirea, Al2O3 50,000–1,780 1.74 Insoluble

Magnesium oxide, MgO (Irtran-5) 25,600–1,060 1.71 (5000 cm�1) Insoluble
aFor attenuated total-reflectance spectrometry.
bUnless otherwise indicated.
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Increasing the sample pressure to 10 atm in a gas cell is
another way of improving the sensitivity.

Liquids and Solutions

For the analysis of liquid samples, the concentration
and path lengths are selected in such a way that the
transmittance lies between 15 and 75%. For neat
liquids, a very thin layer (0.001–0.05 mm) is sufficient.
For 0.05–10% (w/w) solutions, a cell length between
0.1 and 1 mm is normally used. For solution analysis,
a compensating cell containing pure solvent is placed
in the reference beam of dispersive instruments (a dis-
advantage for single beam FT instruments). In general,
the solvent selected should not interact strongly with
the solute. Several solvents are usually required to
cover the entire spectrum. For example, carbon tetra-
chloride, transparent for the region between 4000 and
1333 cm�1, and carbon disulfide, transparent for the
region between 1333 and 650 cm�1, may be used
together. Some commonly used solvents are deuterated
chloroform, methylene chloride, acetonitrile, and acet-
one. Information regarding the transparent regions for
these solvents can be found in.[1] A dilute solution in a
non-polar solvent usually gives the best spectrum.

Three types of sample cells are used in liquid analy-
sis: sealed, demountable, and variable thickness cells
(fixedand rotating windows). Fig. 7 shows a circular

demountable cell and a circular sealed cell, both
designed by Perkin–Elmer. A sample cell with rec-
tangular shaped windows is also commercially avail-
able. The sealed cells are designed for quantitative
analysis. The demountable cells are easily cleaned
and suitable for routine sample analysis. The path
length of a demountable cell can be changed with a
suitable spacer. The path length of a variable-path cell
in some cases can be varied continuously from 0.025 to
6 mm. This type is useful for determining extinction
coefficients in liquid studies and for compensating for
solvent absorption in dispersive double-beam spectro-
meters. Flow-through cells are available for continu-
ous analysis of liquids such as the column effluent
when an infrared spectrometer is coupled to a chroma-
tographic system.

Solids

Solids may be examined as a deposited film, a mull, or
a pressed disk, or by infrared microscopy.

Films

The deposited-film technique is particularly useful for
polymers, resins, and amorphous solids. The samples
are dissolved in a reasonably volatile solvent, the sol-
ution poured onto a suitable window, and the solvent
evaporated by gentle heating or vacuum treatment.

Fig. 7 Diagram of a circular demountable cell and a cir-

cular sealed cell for liquid samples. (From Perkin-Elmer
Corporation.)

OUT

IN

Infrared radiation

1

2

3

Fig. 6 A variable-path gas cell. (Adapted from Ref.[23].)
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One disadvantage of films is that they may cause
excessive light-scattering intransmittance spec-
trometry. This shortcoming can be overcome by using
attenuated total-reflection or internal-reflection sam-
pling techniques.

Mulls

Grinding 2–5 mg of sample in a smooth agate mortar,
adding a drop or two of mulling oil to the sample, and
continuing the grinding forms a mull of a solid sample.
The sample should be ground until the particle size is
below 2mm to avoid excessive radiation scattering.
The mull is placed on the mull plates and the film
thickness is adjusted so that the transmittance is
between 10 and 90%T. Commonly used mulling agents
are Nujol (a high-boiling mineral oil), hexachlorobuta-
diene, perfluorokerosene, and chlorofluorocarbon
greases (fluorolubes).

Pressed disks

A pressed disk is prepared by grinding a mixture of
0.5–1.0 mg of sample and 100 mg of dry, powdered pot-
assium bromide in a mortar or Wig-l-bug to reduce the
particle size to less than 2 mm. The resulting mixture is
pressed into a disk under a pressure of 68.9–103.4 MPa
(10,000–15,000 psi). A simple-to-operate minipress is
also available. Moisture bands near 3448 and
1639 cm�1 appear frequently in spectra obtained by
this technique.

REFLECTANCE SPECTROMETRY

A problem that may be encountered when analyzing a
solid sample by transmittance spectroscopy is radi-
ation scattering. Employing reflectance spectroscopy
can sometimes reduce this problem. With this tech-
nique, the infrared spectra of most solid materials are
easily obtained with little or no sample preparation.
Spectra of a wide range of solid samples can be charac-
terized with this technique, such as coatings on bever-
age containers and silicon wafers, polymer films, or
other intractable samples. The reflectance technique,
however, is less sensitive than the transmittance
technique since about 80% of the infrared radiation
is lost after being reflected off the sample surface.

Different types of reflectance spectroscopy depend
upon the reflecting behavior of the radiation on the
solid. Fig. 8 illustrates various categories used to dis-
tinguish techniques for reflecting radiation off solids.
Specular reflection spectroscopy is used to measure
the reflectance spectrum of a smooth, glossy surface.
In reflection-absorption spectroscopy, the radiation
passes through a thin surface film on a reflective

(typically metallic) surface twice. The thickness of the
surface film is normally between 0.2 and 20 mm. This
technique is often used in studying the coatings on bev-
erage containers and on silicon wafers of semiconduc-
tor devices. Diffuse-reflectance spectroscopy is applied
to samples with a coarse, grainy texture such as pow-
ders, fibers, and rough surfaces.

Attenuated total-reflectance (ATR) spectroscopy is
a widely used sampling technique, in which a sample
is placed in contact with a reflecting medium (a plate
or prism shaped material called an internal reflectance
element). A beam of radiation entering the prism is
reflected internally if the angle of incidence at the inter-
face between sample and prism is greater than the criti-
cal angle (a function of the refractive index of the
sample and the prism).

The sample absorbs the radiation during this pro-
cess and an absorption spectrum characteristic of the
sample is thus obtained. The spectrum of a sample
acquired by the ATR technique is generally compara-
ble to the transmission spectrum, but band shifts have
been observed. The ATR technique has been used for
materials that are too thick or absorb too strongly to
be analyzed by transmission spectroscopy. Aqueous
solutions can be analyzed by the liquid ATR tech-
nique, which was previously very difficult, using trans-
mission spectroscopy.

Most reflectance spectroscopy is carried out utiliz-
ing an accessory that can be easily inserted into and
removed from the sampling compartment of a conven-
tional spectrometer. These accessories are designed for
each application and usually consist of mirrors or
prisms for reflecting or focusing the radiation. Most
of the sampling accessories for the FTIR spectrometers
and the FTIR microscopes are available commercially.

QUALITATIVE ANALYSIS

Applications of IR spectroscopy to qualitative analysis
are mainly for the identification of unknown com-
pounds. For a pure substance, an exact match of
the IR spectrum of the compound with that of the

Specular Reflection
absorption

Multiple internal reflection

Diffuse

Sample

Sample

Fig. 8 Main forms of reflective behavior.
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reference standard is positive identification. It is impor-
tant that both spectra are measured under the same
conditions. A solid substance might have various crys-
talline forms. Therefore, the IR spectra of standard
and sample in a solid state might not be identical. In
such cases, equal portions of the test sample and the
standard should be dissolved in equal volumes of a
suitable solvent. The solutions are evaporated to dry-
ness in similar containers under identical conditions
and the test is repeated on the residues. The compound
can also be recrystallized from the same solvent and
the determination repeated.

INTERPRETATION OF INFRARED SPECTRA

For an unknown compound without a reference stan-
dard, important structural information can be
obtained from the IR spectrum. Fig. 9 is a simplified
illustration of the correlation between the absorption
frequency in cm�1 and the functional groups (a more
comprehensive description of this type of correlation
chart is given in Ref.[4]). By observing the presence
or absence of certain ‘‘group frequencies,’’ related to
common functional groups such as –OH, –NH2,
–CH3, –C¼O, –CN, –C–O–C, –COOH, etc., the gross
structural features of an unknown compound can be
quickly determined.

The IR spectrum in the mid-IR region is divided
into the functional-group region, 4000–1300 cm�1 and
the fingerprint region, 1300–400 cm�1. To interpret an
IR spectrum, the hydrogen-stretching vibrations,

which appear between 4000 and 2500 cm�1, are investi-
gated first to determine whether the compound is aro-
matic or aliphatic. A sharp band at 3300 cm�1 suggests
the presence of –C¼C–H, a terminal acetylene moiety,
and/or an –NH group. Aromatic and unsaturated
compounds appear at 3100–3000 cm�1 and aliphatic
compounds appear at 3000–2800 cm�1. Unsaturation
may also be suggested by C¼C and C¼C stretches
between 2500–1540 cm�1. Next, the group frequency
is examined to establish the presence or absence of cer-
tain functional groups such as –OH, –NH, and C¼O.
The stretching vibration of carbonyl groups occurs
in the 1850–1540 cm�1 range. The fingerprint region,
1300–909 cm�1, is characteristic of each molecule
and, when examined in reference to the other regions,
provides positive identification of certain functional
groups. The lack of strong absorption bands in the
909–650 cm�1 region usually indicates a non-aromatic
structure. The group frequency might vary when the
molecular environment changes; thus, the shift in fre-
quency provides further structural information for an
unknown substance. Some typical examples are the
effects of inter- or intramolecular hydrogen bonding,
the dimerization of a carboxylic acid, and ring strain
within the molecule.

After the IR spectrum has been interpreted, the
structural characteristics of the unknown can be nar-
rowed down to a few compounds in a specific category.
For positive identification of an unknown, information
on the physical state, melting or boiling point, solu-
bility, and the history of the compound should be
obtained. The flame test should be done, and the

Fig. 9 Structure and infrared absorption bands correlation chart. Transmission ranges for infrared window materials CsI, KBr,
ZnSe, KRS-5, Baf2, CaF2, and NaCl are also indicated on the chart. (From Perkin-Elmer Corporation.)
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NMR and mass spectra should be determined. Once
the structure of the unknown has been deduced, the
IR spectrum of the unknown can be compared with
available IR reference spectra.[5,6] With FTIR spectro-
meters, a large collection of IR spectra can be stored in
the computer’s library. When the IR spectrum of the
unknown is obtained, the instrument can do a library
search and find the spectrum that offers the best match
to the unknown.

If the unknown substance is not pure or is mixed
with other components, separation of the compound
from the matrix may be required. However, in many
cases mixtures may be characterized. The compound
can be purified by recrystallization, distillation,
solvent-partitioning, pH manipulation, or chromato-
graphic separation. Once the appropriate separation
procedures have been completed, the purified unknown
can undergo the structural characterization steps
described above.

QUANTITATIVE ANALYSIS

The amount of infrared radiation absorbed by the
sample is proportional to the concentration of the
sample and the cell path length. The Beer–Lambert
law, shown in Eq. (7), illustrates the mathematical
relationship:

A ¼ abc ¼ ebðcmol: wt:ÞA ¼ log10ðI0=IÞ
¼ logð1=TÞ ð7Þ

The absorbance A is the logarithm (to the base 10) of
the reciprocal of the transmittance (T), which in turn
is the ratio of the intensity of the transmitted radiation
I to the intensity of the incident radiation I0. The
absorptivity, a, is the quotient of the absorbance (A)
divided by the product of concentration c in grams
per liter of the substance and the absorption path
length b in cm. The more commonly used molar
absorptivity E is used when the concentration is in
mol/L rather than g/L.

At a constant cell path length, Beer’s law shows that
the absorbance of radiation through a medium is pro-
portional to the concentration of the solute. Beer’s law
is strictly valid only for monochromatic radiation.
Stray light (i.e., scattered radiation), which reaches
the detector without having passed through the desired
beam path, molecular interactions such as hydrogen
bonding, which varies with the sample concentration,
and other instrumental factors such as slit width, all
affect molar absorptivity and result in some deviations
from Beer’s law. For an accurate analysis of the con-
centration of an unknown sample, it is usually neces-
sary to first create a calibration curve from standard

solutions and then determine the absorbance of the
sample under identical conditions. The concentration
of the unknown is determined from the calibration
curve. Diluted solutions (less than 2%) are recom-
mended for this analysis.

If a calibration curve has been established pre-
viously and the instrumental conditions have not been
changed, the unknown concentration can sometimes
be determined by using a single calibration prep-
aration. The concentration of the unknown is calcu-
lated by ratioing absorbances and concentrations,
according to Eq. (8).

Astd ¼ cstd

Aunk ¼ cunk
ð8Þ

In such cases, the calibration curve of the sample
should be determined periodically to make sure that
the linearity of Beer’s law is still valid.

For quantitative analysis of a single component, a
strong absorption band that is relatively free of over-
lapping bands or interference is selected from the IR
spectrum. The intensity of the band is measured either
in units of percent transmittance or absorbance.

The intensity of the incident radiation (I0) and
the intensity of the transmitted radiation (I) can
be measured by the base-line method illustrated in
Fig. 10. In the FTIR spectrometer, the computer is
capable of converting the transmittance into absor-
bance, subtracting the background or the solvent inter-
ference from the sample spectrum, generating a
calibration curve, and calculating the unknown con-
centration.

For quantitative analysis of multiple components in
a mixture where overlapping of the bands generally
occurs, the number of absorption bands chosen should
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Fig. 10 Illustration of a base-line measurement method.
(Adapted from Ref.[23].)
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be equal tothe number of components to be determ-
ined (n components). A series of standard mixtures
(at least as many as n) containing a known amount
of the substance is prepared. The resulting equations,
involving the science of chemometrics, are solved by
matrix algebra methods with the help of a computer.
The accuracy of this type of quantitative analysis
technique decreases with an increasing number of com-
ponents in the mixture.

APPLICATIONS AND RECENT
DEVELOPMENTS

With the continuous improvement of sampling techni-
ques, software, and instrumental designs, more and
moresophisticated FTIR spectrometers are now avail-
able. Analytical Chemistry biannually reviews the
most recent developments in many fields of analytical
techniques, including infrared spectroscopy, many
times on a yearly basis.

Hyphenated Techniques

Hyphenated techniques refer to the combination of
one or more analytical techniques for problem solving
and fundamental research. Numerous types have been
reported in the scientific journals. Frequently the FTIR
spectrometer is coupled with chromatographic instru-
ments for the structural characterization of a column
eluent. These systems are designed to monitor the elu-
ent or to obtain its spectrum. Much of the development
has been focused on the sampling technique and the
design of the interface between the chromatographic
system and the FTIR spectrometer to improve the per-
formance of the system.

For GC–FTIR, headspace GC–FTIR, or GC–
FTIR–MS, a light-pipe gas cell, direct deposition, or
a matrix isolation apparatus is usually incorporated.
The mobile phase is helium or nitrogen, which does
not interfere. In general, the matrix-isolation technique
gives a better quality of infrared spectrum and a lower
detection limit. Organic material present as low as a
picogram can be detected by this technique.[7,8]

For HPLC–FTIR, GPC–FTIR, or SFC–FTIR, the
design of the interface is more challenging since the
mobile phases used for these chromatographic systems
normally have strong infrared absorbencies; thus, it is
important to remove the mobile phase prior to measur-
ing the spectrum. For the interface between the two
systems flow-cells or mobile-phase elimination techni-
ques may be used. Some recent developments point
toward the elimination of mobile-phase techniques.[9–11]

A microbore column can help to reduce the mobile-phase
volume in the system.[12,13]

FTIR Microscopy

Fourier transform infrared microscopy is the primary
infrared technique for structural identification of mate-
rials at microquantities. The method is non-destructive
and non-invasive. When using a proper transmittance
sampling technique and a proper detector, the limit
of detection can be as low as the picogram level. In
the pharmaceutical industry, FTIR microscopy is used
to analyze bulk drugs, excipients, and particulate con-
taminants.[14] Recent studies have shown that by coup-
ling FTIR microscopy with GC, HPLC, SFC, or GPC
systems, the detection limit of the method is substan-
tially improved.[15,16]

Infrared Analyzers

The combination of the fast-response FTIR spec-
trometer and proper sampling techniques has made
the infrared analyzer the instrument of choice for the
on-line monitoring of a process stream. The IR analy-
zer is generally compact, rugged, and easy to operate in
the field or industrial production. The infrared analy-
zer equipped with a microprocessor or a computer is
capable of identification and quantitative analysis of
single or multiple components in the industrial process
stream in a short time. FTIR analyzers are widely used
for in-process on-line monitoring of manufacturing,
waste streams, and environmental air monitoring.[17–21]

CONCLUSIONS

Infrared spectroscopy continues to be a rapidly grow-
ing analytical technique. Improvements and innova-
tions have been made in sampling techniques and
analysis software. A large variety of samples in various
forms can be analyzed by IR spectroscopy. This flexi-
bility has made infrared spectroscopy one of the most
important tools in today’s analytical laboratories,
especially for analysis of trace contaminants.
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Spectroscopic Methods of Analysis: Mass Spectrometry

Mike S. Lee
Milestone Development Services, Newtown, Pennsylvania, U.S.A.

INTRODUCTION

The dramatically increased expenditures for both in-
house and outsourced pharmaceutical research and
development (R&D) have led to a sgreater dependence
on technology. New technologies are constantly intro-
duced into drug development to address throughput
issues and improve development cycles. The incorpo-
ration of new technologies has resulted in fundamental
change in the drug development paradigm. Recently,
sample generating-based technologies such as high
throughput biomolecular screening and automated
parallel synthesis have shifted the bottleneck to sample
analysis-based technologies.

The current focus on analytical techniques in the
pharmaceutical industry emphasizes four primary fig-
ures of merit: sensitivity; selectivity; speed; and high
throughput. Mass spectrometry (MS) provides each
of these key attributes, and therefore, has been bench-
marked an effective solution for pharmaceutical analy-
sis in each stage of drug development.[1] Perhaps more
enabling than the MS-based technology itself is the
diverse applications of MS in conjunction with sample
preparation, chromatographic separation, and infor-
matics. It is within this context that MS has played
an increasingly vital role in the pharmaceutical indus-
try and has become the preferred analytical method
for trace-mixture analysis (Fig. 1).

A variety of MS formats are widely accepted and
applied in the pharmaceutical industry. The specific MS
application is often defined by the sample introduction
technique. The pharmaceutical applications highlighted
in this article feature two types of sample introduction
techniques: dynamic and static. Dynamic sample intro-
duction involves the use of high-performance liquid
chromatography (HPLC) on-line with MS. The resulting
liquid chromatography/mass spectrometry (LC/MS)
format provides unique and enabling capabilities for
pharmaceutical analysis. The electrospray ionization
(ESI)[2] and atmospheric pressure chemical ionization
(APCI)[3] modes are the most widely used. Static sample
introduction techniques primarily use matrix-assisted
laser desorption/ionization (MALDI).[4]

The advances in MS instrumentation[5] and role
of MS within the pharmaceutical industry[1] have
been recently reviewed. This article will focus on MS

technologies with regard to specific applications in
drug development. The intent of this article is to provide
an overview of MS applications and describe the signifi-
cant integration of this technology into drug develop-
ment. A detailed and in-depth overview of current MS
technologies and applications can be obtained from the
recent proceedings of the American Society for Mass
Spectrometry Conference on Mass Spectrometry and
Allied Topics (www.asms.org) and the Association of
Biomolecular Resource Facilities (www.abrf.org).

GENOMICS

Though the contributions of MS have been somewhat
limited in the field of genomics, there has been
increased participation and interest.[6] Certainly, the
worldwide recognition received from the Human
Genome Project created a sense of urgency toward
determining genetic variation.

Genomics refers to the study of genetic data to draw
correlation between individual genetic inheritance and
medically or biologically important parameters. For
example, these parameters may involve a patient’s
response to a specific drug. Knowledge of the genetic
basis of individual drug response may provide under-
standing of the observed variability in drug response
arising as a result of genetically determined differences
in drug absorption, disposition, metabolism, or
excretion.[7] Furthermore, knowledge of genetic vari-
ation may be useful during the target selection process
when multiple targets are available within a specific
disease state. Thus, the pharmaceutical industry has
great interest in determining the genetic variation in
patient populations.

Due to the existence of sequence variations, or poly-
morphisms, no two human genomes are identical.
Single nucleotide polymorphisms (SNPs) are the most
abundant genetic variation with an estimated fre-
quency of 1 SNP per 500 basepairs. Since SNPs are
so prevalent in the genome, they can act as markers
that are linked with a phenotype to provide a compre-
hensive measure of interaction with a specific drug.
The validation of a particular SNP represents an
important stage for establishing SNPs as a routine
clinical diagnostic marker. The validation of SNPs
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via MALDI-TOF MS is emerging as a valuable geno-
typing tool.[8,9] A schematic of a MALDI-TOF MS
instrument is shown in Fig. 2.

A recent study performed by Stroh et al.[10] com-
pared the performance of MALDI-TOF MS with
restriction fragment length polymorphism (RFLP)
and fluorescence polarization (FP). The study involved
the analysis of known mutations of the IL-1b gene.
The procedure involved amplification of patient DNA
samples using standard PCR techniques followed by
a primer extension step where a separate post-PCR
primer is hybridized directly adjacent to the SNP site.
The resulting MALDI-TOF MS data provided a direct

confirmation of molecular weight for fast analysis of
polymorphisms.

Knowledge of the DNA sequence flanking the SNP
site allows for the optimum choice of post-PCR primer
size, primer location, and dideoxy-nucleotide(s). Thus,
the assay can be designed to extract complete infor-
mation about the SNP regardless of its state. This
emerging MS-based approach for SNP genotyping
has potential tobehighly automated without the
requirement for fluorescent tags. Furthermore, ‘‘multi-
plexing’’ can be attained by selecting post-PCR pri-
mers of varying lengths to dedicate predetermined
regions of the mass spectrum to specific SNPs.

PROTEOMICS

The study of protein structure, function, quantity, and
interactions during maturation and progression of
disease is referred to as proteomics. Analytical
approaches that use a combination of two-dimensional
(2-D) gel electrophoresis for protein separation and
MS analysis for protein identification followed by
database searches is a widely practiced proteomics
strategy.[11] The tryptic peptides extracted from gels
are analyzed by MALDI-TOF MS and microcolumn
or capillary LC tandem mass spectrometry (MS/MS)
techniques. Typically, the MALDI-TOF MS techniques
are used to quickly identify peptide fragments and con-
firm the presence of known proteins. Nano-scale capillary
LC/MS/MS techniques (using 50–100mm diameter
columns, operating at flow rates of 20–500 nL/min) are

Fig. 2 Schematic of a MALDI-TOF MS instrument. MALDI-TOF samples are prepared with a matrix that contains a small
organic molecule capable of absorbing ultraviolet light. A laser is used to desorb ions from the sample plate and the resulting ions

are forced into the flight tube by application of the acceleration voltage from extraction grids. All ions leave the source with the
same kinetic energy and travel down the flight tube toward an ion reflector. Separation is based on mass with lighter ions travel-
ing faster than heavier ions. The ion reflector is used to correct for small kinetic energy differences between ions of the same mass

resulting in improved resolution and mass accuracy. (Courtesy of Applied Biosystems, Framingham, MA.)

X-ray
NMR

MS
UV
IR

HPLC/UV
LC/MS

LC/NMR

Trace

Non-
Trace

Pure Mixture

Fig. 1 Structure analysis matrix that illustrates pharmaceu-
tical analysis preferences for four specific sample types:

non-trace/pure; non-trace/mixture; trace/pure; and trace/
mixture. (Courtesy of Milestone Development Services,
Newtown, PA.)
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used to further interrogate the complex protein mixture at
the low femtomole level. These techniques require the use
of a specialized ESI source shown in Fig. 3.

The combination of MALDI-TOF MS and capil-
lary LC/MS/MS was recently described for the identi-
fication of disease state markers in human urine.[12] In
this study, urine proteins obtained from emphysema
patients were separated on 2-D gels and selected
spots were digested with trypsin and analyzed by
MALDI-TOF. A database search using Protein Pros-
pector identified a potential biomarker for emphysema
as human alpha-1-antitrypsin (A1AT). The corre-
sponding MALDI spectrum contained nine out of 18
peptides with masses that match the expected tryptic
digest fragments for A1AT.

The same tryptic digest protein sample was analyzed
by capillary LC/MS/MS using an ion trap mass
spectrometer followed by a database search with
SEQUEST. Fig. 4 illustrates the components of an
ion trap mass spectrometer. The highly automated
data-dependent MS/MS analysis provided excellent
sequence coverage for 11 tryptic peptides related to
A1AT in a single LC/MS run. A tryptic peptide that
corresponds to the A1AT sequence SVLGQLGITK
observed at retention time (rt) 30.5 min. was observed
in the spectrum. The LC/MS data also provided
sequence information on unmatched MALDI peaks.

The need to detect lower concentration of protein and
peptide mixtures has resulted in the increased use of
hybrid quadrupole/orthogonal TOF (QTOF) MS/MS
instruments[13] in conjunction with microcolumn LC.
Fig. 5 shows a schematic of a QTOF instrument. This
LC/MS approach provides a resolution of ca. 0.1 mass

units allowing for the analysis of complex product ion
spectra.[14,15] A recent publication by Chalmers and Gas-
kell highlights the current challenges in proteome analy-
sis with regard to MS instrumentation.[16]

NATURAL PRODUCTS DEREPLICATION

Historically, an excellent source of novel lead drug
compounds is natural products. Natural product
screening activities typically occur during drug dis-
covery and involve the testing of crude extracts
obtained from microbial fermentation broths, plants,
or marine organisms. When activity above a certain level
is detected, active components are isolated and purified
for identification. This process is often time-consuming,
where the physicochemical characteristics of the active
components are determined, known compounds are
identified (dereplication), and the novel compounds
are scaled-up for more detailed investigation.

Analysis strategies that use on-line ESI-LC/MS
approaches provide an integrated format for natural
product dereplication by combining traditional fraction
collection, sample preparation, and multi-component
analysis into a single step. In this way, crude extracts
are screened without extensive purification and chemical
analysis. Furthermore, less material is required due to
the sensitivity of the technique and chromatographic
resolution is retained.

The key to natural products analysis using this
approach is dependable molecular weight determi-
nation. This information is used with existing natural
product databases that contain information on the

Fig. 3 Schematic of a nano-scale capillary ESI

interface. This specialized LC/MS interface,
operating at flow rates from 20–500 nL/min
and using 50–100mm ID columns, typically

provides low femtomole sensitivity. Fully auto-
mated sample handling and preparation proce-
dures (i.e., desalting and preconcentration)

combined with specialized devices for high
separation and variable nL gradient flow
rates provide unique capabilities for high-
throughput analysis of proteins. (Courtesy of

New Objective, Cambridge, MA.)
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bioactive compounds, the physical descriptions of the
microorganisms from which they come, their spectrum
of activity, the method of extraction and isolation,
and physical data (i.e., molecular weight, UV absorp-
tion maxima). Molecular weight is the most critical

information for initial searches because of its link to
structural specificity. This information is used to make
pivotal decisions on whether or not to proceed to more
time-consuming isolation steps based on novelty of the
compound. In recently reported studies,[17,18] LC/MS
is used to increase sensitivity and accelerate analysis.
These features serve to significantly reduce labor. A
recent review described LC/MS-based approaches for
the characterization of natural product mixtures in
conjunction with high-throughput screening.[19]

The instrumental configuration of the LC/MS
system developed by Ackermann et al.[17] features an
HPLC, UV detector, fraction collector, ESI-tandem
quadrupole (MS/MS), and MALDI-TOF MS. Fil-
tered fermentation broths were extracted with butanol
or ethyl acetate, and eluted on a gradient C18 reversed-
phase HPLC separation. The eluent was split 1 : 10
between a tandem quadrupole MS/MS instrument
(scanning 250–2000 amu/3 sec in the full scan mode)
and a single wavelength UV detector (254 or 230 nm).
One-min fractions were collected after the UV detector.
Of these fractions, 20–50 mL is used for MALDI-TOF
analysis, and the remainder is concentrated for micro-
biological testing. The LC/UV chromatogram was
compared to the bioactivity assay histogram to high-
light the peaks that contain activity. The molecular
weights of the active peaks were obtained for novelty
assessment of the compounds.

Similar approaches that use on-line LC/MS and
LC/MS/MS techniques have been recently described
fornatural products dereplication.[20,21] Approximately,
000 natural product extracts can be screened annually
for in vivo and in vitro activity using LC/MS-
based systems. A standard approach for dereplication
involves a comparison of retention time, full scan
mass spectra (i.e., molecular weight information), and

Fig. 5 Schematic of a QTOF MS instrument.
Ions formed in the source region are intro-
duced into a quadrupole mass filter (Fig. 7)

that separates ions based on mass-to-charge
ratio (m/z). Selected ions are then transferred
into the TOF MS for detailed analysis (i.e.,
high resolution capabilities). (Courtesy of

Micromass, Manchester, UK.)

Fig. 4 Schematic of an ion trap MS instrument. This device

consists of two endcap electrodes (entrance and exit) and a
ring electrode. An ion trap MS separates ions based on
mass-to-charge ratio (m/z). Once ions are introduced into
the ion trap MS, the radiofrequency (rf) amplitude is

increased so that ions are sequentially ejected (by increasing
mass) and detected. This type of MS provides a routine (i.e.,
benchtop) and sensitive detector using either GC and LC

interfaces. Furthermore, this instrument provides a unique
format for multiple stages of MS analysis (MSn). (Courtesy
of ThermoFinnigan, San Jose, CA.)
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MS/MS spectra with those from known biologically
active standards. Thus, previously identified compo-
nents are rapidly eliminated and do not require time-
consuming structure elucidation studies. The savings
of effort allow researchers to focus efforts on novel
chemistries. Samples of novel compounds can then
be infused into an ion trap mass spectrometer, and a
multiple stage mass analysis (MSn) fragmentation map
is generated.

COMBINATORIAL CHEMISTRY

Recent reviews[22–25] describe MS-based methods ran-
ging from the analysis of complex molecular libraries[26]

to open-access formats for drug discovery and develop-
ment.[27] High throughput criteria were central to each
application.

An important development in the quest for high
throughput combinatorial library analysis was the
multiple ESI interface described by Wang et al.[28]. This
novel ESI interface enabled effluent flow streams
from an array of four HPLC columns to be sampled
independently and sequentially using a quadrupole
MS instrument. The interface featured a stepping
motor and rotating plate assembly. The effluent flow
from the HPLC columns was connected to a parallel
arrangement of electrospray needles co-axial to the
mass spectrometer entrance aperture. The individual
spray tips were positioned 90� relative to one another
in a circular array. Each spray position was sampled
multiple times per second by precise control of the
stepping motor assembly.

The parallel sample analysis format using a multi-
plexed LC/MS interface with an orthogonal time-
of-flight (TOF) MS was described by de Biasi et al.[29].
This approach illustrated the high-throughput capa-
bilities of a multiplexed ESI interface in combination
with an MS format that accommodates fast chromato-
graphy methodologies. The system featured a four-way
multiplexed electrospray interface attached directly
with the existing source of the TOF-MS instrument.
A rotating aperture driven by a variable speed stepper
motor permitted the sampling of the spray from each
electrospray probe tip. The data files were synchro-
nized with the corresponding spray.

As the preparation of large libraries for lead dis-
covery became routine, the burden placed on analysis
techniques focused mainly on throughput and qual-
ity.[30] However, biological assay requirements typi-
cally required pure compounds. Thus, the focus
shifted toward the use of automated high throughput
purification methods applied to libraries of discrete
compounds.[31] Reverse-phase analytical and prepara-
tive HPLC formats in conjunction with MS techniques
have been critical for the high throughput purification

approaches for parallel synthesis libraries. A variety of
approaches that featured the use of gradient methods,
short columns, and high flow rates have been
described.[32] Highly automated LC/MS approaches for
purification at the multimilligram level were described
for a quadrupole system by Zeng et al.[33]. These meth-
ods featured the use of short columns that were operated
at ultra high flow rates. Preparative columns were
operated at flow rates in excess of 70 ml/min to match
thelinear velocity of the short analytical columns
(4.0 ml/min). Analytical LC/MS analyses of compound
libraries were achieved in 5 min for chromatographi-
cally, well-behaved compounds. Slightly longer prepara-
tive LC/MS analysis times (8–10 min/sample) were
required for compounds that exhibited poor chromato-
graphic peak shapes and/or for compound mixtures
the required higher resolution separations. The fraction
collection process is initiated in real-time once the
reconstructed ion current is observed for a specific m/z
value that corresponds to the compound of interest.
This design permitted the collection of one sample per
fraction. Thus, the need for very large fraction collector
beds and postpurification screening and pooling was
eliminated. Unattended and automated operation of
this system led to the purification of overcompounds
(mg quantities) per day.

BIOAFFINITY SCREENING

With the integration of highly automated parallel
synthesis techniques into drug discovery programs,
hundreds of thousands of compounds are now screened
against a particular biological target. Once activity is
determined for a mixture, the identification of the active
component(s) is necessary. A recent study described
the use of bioaffinity selection LC/MS methods for
the identification of active mixture component(s).[34]

This approach features an integrated bioaffinity-based
LC/MS screening method to separate and identify
compounds from mixtures.

A mixture of compounds is incubated with the tar-
get protein and the components bound to the protein
are selected by using a size exclusion chromatography
(SEC) ‘‘spin column.’’ In this experiment, the unbound
compounds are retained on the column. The bound
components are eluted and identified with LC/MS.
Increased specificity is obtained by dissociating the
bound compounds and performing a second equili-
bration incubation with the protein. This procedure
preferentially selects for the compounds with higher
affinity, and results in an enhancement of the quanti-
tative LC/MS response. Iterative stages of incubation,
size-exclusion, and LC/MS allow the tighter binding
components to be enriched relative to weaker binding
components.
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In this study, the peroxisome proliferator-activated
receptor (PPARg), which is a target for anti-diabetic
drugs (construct molecular weight of 32,537 Da), is
incubated with 10 ligands that range in molecular
weight from 283 to 587 units. A spin column of 6000
Da cutoff is used for SEC purposes. The retained mix-
ture of components is analyzed by fast perfusive chro-
matography,[35,36] using a standard full-scan LC/MS
strategy. This analysis procedure allows for the identi-
fication and quantitation of the protein and the
ligands, compared to their responses prior to incu-
bation. The ligand-protein complex that dissociated
under the reversed-phase chromatographic conditions
is selectively detected.

This analysis scheme provided a quick measurement
of binding affinity, and serves as a screening tool dur-
ing drug candidate selection. Spreadsheets were con-
structed and used to calculate the binding affinity of
the components. In the example described above, two
incubation cycles followed by the SEC separation
provided an enhancement of strong binders to weak
binders. This LC/MS-based method provides a unique

approach to obtain information in situations when
lower concentrations of tighter binding ligands are
present in the same mixture with higher concentrations
of weaker binding ligands. Furthermore, this method is
more efficient than synthetic deconvolution procedures
and does not require the use of radioligands.

Combinatorial chemistry initiatives have created a
tremendous challenge for activities that deal with the
screening of these mixtures for activity against a speci-
fied target.[37] MS-based approaches that use affinity
selection,[38] encoding methodologies,[39–41] pulsed
ultrafiltration,[42] and anti-aggregatory approaches[43]

have been described.
The use of MS formats that provide accurate mass

capabilities have been recently illustrated for screening
combinatorial libraries.[44–47] The unambiguous confir-
mation/identification of combinatorial library compo-
nents from small quantities of material have been
illustrated using a hybrid quadrupole/orthogonal
TOF (QTOF)[44,45] and Fourier transform ion cyclo-
tron resonance (FTICR)[47] mass spectrometry. A sche-
matic of a FTICR-MS system is shown in Fig. 6.

Fig. 6 Schematic of a FTICR MS instrument. This type of MS consists of an ion cyclotron resonance (ICR) analyzer cell that is
situated in the homogeneous region of a large magnet. The ions introduced into the ICR analyzer are constrained (trapped) by
the magnetic field to move in circular orbits with a specific frequency that corresponds to a specific mass-to-charge ratio (m/z).

Mass analysis occurs when radiofrequency (rf) potential is applied (pulsed) to the ICR analyzer so that all ions are accelerated to
a larger orbit radius. After the pulse is turned off, the transient image current is acquired and a Fourier transform separates the
individual cyclotron frequencies. Repeating this pulsing process to accumulate several transients is used to improve the signal-to-
noise ratio. (Courtesy of Bruker Daltonics, Billerica, MA.)
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Accurate isotope patterns or ‘‘isotopic signature’’ and
unique mass differences between isobaric compounds
can be obtained using these two MS formats.

OPEN-ACCESS SYSTEMS

Chemists now routinely use open-access MS systems in
the same way that they previously used thin-layer chro-
matography (TLC) to monitor reaction mixtures for
the desired product and to optimize reaction con-
ditions. In practice, medicinal chemists require only
molecular weight data, and are comfortable with a
variety of MS ionization methods to obtain this infor-
mation. However, confidence in the actual method
and procedure is a requisite. Today, molecular mass
measurement has quickly become a preferred means
of structure confirmation over NMR and IR during
the early stages of synthetic chemistry activities (i.e.,
drug discovery), where sample quantities are limited.

In the open-access LC/MS procedure described by
Pullen et al.[48], the samples are directly introduced
from solution for ease of automation and sample prep-
aration. Chemists prepare samples in solvent to a sug-
gested concentration range, then log the samples into
the system. The sample log-in is done at any time dur-
ing the continuous automated queue. Autosampler
vials are used to hold the samples, and autosamplers
are used to directly deliver samples in solution to the
mass spectrometer. The system uses a standard method
to analyze the samples in queue, average spectra
according to a preset scheme, and print out a spectrum
for the chemist. Fail-safe procedures for untrained
users and instrument self-maintenance at start-up and
shutdown were also developed.

Taylor, Johnson, and Raso[49] further demonstrated
the value of open-access LC/MS systems for generating
a widened scope of pharmaceutical analysis applications,
including: 1) characterization of synthetic intermediates
and target compounds; 2) reaction monitoring; 3)
reaction optimization; 4) analysis of preparative HPLC
fractions; and 5) analysis of TLC plate spots. The avail-
ability of these methods led to the increased use of
LC/MS for structural analysis. The short analysis time
and reliable structure confirmation resulted in the use
of LC/MS as a first choice for structure characterization
for synthetic chemistry applications.

Open-access LC/MS formats have spawned new
dimensions in access and data management. The use
of a direct exposure probe (DEP) for automated
sample introduction has been developed for quick
(ca. 3 min) molecular weight determination of new lead
compounds and quantitative analysis.[50] Fig. 7 illus-
trates an automated direct probe system for molecular
weight determination. Versatile software packages for
data manipulation and processing has been a popular

approach for integrating analysis and information.[51–53]

These software programs are efficiently implemented
with stand-alone computers and servers that are
networked with open-access mass spectrometer data
systems. In this configuration, the data are generated,
visualized, processed, and automatically reported for
the chemist. The program compares a template of pre-
dicted molecular ions with the actual ions generated
by ESI and APCI for the quick analysis of synthetic
products, intermediates, reactants, reagents, and con-
taminants. A list of observed ions along with known
artifact ions is generated and used to provide a measure
of the quality-of-fit to the predicted product(s).

Open-access MS systems provide an effective means
for maintaining the high-throughput characterization
of synthetic compounds. These systems offer an
efficient laboratory- to bench-scale integration of sam-
ple generation and analysis activities. Advances in ana-
lytical instrumentation and electronic communication
have also played a major role in the emergence and
acceptance of MS as a front-line tool for structure
characterization.

IN VIVO DRUG SCREENING

The application of APCI-LC/MS techniques for the
rapid determination of protein binding and pharmaco-
kinetics in drug discovery were recently described by
Allen et al. using a single quadrupole instrument.[54]

A ‘‘cocktail’’ approach consisted of four experimental
compounds and a control compound dosed orally at
1 mg/kg with plasma samples obtained at 0.5, 1, 2, 4,
and 8 h post dose. To insure reproducibility, the con-
trol compound was tested with each cocktail. This
approach generated timely systemic exposure (AUC
and Cmax) data on 44 test compounds in three work
days, using two laboratory scientists.

The use of LC tandem quadrupole MS/MS-based
screening approaches for quantitative bioanalytical
measurements allow a large, chemically diverse, range
of potential drug candidates to be analyzed quickly
and confidently. A schematic of a tandem quadrupole
MS/MS instrument is shown in Fig. 8. The develop-
ment of unique LC/MS-based systems for in vivo
pharmacokinetic screening reduces the analysis to a
manageable number of samples, and results in a cost-
effective approach to evaluate new lead compounds.
Approaches to this type of methodology will likely
vary, according to the behavior of the molecules of
interest, standard operating procedures (SOPs), per-
formance capabilities of the mass spectrometer, and
integration of automated sample preparation, and data
analysis procedures. Success will likely be dependent
on the above parameters, as well as on the degree of
tolerance to which the specific screen is set.
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Fig. 8 Schematic of a tandem quadrupole MS/MS instrument. A tandem quadrupole MS/MS instrument consists of two quad-
rupole MS filters, MS1 and MS2, separated by a collision cell. Each quadrupole MS filter consists of four cylindrical or hyper-

bolic shaped rods. A unique combination of direct current (dc) potential and radiofrequency (rf) potential is applied to each pair
of rods (one pair 180� out of phase with the other). A mass spectrum results by varying the voltages at a constant rf/dc ratio. A
variety of scan modes (e.g., full scan, product ion, precursor ion, neutral loss) provide unique capabilities for quantitative and
qualitative structure analysis. (Courtesy of Micromass, Manchester, UK.)

Fig. 7 Schematic of an automated direct probe system for molecular weight determination that features an ion trap MS. Sam-

ples are dissolved in a suitable solvent and injected via an automated syringe system onto the DEP wire. The probe is injected into
the MS via an automated isolation valve system and the temperature is ramped to the programmed temperature. After sample
analysis the probe is removed from the source and heated to a high temperature to clean the DEP wire in preparation for the next

sample. This type of integrated, open-access MS-based application provides routine, unattended support for medicinal chemistry
needs such as reaction monitoring and the optimization of reaction conditions. (Courtesy of Scientific Instrument Services,
Ringoes, NJ.)
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The simultaneous pharmacokinetic assessment of
multiple drug candidates in one animal has been
termed ‘‘n-in-one’’ or ‘‘cassette dosing.’’ As discussed
for the previous example, this parallel approach results
in an increased productivity for bioanalysis during
drug discovery. Beaudry et al.[55] recently investigated
the extension of this methodology to study larger num-
bers of compounds in each mixture, and to integrate
sample preparation with the LC/MS/MS system for
increased efficiency.

The number of analytes studied in parallel was
extended to 63 plus an internal standard. The increased
number of analytes was made possible due to improve-
ments to the collision region of the MS/MS system
that provide increased sensitivity and reduced ‘‘mem-
ory effects.’’ In addition, robotic systems for sample
handling and on-line (solid phase extraction) SPE of
plasma samples were integrated with the LC/MS/MS
system. An isocratic reversed-phase HPLC method
provided acycle time of 4.5 min per sample. The on-line
sample preparation and short analysis resulted in an
increased sample throughput that required less time
from the scientist. The method produced good per-
formance, in terms of extraction efficiency, linearity,
and limit of detection (LOD), and has the capability
of analyzing 320–960 samples per day. The strategic
emphasis of this approach is on providing high
throughput LC/MS methods for evaluating large
numbers of drug candidates during drug discovery to
eliminate poor pharmacokinetic performers.

METABOLIC STABILITY SCREENING

The use of fast gradient elution LC/MS techniques on
a single quadrupole instrument was described for high
throughput metabolic stability screening.[56] The
method uses as HPLC column-switching apparatus
to desalt and analyze lead candidates incubated with
human liver microsomes. Substrates were selected whose
in vivo clearance is controlled predominantly by phase I
oxidative metabolism as opposed to phase II metabolism
or renal clearance. In this way, the resulting data could be
resolved into four categories of metabolic stability: high
(�60%); moderate (�30–59%); low (�10–29%); and very
low (<10%).

The rapid structure identification of metabolites is a
powerful complement to previously described quanti-
tative approaches. The utility of an automated metab-
olite identification approach, using LC/MS/MS with
an ion trap mass spectrometer has been demon-
strated.[57] In this study, MSn analysis is automated
to provide maximum structural information in combi-
nation with predictive strategies for biotransformation.
Automated data-dependent scan functions are used to
generate full scan, MS/MS, and MSn mass spectra of

metabolites within a single chromatographic analysis.
This feature is unique and avoids the multiple (2–4)
injections that are necessary with other MS/MS con-
figurations (e.g., tandem quadrupole). Along with the
significant savings in time, detailed structure infor-
mation is generated, which enables a comprehensive
analysis of substructure relationship to be constructed
for each metabolite. These automated studies provide
unique advantages during drug discovery, and provide
an early perspective on the metabolically labile sites, or
‘‘soft spots’’ of a drug candidate. This knowledge is
useful during lead optimization activities, and can lead
to the initiation of proactive research efforts that deal with
metabolism-guided structural modification and toxicity.

METABOLITE PROFILING
AND IDENTIFICATION

The application of LC/MS-based techniques for the
structure identification of drug metabolites has played
a significant role in drug development. The early
identification of drug metabolites provides valuable
insights into the pathways of metabolism and biotrans-
formation. Once metabolites are identified/confirmed,
metabolism-guided structural modification during the
drug discovery stage is initiated to facilitate the selec-
tion of drug candidates for subsequent development.

The identification of metabolite structures with LC/
MS and LC/MS/MS techniques using quadrupole-
based MS instruments are an effective approach due
to their ability to analyze trace mixtures from complex
samples of urine, bile, and plasma. The key to structure
identification approaches is based on the fact that
metabolites generally retain most of the core structure
of the parent drug.[58,59] Therefore, the parent drug and
its corresponding metabolites would be expected to
undergo similar fragmentation and to produce mass
spectra that indicate major substructures.

Kerns et al. demonstrated the application of LC/
MS and LC/MS/MS standard method approaches in
preclinical development for the metabolite identifi-
cation of buspirone, a widely used anxiolytic drug.[60]

The success of this method relies on the performance
of the LC/MS interface and the ability to generate
abundant ions that correspond to the molecular weight
of the drug and drug metabolites. The production of
abundant molecular ions is an ideal situation for
molecular weight confirmation because virtually all
the ion current is consolidated into an adduct of the
molecular ion (i.e., [M þ H]þ, [M þ NH3]þ).

Full-scan mass spectra generally contain an abun-
dant [M þ H]þ ion signal with little detectable frag-
mentation. Product-ion spectra are obtained to reveal
product ions and neutral losses that are associated with
diagnostic substructures of the buspirone molecule.
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To assist with the MS/MS structure identification, the
gross substructure of buspirone is categorized into pro-
file groups.[61] Profile groups directly correlate specific
product ions and neutral losses with the presence,
absence, substitution, and molecular connectivity[62]

of specific buspirone substructures and their modifica-
tions. The profile groups of buspirone are identified
with abbreviations that correspond to the three specific
substructures: azaspirone decane dione (A), butyl
piperazine (B), and pyrimidine (P). Substituted sub-
structures are designated with a subscript (s), and a
dash (–) denotes substructure connectivity. Thus, the
buspirone molecule is represented by A–B–P. The
As–B–P designation refers to metabolite structures that
contain the azaspirone decane dione, butyl piperazine,
and pyrimidine substructures with substitution on the
azaspirone decane dione substructure. The profile
group categorization within a corresponding database
allows the rapid visual recognition of primary sub-
structures affected by metabolism.

Metabolite structure databases can be easily con-
structed and contain information on the structure, mol-
ecular weight, UV characteristics, RRT, and product
ions of metabolites obtained from rat bile, urine, and
liver S9 samples. Using this format, Kerns et al. reported
thepredominant buspirone metabolite profile groups as
As–B–P, A–B–Ps, and As–B–Ps. These profile groups
indicate azaspirone decane dione and pyrimidine as
metabolically active sites of attack and the presence of
multiple substitution sites on each of these substructures.

IMPURITY PROFILING AND
IDENTIFICATION

Synthetic impurities are of particular concern during
process research and safety evaluation activities. Often,
impurities are the result of synthetic by-products or
starting materials of the scale-up process. Impurities
provide a comprehensive indicator of the chemical
process and are diagnostic of overall quality. Process
chemists use this information to guide process optimi-
zation. Knowledge of the identity and relative amount
of impurities is used to diagnose process reactions so
that changes in reagents and reaction conditions leads
to better yields and higher quality material.

With an increasing number of novel lead candidates
thatenter into preclinical development, considerable
resources are needed to identify impurities. LC/MS-
based approaches provide integrated sample clean-up
and structure analysis procedures for the rapid analysis
of impurities. This advantage was demonstrated during
the preclinical development of TAXOL�.[18] LC/MS
played an important role for the identification of
impurities contained in extracts and process intermedi-
ates from Taxus brevifolia and T. baccata biomass.

Because drugs derived from natural sources often have
a very diverse set of structural analogs, it is important
to determine which analogs are carried through the
purification process and ultimately appear as impuri-
ties. This task presents a unique challenge during the
early stages of drug development due to the highly
complex nature of the samples.

Kerns and coworkers described a structure identifi-
cation strategy that incorporates LC/MS and LC/
MS/MS techniques using quadrupole-based instru-
ments for rapid, sensitive, and high-throughput impurity
analysis.[18] This approach integrates traditional steps
of sample preparation, separation, analysis, and data
management into a single instrumental method. The
resulting multidimensional data include retention time,
molecular weight, UV, and substructure information.
A structure database is developed for each candidate
and is used to rapidly identify the same impurities in
new samples. Structures are proposed based on using
the drug candidate as a structural template and, with
the use of a standard method approach, consistency
for comparison of results throughout the preclinical
development process is ensured.

Nearly all of the impurities contained the character-
istic paclitaxel core substructure as indicated by the
characteristic product ion at m/z 509 with variations
due to modifications. Many of these taxanes contained
a side-chain similar to paclitaxel, with variations
occurring on the terminal amide of the side chain.
The product ions that differed from the characteristic
side-chain ions of paclitaxel (m/z 286) by values
indicative of specific substructures were used to ident-
ify these terminal amide variations. A comparison with
the paclitaxel substructural template indicated struc-
tural differences beyond the position of the amide
group in the side-chain substructure.

When a new impurity was encountered during
chemical process research, retention time and molecu-
lar weight information were compared to the database
for rapid identification. This approach is similar to the
procedure described for natural product dereplication.
If the compound is not contained in the structure data-
base, then the corresponding LC/MS/MS analysis is
performed to obtain substructural detail and the pro-
posal of a new structure.

A standard reversed-phase HPLC method was used
for all the samples that are associated with a drug can-
didate to reduce time-consuming method development/
method refinement procedures. Standard reversed-
phase methods typically involve a 20–30 min cycle
time and provide information for a wide range of
compounds. The incorporation of a standard method
strategy allows the use of autosampling procedures
and standard system software for data analysis.

During the development of TAXOL�, 90 taxane
impurities were rapidly identified and added to the
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structure database. This MS/MS information was
routinely obtained for impurities down to the 100 ng
level (injected), and required approximately 2–3 h
for the analysis of each sample. The compounds are
structurally categorized with profile group termin-
ology. The LC/MS-based methods were significantly
faster than the previously used analytical methods based
on scale-up, isolation, fractionation, and individual
structural analysis. Software tools capable of sample
tracking, interpretation, and data storage facilitate the
structure profiling of impurities, degradants, and metab-
olites.[63] Key pharmaceutical analysis elements that
deal with sample preparation, real-time analysis deci-
sions, databasing, distribution/visualization of results
(Fig. 9) and prediction of fragmentation are now highly
integrated.

DEGRADANT PROFILING
AND IDENTIFICATION

During the course of drug development, the bulk drug
and drug formulation are studied under a variety of
stress conditions such as temperature, humidity, acid-
ity, basicity, oxidization, and light. Qin et al. described
the utilization of stressing conditions that may cause
degradation.[64] The resulting samples may be used
to validate analytical monitoring methods and to

serve as predictive tools for future formulation and
packaging studies.

A traditional approach to study degradant forma-
tion involves similar time-consuming scale-up and
preparation steps as described for metabolite and
impurity analysis. Similarly, this area of pharmaceuti-
cal analysis has experienced the issues associated with
faster drug development cycles. Rourick and cowor-
kers recently described proactive approaches to obtain
degradant information with quadrupole LC/MS meth-
ods during the preclinical development stage.[65] The
corresponding structural information provides insight
for decisions on which leads to further develop for
clinical testing. The early structural information on
degradants of a drug candidate offers a unique capability
for synthetic modification to minimize degradation.
Structural information can also facilitate planning of
preclinical drug development in process research, for-
mulation development, and safety assessment.

The strategy for impurity and degradant identifi-
cation described by Rourick et al. subjects lead
candidates to various development conditions followed
by LC/MS and LC/MS/MS analysis protocols. A
structure database is constructed from the correspond-
ing results and is used to reveal unstable regions
within the drug structure as well as to ascertain which
candidate or homologous series of drug candidates
may be the most favorable for further development.

Fig. 9 Visualization of molecular fragments using a ‘‘lasso tool’’ application. The lasso tool is used to identify a particular frag-
ment and, if a signal corresponding to its mass is present in the spectrum, the fragment is highlighted and the corresponding
assignment is added to an assignment table. (Courtesy of Advanced Chemistry Development, Toronto, Ontario, Canada.)
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High capacity and throughput speed are necessary
so that many lead candidates may be evaluated. Appli-
cability of the method to a wide range of compound
classes is desirable. Once the drug candidate enters
clinical development and manufacturing, the structure
database is useful for the rapid identification of impu-
rities and degradants in samples generated during these
stages of development.

The method exposes drug candidates to forced
degradation conditions, (e.g., acid, base, heat, and
moisture) as a predictive profile. The coordinated use
of LC/MS and LC/MS/MS provide structure identi-
fication for speed, sensitivity, and high throughput.
Standard methods, useful for 80% of the compounds,
are applied. Various types ofstructural data are
obtained for elucidation purposes (e.g., retention time,
molecular weight, MS/MS), and unknown compounds
are elucidated with the candidate drug as a structural
template. The LC/MS analysis provides retention
time and molecular weight data, whereas LC/MS/MS
provides substructural detail for structure identifi-
cation. Drug candidates are incubated under drug
processing, storage, and physiological conditions that
were expected to occur throughout drug lifetime.

Using this approach, 10 degradants of cefadroxil, an
orally effective semisynthetic cephalosporin antibiotic,
were elucidated in a 2-day study. The use of standard
LC/MS methods provided consistency from sample to
sample throughout the development process, and
allowed for the construction and use of a structural data-
base for the rapid identification of impurities and degra-
dants during development. The reversed-phase HPLC
conditions provided a general measure of the polarity
of each compound, useful for interpretation of substruc-
tural differences between related compounds. Due to the
mass-resolving capability of the mass spectrometer, chro-
matographic resolution of co-eluting or unresolved com-
ponents was not required. Abundant protonated
molecule ions, [M þ H]þ, provided reliable molecular
weight information, and product-ion spectra generated
valuable substructure information for each degradant.
The product-ion spectrum of cefadroxil was used as a
template for interpretation; specific product ions and
neutral losses were compared to the spectra obtained
from the unknown degradants. Product ions common
to each spectrum provided evidence of substructures
unchanged by the degradation conditions and differences
were indicative of structural variations.

QUANTITATIVE BIOANALYSIS—SELECTED
ION MONITORING

The quantitative analysis of targeted components in
physiological fluids is a major requirement in clinical
development. In 1991, Fouda et al.[66] pioneered the

use of APCI-LC/MS on a single quadrupole instru-
ment for thequantitative determination of the renin
inhibitor, CP-80,794, in human serum. Because the
pharmacological action is below 200 pg/ml, a quanti-
tative assay in the low pg/ml range was required to
monitor the drug’s pharmacokinetic and pharmacody-
namic properties. Also, the structure of the CP-80,794
molecule lacked a significant chromophore for UV
detection with conventional HPLC methods. Further-
more, the low volatility andthermal instability
precluded analyses with GC/MS methods.

Quantitative LC/MS assays in clinical development
generally involve four intensive steps: sample prep-
aration; assay calibration; sample analysis; and data
management. In the method developed by Fouda and
coworkers, human serum samples were prepared with
a liquid–liquid extraction procedure. Assay calibration
involved the use of human serum samples fortified with
CP-80,794 at 11 concentrations (6 replicates per concen-
tration) ranging from 0.05 to 10 ng/ml. The LC/MS
analysis involved the use of the SIM mode to monitor
the molecular ions [M—CCCH]� that correspond to
the drug (m/z 619) and internal standard (m/z 633). In
this particular LC/MS application, the negative ion
mode was highly sensitive for this class of compound.
Samples were loaded onto an HPLC autosampler and
80 ml aliquots are injected onto the column at 4-min
intervals. The elution times of the drug and internal
standard were 3.1 and 3.4 min, respectively.

At the time, this application provided a powerful
benchmark for the use of quadrupole LC/MS-based
methods in the pharmaceutical industry and paved
the way for the tremendous growth of MS-based
applications in support of clinical development. This
particular assay successfully supported several clinical
studies with sensitive and reliable results. This per-
formance was benchmarked on more than 4000 clinical
samples, and led to a widened scope of MS application
for quantitative bioanalysis.[67–71]

QUANTITATIVE BIOANALYSIS—SELECTED
REACTION MONITORING

The use of selected reaction monitoring (SRM) meth-
ods for quantitative bioanalysis represents increased
dimensions of mass spectrometry analysis. A SRM
method that features a tandem quadrupole MS/MS
instrument for the quantitative analysis of an antipsy-
chotic agent, clozapine, in human plasma was recently
described by Dear et al.[72]. Preclinical development
studies of clozapine in rats and dogs used HPLC with
fluorescence detection (FLD). With this method, a
better limit of quantitation (LOQ) of 1ng/ml was
obtained. As the compound moved into the clinical
stages of development, a more sensitive method of
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analysis was required to obtain rapid metabolic infor-
mation in support of drug safety evaluation studies.
As a result, a standard LC/MS/MS method was
developed for the quantitative analysis of clozapine
(I) and four metabolites (II-V) in human plasma.

The LC/MS/MS strategy deployed is similar to
previously described approaches for protein, natural
products, metabolite, and impurity identification. An
ionization technique that generates abundant molecu-
lar ion species with very little fragmentation is desirable.
The product-ion spectrum is obtained to generate the
substructural template of the molecule. Abundant and
structurally unique transitions (molecular ion ! pro-
duct ion) are identified from the spectrum, and are
used in the corresponding SRM experiment for quanti-
tation. The SRM experiment provides a high degree of
selectivity and better LOD than full-scan or SIM
experiments for theanalysis of complex mixtures.[73,74]

The selectivity of MS/MS reduces the requirements
for complete chromatographic resolution of each
component. Therefore, LC/MS/MS experiments for
quantitation typically emphasize short analytical run
times to provide high sample throughput.

The inter- and intra-assay precision (% C.V.) of this
method were reported to be less than 8% across the
range of the limits of quantification (0.05–10 ng/ml).
The accuracy (% bias) for all spiked control concentra-
tions did not exceed �4%. Same-day turnaround of
results for over 100 samples was possible and was used
to support an acute dose tolerance and pharmacoki-
netic study that involved the analysis of 1600 samples.

PEPTIDE MAPPING IN QUALITY CONTROL

Quality control involves a carefully designed series of
analysis and protocols. The purpose of this activity
during the manufacturing stage of drug development
is to ensure the production of safe, high quality drug
products. These measures are helpful for the producers
of the product as well as the regulators (i.e., FDA). In
this way, adherence to protocols and procedure are
carefully monitored on a routine basis. When any
uncertainty in the manufacturing process occurs,
procedures are referenced and data are analyzed to
determine the specific stage of manufacturing to begin
examining. Thus, the responsibility of drug manufac-
turers and regulating agencies are to determine when
and how a process went awry. The ability to do so in
an efficient, straightforward manner is helpful to both
parties, and ultimately, the consumer. Thus, the ability
to provide this information is highly dependent on the
manufacturer’s ability to control the process.

The use of LC/MS in a manufacturing quality
controlenvironment for biologicals was reported by
Chang, Kiehl, and Kennington.[75]. Their approach

involved three steps. First, the expected cleavage sites
(in this case, trypsin) within the amino acid sequence
of the protein somidobove are indicated. This‘‘tryptic
map’’ serves as a template for the expected peptide
fragments. Second, an analytical method using chro-
matography columns and conditions that provide the
best resolution and reproducibility is developed. An
opportunity exists to optimize the analysis based on
chromatography, digestion, and LC/MS performance.
Finally, the resulting LC/MS data are profiled, accord-
ing to amino acid sequence, peak number, and
[M þ H]þ. Other properties such as relative retention
time can also be added in this format.

IMPURITY IDENTIFICATION IN
QUALITY CONTROL

Regulatory authorities strictly scrutinize the leachables
(e.g., plasticizers, impurities) that may come from
medical devices and drugs. It is the responsibility of
the drug or medical device company to identify the
leachables and to provide adequate testing of their
toxicity. Monitoring methods must be developed and
validated to effectively control toxic leachables during
the manufacture of high quality pharmaceuticals.

As a result, materials for medical devices and drug
products must be tested for leachable components.
Once a known toxic compound is discovered, it must
be identified for the assessment of toxicity, followed
by the monitoring of levels using validated methods
as required by the FDA. This identification procedure
could be a time-consuming process with traditional
methods that are based on fractionation and individual
component analysis.

Tiller et al. demonstrated an analytical strategy with
on-line LC/UV/MS and LC/MS/MS to rapidly
obtain structural information for leachables from a
drug-delivery device.[76] Similar to proteomics-based
applications, the analysis strategy makes use of ‘‘data-
dependent’’ analysis, wherein the mass spectrometer first
obtains molecular ions using full-scan techniques, and
makes real-time decisions about MS/MS product-ion
spectra that must be obtained. In this way, molecular
weight and substructural information are both obtained
for many components during a single HPLC run.

Many components were readily observed from the
ESI-LC/MS chromatogram, and several polyester
leachables were identified. The ESI LC/MS chromato-
gram revealed 15 components, compared to the three
components thatwere observed in the 220 nm UV chro-
matogram. This difference illustrates the capability
of ESI-LC/MS to provide a more universal detec-
tion when the analytes donot contain strongly UV-
absorbing substructures (e.g., aromatic). The MS-based
method proved to be highly efficient because molecular
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weight and substructural information via the full-scan
and product-ion experiments, respectively, could both
be obtained for the sample components.

CONCLUSIONS

The understanding and application of MS in the
pharmaceutical industry has experienced tremendous
growth due to unprecedented sample requirements
(i.e.,trace mixture analysis) and commercial pressure
(i.e.,faster development time-lines). Today, MS is an
essential component of the modern pharmaceutical
laboratory as well as an important complement to
traditional methods of analysis.

An expanded role for highly sensitive assays for
both quantitative and qualitative analysis will likely
continue. Novel pharmaceutically relevant formats and
systems that expand current approaches as well as create
low-flow, miniaturized formats[77–79] are envisioned. Con-
tinued advances in integrated approaches that feature MS
will generate significant interest with regard to pharma-
ceutical analysis. For example, the use of integrated
systems that feature NMR/MS have been described
for applications thatinvolve LC/NMR/MS[80,81] and
MS/NMR.[82] Aschematic of an LC/NMR/MS system
is shown in Fig. 10. In these configurations, NMR is
used to provide structural and stereochemical infor-
mation[80,81] or to verify binding/interaction[82] while
MS is used to provide molecular weight information.
New challenges that deal specifically with probing mech-
anism of action will likely generate the need for a broader

application of MS as well as spur the development of
novel technologies for sample preparation, chromatog-
raphy, and information management.
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Spectroscopic Methods of Analysis:
Near-Infrared Spectrometry

Emil W. Ciurczak
Integrated Technical Solutions, Goldens Bridge, New York, U.S.A.

INTRODUCTION

In recent years, there has been an increased interest in
near-infrared (NIR) spectrometry. New instrumen-
tation and algorithms have made the technique more
powerful yet simple to use. The physics of NIR allow
the samples to be analyzed as-is with, essentially, no
preparation. NIR absorbance bands originate in
the mid-infrared (MIR) region, but absorbencies are
far lower (than those in the MIR), detectors are
quieter, and light sources are stronger. The depth of
penetration of the NIR light is such that pure materials
may be analyzed, allowing whole tablets and bulk
materials to be assayed quickly and easily.

Near-infrared radiation is the region of the electro-
magnetic spectrum between the visible and the (tradi-
tional) infrared. The nominal wavelengths for NIR are
between 650 and 2500 nm (15,400 to 4000 cm�1). The
MIR or traditional infrared derives from the fundamental
stretching, bending, and rotating motions of the molecule
in question. Its wavelength range is between 2500 and
25,000 nm (4000 to 400 cm�1).

Several aspects of a typical NIR spectrum derive
directly from the physics of the region:

1. As the absorptivities in the NIR are 10–1000
times lower than that in the mid-range IR, the
peaks are concomitantly smaller. This allows
concentrated or pure samples to be scanned.

2. All the higher (1st through 6th) overtones of the
O–H, N–H, C–H, and S–H bands from the IR
are seen in the(much smaller) NIR region. This,
in addition to combination bands (e.g., C¼O
stretch þ N–H bend in protein), gives rise to a
crowded spectrum with severely overlapping bands.

3. With lower absorptivities, the radiation pene-
trates deeper into a sample of either a pure
material or mixture. Without dissolving, grind-
ing, or diluting with an inert salt, the integrity
of the compound is maintained. Thus, crystal-
linity, polymorphic form, particle size, and ratio
or surface to lattice moisture is maintained.

With these differences from the mid-range IR,
standard IR and UV/Vis/NIR instruments could not

be counted on to produce satisfactory analyses of
non-conventional pharmaceutical samples (Table 1).

HARDWARE

Initially, work in the NIR was performed on instru-
ments primarily designed for ultraviolet or visible
analyses. The NIR portion of the spectrum was an
afterthought in many instruments commercially available
at that time: Beckman, Cary, Coleman, Perkin-Elmer,
Shimadzu, Unicam, and Zeiss. The earliest instruments
dedicated to NIR were based upon interference filters.
The work performed by Karl Norris of the U.S. Depart-
ment of Agriculture (Beltsville, MD) was initially done
on the UV/Vis/NIR instruments mentioned previously.
He established a number of important wavelengths
associated with grains and other agricultural products.
This group of ‘‘useful’’ wavelengths was then used to
guide the wavelengths of the filters first used in the
NIR instruments. Later, filters were added for tobacco
and textile industries.

The first commercial instrument dedicated to NIR
was developed by Dickey-John and presented in 1971
at the Illinois State Fair (Table 2). The technology
was licensed by Technicon and introduced soon there-
after. Technicon then developed its own scanning
monochromator-based instrument. This was followed
by instruments from Pacific-Scientific (now FOSS-NIR
Systems) and LT Industries, to name a few companies.

In the late 1980s and early 1990s, interferometer-
based instruments were introduced by companies
already producing IR equipment: Nicolet, Bomem,
Perkin-Elmer, and others. Often, these FT-NIR instru-
ments were merely adapted FT-IRs that were already
in existence and were not suited for pharmaceutical
samples: pure raw materials, blends and granulations,
tablets and capsules, and larger plastic containers.

A number of instrument suppliers as well as engi-
neering specialty houses are able to install in-line NIR
hardware in production settings. For up-to-date listings
and manufacturers, a newcomer (or even experienced
user) should scan the Internet, attend meetings such as
PittCon, IFPAC, and more specialized conferences such
as the International Diffuse Reflectance Conference
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(Chambersburg, PA on even-numbered years) or the
International NIR Conferences (Europe and Asia on
various years).

SOFTWARE

Software, per se, was not available for NIR until the
1980s. Technicon (Tarrytown, NY) and Pacific Scien-
tific (Silver Spring, MD) offered software for their
scanning monochromator-based (holographic grating)
instruments. The software ran their instruments, col-
lected the spectra, and performed simple calculations.
At that time, the only algorithms for NIR used mul-
tiple linear regression as the core math treatment
(‘‘step-up search’’ and ‘‘best-combination’’). Spectral
treatments such as smoothing and derivatives were
available in the late 1980s, but little in the way of
‘‘higher math’’ treatments.

Throughout the 1980s, researchers were developing
private software packages for principle components
analyses (PCA) and partial least squares (PLS). These
matrix-based algorithms have been commercially
available for over a decade from the instrument ven-
dors or from third-party vendors. The PCA and PLS
algorithms supplied by instrument vendors are more
pragmatic and tend to change more slowly than those
provided by vendors whose primary function is to pro-
vide software. Recently, artificial neural networks
(ANNs or NNs) have attracting attention. These are
best discussed in a text devoted to the subject and have
not yet been used in industrial settings.

Third-party software vendors perform an important
part in supplying software for equation development.
These vendors exist solely for providing arithmetic
tools for the analyst. Instrument vendors are good at
providing software to run their instruments and collect

quality spectra. The strong point of software providers
is their ability to write software solely for analysis.
These programs work, in many cases, better than the
software instrument companies because they are sin-
gle-purposed and not multifunctional (i.e., complex
and prone to longer development times and, therefore,
bugs.) A listing of these vendors would be at best,
ephemeral. Large conferences would be the place to
start looking for current suppliers.

The first commercial qualitative analysis software
was introduced in 1984[1,2] by Technicon. Based on
Mahalanobis distance, the program used the absor-
bances of materials at wavelengths chosen by the soft-
ware to classify them. This was first applied to
incoming raw materials. Since then, virtually every
manufacturer of hardware also supplies software cap-
able of performing either qualitative or quantitative
analyses. As will be touched on in applications,
identification and quality assessment of incoming raw
materials is commonplace in the industry.

APPLICATIONS

Owing to the late development of fast, small, and inexpen-
sive computers, little work was performed on pharma-
ceutical samples until the 1980s. In 1966,[3] many
pharmacologically active amine salts were investigated
both in solid state and in solution. Two drugs were
quantified in 1967:[4] allylisopropylacetureide and
phenacetin were dissolved in chloroform and simul-
taneously quantified at 1983 and 2019 nm, respectively.

Water was determined in several matrices[5] in 1968.
Solid samples were analyzed for hydrous and anhydrous
forms of strychnine sulfate, sodium tartrate, and
ammonium oxalate mixed with KCI and compressed
into disks containing 100 mg KCI and 25 mg drug.

Table 1 Typical applications of NIR in pharmaceutical production

Quantitative Qualitative

Moisture in pure substances Identification of pure substances

Moisture in freeze-dried materials Identification of mixes

Mean particle size of pure substances Qualification of pure substances

Mean particle size of mixtures/granulations Qualification of mixes

Assay/uniformity of blends Identification of clinical dosage forms

Content uniformity of tablets/capsules Identity of packaging materials

Level of coating

Prediction of dissolution times

Tablet hardness

Degradation products (tablets)

Polymorphism

Crystallinity

Spectroscopic Methods of Analysis: Near-Infrared Spectrometry 3435
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The water band at �1940 nm was used for the hydrate
analysis.

Since the middle 1980s, there has been an ever-
expanding list of applications, both qualitative and
quantitative, of NIR in pharmaceuticals. These appli-
cations are as follows:

1. Particle Size. Since the first reports of particle
size measurement by NIR in 1985[6] and 1986,[7]

numerous researchers have reported using NIR
for particle size assessment, both in pure samples
and mixes (e.g., Refs.[8,9]).

2. Hardness. As NIR spectra are affected by physi-
cal and chemical changes within a sample,
physical parameters such as hardness may be

measured. In 1997, a paper by Morrisseau and
Rhodes[10] was published wherein hardness
from 2 to 12 kg was estimated by NIR. Several
other workers have reported success in measur-
ing hardness: Ebube et al. in 1999[11] and Kirsch
and Drennen[12] have done some quality work
on the topic.

3. Polymorphism Crystallinity. One of the earliest
reported uses of NIR for polymorphism was for
the polymorphs of caffeine in 1985.[13] In 1987,
Gimet and Luong[14] used NIR to ascertain
changes in crystallinity during processing.

Differentiation between polymorphs was performed
by pattern recognition in 1995 by Aldrich et al.[15]. The
actual control of a process was reported in 1998 by
DeBraekeleer et al.[16], where they described using
PCA, SIMPLISMA, and orthogonal projections to
correct for temperature variation during the moni-
toring of polymorph conversion. This is a real-time,
in-line procedure.

Several recent papers have also highlighted NIR for
polymorphism.[17–20] The advantage of NIR for read-
ing polymorphic changes is that the C–C, C–O, and
other non-H bonds are not visible. The N–H and
O–H bands dominate the spectrum, making crystal
changes obvious for qualitative analysis.

4. Enantiomers/Structural Isomers. The particular
optical isomer of a drug being used in a formu-
lation is quite important. For example, quinine
is used to treat malaria; quinidine, its optical
isomer, is used for heart arrhythmia. In 1985,
Ciurczak[21] observed that although pure D- and
L-amino acids gave identical spectra, the racemic
mixtures (DL-) produced an entirely different spec-
tra. Some work was presented by Ciurczak[22] in
1986, which was later expanded and published[23]

by Buchanan et al. in 1988, where the enantiomer
ratio was determined via NIR.

Mustillo and Ciurczak[24] presented a paper discuss-
ing the spectral effect of optically active solvents on
enantiomer mixes. This information was used as a
technique to screen for polar modifiers in normal-phase
chromatography of racemic mixtures.[25] In 2000, the
enantiomeric composition of ibuprofen in solid-
state mixtures was performed by Agatonovic-Kurstrin,
Beresford, Razzak.[26]

Structural or geometric isomers as well as nearly
identical molecules may be discriminated by NIR. Some
early work was performed by Kradjel and Ciurczak[27]

and presented in 1985. Work has been performed
where the type of polyvinylpyrrolidone is determined
by NIR.[28] The only differences between types are poly-
merization conditions.

Table 2 Some types of NIR instrumentation and

suppliers

Instrument type Representative manufacturers

Interference filter Bran & Leubbe
Dickey-John, Churchill
Factory of L.I. (Hungary)

Foss Electric
General Analysis Corp.
Infrared Engineering

Moisture Systems Corp.
Oxford Analytical, Inc.
Percon GmbH

Perten
Trebor Industries

Scanning grating Bran & Leubbe
EG&G Princeton Applied Research

Foss-NIRSystems
Guided Wave, Inc.
Hitachi Instruments, Inc.
L.T. Industries

Shimadzu
Trebor Industries
Tecator AB

Varian

Interferometer-based Bran & Leubbe
Bomem, Inc.
Buchi

Mattson Instruments
Midac Corp.
Nicolet Instrument Corp.

Perkin-Elmer Corp.

Accousto-optic
tunable filter

Bran & Leubbe
Brimrose Corp.
EG&G Princeton Applied Research
Infrared Fiber Systems

L.T. Industries
Rosemont

Diode-array EG&G Princeton Applied Research
KES Analysis

Perten
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5. Identification Quality Assessment. In a first of
its kind paper, Rose in 1982 showed that a num-
ber of structurally similar penicillin-type drugs
could be identified and determined by NIR.[29]

At Sandoz, Ciurczak in 1984 reported using
Mahalanobis distance-based algorithms for the
identification of raw materials.[30] Ciurczak also
reported the use of spectral matching (SM) and
principle component analysis (PCA) for raw
materials[31] and suggested a method for intro-
ducing variations into samples for more robust
equation development in 1986.[32] NIR has been
in use for raw material ID since then in compa-
nies worldwide.

6. Blend Uniformity. An early presentation[33] of
the potential for following a dry blend through
its stages of mixing by Ciurczak was expanded
and published in 1990.[34] A fiber probe was used
on a mixture, probing at several locations to
several depths. The spectra were the compared
with a fully blended sample, using both a SM
and a PCA program.

Another similar paper was published by Blanco et
al. in 1999.[35] They also used a fiber optic probe on
stopped blenders and showed for yet another blend
that NIR is a useful tool. Further work was reported
on blend uniformity in 1996 by Drennen, and Warg,[36]

where samples were thieved and assayed for hydro-
chlorothiazide by refection NIR.

Workers at Pfizer patented an automated system
specifically designed for a ‘‘V-Blender.’’ Its development
is described in 1996 in a paper by Sekulic et al.[37] This
design calls for a single-fiber probe to be permanently
inserted in the shaft of the blender. This device was
used by DeMaesschalck et al. in 1998, and a paper was
published in this work. The significance of this article
was that workers outside Pfizer also used this device
successfully.

A study that used both ports along the body of a
blender and a two-dimensional imaging technique to
measure homogeneity is described in.[38] This approach
uses multiple measurement points and the speed of
NIR. The paper also describes a two-dimensional ima-
ging of the surface to assess uniformity.

Papers by DeMaesserchalck et al.[39] and Bemtsson
et al.[40] are significant in that they disucss the math-
ematical treatments involved in following blend
uniformity and in-line analysis of active.

7. Moisture. In NIR, as in the MIR, water has the
strongest absorption of light. It stands to reason
that moisture in solid products would be an
important assay. For instance, Warren et al.[41]

used NIR to determine the amount of water in
glycerides. Transmission spectra of standard

propylene glycol and glycerin were used to cali-
brate and measure for the water content.

Correlation of total, bound, and surface water in
raw materials was the topic of a paper by Torlini and
Ciurczak in 1987.[42] The NIR was calibrated by Karl
Fischer titration, differential scanning calorimetry
(DSC), and thermal gravimetric analysis (TGA) for
the various water types. NIR could distinguish surface
from bound water, whereas standard loss on drying
(LOD) could not.

In a recent paper, Derksen, van de Oetalaar, Maris.[43]

showed how NIR could be used to determine the moist-
ure content through the glass vials for freeze-dried
samples with varying amounts of active.

In-line moisture of a granulation was discussed by
Rantanan et al.[44] in 2000. A binder was added in a
solution and the granulation evaluated for residual
moisture. Derivatives were used to minimize the
particle size effects. Although the measurements were
performed (initially) with a full scanning instrument,
the authors were able to use fixed wavelength instru-
ments for routine usage. This is an important introduc-
tion to simple process control.

Ciurczak discusses similar simple mono-wavelength
devices in a recent article,[45] where he shows ‘‘spark
plug’’ type of mini-infrared source-detector combi-
nation. This device should soon be available in the
NIR range for similar applications.

8. Clinical Supplies. A rapidly growing use for
NIR is the discrimination between clinical dos-
age forms and placebos that are made to look
identical to them. Normally, unmarked tablets
or capsules are arranged in a specific manner
in blister packs. The identity of which is the
active is kept from both the patient and
the attending doctor (thus the term ‘‘double-
blind’’).

An early application of NIR to clinical samples was
published by Aldrich et al.[46] in 1994. Using a custom
fiber optic assembly, samples were scanned directly
through the polymeric material of the blister packs.
This demonstrated the power of discrimination of NIR.

In two papers, Ritchie, et al.[47,48] described an
approach for performing NIR qualitatively with an
eye to cGMPs (current good manufacturing practices).
As clinical lots are often ad hoc formulations, it is
difficult to gather enough lots to generate a discrimi-
nant equation prior to an actual clinical trial. They
developed a procedure whereby equations are quickly
generated for a particular study, based on that placebo
and active, used for the study, then discarded. Thus,
a full validation procedure is shortened to half-day
per study.

Spectroscopic Methods of Analysis: Near-Infrared Spectrometry 3437
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9. Content Uniformity/Assay. The question most
often asked is when NIR will be able to be used
as a release test. In the earliest NIR assays,
tablets and capsules were not analyzed intact.
Prior to scanning, the active was extracted and
scanned in a clear liquid. The first use of NIR
for tablets was reported in 1968.[49] Sherken
assayed the meprobamate content in tablet mix-
tures and commercial preparations. Allen[50]

used NIR to analyze a three-component mix:
carisoprodol, phenacetin, and caffeine. The
powder was extracted with chloroform and
scanned in the NIR. Several other publications
took advantage of the ‘‘dissolve and scan’’
approach.[51,52]

The first published analysis for powders was written
in 1981[53] by Becconsall et al. It described the analysis
of propranolol and magnesium carbonate mixes.
In 1987, Ciurczak and Torlini[54] published on the
analysis of solid and liquid dosage forms using reflec-
tance and transflectance, respectively.

In 1987, Chasseur assayed cimetidine granules.[55]

This was the first reported use of a synthetically
produced extended range for calibration; calibration
samples were produced with a range of content from
70 to 130% of label. In 1987, Osbome[56] used NIR
to assay for nicotinamide in vitamin premixes.

In 1988, Jensen et al. used NIR to analyze amiodar-
one tablets.[57] The approach was somewhat primitive:
the tablets were scraped of their coating and glued to
an aluminum plate. Reflectance was used and six wave-
lengths were needed to analyze the tablets.

Two chapters of collections were published in the
early 1990s wherein solid dosage from analysis was
discussed. Based on a presentation at the Fourth Inter-
national Conference on NIRS,[58] Stark used a newly
developed diode-array spectrometer scanning between
520 and 1800 nm to analyze specimens. Samples were
placed on glass slides and the light collected at a fixed
angle. Intact acetaminophen, ibuprofen, and antacid
tablets were collected.

In a second chapter,[59] Monfre and DeThomas
wrote about the calibration of a NIR instrument for
the analysis of a prescription vasodilator. Individual
tablets were used, but still needed to be crushed for
analysis. The important part of the calibration was
that no synthetic tablets were produced to extend the
range. Using only production tablets ranging from
96% to 102% of label claim, the NIR results were
within 0.5 mg of the HPLC values.

Borer et al. used NIR to evaluate the key sources of
variation in tablet analysis in 1998.[60] The effects of
active variation as well as instrumental variations were
evaluated statistically. Factors such as the opening
(light beam width), derivative segment size, days

between measurement and calibration of the instrument,
and tablet orientation were found to be significant.
This study tends to affirm the value of transmission
measurements where the tablet orientation and optical
configurations are fixed.

NIR was used to determine the effects of changes in
magnesium stearate concentration and variations in
compression pressure on tablet analysis.[61] Various
types of Avicel (microcrystalline cellulose), varying
mostly in particle size, were compressed into tablets
with or without magnesium stearate as lubricant by
using various compression pressures. Various math-
ematical treatments were used to either measure the
differences or obviate their effects on the analysis.

CONCLUSIONS

The above list of applications is not intended to be a
comprehensive listing of all workers or findings in
the field of NIR. Rather, it is an overview and can be
used as a starting point for informational purposes.
By performing a citation search on the authors cited
here, the people who have used their work as a basis
of current research can be known and will give the
analyst an extended list of authors to follow-up for
additional discoveries.
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INTRODUCTION

Nuclear magnetic resonance spectroscopy plays a vital
role in essentially all aspects of pharmaceutical devel-
opment. In the early stages of lead development,
NMR is used as a high throughput tool in the analysis
of combinatorial libraries and in screening large num-
bers of compounds for receptor binding. In the syn-
thesis and development of a lead compound, NMR is
applied in all manner of structural analyses, including
low-level synthetic impurities, degradation products,
and metabolites. Advances in sensitivity and experi-
mental design have enabled its use in the analysis of
ever more complicated molecules at concentrations
down to the nanomolar range. The coupling of
NMR with HPLC systems has facilitated the charac-
terization of trace compounds in complex mixtures.
Further in-line coupling of NMR with MS systems
has provided unprecedented amounts of structural
information from a single analysis. In the final stage
of drug development, solid-state NMR has been
applied to the analysis of bulk drug properties such
as polymorphic forms present in drug substances and
formulations. The goal of this review is to introduce
the reader to the basic principles of NMR and its
application to the various stages of drug development.
The references are not exhaustive, but have been selec-
ted to highlight the key principles and discoveries and
point the interested reader toward further study.

PRINCIPLES OF MAGNETIC RESONANCE

The NMR Phenomenon

The nuclear magnetic resonance phenomenon occurs
for certain nuclei that possess a magnetic moment m.
When placed in a magnetic field, nuclear moments will
align themselves in a discrete number of orientations.
The number of orientations is determined by the
nuclear spin I, which is a fundamental property of cer-
tain nuclei and has values of 0, 1/2, 1, 3/2, etc. The
number of allowed orientations of a nucleus is given
by 2I þ 1. The most commonly observed nuclei in

NMR, for example, 1H and 13C, possess a spin equal
to 1/2 and therefore have only two allowed orienta-
tions. These two states can be thought of as having
the nuclear dipole aligned either with the external mag-
netic field (þ1=2, lower energy state) or against the field
(�1=2, higher energy state). Nuclei such as 12C and 16O,
have spin equal to 0 and therefore do not align in a
magnetic field and cannot be observed using NMR.

The relationship between the magnetic moment and
the nuclear spin is shown in Eq. (1). The proportional-
ity constant g is known as the gyromagnetic ratio.

g ¼ 2pm=hI ð1Þ

The gyromagnetic ratio is directly related to the sensi-
tivity of detection of a particular nucleus. Nuclei with
large g values are more sensitive, that is, easier to detect
than those with low values.

NMR experiments involve the application of pulses
of radiofrequency (rf) radiation in order to excite
nuclei from one energy state to another. The energy
separation between these states is given by

DE ¼ hn ¼ gBo=2p ð2Þ

where Bo is the strength of the applied magnetic field.
For the hydrogen nucleus (1H), or proton as it is com-
monly referred to, the energy difference corresponds to
a radio frequency of around 500 MHz with an external
magnetic field of 11.7 T (1 T ¼ 104 G). (Often the
magnet strength is referred to in terms of the proton
resonance frequency, hence an 11.7 T magnet is called
a 500 MHz magnet.) Note also from Eq. (2) that g
for a given nucleus determines the relationship between
the static magnetic field Bo and the nuclear magnetic
resonance frequency n. NMR is typically considered
to be one of the more insensitive spectroscopic meth-
ods due to the fact that the population difference
between spin states is about 1 in 10,000 for protons
in a 10 T magnetic field. This means that only about
0.01% of the sample gives rise to a signalin contrast
to other spectroscopies such as IR and UV. Recent
advances in commercially available superconducting
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magnets up to 21.1 T (900 MHz) have greatly increased
the sensitivity of NMR experiments.

Table 1 lists some of the important properties of
several commonly observed nuclides in the study of
pharmaceuticals. Notice that some elements such as
hydrogen, have several magnetically active isotopes
with very different properties. Interestingly, 3H has
the highest sensitivity to detection of any nucleus,
but its use is limited by the added complexity of work-
ing with a radioactive isotope. The absolute sensitivity
listed in the table takes into account the natural abun-
dance of the isotope. Sensitivity can be improved in
some studies by the chemical incorporation of mag-
netically active isotopes such as 13C and 15N.

The basic NMR experiment is most simply
described using the vector model shown in Fig. 1. In
this model, the bulk magnetization vector represents
the slightly greater proportion of the nuclei aligned
with the external magnetic field designated as the z-
axis. The effect of an rf pulse generated perpendicular
to the magnetic field is to tip this vector into the
transverse (x, y) plane. In the transverse plane the
nuclear spin imparts a precession frequency on each
nucleus that is a function of its chemical environment,
that is, each chemically distinct type of nucleus has a

characteristic precession frequency. The detected signal
is the sum of the cosine-modulated amplitudes of each
of the precessing spins. Fourier transformation of this
signal yields the familiar NMR spectrum. The spec-
trum contains valuable structural information in the
form of chemical shifts, scalar couplings, relative inten-
sities, and linewidths. Each of these properties will be
discussed in the next sections.

Chemical Shifts

When a molecule is placed in a magnetic field, electrons
within the molecule shield the nuclei from the magnetic
field. The actual magnetic field experienced by a given
nucleus is therefore due to both the large external mag-
netic field, Bo and the effects of nuclear shielding. The
chemical shift is defined as the nuclear shielding div-
ided by the applied field. It is always measured from
a suitable reference, which is commonly a known com-
pound added directly to the sample. The chemical shift
is expressed in parts per million of the resonance fre-
quency of the reference and calculated using Eq. (3)

dðppmÞ ¼ ½ðnsample � nrefÞ � 106�=nref ð3Þ

Fig. 1 The basic NMR experiment (A) the rf pulse tips the bulk magnetization vector in the the x–y plane; (B) the individual
spins start to precess according to the frequency determined by their chemical environment; (C) the precessing spins are detected
along the x-axis as a set of cosine-modulated signals. Fourier transformation of these signals leads to the final spectrum.

Table 1 Properties of nuclides important in the study of parmaceuticals

Nuclide Spin

% Natural

abundance

Relative

sensitivitya
Absolute

sensitivityb
Gyromagnetic

ratio (107 rad s�1 T�1)

NMR frequency

at 11.7436 T (MHz)

1H 1/2 99.985 1.00000 1.00 26.7515 500.000
2H 1 0.015 0.00965 1.45E-06 4.1065 76.753
3Hc 1/2 0 1.21354 0 28.5343 533.320
13C 1/2 1.108 0.01591 1.76E-04 6.7281 125.752
15N 1/2 0.366 0.00104 3.81E-06 �2.7126 50.699
19F 1/2 100 0.83400 8.34E-01 25.1808 470.642
31P 1/2 100 0.06652 6.65E-02 10.8391 202.589
aExpressed relative to 1H ¼ 1 for constant field and equal number of nuclei.
bAbsolute sensitivity ¼ relative sensitivity � natural abundance.
c3H is radioactive with a half life of 12.3 years.

(From Lide, D. R. Ed. CRC Handbook of Chemistry and Physics, 81st Ed.; CRC Press: New York, 2000, 2001; 9–92.)
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For proton and carbon NMR in organic solvents, the
most common reference is tetramethylsilane (TMS),
with foursets of equivalent methyl groups whose signal
is assigned a value of 0 ppm. For aqueous solutions,
trimethylsilylpropionate (TSP) is commonly used,
and the trimethyl proton signal is also assigned a value
of 0 ppm. The range of chemical shifts experienced by
different nuclei is quite variable. The chemical shift
range for 1H is approximately 10 ppm. In contrast,
several of the other nuclei listed in Table 1 have much
great spectral dispersion. The 13C resonances typically
cover a spectral window of approximately 250 ppm.
For 15N and 19F, typical chemical shift ranges are
greater than 400 ppm. The wide spectral dispersion
experienced by the latter nuclei is very valuable in
reducing spectral crowding.

Scalar Coupling

Signals in an NMR spectrum can present a character-
istic pattern based on through bond interactions with
neighboring nuclei. This phenomenon is known as sca-
lar coupling. The proton spectrum of ibuprofen, shown
in Fig. 2 has six chemically distinct sets of protons. At
each chemical shift, the signals are split into multiple
lines due to scalar coupling. This splitting arises from
the interactions between neighboring magnetic dipoles
(spins). For example, the methyl protons at C3 of ibu-
profen are next to the methine proton at C2. At any

given time, some of the methine protons will be aligned
either with or against the magnetic field. The two
orientations of this nucleus result in two contributions
to the effective field of the methyl group that leads to
the presence of the doublet for the methyl group.
The separation between the peaks is known as the
coupling constant. The general rule for scalar coupling
is that the number of peaks in a multiplet equals
2nI þ 1, where n is the number of neighboring equiva-
lent nuclei and I is the nuclear spin. Thus, the methine
proton at C2 yields a quartet due to coupling to the
three equivalent methyl protons. The intensities of
each component of a multiplet follow the pattern of
Pascal’s triangle. This yields peak ratios of 1 : 1 for a
doublet, 1 : 2 : 1 for a triplet, 1 : 3 : 3 : 1 for a quartet
and so on. In highly crowded spectra the simple
2nI þ 1 rule can break down and more complicated
patterns are seen. For more details on the interpret-
ation of these patterns see Chapter 4 of the book by
Friebolin.[1] The effects of scalar coupling that bring
about the multiplicity of a signal provides very useful
information regarding the chemical structure.

Scalar coupling data can also yield valuable stereo-
chemical information. The Karplus equation shown
below provides a quantitative relationship between
the three-bond scalar coupling constant J and the
dihedral angle f between two protons.[2]

Jvicinal ¼ 4:22 � 0:5 cosf þ 4:5 cos2 f ð4Þ

In this example, the coefficients above have been
empirically optimized for H–C–C–H couplings. It
should be noted that the form of Eq. (4) results in
two possible dihedral angles for each coupling con-
stant, but stereochemical arguments are often enough
to determine a single conformation.

Integration

Another important characteristic of a signal in an
NMR spectrum is its integral. Unlike other spectro-
scopic methods, the detected signal in NMR is directly
proportional to the number of nuclei producing it. This
feature is very useful in the interpretation of NMR
spectra since the relative integrals of the signals directly
correlate to the relative numbers of nuclei in the mol-
ecule giving rise to those signals. The integral values
of the ibuprofen signals are displayed below the chemi-
cal shift axis in Fig. 2. A caveat in the quantitative
interpretation of integrals is that different nuclei
require different amounts of time to relax back to
equilibrium between pulses. When a signal is not fully
relaxed between pulses the amount ofmagnetization
that will be tipped into the x–y plane by the subsequent
pulse will be reduced thereby diminishing the integral

Fig. 2 One-dimensional 1H spectrum of ibuprofen (5 mg in
600 ml DMSO-d6, 25�C, 400 MHz). Peak assignments are

given above each set of signals. Expansions of the multiplets
for the protons attached to C2 and C3 demonstrate the
2nI þ 1 rule of scalar coupling. The integral values are given

below the chemical shift axis. Note that the peak for the
hydroxyl proton at 11.1 ppm is not shown. Small peaks at
3.3, 2.5, and 0 ppm are from H2O, DMSO-d5, and TMS,
respectively.
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value. These effects are seen in the slight deviations
from the expected integer values in the ibuprofen spec-
trum. Precise and reliable quantitation of NMR signals
therefore requires long delays between pulses. More
details of relaxation follow.

Relaxation

After the rf pulse has tipped the magnetization into the
transverse plane and the spins begin to precess, nuclear
relaxation also begins to bring the signals back to equi-
librium along the z-axis. The mechanisms by which
energy is transferred to effect relaxation and the rates
at which these mechanisms occur are very useful
parameters and can be measured experimentally. There
are several different relaxation mechanisms, which are
more or less important under particular sets of
conditions. In solution state studies, the dipole–dipole
relaxation mechanism is by far the most important.
Any given nucleus in a molecule is surrounded by other
dipolar nuclei which are in motion. This motion leads
to fluctuating magnetic fields, which can cause nuclear
transitions and hence relaxation. Dipolar relaxation is
therefore highly dependent upon the molecular
motion. The three main forms of relaxation that are
important for solution state structural studies are
spin–lattice (T1), spin–spin (T2), and the nuclear Over-
hauser effect (nOe). These three mechanisms and their
impact on molecular structure analysis are described
below.

Spin-lattice relaxation is a process by which the
excited spins give up energy to the surroundings (the
lattice). This type of relaxation is most efficient when
the molecule tumbles at a rate that is very close to the
resonance frequency of the nucleus being studied.
The rate of tumbling of a molecule is described by
the correlation time tc. The correlation time can be
approximated by

tc ¼ 4pZa3=3kT ð5Þ

where Z is the viscosity of the solution and a is the
radius of the molecule. An approximation of the corre-
lation time in a typical organic solvent can be derived
from the molecular weight (MW), using

tc � MW� 10�12 ð6Þ

For a proton in an 11.7 T magnet, T1 relaxation will be
fastest when the correlation time is on the order of
500 � 10�6 s. The dependence of T1 upon correlation
time is given in Fig. 3. In typical organic solvents the
T1 minimum is reached for molecules with a molecular
weight in the neighborhood of 1–2 kDa.

The T1 relaxation time is the critical relaxation
parameter in obtaining quantitative integrations. For
essentially complete relaxation to occur after appli-
cation of a 90� pulse, a delay time of about 5 � T1

between pulses is recommended, but for non-quantitat-
ive analyses, the time can be closer to 1 � T1. In prac-
tice, pulses much less than 90� are often used, which
allows for more quantitative spectra in less time. For
protons on small molecules (MW < 1000), typical 1H
T1 relaxation times range from less than one to several
seconds. For 13C, the relaxation times are much longer,
in some cases greater than 60 s. The extremely long
delays required for accurate 13C integrationlimit the
practical application of quantitative 13C NMR. T1

times can be readily measured using the inversion-
recovery experiment in which the signalintensities are
modulated by a series of pulses and delays.[1] Curve
fitting of the signal intensities as a function of the
delays yields the T1 values.

Spin–spin relaxation is a process in which there is no
net loss or gain of energy, but the spins lose phase
coherence. The basis of this type of relaxation is the
transfer of energy from one nucleus to another via
the fluctuation magnetic fields. As one spin is excited
to a higher state, another is relaxed back to the lower
state. The net result of these transitions is that the
phases of particular types of spins spread out or
dephase. As the spins continue to dephase, they will
eventually cancel one another resulting in the loss of
the signal.

The T2 time has a critical relationship to the line-
width of the NMR signal at half height (Dn) given by

Dn12 ¼ 1pT2
� ð7Þ
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Fig. 3 Plot of T1 and T2 relaxation versus correlation time.
The curves have been computed for the dipolar relaxation
between two protons separated by 2.0 Å in a magnetic field
of 11.7 T.
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The term T2
� is used to denote inclusion of the contri-

butions to T2 from magnetic field inhomogeneities.
When the magnetic field is not totally homogeneous,
the small differences in the magnetic field experienced
by the same nucleus at different locations in the sample
gives rise to slight differences in the precessional
frequencies. This leads to the same type of phase coher-
ence loss as the inherent T2 processes. T2 relaxation
times can be measured using spin-echo experiments
designed to eliminate the contributions of field inho-
mogeneities. These experiments are well described in
the book by Friebolin.[1]

As with T1 relaxation, T2 relaxation has a strong
dependence upon the molecular correlation time.
Unlike T1 relaxation, T2 relaxation does not reach a
minimum and then increase, but continues to decrease,
as shown in Fig. 3. Therefore large, slowly tumbling
molecules have very short T2 times. This poses a great
challenge in the study of large molecules or molecules
in the solid state since the lifetime of the signal is very
short and the linewidths are very broad.

The nuclear Overhauser effect is the most widely
measured of the relaxation phenomena in structural
studies. The nOe experiments directly measure the
dipole–dipole relaxation between nuclei. The great util-
ity of the nOe is its potential to determine internuclear
distances. The magnitude of the nOe is proportional to
(rIS)�6 where rIS is the distance between spins I and S.
The nOe effects an increase or decrease in the intensity
of a particular signal, based on the spacial proximity of
its neighbors and the dynamics of the molecule. For a
more rigorous description of the physical basis of
the nOe the reader is referred to the excellent text by
Neuhaus and Williamson.[3]

The dependence of the nOe upon molecular motion
is shown in Fig. 4. Notice that both the sign and mag-
nitude of the nOe are a function of the correlation
time. An important feature of the nOe is that for

molecules in a particular tumbling regime, the nOe
passes through zero. This is important for many phar-
maceutically relevant compounds since for some
molecules with molecular weights around 1–2 kDa in a
viscous solvent like DMSO the tumbling rate can result
in nOes very near zero. In this situation no nOe will be
observed, irrespective of molecular structure. For these
studies, another form of the nOe is more useful. The
rotating frame Overhauser effect (rOe) is also function
of dipolar relaxation, but occurs under a different set
of experimental conditions.[4,5] The advantage of the
rOe is that the effect does notpass through zero. The
rOe experiments are somewhatmore difficult to setup
than nOe experiments and quantitative interpretation
is more difficult, but they have proven very valuable
in the structural analysis of many pharmaceuticals.

NMR TECHNIQUES

NMR has been an integral part of the chemist’s ana-
lytical toolbox for decades. The most common and
fundamental experiment is the one-dimensional (1D)
1H experiment. The relatively high sensitivity of the
1H nucleus makes this a very useful start, but for a
complex molecule the 1D spectrum can be crowded
and often uninterpretable. In these cases more
advanced techniques can be used to provide increased
resolution and specific types of structural information.
In this section we will describe a range of NMR tech-
niques from the simplest 1D experiments to complex
multidimensional, multinuclear experiments. The focus
of this section will be on the general principles under-
lying these experiments and their applications to mole-
cules of pharmaceutical interest. Further details on
these experiments can be found in the references.

One-Dimensional Experiments

A one-dimensional NMR spectrum provides a wealth
of information, which for simple molecules may yield
enough detail for complete structural characterization.
The 1H spectrum of a 5 mg sample of ibuprofen shown
in Fig. 2 was taken in less than 1 min. Given the rela-
tive simplicity of this molecule, all of the 1H resonances
canbeassigned by inspection. Full characterization
of pharmaceutical molecules often requires that the
13C chemical shifts be assigned as well. However,
13C NMR spectra require much longer acquisition
times than 1Hspectra due to the relative sensitivity and
lownatural abundance (Table 1). Fig. 5 shows the 1D
13C spectrum of the same 5-mg sample of ibuprofen
taken in about 30 min. The broad chemical shift range
for 13C yields spectra with typically well-resolved
peaks. This spectrum was acquired with the proton
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Fig. 4 Plot of maximum nOe versus otc where o (¼ 2 pn) is
the precessional frequency of the nuclei and tc is the corre-
lation time. The curve has been computed for a pair of pro-
tons separated by 2.0 Å in a magnetic field of 11.7 T.
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decoupler on throughout the experiment, which col-
lapses all of the13C multiplets into singlets. Addition-
ally the 1H decoupling provides a signal enhancement
of up to 200% due to the 1H–13C nOe. (Further details
on heteronuclear nOes can be found in Chapter 2 of
Ref.[3]). For relatively simple compounds in which
there are ample amounts of sample, the 1D 1H and
13C spectra can yield unequivocal assignments.

For samples such as natural products, metabolites,
and degradation products, the sample amounts are
typically far less than the 5 mg used in the example
above. In these cases the 1H spectrum is still a necessity,
but it may be impractical to acquire a 13C spectrum. The
signal to noise ratio (S/N) for NMR spectra is a linear
function of sample concentration, but builds up as the
square root of the number of scans. Therefore, if the
sample concentration is reduced by a factor of 100, it
will take 1002 times the number of scans to achieve a
spectrum with the same S/N.

Spin Polarization Transfer

Several methods of signal enhancement have been
developed to help overcome the inherently low sensi-
tivity of important nuclei such as 13C and 15N. These
experiments rely on the principle of spin polarization
transfer where magnetization on the more sensitive
nuclei, usually 1H, is transferred to the attached nuclei
of interest through a specific sequence of pulses and
delays. The signal enhancement achievable through

polarization transfer is proportional to gI/gS, where I
and S represent the abundant and rare spins, respect-
ively. This corresponds to a factor of 4 for 13C and a
factor of 10 for 15N (Table 1) and can yield dramatic
savings in acquisition time. Polarization transfer
experiments also enable use of faster repetition rates
based on the typically shorter T1 relaxation rates of
the protons thereby providing an additional gain in
overall sensitivity. Two methods of polarization trans-
fer used in solution NMR are the INEPT (Insensitive
Nuclei Enhanced by Polarization Transfer) experi-
ment[6] and the DEPT (Distortionless Enhancement
by Polarization Transfer) experiment.[7] The latter
experiment provides the added feature of spectral edit-
ing such that subspectra containing different types of
carbons can be obtained or a single spectrum generated
where methyl and methine carbon resonances are
phased positive and methylene carbon resonances are
negative. Quaternary carbons are not observed in these
experiments since the signals rely on the transfer of
polarization from attached protons.

Two-Dimensional Experiments

As the size and complexity of a molecule increases, the
proton NMR spectrum can easily become crowded
and very difficult to interpret. Steroids are a common
class of compounds of pharmaceutical interest and
provide a very good example of spectral crowding.
Steroid 1H NMR spectra typically contain a region

Fig. 5 13C NMR spectrum of ibuprofen (5 mg in 600 ml DMSO-d6, 25�C, 100 MHz). Peak assignments are given above the
signals and refer to the chemical numbering shown in Fig. 2. Note the overlap between C2 and C10.

Spectroscopic Methods of Analysis: Nuclear Magnetic Resonance Spectroscopy 3445



S
pectroscopic–

S
tarches

between approximately 1 and 4 ppm known as the meth-
ylene envelope in which a large proportion of the proton
signals reside.[8] In this situation, two-dimensional (2D)
NMR can be used to spread the signals out into a second
dimension providing an invaluable increase in resol-
ution. The simplest of the 2D experiments is the COSY
(COrrelation SpectroscopY) experiment. COSY spectra
are characterized by two types of peaks, those along
the diagonal and crosspeaks located off of the diagonal.
The diagonal is effectively a 1D spectrum, and the cross-
peaks indicate a scalar coupling relationship between the
two resonances at coordinate chemical shifts of the
crosspeak. Fig. 6 shows an expansion of the double
quantum filtered COSY spectrum of the highly crowed
region of dutasteride. The double quantum filtered
COSY is a simple modification of the COSY experiment,
which, among other benefits, yields narrower diagonal
peaks allowing for crosspeaks close to the diagonal to
be better resolved.[9] Notice that the crosspeaks in the
spectrum are characterized by a specific pattern, which
contains the scalar coupling information between the
correlated protons. COSY spectra can provide both

connectivity and scalar coupling constants from highly
crowded spectra, although the latter is not always
straightforward.

TOCSY (TOtal Correlation Spectroscopy) is
another important homonuclear 2D correlation experi-
ment where correlations arise due to the presence of
homonuclear scalar coupling.[10] In the standard COSY
experiment, crosspeaks appear for spins in which the
scalar coupling occurs over typically two to four
bonds. In the TOCSY experiment crosspeaks can
appear for spins separated by many more bonds as
long as they are part of a contiguous network of
coupled spins. The correlations are effected by the
application of a series of low-power rf pulses termed
the spin-lock. The duration of the spin-lock period
determines the extent to which the correlations are
propagated through the spin system. The TOCSY
experiment is a useful complement to the COSY meth-
ods for the elucidation of complex structures.

The 2D nOe experiment NOESY (Nuclear
Overhauser Enhancement SpectroscopY) provides
correlations between nuclei that are close in space.

Fig. 6 Aliphatic region of a DQF–COSY spectrum of dutasteride in DMSO-d6. Correlations show scalar connectivities between
neighboring protons and facilitate proton resonance assignments, which begin with H5 and are traced throughout the spin
system. (See Fig. 10 for structure and numbering scheme.) Complete analysis is complicated by overlapping resonances.
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While nOe experiments can be carried out using selec-
tive excitation of individual signals, one at a time, to
determine the identity of protons proximal to the selec-
ted peak, the NOESY experiment enables the determi-
nation of nOe information between all spins in one
experiment. Cross peaks in a NOESY experiment indi-
cate which protons are close to one another. Typically
nOe crosspeaks can be observed for protons less than
5 Å apart in the molecule. Fig. 7 shows the NOESY
spectrum of dutasteride with several key correlations
highlighted. The results of this experiment enable
complete stereochemical assignment of all the protons
in the molecule.

Two dimensional experiments can also show corre-
lations between different types of nuclei. These hetero-
nuclear experiments have the advantage that nuclei
such as 13C and 15N have much wider chemical shift
ranges, and therefore the 2D experiments achieve a
tremendous reduction in spectral crowding. The
HETCOR (HETeronuclear CORrelation) experiment
was the first 2D experiment developed to provide

correlations between 1H and 13C. In this experiment,
the magnetization is transferred from a proton to its
attached carbon via the one bond scalar coupling
in a manner similar to the DEPT experiment. The
acquisition parameters can be modified to allow for
the correlation of protons to carbons several bonds
away by optimizing for the smaller multiple bond
heteronulcear scalar coupling constants. The multiple
bond correlations can be combined with the single
bond correlations to put together the pieces of a
molecule for complete structure elucidation or spectral
assignment. While it provides important CH connec-
tivity information, the HETCOR experiment suffers
from relatively poor sensitivity resulting from the
detection of the carbon signals.

Inverse Detection Experiments

Inverse detection experiments consist of a sequence of
pulses and delays that transfer the magnetization from

Fig. 7 Aliphatic region of a NOESY spectrum of dutasteride in DMSO-d6. Correlations show through space interactions
between neighboring nuclei and are used to make relative stereochemical assignments for proton resonances. Correlations
between the H18 methyl group and nearby protons on the same side of the steroid ring system are highlighted. (See Fig. 10
for structure and numbering scheme.)
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1H to the attached X nuclei (typically 13C or 15N) and
then back to 1H for detection. In this way, the experi-
ments maintain a sensitivity level much closer to a
standard 1H experiment and represent a marked
improvement over the HETCOR experiments. The
first of these types of experiments was the HMQC
(Heteronuclear Multiple Quantum Coherence) experi-
ment.[11] Fig. 8 shows the HMQC spectrum of dutaste-
ride. The utility of this experiment is the ability to
resolve overlapping proton resonances by spreading
them out over the carbon chemical shift dimension
and assign carbon resonances from known proton
assignments or vice versa. Some key correlations are
highlighted. Note that inequivalent methylene protons
are readily identified as they show correlations to the
same carbon. This experiment contains exactly the
same type of information as the HETCOR, but spectra
of equivalent S/N can be acquired in about one-fourth
the time for 1H–13C correlations and one tenth the time

for 1H–15N correlations. Given the inherently low sen-
sitivity of 15N, direct observation of 15N is rarely done,
but inverse detection methods have made 1H–15N cor-
relations much more facile. A recent review by Martin
describes the utility of the 1H–15N inverse detection
experiments in the structural determination of natural
products.[12]

The HSQC (Heteronuclear Single Quantum
Coherence) experiment is another widely used inverse
detection experiment.[13,14] It provides essentially the
same information as HMQC, but relies on a different
sequence of pulses to effect the transfer of magnetiza-
tion between 1H and the heteronucleus. A direct com-
parison of HMQC and HSQC in the study of a natural
product has indicated some advantages of the latter-
sequence, which may provide improved sensitivity
and narrower crosspeaks for improved resolution.[15]

Long range proton connectivities to heteronuclei
can also be obtained from inverse detection experiments.

Fig. 8 Expansion of the HMQC spectrum of dutasteride in DMSO-d6 showing heteronuclear correlations used to identify pairs
of methylene protons and assign carbon resonances based on proton assignments. The six methylene proton pairs highlighted are
readily identified since there are two protons with different chemical shifts correlated to each carbon. (See Fig. 10 for structure
and numbering scheme.)
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A modification of the HMQC referred to as the HMBC
(Heteronuclear Multiple Bond Coherence) experiment
can be optimized for transfer through multiple bonds
based on the value of the multiple bond couplings,[16]

which is typically about 8 Hz for a three-bond
1H–13C coupling. The HMBC spectrum of dutasteride
shown in Fig. 9 illustrates the utility of this experiment
for assigning quaternary carbons, connecting isolated
spin systems (e.g., H18 and H19) to other spin systems
in the molecule, and confirming assignments made from
the COSY and HMQC spectra.

Recent years have seen a great deal of activity in
the improvement of HMBC sequences including the
accordion type experiments. These experiments are
optimized for transfer through a wide range of hetero-
nuclear couplings (e.g., 2–25 Hz) and can provide
H–C correlations over two to four bonds. Accordian
experiments have found great utility in the assignment
of some complex natural products. The details and

specific advantages of these experiments has been
recently reviewed.[17]

For small molecules of pharmaceutical interest, the
foregoing array of NMR experiments yield most if not
all of the information required to fully interpret the 1H
and 13C NMR spectra and to completely characterize
the structure of a molecule. The results of this type
of analysis are summarized in Figs. 10 and 11, typical
of what is often required for regulatory submissions.

Higher-Dimensional Experiments

There is no limit to the complexity of molecular struc-
tures and thus, it is clear that NMR spectra can
become ever more complicated. In large molecules
such as proteins, the second dimension is often not
enough to provide the necessary resolution for facile
interpretation. This has lead to the development of

Fig. 9 Expansion of the HMBC spectrum of dutasteride in DMSO-d6 showing multiple bond correlations used to assign quat-
ernary carbon resonances. Highlighted are correlations used to assign C10, C13, and the carbonyl resonance C20, which is folded
over in the 13C dimension. Other correlations in the spectrum serve to confirm resonance assignments made based on results from
the other experiments. (See Fig. 10 for structure and numbering scheme.)
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three-dimensional (3D) experiments.[18] In these experi-
ments the resonances are spread out into a third
dimension with the spectrum taking the form of a cube.
Examples of a heteronuclear 3D experiment include

HMQC–COSY and HMQC–NOESY in which the
crosspeaks of a COSY or NOESY spectrum are
further separated in the third dimension by their
respective carbon chemical shifts.[19] Four-dimensional

Fig. 10 1H NMR spectrum and characterization of dutasteride in DMSO-d6.
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(4D) experiments are also frequently used in the study
of proteins in which correlations can be made between
1H, 13C, and 15N in a single (triple-resonance) experi-
ment. These spectra can be visualized as a cube in
which each slice through the cube can be expanded

into another cube. Protein studies often involve the
incorporation of 13C and 15N isotopes into the protein,
which greatly increases the sensitivity of the highly
time consuming 3D and 4D experiments. An excellent
description of higher dimensional experiments and

Fig. 11 13C NMR spectrum and characterization of dutasteride in DMSO-d6.

Spectroscopic Methods of Analysis: Nuclear Magnetic Resonance Spectroscopy 3451



S
pectroscopic–

S
tarches

their applications to protein structure elucidation is
given in the review by Clore and Gronenborn.[20]

Pulsed Field Gradients

One of the most important developments in NMR in
recent years has been the application of pulsed field
gradients (PFGs).[21] PFGs have long been used in
magnetic resonance imaging methods, but only in the
last decade has the technology been developed for
routine use in high resolution NMR. PFGs consist of
an extra magnetic field applied across the sample in a
spacially dependent manner. This imparts a phase shift
to a given signal which is correlated to its position in the
sample. PFGs have many utilities in high resolution
NMR. They can be used to eliminate certain undesired
signals by selectively dephasing them. Alternatively,
signals can be selected using pairs of gradients in which
the first gradient dephases all spins and a second gradi-
ent is optimized to refocus only selected spins. The
judicious implementation of PFGs in pulse sequences
has lead to much cleaner spectra with fewer artifacts.

Another important use of PFGs is in the study of
diffusion processes. A pair of PFGs of opposite sign
separated by a delay time can be used to analyze the
diffusion of molecules. If a molecule migrates signifi-
cantly during the diffusion period, the second gradient
will not effectively refocus those spins and the signals
for that molecule will become attenuated. The use of
PFG diffusion studies in high throughput screening
studies will be discussed ahead.

APPLICATIONS OF NMR

The NMR techniques described in the last section
provide the foundation for many of the advanced
applications of NMR in the pharmaceutical industry.
The challenges of this industry have lead to the optimi-
zation of hardware and experimental design to answer
specific questions. Some of the most important ques-
tions and the NMR applications that have been
developed to answer them will be described in the next
sections.

Analysis of Small Sample Quantities

Small volume NMR probes

Samples such as metabolites, degradation products,
and natural products may be very laborious to isolate
and purify and are often available in only extremely
small quantities. The sensitivity of NMR is considered
low vis a vis other structural methods such as UV, IR,

and MS, but the high information content has made
increasing the limits of detection a very active and
worthwhile pursuit. Sensitivity increases have tra-
ditionally been achieved by increasing the sample con-
centration or the magnetic field strength, but in recent
years, optimization of the NMR probe has yielded sig-
nificant gains. The NMR probe houses the hardware
for the delivery of rf pulses and the detection of the
NMR signal. Until recently, 5 mm sample tubes
with a sample volume of 500–600 ml was the standard
for solution NMR studies. With very small sample
amounts this results in a very dilute sample. Commer-
cial NMR probes are now available for sample tubes
as small as 1.7 mm with sample volumes down to
30 ml. Efficient coupling of the NMR detector coil to
physically smaller samples has resulted in a more than
eightfold decrease in acquisition time over the standard
5 mm NMR sample tube configuration.[22] The decrease
in sample volumes has been taken even further by
Sweedler and coworkers who have recently designed
microcoil probes with a 200 nl sample volume.[23]

Reductions in sample volume provide an effective
means to increase sensitivity, but further reductions
may be less effective due to difficulties in routinely
handing such small samples.

Low temperature probes

Increases in sensitivity can be also achieved by reduc-
ing the temperature of the detection coil. This was first
demonstrated by Styles and coworkers who obtained
substantial increases by operating the coil at cryogenic
temperatures.[24,25] Recently an application of high res-
olution NMR on a natural product has been reported
using a probe with rf coils made of high-temperature
superconducting (HTS) materials operating at 25 K[26]

where an enhancement in signal to noise of 3.5 was
obtained over conventional probes. Currently, the
HTS probes appear to have limited utility because
the geometry of the coils cannot be optimized for stan-
dard cylindrical NMR tubes. Using the same idea of
reduced temperature rf coil detection, cold probes are
now being developed in which standard probe coil
materials are cooled. This probe cooling combined
with optimization for small sample volumes provides
further sensitivity enhancements.

Flow NMR Methods

High-throughput NMR

Advances in parallel synthesis and combinatorial
chemistry have given pharmaceutical companies the
ability to generate an unprecedented number of
compounds. In lead compound optimization efforts,
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libraries containing hundreds of compounds are often
made for which structure validation is often necessary.
For the synthetic chemist, high resolution NMR would
be the tool of choice for this effort, but the standard
method of preparing hundreds of individual NMR
tubes for analysis would be prohibitively time consum-
ing. This hurdle has been overcome by the develop-
ment of flow NMR systems,[27] which utilize a
specialized flow cell in the probe so that samples can
be injected into the NMR without the preparation of
individual sample tubes. HPLC type autosamplers
connected to an injector system deliver the sample
directly to the flow cell of the probe. In this way, sam-
ples in microtiter plates can be analyzed in an auto-
mated fashion. After the spectrum is taken, the flow
can be reversed and the sample returned to its original
location in the plate or diverted to waste. These probes
have been optimized in terms of sensitivity to detect
small sample quantities from micrograms down to
hundreds of nanograms.

LC–NMR

Many of the most important chemical questions in the
pharmaceutical industry involve the analysis of com-
plex mixtures. Identification of low-level metabolites
and drug substance impurities usually requires high-
performance liquid chromatography for the separation
of these mixtures or isolation of a compound of
interest from a sample matrix. In these analyses, the
structural information obtainable for the low-level
compounds is limited by the type of detection used.
The coupling of HPLC and mass spectrometry has
become routine and provides useful molecular weight
and fragmentation information, but this is often not
enough for complete structure elucidation.

Recently, NMR spectrometers directly coupled with
LC systems have become commercially available.[28,29]

Spectra can be acquired in either of two modes, con-
tinuous or stopped flow. In continuous flow mode
the spectrum is acquired as the analyte flows through
the cell. This method suffers from low sensitivity since
the analyte may be present in the cell for only a brief
period of time, but it has the advantage of continuous
monitoring of the LC peaks without interruption.
Fig. 12A shows a contour plot of the continuous
flow NMR analysis of a mixture of vitamin A acetate
isomers.[30] Fig. 12B shows the spectra taken from
slices through the contour plot. These plots highlight
the olefinic region of the spectra which provided
ample information for the identification of each of the
isomers. With very limited sample quantities, the more
common method of LC–NMR analysis is stopped
flow. Here the analyte peak is parked in the flow cell
so any of the standard NMR experiments can be run.

A problem with the coupling of HPLC to NMR
is that typical LC solvents give rise to very large
background signals. The simplest way to avoid this is
by using deuterated solvents, but given the relatively
large volumes of solvent necessary, this can be very
expensive. Recently developed solvent suppression
methods have provided excellent means of reducing
the signals from fully protonated solvents. These meth-
ods utilize a series of selective pulses along with pulsed
field gradients and can simultaneously suppress several
solvent signals in the spectrum.[31] Another problem
can arise when gradient elution methods are used in
the LC separation because the chemical shifts of
the solvent resonances can change as the gradient
mixture changes. This is addressed by software that

Fig. 12 (A) Contour plot of the LC-NMR analysis of a mix-
ture of vitamin A acetate isomers (400 MHz). (B) Slices taken

through the contour plot showing spectra of the individual
components of the mixture. (From Ref.[30].)
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can dynamically modify the solvent suppression scheme
to keep up with the chemical shift changes of the sol-
vent resonances. Even with fully deuterated solvents
for all mobile phase components solvent supression
methods are often still required for the residual proto-
nated solvent signals.

LC–NMR–MS

The combination of LC with analytical methods has
been taken a step further with in-line coupling of LC,
NMR, and MS systems to provide maximum infor-
mation with minimal sample handing.[32,33] This setup
yields both structural and molecular mass information
from a single HPLC injection. The practical issues of
running a mass spectrometer in close proximity to
the magnetic field of the NMR provided somewhat
of a hurdle to the technique, but this has been recently
addressed by actively shielded magnets in which the
stray magnetic fields are greatly attenuated by counter
acting fields engineered into the magnet. The NMR
and MS are typically setup in parallel with the flow
split such that a small amount of the sample is sent
to the MS and the rest to the NMR flow cell. This pro-
vides two sets of synchronized datasets, which facili-
tates interpretation. This also avoids potential issues
of back pressure from the flow at the interface between
the NMR and the MS.

NMR Based Screening Methods

Affinity NMR

One of the challenges that arises from the synthesis of
combinatorial libraries is the screening of huge num-
bers ofmolecules for a desired biological activity. Mix-
tures of molecules are often screened in a single test
which can lead to erroneous results. In some assays
the sum of multiple small interactions can lead the
screen to give a positive result when in fact no single
molecule in the mixture is suitable for further study.
A variety of experiments based on NMR have been
developed recently that allow for the screening of com-
plex mixtures with no need for physical separation and
no risk of false positives from the additive effects of
weak interactions. One of the methods for screening
mixtures referred to as affinity NMR or diffusion
edited NMR can be used to selectively observe only
those ligands in a mixture that bind to a receptor
molecule.[34] The selection process is based on the
changes in the diffusion rate of a ligand that occurs
upon binding.

Affinity NMR experiments exploit the fact that the
diffusion rate of molecules that bind to a receptor
molecule will be greatly reduced. As described earlier,

a PFG is applied to dephase all of the NMR signals.
An equal but opposite PFG is applied after a delay
time to refocus only those spins involved in binding
to the receptor. Molecules not involved in binding
will rapidly diffuse during the delay period between
gradients, and their signals will be greatly attenuated.
A qualitative ranking of ligand binding can be made
based on the observed signal intensities. Although
there are certain factors such as exchange phenomena
that can complicate the interpretation of diffusion
studies (see Ref.[34]), the relative simplicity and non-
destructive nature of diffusion based NMR screening
make it a very valuable tool in drug discovery.

Transferred nOe screening

Another form of affinity NMR relies on the transferred
nOe.[35] As discussed earlier, small rapidly tumbling
molecules display positive nOes and large slowly tum-
bling molecules display negative nOes. Upon binding
to a large receptor, a small molecule assumes the cor-
relation time of the receptor and large negative nOes
develop. After the molecule dissociates from the recep-
tor, the intensities of the signals remain perturbed by
the large negative nOes, but the rapid small molecule
tumbling rate yields narrow linewidths. The NOESY
sequence can be used in these studies, and thenegative
nOe signals can be selectively displayed. The sensitivity
of this method can be adjusted by varying the ratio of
ligand to receptor. Typically, studies have observed the
ligand in a 10–20-fold excess that allows these experi-
ments to be carried out with very small amounts of
receptor. This is a great advantage of transferred nOe
based screening, especially with receptors that are
difficult to produce and isolate.

Biomolecular NMR Studies

Protein structure studies

Due to their size and spectral complexity, proteins
are among the most challenging molecules for NMR
spectroscopy. As discussed earlier, a large number
of sophisticated multidimensonal, multinuclear NMR
methods have been developed for the complete
structural determination of proteins. The general
procedure for protein structure determination can be
summarized as four basic steps. The first step is
sequential assignment of all amino acid resonances,
using through-bond or through-space experiments.
The second step is torsion angle determination using
three-bond scalar coupling information. The third
step is identification of through space interactions,
using nOes. And the fourth step is calculation of the
structure based on the structural restraints (nOes and
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torsion angles) using one or more computational
refinement tools.[20] This process requires large amounts
of data to be acquired for a complete structure eluci-
dation, which can be very time-consuming. Advances
in molecular biology have made the incorporation of
isotope labels in proteins using microbial systems rela-
tively routine. With 15N and 13C labels the requisite 3D
and 4D experiments can often be acquired in a matter
of hours rather than days. Currently it is possible to
determine the structures of proteins in the 15–35 kDa
range at a resolution comparable to �2.5 Å resolution
crystal structures.

Protein–ligand interactions

Solution state NMR experiments that probe the
interactions between ligands and receptors have
become an important part of the drug development
process. When the structure of a protein has been
completely determined by NMR, small changes in
the chemical shifts of residues in the binding site will
occur upon addition of an active ligand. These chemi-
cal shift changes are readily observed in 1H{15N}
HSQC spectra acquired using 15N labeled proteins.
This method, known as chemical shift mapping, has
been used to identify the binding sites of proteins,
screen for active ligands, and design and optimize lead
compounds.

High-throughput chemical shift mapping studies to
screen for active ligands has recently been demon-
strated using cryoprobe technology. The increased
sensitivity of the cryoprobes enables protein 1H{15N}
HSQC spectra to be acquired using very low protein
concentrations. Since the total concentration of added
molecules in these studies must be kept at a reasonable
level (�5–10 mM), the use of lower protein concentra-
tions allows for higher ligand concentrations. Hadjuk
and coworkers analyzed mixtures of 100 compounds
for the presence of tight binding molecules.[36] The
authors suggest that libraries of more than 200,000
compounds can be tested in less than one month using
this strategy.

Structure–activity relationships
(SAR) by NMR

A fundamental part of the drug design process is
the development of structure–activity relationships.
Recently an NMR method has been developed to pro-
duce SARs.[37] In this method ligands are constructed
from building blocks that have been optimized for
binding to individual protein sub-sites. In the first step,
a library of small organic molecules is screened for
binding to a labeled protein. The binding event is
detected by the observation of 15N or 1H chemical shift

changes in the 1H{15N} HSQC spectra for resonances
near the binding site. Once a lead molecule is identified,
analogs are synthesized to optimize the binding.
The process is then repeated to identify ligands that
bind to a proximal binding site. Finally the separately
optimized ligands are linked together to form a single
high affinity ligand. This method was used to design
a ligand to the immunosuppresant protein FK506 with
an affinity of 19 nM.

SOLID-STATE NMR

A large proportion of pharmaceuticals end up in a
solid formulation, so there is a clear need to character-
ize drugs in the solid state. Many different methods are
available to study solid-state drug substances, includ-
ing IR, Raman and X-ray diffraction, each with its
own advantages and disadvantages.[38] As in the sol-
ution state, solid-state NMR offers a potentially high
level of structural information compared to other
methods. In this section, a brief review of some of
the fundamental differences between solid and liquid
state NMR will be given along with some illustrative
examples of the role of solid state NMR in pharmaceu-
tical development.

Anisotropy in the Solid State

Simply placing a pellet of solid drug substance in an
NMR tube and acquiring a 1D 1H or 13C spectrum
will yield very poor results. The resulting spectrum
would typically appear as a collection of highly over-
lapping signals with linewidths in the thousands of
Hertz. The basis for this extreme line broadening is
the presence of anisotropic (orientation dependent)
effects that are averaged out in solution, but become
dominant in the solid state. The most important of
these anisotropic effects are the dipole–dipole interac-
tions. The local field, Bloc of any nucleus is influenced
by the presence of neighboring dipoles. The effect on
a given nucleus, I is described in Eq. (8), where ms is
the magnetic moment of a neighboring nucleus S, rIS

is the distance between nuclei I and S, and y is the
angle between the internuclear vector and the static
Bo field.

Bloc ¼ �mSrIS
�3ð3 cos2 yIS � 1Þ ð8Þ

In solution, the rapid tumbling causes an averaging
of the local field over all orientations that yields a
net local field of zero. In the solid state, this averaging
process does not occur, and the sum of all of the
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dipolar interactions yields linewidths on the order of
kilohertz.

The other important contribution to broad over-
lapping lines in solid state NMR spectra is chemical
shift anisotropy (CSA). As discussed earlier, the chemi-
cal shift is affected by electrons that shield the nucleus
from the applied magnetic field. The magnitude of this
shielding is a function of the particular orientation of
the molecule in the magnetic field. Like the dipolar
interactions, the effects of CSA averages out to zero
in solution, but not in the solid state. The angularde-
pendence of the CSA also takes the form (3 cos2y �
1) where y is the angle between the Bo field and the
principle axis of the chemical shift (e.g., the CO
bond for a carbonyl carbon). The combined effects
of dipolar coupling and CSA yield the tremendously
broad lines observed in solid-state NMR.

Magic Angle Spinning and
Cross-Polarization

The challenge of solid state NMR is to narrow the
linewidths to an extent that the spectrum can be
interpreted in a manner similar to a solution NMR
spectrum. This challenge was met by noting that the
(3 cos2 y � 1) dependence of the dipolar interactions
and CSA goes to zero when the angle y is set to
54.7�, the magic angle. If a sample is spun about an
axis oriented at the magic angle relative to Bo, the aver-
age orientation of the crystal axes will be equal to the
magic angle and the anisotropic effects will be greatly
diminished. The very strong dipolar interactions
between 13C and the attached protons may still yield
broadened lines, therefore 1H decoupling is often used
in addition to magic angle spinning to achieve narrow
lines in 13C spectra.

The most widely studied nucleus in solid state NMR
of pharmaceuticals is 13C. As in solution, observation
of 13C suffers from inherently low sensitivity.
Additionally, 13C nuclei in the solid state have very
long relaxation times, which limits the number of
scans that can be acquired in a given amount of time.
To enhance the sensitivity and allow for faster rep-
etition rate, cross-polarization (CP) methods have
been developed. CP is very analogous to spin polariza-
tion transfer. A train of simultaneous rf pulses on
both the 1H and 13C is used to transfer the 1H magne-
tization to the 13C. In this way, the intensity of the 13C
line is greatly increased and the pulse repetition rate is
dependent upon the 1H and not the 13C relaxation.
Cross-polarization magic angle spinning (CP–MAS)
experiments constitute the majority of solid state
NMR studies in the pharmaceutical industry and pro-
vide the foundation for many of the more advanced
techniques.

Applications of Solid State NMR

Gel-phase NMR

The synthesis of combinatorial libraries relies heavily
on solid phase synthetic methods. Previously the analy-
sis of these libraries, using high throughput flow NMR
methods was discussed. These analyses relied on the
cleavage of the product from the solid phase support.
In some cases, the cleavage reaction can be very harsh,
and it is often desirable to analyze the solid phase reac-
tion product with the compound still attached to the
bead. Given the macromolecular size of the bead, sim-
ply placing a sample of the solid phase material into an
NMR tube would give spectra with broad overlapping
lines. Magic angle spinning has been applied in order
to narrow the lines of solid phase combinatorial sam-
ples.[39] As the solid phase supports are swollen by sol-
vents and therefore have properties that are neither
distinctly solution phase nor solid phase, the term
‘‘gel-phase’’ NMR is used. This technique was used
by Fitch and coworkers to generate 500 MHz spectra
of organic compounds bound to SPS resins with line-
widths as narrow as 4 Hz.[40] Fig. 13 shows the spectra
of a ‘‘gel-phase’’ sample taken with conventional
NMR methods and with magic angle spinning.

Polymorph studies

It has been estimated that approximately 30% of
organic compounds crystallize in two or more forms
that differ in the conformation and/or arrangement
of molecules in the crystal lattice.[41,42] The crystalline
form of a drug can have profound effects on the
physicochemical properties. The density, melting point,
dissolution rate, bioavailablity, and ease of formu-
lation are all influenced to some degree by the crystal
form. Polymorphism is defined as the ability of a com-
pound to exist in more than one solid-state form with
identical chemical structures, but different crystal lat-
tices. Solvates are an important form of polymorphism
in which the crystal lattice changes by the inclusion
of solvent. Given the influence of polymorphic forms
on physicochemical properties, characterization of all
polymorphic forms present in a drug substance is
becoming a requirement of the relevant regulatory
agencies.

Solid-state NMR has emerged as a powerful tool in
the analysis of polymorphic drug forms. 13C CP–MAS
spectroscopy can be used to identify the number of
crystallographically inequivalent sites in a unit cell
and to understand the molecular structure on the basis
of the chemical shifts. Fig. 14 shows the solid-state 13C
spectra of two forms of lamivudine.[43] Form II shows
a relatively simple spectrum in which there is only
one molecule in the crystallographic asymmetric unit.
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The spectrum of Form I is much more complex,
especially in the region from 80 to 100 ppm. Analysis
of this spectrum indicates that there are five distinct
molecules in the unit cell. This rare phenomenon was
subsequently confirmed by X-ray diffraction.

Solid-state structural studies

Standard 1D 13C CP–MAS spectra provide highly
valuable data in terms of characterizing a single
polymorph or determining the number of polymorphs

in a sample, but high resolution structural data on
solid materials requires more sophisticated methods.
These methods include CP–MAS variants of some of
the 2D methods described earlier that can yield
through-bond and through-space connectivities[44]

and typically require the use of selective or uniform
isotopic labeling. A detailed study of the polymorphic
forms of cimetidine was carried out using selective 13C
labeling. The distance constraints obtained in this
study were used in molecular modeling studies to
determine the possible conformations of cimetidine
present in the different polymorphs.[45]

FUTURE DIRECTIONS—SMALLER,
FASTER, EASIER

The challenge of NMR in the pharmaceutical industry
is to provide the intrinsically high information content
of NMR spectra on smaller sample amounts, more
rapidly, and with less time-intensive interpretation.
Currently, each of these areas are the focus of intensive
research efforts. Sensitivity gains can be expected with
further innovations in probe design and with higher
magnetic fields. Advances in experimental design will
continue to provide more detailed information for

Fig. 13 (A) 1H spectrum of the ‘‘gel-phase’’ compound
shown taken using a conventional 5-mm liquids probe.
(100 mg sample suspended in 600ml DMSO-d6, 500 MHz)

(B) 1H spectrum of the same sample taken using the Varian
Nano-probe (Varian NMR Instruments Palo Alto, CA,
USA) probe with magic angle spinning (10-mg sample sus-

pended in 30ml of DMSO-d6, 500 MHz). (From Ref.[40].)

Fig. 14 Solid-state 13C CP–MAS spectra of two polymor-
phic forms of lamivudine recorded at 125 MHz (A) Form
II, (B) Form I. Signals indicated by asterisks are spinning

sidebands. (From Ref.[43].)
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both the qualitative and quantitative analyses of
pharmaceutical compounds. The rapid analysis and
interpretation of NMR data is being addressed with
advances in computational methods.[46] Improvements
in spectral prediction and automated structure eluci-
dation will greatly reduce the interpretation bottleneck
in NMR applications. These advances, along with
those yet uncovered, will insure that NMR assumes
an even greater role in essentially all aspects of phar-
maceutical research and development in the future.
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Spectroscopic Methods of Analysis: Ultraviolet
and Visible Spectrophotometry

R. Raghavan
Jose C. Joseph
Abbott Laboratories, Abbott Park, Illinois, U.S.A.

INTRODUCTION

Many compounds of pharmaceutical interest are color-
less. In the early part of the 20th century, analytical
methods were developed using color-forming reactions
and measurement of color for quantitation. With the
development of instrumentation and based on an
understanding of optics, ultraviolet and visible spectro-
photometric techniques advanced further. However,
with rapid development of atomic absorption spec-
troscopy, plasma atomic spectroscopy, and GC and
HPLC techniques, the interest in spectrophotometry
waned in the late 1980s and in 1990s. HPLC methods
and HPLC instruments advanced further. As a result,
rapid scan techniques and microprocessor control of
such instruments led to the development of sophisti-
cated UV–vis spectrophotometric detectors. With
renewed interest in the application of UV–vis spectro-
photometric techniques, a whole new generation of
spectrophotometers with microprocessor instrument
control, data acquisition, data handling, and data
smoothing are currently available.

BASIC CONCEPTS AND DEFINITIONS

Electromagnetic Radiation

Spectrophotometry involves the measurement of the
chemical species using light energy. Light is a form of
radiation called electromagnetic radiation. Electro-
magnetic radiation spans a very large region involving
very low energy waves (<0.0012 kJ/mol) to extremely
energetic cosmic radiation (>1.2 � 108 kJ/mol). This
energy can be related by the equation E ¼ hn, where
h is a constant known as Planck’s constant (equal to
6.62 � 10�24 J/s), n is the frequency, which is related
to the velocity of propagation of radiation as waves;
and n ¼ c/l, where l is the wavelength of radiation,
which is the distance between either of two crests or

two troughs of such a wave. Electromagnetic radiation
is continuous; however, it is separated into different
regions with differing energies. The instruments and
techniques needed to measure radiation are different
in different regions of radiation. It should be noted
that this artificial separation resulted from historical
development of understanding radiation phenomenon.
Table 1 lists the different regions of elctromagnetic
radiation.

The human eye responds to radiant energy between
150 and 310 kJ/mol (350–780 nm, wavelength). For
each color observed, there is a complementary color; this
complementary color corresponds to the wavelength
of light that is absorbed by the material. Table 2
shows the approximate relationship between color
characteristics and wavelength. The wavelength region
of interest for pharmaceutical analysis is between
200 and 800 nm (UV and visible region).

Absorption of Light

When light of a particular wavelength passes through a
dilute solution in an appropriate container (quartz,
glass, or plastic cells), the light may interact with
matter in a number of ways. A portion of the light
may be absorbed and the rest passed through unaffec-
ted but redirected. The redirection phenomenon is
known as scattering. The absorbed energy may be
emitted with energy of lower wavelength. This process
is known as emission. In UV–vis spectrophotometry,
the difference between the incident and emerging
beam of light is measured. This property, known as
absorption, is used in quantitative and qualitative char-
acterization of molecules of pharmaceutical interest.
If the intensity of an incident beam of radiation is
monitored and compared with that of an emerging
beam, there is attenuation in the emergent beam. This
attenuation is caused by 1) reflection at the air/cell
surface interface; 2) absorption by the cell wall;
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3) reflection at the cell/liquid interface; 4) absorption
by solute; 5) absorption by solvent; 6) scatter by
solution; and 7) refraction or dispersion by cell.

Therefore, to observe only the effect caused by
the substance of interest, all other factors have to be
eliminated. This is normally achieved by the use of
two matched cells. By comparison of the energy of
the incident and emergent beams from these matched
cells, the extent of light absorbed by the sample of
interest (or analyte) can be expressed in terms of a
quantity called ‘‘absorbance.’’

Beer Lambert’s Law (or Beer’s Law)

Instruments used for UV–vis spectra measure the
intensity of incident (Io) and emerging light (I). It is
related to absorbance as follows: A ¼ �log(I/Io) ¼
�log(T). T is called transmittance. The instruments
can display data as either percent of transmittance
or, more commonly, as absorbance A. According to
Beer’s law, absorbance is proportional to the con-
centration of the absorbing species and the length of
the path through which light travels: A ¼ abc,

where a is a constant called the absorption coefficient
or absorptivity; a is dependent on the wavelength
and the unit of concentration, c, and b is the path
length in centimeters. When c is expressed as mol/L
(M) A ¼ Ebc, where E is called the molar absorptivity.
Beer’s law is applicable under the following conditions:

� The incident radiant beam is monochromatic
(monochromatic light is light of a single wavelength
or better, light of a wavelength within a very
narrow range, in terms of what is experimentally
feasible).

� The incident radiation travels through equidistant
parallel paths through the sample.

� There is no chemical reaction occurring followed by
absorption of radiant energy.

� The sample solution is homogeneous and, thus,
there is no loss of radiant energy through scattering
or by other reflection processes.

� Each molecule absorbs independently and is not
affected by other molecules in solution. (Note: This
may not be true for high solute concentration).

The common terms, symbols, and definitions of
terms, per International Union of Pure and Applied
Chemistry (IUPAC) in absorption measurement are
given in Table 3.

Applicability of Beer’s Law

The direct proportionality between absorbance and
concentration for a fixed path length must be estab-
lished experimentally for a given instrument under
specified set of conditions. If this relationship is linear
within the specified range of concentrations, the system
is said to obey Beer’s law. Departure from this direct
proportionality arises from both instrumental and
chemical reasons.

In Beer’s law, c is the total analytical concentration
of the absorbing species in a particular molecular

Table 2 Visible spectrum characteristics

Wavelength (nm) Color absorbed Color observed

380–420 Violet Green-yellow

420–440 Violet-blue Yellow

440–470 Blue Orange

470–500 Blue-green Red

500–520 Green Purple

520–550 Green-yellow Violet

550–580 Yellow Violet-blue

580–620 Orange Blue

620–680 Red Blue-green

680–780 Purple Green

Table 1 Electromagnetic spectrum

Radiation (rays) �Frequency (Hz) Wavelength (m) Energy (kJ/mol)

Cosmic rays >1020 <10�12 >1.2 � 108

Gamma rays 1019.5–1020 10�12–10�11 1.2–12 � 107

X-Rays 1016.5–1019.5 10�11–10�8 12,000–1.2 � 107

UV 1015–1016.5 10�8– 0.38 � 10�7 310–12,000

Visible 1014.6–1015 0.38 � 10�7–0.8 � 10�7 150–310

Infrared 1011–1014.6 0.8 � 10�7–10�3 0.12–150

Microwave 107–1011 10�3–10�1 0.0012–0.12

Radio <107 <10�1 <0.0012
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state. If there is a disturbance in the concentration
of this particular species as a function of solvent
concentration, these deviations can be eliminated by
appropriate choice of experimental conditions.

Sometimes, in organic acids and bases, the extent of
hydrolysis or ionization can be affected as a function
of pH. Then, the pH of the analyte should be chosen
such that it is three units more or three units less than
the pKa of the monoprotic acid. Otherwise, the absor-
bance measurement can be made at a wavelength at
which molar absorptivities of both species are iden-
tical. The wavelength at which the absorbencies
are identical is known as isosbestic point. At this wave-
length, the molar absorptivity of the two species is the
same and, thus, measurements at this wavelength do
not deviate from Beer’s law. At millimolar concentra-
tions at which absorbance measurements are made,
the refractive index of the sample and that of the
reference do not differ considerably. However, if the
concentration is increased, as in derivative spectropho-
tometry, refractive index may be altered and, as a
result, deviation from Beer’s law may become signifi-
cant. The second type of deviation from Beer’s law
occurs under derivative and dual wavelength spectro-
photometric conditions. Deviation from Beer’s law is
negligible if:

� instrumental deviations are minimal;
� the solvent absorption is negligible in comparison

with the analyte absorbance;
� the analyte concentration is within a specified

range;
� there is no chemical interaction between solute mole-

cules or between solute and solvent molecules; and
� the temperature is maintained constant, especially

for flow injection analysis and reaction rate mea-
surements.

Deviations from Beer’s law caused by instrumental
parameters are discussed later.

COMPONENTS OF THE
SPECTROPHOTOMETER

List of Instrument Components
and Functions

A spectrophotometer measures the change in light
intensity when light passes through a liquid sample or
other medium. Therefore, appropriate light source(s) is
needed. The light source gives out radiation consisting
of a whole range of wavelengths and different intensi-
ties. Therefore, these different wavelengths should be
separated. The light thus separated has to be passed
through the analyte sample. To monitor the emerging
beam, knowledge of incident beam is gathered from a
reference solution containing all the matrix elements
except that of the analyte. The emerging light needs
detection, and an appropriate display system is needed
for proper presentation of data. These different com-
ponents and their functions are presented briefly in
Table 4.

Light source

Two light sources, one for each region, are commonly
used. For the visible region, a tungsten filament lamp
sealed inside a quartz envelope containing a small
amount of iodine is used. The source is operated at
3500 K. This type of lamp has excellent stability and
a useful life of more than 10,000 h. For the entire UV
region, a deuterium arc discharge lamp is used. This
lamp consists of a quartz envelope filled with deu-
terium gas at a pressure of <0.01 atm (2–3 mm) and
two electrodes separated by a small distance. When
electrically discharged by passing a current through
the electrodes, light is emitted as a result of ionization
of gas and produces a continuous emission spectrum
below 375 nm. This lamp has a useful life of more than
1000 h. A typical spectrophotometer contains both
types of lamps, with a mechanical source selector that
automatically switches between the two lamps as
necessary. (It should be noted that mercury-vapor
lamps are normally used as light sources for UV detec-
tors of high-performance liquid chromatographs.
Because a majority of organic compounds of pharma-
ceutical interest absorbs at 254 nm, and this lamp has
an intense line spectrum at 253.7 nm, this lamp finds
wide use in HPLC detectors).

Monochromators and filters

In forward optic spectrophotometers, electromagnetic
radiation of a specified wavelength is passed through
sample solutions. Because radiation from source is
polychromatic (consists of light of all wavelengths),
the various wavelengths of radiation must be separated

Table 3 Spectrophotometric nomenclature (IUPAC)

Name Symbol Definition

Transmittance T P/P0

Absorbance A log10 P/P0

Path length b —

Absorptivity a A/bc�

Molar absorptivity E A/bc#

Wavelength unit nm 10�9 m

Absorption max lmax Wavelength of maximum
absorption

b is in cms; c� units other than moles per liter; # moles per liter. Other

terms used in the older literature are given in Raghavan and Joseph

(1997) under Bibliography.
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within a narrow range to form a monochromatic
beam before it is passed through the cell and directed
on to the detector. Two types of wavelength selectors
are used. These are 1) filters, which provide a limited
wavelength selection with a high bandwidth, and
2) monochromators, which provide continuous
variation of wavelengths with narrow bandwidths.
Monochromators serve two basic functions, namely,
they isolate the narrow bandwidth of wavelengths
very close to the specific (selected) wavelength
and automatically adjust exit slits such that the
intensity of the light at the chosen wavelength is
maximum, and light of other wavelengths is minimal
or preferably, negligible. In addition, the mono-
chromator lends itself to rapid scans of the entire spec-
tral region of interest. The monochromator is a system
consisting of combinations of lenses, a dispersion
device (a prism or more commonly a grating), slits,
and filters.

The entrance and exit slits of a monochromator
isolate narrow portions of the light beam and direct
them on to the grating. The slit width may be varied
automatically by instruments to increase or decrease
radiant power reaching the sample and detector. The
grating is automatically driven by what is called a
sine-bar mechanism, in which the bar that holds the
grating is attached to a stepper motor-driven
micrometer screw. Thus, the instrument covers a range
of approximately 200–900 nm, with wavelength vari-
ation of �0.2 nm.

The grating is used to split polychromatic light into
a series of monochromatic radiation of selected wave-
lengths. The diffraction grating used in UV–vis spec-
trophotometer is a very simple optical device that
consists of parallel grooves. Most gratings in spectro-
photometers are prepared holographically by coating
a flat glass plate with a photosensitive material. An
interference pattern is then generated by the use of

laser beams. When the photosensitive layer is
developed, glass plates are left with perfectly grooved
patterns. To make the grating reflective, a thin film
of aluminum is vacuum-deposited on its surface. A
protective layer of silicon dioxide is deposited on top
of this aluminum layer to keep it from tarnishing.
Given the use of lasers, and holographic techniques,
a precision level of <0.001 nm can be attained for these
gratings.

When polychromatic radiation is incident upon the
grating, it is rotated, resulting in a specific wavelength
of light being allowed to pass through the slit and then
onto the sample or detector depending on the nature of
the spectrophotometer. Such rotation of the grating
results in scanning a series of wavelengths each time
with a specified wavelength. Thus, polychromatic light
is split into monochromatic light. Gratings, therefore,
provide stable, parallel, and highly monochromatic
light, and stray radiation is greatly reduced in
holographically generated grating monochromators.
For UV–vis spectrophotometers, the gratings used
normally have 1000–3000 lines per millimeter. Thus,
a single grating, as a dispersion device, is adequate to
cover the entire range between 200 and 900 nm.

Cells

Sample cells are available in a variety of shapes and
sizes that can be used for many different applications.
The most common is a rectangular-shaped cell, made
of quartz, with dimensions of 12 � 12 � 45 mm, with
an inside length of 1 cm, and holds approximately 4 ml
of solution. Cylindrical cells are normally 20 mm in
diameter with a path length ranging from 5–200 mm.
Because glass and plastic materials absorb in the UV
region, quartz cells are required for measuring spectra
below 340 nm, but cheaper glass cells or disposable
plastic cells are adequate for the visible region.

Table 4 Components of a spectrophotometer and their functions

Component Functions of the component

Power supply Regulates and provides constant power needed for the light sources

Light source Provides electromagnetic radiation over a range of wavelengths; the intensity
may vary as a function of wavelength

Monochromator Selects a narrow band of wavelength of choice

Entrance and exit slits These slits are part of a monochromator to select a narrow beam of light

Sample port This port accommodates a cell containing sample analyte and any other reference cells

Detector The detector consists of a photosensitive device, which converts radiation energy
into electrical energy yielding an output signal; this may consist of electronic

circuitry and microprocessors and other components to amplify the initial
signal received from the radiant energy

Digital read-out/computer The digitized signals from the detector are stored in a computer for
data-handling and for graphical display or print-out later

Spectroscopic Methods of Analysis: Ultraviolet and Visible Spectrophotometry 3463
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Cells with built-in water jackets are available for
maintaining constant temperature for kinetic studies.
Flow-through cells for flow injection and HPLC appli-
cations typically have cell volumes between 0.5 and
2 ml, with a path length of approximately 1 cm. For
limited samples, typically with a cross-sectional area
of 2 � 2.5 mm, holding at least 60 ml of sample is
available. With special ultramicrocells, samples volume
as low as 5 ml can be used.

The cell windows should be maintained clean
with no scratches and adhering liquids. The placement
of the cuvettes is very important. Otherwise, cell
walls can block the radiation beam, resulting in
irreproducible erroneous results. Cells should always
be stored in matched pairs, dry, and preferably
inside a protective container. Catalogs provide figures
and a list of the different types of cells available
commercially.

Detectors

A detector is a device in which light intensity is trans-
formed into an electrical signal. An ideal detector
should have the following characteristics:

� high sensitivity irrespective of wavelength;
� very low drift in sensitivity, if any, over the entire

wavelength range;
� high signal-to-noise ratio;
� no dark signal (or, if any, it should be very low);
� rapid response time;
� linear response to radiant power; and
� ease in calibration and standardization.

Even though no detector meets the entire
criteria, many commercially available instruments,
come very close to ideal with respect to performance
characteristics.

Typically, light is allowed to fall on a metal coated
with a light-sensitive substance. When light falls on this
substance, electrons are released. By maintaining a
potential difference of approximately 100 V, the
released electrons from the cathode travel to the anode,
producing a photocurrent. The resulting photocurrent
thus generated is proportional to the intensity of light
and is amplified, digitized, and measured. The mea-
sured current is plotted as a function of wavelength.
However, in a majority of spectrophotometers, photo-
multiplier tubes are used to produce secondary ampli-
fication. The secondary amplification is produced such
that for every primary electron generated, secondary
electrons are attracted to a secondary electrode called
a dynode. By using 8 to 10 dynodes, that are suitably
oriented, connected in series, and having increasing
positive potential, a million-fold amplification in

photocurrent is attained. Very efficient silicon diodes
are also used in many newer instruments.

Semiconductor silicon diodes

Semiconductor silicon diodes, called photodiodes, with
special conductance properties are generally used in
diode array spectrophotometers. Photodiodes are very
useful because scan times of the order of a few milli-
seconds and thus many scans may be obtained in a
very short time. In addition, the data obtained, being
digital, can be further processed to generate spectra
with a very high degree of resolution and accuracy.

Charge coupled device detectors

These solid state detectors are multichannel devices. They
have large number of photon-detecting registers. The
registers are semiconductor capacitors that have been
formed on a silicon chip. These detectors, which can
detect very low levels of light, are primarily used in
probe-type, near-infrared, and visible spectrophoto-
meters and in fluorometers.

Read-out devices

The electrical signal from the detector is fed into an
instrument with read-out capabilities. These read-out
systems may be direct-reading or null point systems.
In direct-reading systems, the output of the detector
is allowed to drive a sensitive meter. In the null point
systems, the detector output is balanced by a reference
circuit. Because of the imbalance in the current, a
servomotor is activated, and this stops when the two
circuits are balanced. The extent of movement of the
motor directly gives a digital readout. Most popular
digital read-out device provide a visual numerical dis-
play using light-emitting diodes or tubes. These are
directly controlled by the signal from the detector.
These digital read-out devices have very rapid response.
Current spectrophotometers and photometers are
microprocessor-controlled instruments with digital
read-out capabilities.

INSTRUMENTATION

The components of a spectrophotometer can be
arranged in one of two ways as shown in Fig. 1.

The two arrangements differ only in the relative
arrangement of the sample and the monochromator.
However, the complexity, the quality, and the speed
at which data are acquired and presented are very
different. A brief account of these is given below.
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Forward Optic Spectrophotometers

Forward optic spectrophotometers are either single-
beam or double-beam spectrophotometers. The single-
beam instruments can be either very simple or expensive
depending on the sophistication desired or needed.
Simple single-beam instruments have poor stability
and excessive drift. These advantages are eliminated in
systems equipped with a high-resolution monochroma-
tor with adjustable slits, controlled by microprocessors
for rapid data acquisition and evaluation of data.

There are two different types of double-beam systems.
One such double-beam system, referred to a double-
beam-in-time, is shown in Fig. 2A and the other, known
as double-beam-in-space, is shown in Fig. 2B.

In the double-beam-in-space system the components
of a single beam are exactly duplicated except for the
light source. In this system, the primary light beam is
split into two beams with a mirror. One of the beams
passes through a reference cell containing the solvent
alone, whereas the second beam passes through the

sample cell. The signal from the detector of the
reference cell is subtracted from that of the sample
cell, and the absorbance is plotted against the
wavelength.

The dual-beam, single-deflector system is referred to
as a double-beam-in-time spectrophotometer. In this
system, the primary beam is split into two beams by
a mechanical chopper; the chopper is a rotating wheel
with alternate silvered and cut sections. The rotating
chopper, in addition to splitting the beam, introduces
a dark beam into each beam so that the detector
records a series of alternating dark-reference dark-
sample signals. Using an appropriate chopping fre-
quency and a synchronizing signal, the three signals
are measured within 10–50 ms. As a result, this
configuration, more easily being amenable to micro-
processor control, is used in many rapid scan
spectrophotometers.

The double-beam instruments compensate for

� fluctuations in the radiation output signal;

Power Supply

Power Supply

Light
Source

Light
Source

Entrance Slit

Entrance Slit

Exit Slit

Monochromator

Monochromator

Cell

Detector

Detector

Digital Readout

Digital Readout

Computer

Computer

A

B

Cell

Exit Slit

Fig. 1 (A) Components of a typical UV–vis spectrophotometer (forward optics). (B) Components of a reverse optics spectro-
photometer.
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� drift in the detector and amplifier; and
� wide variations in the intensity of the light source as

a function of wavelength.

Reverse Optic Spectrophotometers–Photodiode
Array Detectors

The photodiode array detectors are based on reverse
optics as shown in Fig. 3. In this mode, a pair of
vibrating mirrors passes the polychromatic light
through either the reference cell or the sample cell.
The emerging light dispersed by a dispersion grating
(in the monochormator) reaches the diode array detec-
tor consisting of a linear array of miniature diodes. The
number of such photodiodes may vary between 256
and 4096 per array, with 2048 being the most common.
Many such diodes can be formed along the length of a
silicon chip. Typically each chip is 1–6 cm long, and
the widths of the individual diode may vary from

15–50 mM. The monochromatic slit width is adjusted
to correspond to the width of one of the silicon diodes.
Therefore, the output signal of each diode corresponds
to the radiation of a different wavelength. By scanning
the output of each diode sequentially, a spectrum can
be obtained. Because the electronic processing is very
rapid, the entire spectrum in a specified range can
be acquired in less than 5 ms. The analog signals
from the photodiodes are digitized and transferred to

Light Rotating
Mirror

Rotating
Mirror

Grating

Detector

Processor

A

B

Light
Source

Mirror

Detector

Monochromators

Detector

Processor

Entrance 
Slits

Exit
Slits

Fig. 2 (A) Block diagram of a double-beam-in-time spectrophotometer (single-detector system with a beam-splitter); a chopper
motor can be used in place of the mirror. (B) Block diagram of a double-beam-in-space spectrophotometer.

Elliptical Mirror

Sample
Cell

Mirror Photodiode Array

Grating
Polychromator

Light Source

Fig. 3 Schematic of a photodiode-array detector.
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a computer. Many different types of multichannel
detectors and other diode array detectors are commer-
cially available. These rapid scanning detectors are
used for

� analysis of multiple components in a mixture;
� following reactions pathway of short-lived inter-

mediates in reaction kinetics;
� process control by continuous monitoring;
� measuring the dissolution rate of tablets; and
� obtaining spectra of a mobile solution (detection in

HPLC).

These new instruments containing several micro-
processors with appropriate hardware and software
control the following:

� autosampling, which involves loading cell holders
and measuring number of samples sequentially;

� automatic mixing, adding reagents, if necessary,
diluting, and other sample preparations;

� setting up operating conditions such as selecting a
lamp, filter, wavelength drive, and data acquisition
mode;

� controlling autocalibration, automatic baseline
noise storage, and baseline subtraction;

� multiple data handling characteristics such as spec-
trum smoothing, data graphical display, and data
and peak expansion;

� addition and subtraction of spectra, creation of
overlapped spectra for comparison and the like;

� control-associated hardware peripherals such as
printers, plotters, etc.; and

� self-test procedures and record keeping of lamp use,
maintenance records, etc. to comply with GLP
regulations.

PERFORMANCE PARAMETERS OF
A SPECTROPHOTOMETER

Specification and List of Parameters

The performance of a spectrophotometer is dependent
on a number of parameters that affect the quality
of the data, namely, wavelength accuracy, photometric
(absorbance) accuracy, spectral bandwidth variations,
extent of stray light, and linear response of the
instrument. The performance parameters can be evalu-
ated from the specifications provided by the manu-
facturer. A standard list of specifications of a typical
double-beam spectrophotometer is provided in
Table 5.

A brief outline of the specification terms, the values
of which determine the performance parameters of the
instrument, are presented below.

Wavelength Accuracy and
Wavelength Calibration

The wavelength accuracy corresponds to the accuracy
with which wavelengths measured in different instru-
ments can be compared. In many spectrophotometric
procedures, the analyte is quantitated by comparing
the absorbance of the analyte with that of a reference
standard. The standard is usually prepared at virtually
the same concentration of the analyte and absorbance
measured at the lmax of the chromogenic species.
This approach is satisfactory for most filter photo-
meters because comparisons are made at a fixed wave-
length and with the same spectral bandwidth.
However, when continuous choice of wavelength is
available, as in many grating spectrophotometers, the
accuracy and reproducibility of wavelength as well as
the intensity of analyte absorbance have to be verified.
This is accomplished by wavelength calibration. For
wavelength calibration, holmium oxide glass, usually
supplied by the instrument manufacturer, is used.
Holmium oxide glass, when scanned between 280 and
650 nm, give very short principal peaks at 241.5,
279.3, 287.6, 333.8, 360.8, 418.5, 536.4, and 637.5 nm.
Wavelength accuracy can also be checked using the
emission lines from a low-pressure mercury source or
deuterium lamp. The spectral bright lines used for this
check are 486.0 and 656.1 nm.

For broader bandpass filters, neodymium glass fil-
ters are available for additional wavelength calibration
in the visible region. Special NIST reference materials
referred to as SRM (standard reference materials)
numbers are available for calibration and verification
from the National Institute of Standards and Tech-
nology. Information about these standards can be
accessed directly from the Internet (http://www.i-nist.
gov/itl/div898/index.html).

Wavelength Repeatability and Bandwidth

Spectral bandwidth (SBW)

Wavelength repeatability is a measure of the precision
of wavelength measured. The bandwidth refers to the
width of an emission band (from the monochromator)
at half peak height. This value, normally provided by
the manufacturer is accepted. Using a mercury vapor
lamp one can also check the spectral width. A number
of well defined emission lines at 243.7, 364.9, 404.5,
435.8, 546.1, 576.9, and 579 nm can be used to check
spectral bandwidth. However, the accuracy of the
absorbance measured is dependent on the ratio of spec-
tral bandwidth to the normal bandwidth (NBW) of the
absorbing species. Most active pharmaceutical com-
pounds have a normal bandwidth of approximately
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20 nm or greater. With a SBW/NBW ratio of 0.1 or
less, absorbance can be measured with an accuracy
of 99.5% or greater.

Resolution

Spectral resolution is a measure of the separation
between two adjacent wavelengths. The two adjacent
peaks are said to be resolved when the minimum absor-
bance between the two peaks is 80% or lower of the
maximum absorbance. Most double-beam spectropho-
tometers have resolution below 0.5, typically 0.1.
However, many diode array and rapid scan spectrophoto-
metric detectors have resolution between 1 and 2 nm.

Photometric Accuracy

Photometric accuracy is determined by comparing
measured absorbance to a certified absorbance of
accepted standards. Solutions of potassium dichromate

are recommended for evaluation of photometric accu-
racy. [See Raghavan and Joseph (1997) under section
Bibliography] details about these standards. However,
instrumental noise, drift, and stray light influence both
photometric accuracy and precision. A discussion of
these follows.

Noise

Noise in UV–vis spectrophotometry refers to uncer-
tainties caused in the measurement of the absorbance
signal. Essentially, there are two sources of noise.
One isdependent on the source intensity (Schott noise)
and the other independent of it. The effect of noise in
spectrophotometric measurement can be significantly
reduced if the concentration of the analyte is adjusted
such that measured absorbance is between 0.3 and 1.2
absorbance units. A significant source of noise in
double-beam instruments arises when sample and
reference cells are not positioned properly. Minor
imperfections in the cells cause reflections and scattering

Table 5 Standard list of specifications for a typical spectrophotometer

Specification Typical value for a double-beam instrument

Wavelength range (nm) 190–900 nm

Wavelength accuracy (nm) �0.3 nm at slit width of 0.2 nm

Wavelength repeatability (nm)a �0.1 nm

Wavelength scanning speed Fast, medium, slow, and super slow

Bandwidth (nm) 0.1–7.5 nm (variable and selectable)

Resolution (nm) �0.1 nm

Stray light (%) <0.015% at 220 and 340 nm
<0.0003% at 220 and 340 nm (drift instrument)

Photometric accuracy (AU)b �0.002 in 0–0.5 AU
�0.004 in 0.5–1.0 AU

Photometric repeatabilityc �0.001 in 0–0.5 AU (with NIST 930 D filter)

U (AU) �0.002 in 0.5–1.0 AU

�0.3%T (0–100%T)

Photometric mode Absorbance (Abs), transmittance (%),
reflectance (%), and energy (E)

Base-line correction Selectable with storage firm ware

Drift (AU/h) <0.0004 after warm up

Response time or time �0.1–5 s
constant

Photometric range (AU) �4.0–5.0

Baseline flatnessd (AU) Within �0.001 Abs

Scan speed 50 nm/min to �2100 nm/min

aWavelength repeatability is a measure of the precision of the wavelength measured.
bAU ¼ Absorbance units.
cPhotometric repeatability refers to the precision of measured absorbance especially using a standard.
dBaseline flatness refers to the average deviation from 0.0 AU for a blank versus blank spectrum in the wavelength range in

which the spectrum is taken. Note: This may be dependent on scan speed.
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losses, which vary as a result of variations in the
exposure of cell windows to the beam of light.

Drift

Photometric accuracy is also affected by drift. Drift is
caused by changes in lamp intensity between measure-
ments. This effect is nullified by subtracting the back-
ground absorbance of the analyte at a reference
wavelength in a nonabsorbing region of the spectra.
This process of ‘‘internal referencing’’ improves accu-
racy considerably. If the drift varies as a function of
wavelength, two reference wavelengths, one before
and one after the wavelength of interest, but in non-
absorbing regions, are chosen. This drift is assumed
to be linear, and the drift calculated by linear fit at
the wavelength of interest is subtracted.

Stray light and slitwidth

The spectral bandwidth is directly proportional to the
slit width. When the slit width is narrowed, the band-
width is less and thus the spectral purity increases.
However, as the slit width is reduced, the signal-to-
noise ratio also decreases proportionately, causing
poorer precision. A slit width of 2 nm is adequate for
most bands. A slit width of 0.5–1 nm is preferable for
sharp bands. In HPLC detectors, to maximize the sen-
sitivity, the slit width is automatically kept at 5 nm
unless a rapid scan is carried out. During rapid scan,
the slit width is normally changed to 1 nm. Stray light
is any radiation identified by the detector outside of the
narrow band of the wavelength selected by the mono-
chromator. Scattering and diffraction inside the mono-
chromator introduce stray light. Stray light is usually
expressed as a ratio (or percent) of stray light into
the sample compartment or into the detector housing.
In the specification, stray light is given to be 0.015% at
220 and 340 nm. Many currently available double-
beam instruments have very low stray light values.
Stray light values below 0.1% gives absorbance
measurement errors below 0.5%, when the absorbancies
measured are approximately 0.5 AU. Stray light
becomes significant for quantitative measurement if the
measurement is below 220 nm or above 330 nm because
the source intensity is low in these regions. Manufac-
turers typically give stray light data at 220 and 340 nm.
Stray light contributions increase with the age of the
instrument. Therefore, the extent of stray light contri-
bution needs to be assessed when necessary.

Factors that Influence Spectra

The position and intensity of the different bands in a
spectrum depends on a number of factors. The effects
of some of these may be considerable.

Solvent effects

The position and intensity of the different bands in a
spectrum depend on the nature and conditions of the
solvent used. In addition to electronic excitation, which
causes absorption, vibrational and rotational energy
level changes occur when light is absorbed. As a result,
when spectrum is generated in the vapor phase
vibration and rotation, fine structure is observable.
However, in a solvent medium, because of thermal agi-
tation and different types of interaction of the solute
with the solvent, the position of lmax may differ from
solvent to solvent. In general, in polar solvents, interac-
tion degrades the spectrum into broad bands because
of molecular, electronic, and hydrogen-bond interac-
tions. In aqueous solution, pH, concentration of ana-
lyte, ionic strength, and temperature can alter the
position and intensity of maxima observed.

Deviation from Beer’s law: Instrumental factor

The radiation entering a sample cell is a narrow band
of polychromatic radiation. Thus, the effective molar
absorptivity is an average of multiple wavelengths.
As a result, the positive deviations from Beer’s law
may occur at low concentrations, wheras negative
deviations may occur at higher wavelengths. Non-
linear behavior may also occur as a result of varying
path length. When radiant beam is reflected at the
solution/wall interface back into the solution, the
beam traverses multiple paths. Thus, the net effective
path length is increased and, therefore, the absorbance
increases. This becomes pronounced (�0.3%) at low
concentrations.

APPLICATION OF SPECTROPHOTOMETRIC
MEASUREMENTS

In pharmaceutical analysis, spectrophotometric mea-
surements are normally used for quantitative determi-
nation of known constituents. They are also used for
qualitative analysis of compounds. These are addressed
briefly. [See Gilpin and Pachla (1997, 1999) for extensive
review of these methods.]

Qualitative Analysis

UV–vis spectrum of an analyte in solution is usually
broad with very few narrow bands and shoulder. How-
ever, based on the nature of specific functional groups
present in a molecule, some general spectral behavior
was observed. Based on these studies and with the
aid of quantum mechanical calculations, empirical
relationships between structure and functional groups

Spectroscopic Methods of Analysis: Ultraviolet and Visible Spectrophotometry 3469



S
pectroscopic–

S
tarches

have been established. The terms commonly used in
defining spectra are shown in Table 6.

Organic Functional Groups and
Structure Elucidation

In a molecule, the absorption of ultraviolet or visible
light represents the excitation of bonding electrons.
Therefore, from the position of lmax and also from
the intensity, the structure of functional groups pre-
sent can be inferred. UV–vis spectroscopy can be used
as a powerful tool to supplement identification of
functional groups by other techniques. The electrons
present in the ground state (lower energy state) of a
molecule are excited to higher energy states by the
absorption of light energy. This energy that is absorbed
is measured. Some typical chromaphoric groups and
their spectral characteristics are presented in Table 7.

The presence of an absorption band at a particular
wavelength is a strong indication that a particular
chromophore is present in the molecule. When
additional functional groups are added, the character-
istics change. For example, C–C double bond in buta-
diene absorb approximately at 214 nm. When a third
double bond is conjugated, the absorption maximum
is shifted to a longer wavelength by 30 nm. Also, alkyl
substitution at a carbon atom leading to branching
increases by another 5 nm. Empirical relationships,
known as Woodward–Feiser rules, help predict the
position of lmax in organic molecules. These empirical
rules are applied to assign structures of organic mole-
cules or distinguish between some isomeric com-
pounds. Organic chemists use spectral data as an
additional powerful tool to assign structures of organic
compounds. [For a review of structure/spectra rela-
tionships, see Thomas (1997) in section Bibliography.]

Spectra of Inorganic Ions

In the case of inorganic anions, generally excitation
from a nonbonding lower energy state to an excited
state (n to p� transitions) is observed. For example,
NO3

� shows absorption at 313 nm. Chromate and

dichromate ions have well-defined spectral absorption,
which is used in calibration. However, from such data,
conformation of identity is not possible. Inorganic
cationic species, which are colored, usually exhibit very
characteristic spectrum. These compounds with very
well-defined absorption spectra are transition and
inner transition metal cation coordination complexes.
For example, a solution of copper is pale blue in aque-
ous slightly acidic medium, whereas in ammoniacal
medium it is strong blue. These are attributed to
splitting of ‘‘d’’ orbitals in the presence of ligands
that complexes with the metal ion: one set of three d
orbitals is called t2g and the other set is known as eg

orbitals.
In aqueous solutions containing copper, the metal

ion is octahedraly coordinated, i.e., the metal ion is
at the center, and it is surrounded by six ligands, one
at each apex of an octahedron. As a result of these
coordinating ligands, the d orbital electrons, which
are at the axis of the approaching ligand, experience
forces of repulsion and attain higher energy state com-
pared with those orbitals that are far removed from the
axis of approach. The five equi-energic d orbitals are
split into two sets of equi-energy orbitals. The magni-
tude of the separation between the two energy states
depends on the ligand field established by the ligands.
In copper, of the nine d electrons, a set of six electrons
occupy the lower energy state t2g orbitals, and the
other three occupy the excited state eg orbitals. The
eg orbitals can accommodate four electrons. By
absorbing visible light, an electron from the ground
state can be promoted to the vacant excited state eg

orbital. This results in the characteristic absorption of
many metals ions. EDTA, which is used in many phar-
maceutical preparations, forms a hexa-coordinated
complex, thus stabilizing and solubilizing metals. The
example cited is for octahedral splitting. Similarly, in a
tetrahedral field, the ligands can occupy the apex of
a tetrahedron, and in a square planar complex, the
corners of square plane. The tetrahedral and square
planar complexes give rise to similar but different
splitting of the d orbitals. Depending on which of these
different ligand fields are formed different spectral
patterns are observable for the same metal ion.

Table 6 Spectral characteristics of some organic functional groups

Species/functional groups k (nm) e (L mol�1 cm�1)

Satd. hydrocarbons <200 —

Alkenes, alkynes, aromatic compounds, aromatic
heterocyclic, highly conjugated aliphatics

such as carotenes

200–500 �104–105

Ethers, amines sulfides, alkyl halides 150–260 100–1000

Ketones, aldehydes, amides, esters, acids (—COOH),
nitrates, N-heterocyclics such as pyridine

250–600 10–100
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Charge Transfer Complexes

A third type of electronic transition that causes light
absorption in the visible region is attributed to the for-
mation of charge-transfer complexes. One example is
the formation of the color blue by I3

� when starch is
used as an indicator in iodimetric titrations. A second
example is the reaction between Fe3þ and thiocyanate
ion SCN�. In this case, an electron is transferred from
a donor (SCN�) to the acceptor (Fe3þ). The net effect
is an internal redox reaction-forming Fe2þ and SCN
radical. This type of internal redox reaction is generally
reversible. However, occasionally such charge transfer
complexes may undergo irreversible redox reactions
resulting in photochemical oxidation and reduction
reactions. the formation of similar charge-transfer
complexes in organic molecules results in the charac-
teristic absorption in the UV region that can be used
for qualitative analysis.

Qualitative Identification

The direct measurement of UV–vis spectra is rarely
used for confirmation of identity of a component.
However, the comparison of analyte spectrum
obtained on a chromatographically separated compo-
nent to that of a reference compound under identical
chromatographic conditions is extensively used for
identification and chromatographic purity of the elut-
ing peak. Diode array/rapid scan spectrophotometers
are very commonly used for this purpose. A perfect
point-to-point comparison of spectra of two or more
compounds is possible with the use of the proper com-
puter algorithm. Under chromatoagraphic conditions,
the approach is to first establish that a particular drug
or chemical substantially contains a single chromato-
graphic component. Spectral data generated are then
used for identity and for establishing the chromato-
graphic purity of the analyte of interest. A second
approach is to deduce identity by comparing the ratio
of absorbance at peak maximum versus absorbance at
peak minimum. USP 24 specifies such an identification

procedure for cisplatin and methyldopate. For cispla-
tin, an absorbance ratio of 4.5 (l301/l246) is specified.
However, in methyldopate hydrochloride, absorbance
difference between a reference standard and the bulk
drug at the same concentration should not differ by
more than 3.0%.

Quantitative Analysis

Absorption spectroscopy finds extensive use in every
field in which the quantitation of chemical component
is required. The characteristics of the spectrophoto-
metric methods include the following:

� extensive applicability to a large number of systems;
� very high sensitivity (ppm to ppb levels can be

determined);
� by the choice of wavelength, solvent, pH con-

ditions, and added reagents, selectivity, which is
normally poor, can be assured;

� excellent accuracy. Relative uncertainties of 0.5–3.0%
can be easily obtained (under certain conditions,
with appropriate precautions, errors can be mini-
mized to 0.1%);

� very easy and convenient; and
� on-site data acquisition with certain type of

probe spectrophotometers using hand held (palm)
computers.

Application to Naturally Absorbing Species

Virtually all organic and many inorganic compounds
absorb in the region between 210 and 700 nm. The con-
ventional methods generally involve the following steps.

Selection of solvents

Any solvent exhibiting solubility of a few 10ths of a
milligram to milligrams per milliliter is adequate for
the purpose. Choice of the solvent is important such

Table 7 Definition of spectral terms

Spectral term Definitions and comments

Chromophore A functional group, when present in a molecule, shows absorption in
the regionbetween 200 and 800 nm

Auxochrome An additional functional group in the molecule, which causes shift
to longer wavelengths

Hypsochromic (blue) shift Shift of lmax to shorter wavelengths

Bathochromic (red shift) Shift of lmax to longer wavelengths

Hyperchromic Increase in intensity of absorption

Hypochromic Decrease in intensity of absorption
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that it is transparent, i.e., background absorbance is
extremely small. Organic solvents of spectrophoto-
metric quality that is guaranteed to very small back-
ground absorbance are commercially available. Only
these solvents are recommended for use. For aqueous
solutions, the common variables such as pH, tempera-
ture, ionic strength of the medium, and the presence of
interferants should be adequately controlled.

Selection of wavelength

Usually, from a spectral scan, the wavelength corre-
sponding to the absorption maximum is selected. At
lmax, sensitivity is maximum and, over a narrow region
close to the maximum, the absorbance is constant.
Therefore, minor wavelength differences do not alter
the response, and also the absorbance at lmax is less
sensitive to instrumental uncertainties. However, if
adequate sensitivity exists, measurements can be made
at lmin, if interfering absorbance is negligible at lmin.

Both reference and sample cells should be matched,
properly cleaned, and rinsed before use. To eliminate
lint and films from the outer surface of the cells, swipe
cleaning with a lens paper soaked in methanol or ace-
tonitrile is recommended. When all these conditions
are met and precautions are observed, quantitation is
facilitated by comparison measurement. The reference
standard concentration (Cs) is adjusted very close to
the expected analyte concentration (Cu). Then stan-
dard (As) and sample (Au) absorbencies are measured:
(Au/As) � Cs ¼ Cu.

This direct measurement can be used routinely for
in-process assay of pharmaceutical formulations. The
formulations during in-process conditions are not
likely to contain potential degradants and thus, nor-
mally, the degradant interference is absent. Sometimes
interference can be eliminated by solvent extraction of
the impurities or of the analyte itself. Use of suitable
nonabsorbing additives, which selectively reacts or
masks the interference, can eliminate interference.

Method of standard additions

The method of standard additions may take one of sev-
eral forms. If the matrix interference is constant and
small, the sample is diluted to a known volume and
the absorbance is measured. Then multiple volumes
of a reference standard of the analyte at a known con-
centration are added and diluted to the same volume.
The absorbance of each of the sample thus prepared
is measured. From a plot of volume added versus
absorbance and by extrapolation to zero volume of
addition, the concentration of the analyte can be
determined. Fig. 4 shows a plot of calculated absolute
weight of a drug added to a fixed volume of solution as
a function of measured absorbance. The x coordinate

value of 4.08 corresponding to zero absorbance indi-
cates the weight of drug in the sample.

Analysis of mixtures

The total absorbance of a solution is the sum of
absorbance of the individual components in a mixture.
For example, for a 1 cm cell, the total absorbances
measured at each of two wavelengths are related to
concentration as follows:

Al1 ¼ A1 þ A2 ¼ e1c1 þ e2c2

Al2 ¼ A01 þ A02 ¼ e01c1 þ e02c2

Then a known concentration of each analyte is pre-
pared. The absorbance of these solutions are measured
at each of the two wavelengths. Solving the two simul-
taneous equations, two equations for c1 and c2 are
obtained. Then the known values of individual concen-
trations and calculated values of the four molar extinc-
tion coefficients are substituted in the derived
equations to arrive at the unknown concentrations of
the two components in the mixture. Multicomponent
analysis is normally used in the dissolution testing of
tablets. Standard hardware and software components
for multicomponent dissolution testing based on
compendial method are available from instrument
manufacturers.

Derivative Spectroscopy

The UV–vis spectrum is a display of absorbance as a
function of wavelength A ¼ f (l). At the absorbance
maximum, the derivative dA/dl ¼ 0; the second-
order derivative d2A/dl2 is a negative maximum. For
all even-order derivatives, the spectra show well-
defined peaks, and these can be used for analyte deter-
mination. The advantages of derivative spectroscopy
are as follows.

� Positions of local maximum are precisely defined in
the derivative plot compared with the diffuse
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Fig. 4 Plot of weight added versus absorbance.
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absorption maximum. As a result, distinguishable
derivative spectra are obtained for different com-
pounds, even though normal spectra are likely to
be very similar.

� Overlapping spectra, which could not be resolved
by conventional techniques, are easily resolved.

� In quantitative analysis, selectivity and sensitivity
are increased.

� Combined with algebraic calculations, derivative
spectroscopy can be easily adopted for multicom-
ponent analysis.

Difference Spectrophotometry

This technique uses information obtained as the
difference of two absorbance measurements when
two components having very close lmax values are
present in a sample or when there is matrix interference
in the sample, the sample at the same concentration is
introduced into the reference and sample cells. Then,
composition of one of the cells is modified by changing
pH, or by adding a suitable reactant or by changing the
temperature of the solutions. The difference in the
absorbance is measured. For example, at pH 3.0, a
particular species absorbs, and its absorbance is mea-
sured. By changing the pH to 7.0, the absorbance
changes at the same wavelength. However, the contri-
bution to absorbance of the interference remains the
same regardless of pH. Then the difference between
the absorbances measured cancels the absorbance
owing to the matrix. This difference DA is proportional
to the concentration.

In turbid or cloudy solutions, in which absorbance
is affected by scattering of the sample, two absorbance
measurements are made: one at lmax and the other at a
different wavelength where the analyte does not
absorb. Then, the difference being proportional to con-
centration of the analyte, the analyte concentration can
be calculated. Difference spectrophotometry is used in
the determination of constituents in tablets, complex
pharmaceutical preparations, plant extracts, syrups,
biological matrices such as blood and serum, injectable
oil preparations, and the like. For this technique,
in addition to other general requirements such as
well-matched cells that are positioned accurately, the
solution should be made homogeneous, and the instru-
mental stray radiation at the wavelength of interest
should be extremely small.

Application to Nonabsorbing Species

The limitations of naturally absorbing species for the
determination of analyte concentration more often suf-
fer from poor selectivity, sensitivity, and interference in

mixtures of components. In such cases, the target ana-
lyte is reacted with a suitable reagent that results in a
product, that usually absorb at longer wavelengths
either in the UV or, more often, in the visible region.
An appropriate reagent is selected to meet one or more
of the following needs:

� to quantitate spectrophotometrically inactive com-
pounds. These compounds usually have active func-
tional groups such as hydroxy group, amino
groups, and the like, which react to yield spectrally
active products.

� to increase selectivity. When multiple components,
each of which has absorbance in the wavelength
maximum of the analyte are present, suitable
chemical reaction selective to the analyte, is selected
so the effect of the absorbing components is elimi-
nated.

� to increase sensitivity. In many cases, the analyte
may have natural absorption. However, that may
not be adequate to determine at a required level
(ppb or ppm levels). In pharmaceutical manufactur-
ing, it may be necessary to establish that the active
analyte has been cleaned of the manufacturing sys-
tems below a certain level. In these cases, sensitivity
enhancements are possible using an appropriate
chemical reaction to yield a product with high
molar absorptivity. For example, in cisplatin,
although it has good absorbance sensitivity at
approximately 210 nm, the sensitivity is good only
for few tenths of milligrams per milliliter of cispla-
tin and not adequate for trace-level determination.
However, by reacting cisplatin with diethyldithio-
carbamate (DDTC), platinum DDTC complex with
high molar extinction coefficient is obtained.
Increasing the concentration using a column-
switching technique and chromatographic sepa-
ration, a detection limit of 0.2 ppb was attained.
[See Raghavan and Mulligan (2000) and Raghavan
et al. (2000).] It is not always necessary to add
chemical reagents. An oxidation product may be
generated on electrochemical oxidation of an ana-
lyte or by using pulsed photochemical activation,
species thus generated may be more spectrally
amenable for quantitation. However, if reagents
are chosen for reaction, the following need to be
considered for successful sensitivity and/or selec-
tivity optimization:

� appropriate reagent concentration, solvent, and
composition of the mixture; ionic strength, pH,
and temperature of the reaction mixture;

� adequate reaction time for completion or for repro-
ducible response that is proportional to the concen-
tration of the analyte; and

� similar treatment of reagent blanks to allow for
matrix changes that might affect the reaction.
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Excellent reviews of application of spectrophoto-
metric methods based on chemical reactions are avail-
able in the literature (see ‘‘section Bibliography’’).

Measurement of Color

Color comparison tubes

In pharmaceutical formulations, pale yellow color may
be imparted by the excipients or as a result of forma-
tion of colored degradants, or feebly colored products
may be generated intentionally as in limit tests for
heavy metals. In such cases for visual testing glass
color comparison tubes, Nessler tubes, of uniform
cross-section and flat bottoms are used. These tubes
should be matched as closely as possible in internal
diameter and length. The tubes are viewed downward
through the solutions against a white background.
The color intensity of the unknown is compared with
two successive standards, one above and one below
the level of the unknown. The color is reported
to be less than the most intense color standard with
which it is compared. To meet compendial color
requirements, special instruments are commercially
available.

Probe-Type Spectrophotometers

Many dip-type UV–vis spectrophotometers, use fiber
optic sampling technology coupled with highly sensi-
tive charge coupled device (CCD) array detectors.
The probe is immersed directly in the sample
being measured. Then radiation from a light source is
transmitted through an optic fiber to the tip. The light
travels through the 0.5 cm through the sample and
reflects off the back surface of curved mirror over
another 0.5 cm through the sample and then back to
an input filter. The sample absorbs part of the light
and reflects back a small portion of the light that
carries the spectral information of the sample. This
reflected light travels back through suitably oriented
fibers back to CCD array detectors. The spectrum is
displayed through the use of the appropriate device.
Direct measurement of concentrated solutions is made
possible by amplifying the weak reflected light. As a
result, this lends itself to on-line monitoring. Many
remote filter optic sampling options for measurements
not only on liquids but also on powder and solid
objects are available. These spectrophotometers are
miniaturized so that they can be hand-held and trans-
portable for on-site measurements. Probe-type spectro-
photometers are also useful for spectrophotometric
titrations.

Spectrophotometric Titrations

The absorbance of a selected species is monitored as a
function of volume of titrant added. The resulting
absorbance data are plotted against volume of titrant.
These titration curves have different shapes, depending
on the absorbance characteristic of the analyte, added
reagent, or the product formed. However, in all cases,
the slope changes gradually near the equivalence point.
Extrapolation of the two linear sections before and
after the titration equivalance point yields an intersec-
tion point. The titrant volume corresponding to this
intersection point is the equivalence point of the
titration. Of the analyte, reagent added, or product in
the solution, any one or two of these can be spectrally
active. Therefore, a total of six possible titrant shapes
are possible. Because the titration represents a series
of analytical measurements, analytical accuracy is very
high.

A variation of these titrations is used to determine
stoichiometry and formation constant(s) of complexes.
In these methods, typically the metal concentration
and total volume of solutions are kept constant, but
the ligand-to-metal ion ratio is continuously varied.
From a plot of absorbance versus mole fraction, the
stoichiometry between the metal and ligand can be
obtained. Numerous variations of this method are
adopted to obtain stoichiometry and formation con-
stants or binding constants in many biochemical
determinations.

VALIDATION OF SPECTROPHOTOMETRIC
METHODS

The UV–vis spectrophotometric methods require vali-
dation of the method for the analysis of pharmaceuti-
cal compounds. Once the method is developed, data
regarding precision, accuracy, linear response behav-
ior, limit of quantitation, limit of detection, selectivity,
and ruggedness are generated. These terms are very
well-defined in many compendial monographs and in
ICH, USP, and FDA guidelines. These are not
addressed further. However, it should be emphasized
that without appropriate validation data and reason-
able understanding of how the method results will be
affected by minor day-to-day variation of experimental
parameters, routine generation of acceptable data may
be difficult.
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INTRODUCTION

Starch is one of the most commonly used excipients in
the pharmaceutical industry due to its disintegration
and binding properties. A number of sources of starch
are commercially available, with corn starch being the
most common. An overview of starches and starch
derivatives and their use in the pharmaceutical indus-
try is presented.

DESCRIPTION

Molecular Structure

Starch is a polymeric material with a molecular for-
mula of (C6H10O5)n, where n ranges from 300 to
1000. Common starches contain two types of D-gluco-
pyranose polymers called amylose and amylopectin.
Amylose is a linear polymer of a-D-glucopyranosyl
units linked (1 ! 4) as shown in Fig. 1A. These mole-
cules can be comprised of 100 to over 1000 glucose
units. Amylopectin is a branched polymer of a-D-
glucopyranosyl units containing (1 ! 4) linear
linkages and (1 ! 6) linkages at the branch points,
as shown in Fig. 1B. This polymer is three or more
times larger than amylose. Most naturally occurring
starches contain approximately 30% amylose, however,
specific starches and their properties are determined by
the size and amount of each type of polymer molecule
present in the material. Attractive forces between the
polymeric molecules form the starch granules. The
linear portions tend to associate into micelles, which
bind the molecules together to form a somewhat
ordered structure. Models of this structure have been
proposed,[1] and it is known that the structure is rigid
and insoluble in water.

Types of Starch

Starch can be derived from a number of natural
sources, including those listed in Table 1.[2] It is found
in various parts of the plants and several extraction
methods are used to isolate the material. The most
common type of starch used in the pharmaceutical
industry is corn, although studies with other types of
starch have been performed.[3–6]

The most common preparation of starch is wet mill-
ing, although dry milling is also performed. A series of
milling, separation, concentration, and washing steps
result in a suspension of starch granules.[7] After
processing, cornstarch is a white powder with a pale
yellow tint. Bleaching is required to achieve absolute
whiteness.

A number of starch modifications are used in phar-
maceutical applications. Pregelatinized or compressible
starch has been chemically or mechanically processed
to rupture all or part of the granules in water. It is then
dried to yield an excipient material suitable for direct-
compression formulations. Sterilizable maize starch
contains magnesium oxide (not greater than 2.2%)
and has been chemically or physically treated to pre-
vent gelatinization on exposure to moisture or steam
sterilization. Soluble starch results when potato or
maize starch has been chemically treated to destroy
the gelatinizing ability of starch.

General Properties

Starch is a fine white powder that is odorless and taste-
less. It is composed of very small spherical or elliptical
granules. The botanical origin of the starch material
determines the granule shape and size, and these char-
acteristics are summarized in Table 1. It is insoluble in
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alcohol, most solvents, and cold water. Alkaline solu-
tions, however, will degrade starch and its polysac-
charide components. Starch is relatively resistant to
enzymes other than a-amylose and amyloglucosidase.

When starch is suspended in water and heated to a
critical point called the gelatinization temperature,
water will penetrate the granules and swell them to
produce a viscous mass. With the rising temperature,
the hydrogen bonds that hold the micellar structural
units and the water molecules in an aggregated state

tend to dissociate. The dissociated water molecules
are then able to penetrate the weakened starch struc-
ture and gradually hydrate the many hydroxyl groups
along the length of the starch molecule. Gelatinization
temperatures vary from starch to starch, but range
from 60 to 75�C.[2] Starch granules lose their character-
istic shape as gelatinization proceeds.

The reaction of starch with iodine is a common
identity test for starch. A dilute solution of iodine
stains starches a blue to bluish red color. It is believed
that the amylose portion complexes with iodine by
forming a helix around it.[7] This blue color has been
used both as a qualitative and quantitative test for
starch in various systems.

The National Formulary[8] contains numerous
assays for starch including botanical characteristics,
identification, microbial limits, pH, loss on drying
(LOD), residue on ignition (ROI), iron, oxidizing sub-
stances, sulfur dioxide, and organic volatile impurities.

PHYSICAL PROPERTIES

Structural Information

Starch is a semicrystalline polymer. The linear amylose
molecules are amorphous in nature, but the branched
amylopectin portion has been reported as partially
crystalline. It is believed that the crystalline regions
in the starch granule are interspersed in a continuous
amorphous phase.[1,9,10]

X-ray diffraction studies have shown that starch
exists in three crystal forms designated as A, B, and
C.[10] These forms are dependent on the botanical source
of the starch. Pattern A is observed for cereal grain
starches, whereas pattern B is characteristic of tuber,
fruit, and stem starches. Pattern C is intermediate
between the A and B patterns and has been attributed
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Fig. 1 (A) Linear amylose starch molecule and (B) branched
amylopectin starch molecule.

Table 1 Sources and characteristics of various starches

Type of Starch Extracted from Granule shape Granule size (lm)

Corn (Maize) Seed Round or polygonal 5–25

Tapioca Root Round or oval 2–25

Potato Root Egg-shaped 15–100

Wheat Seed Round or elliptical 2–10 or 20–35

Sago Stem Oval or egg-shaped 20–60

Arrowroot Root Oval 15–70

Rice Seed Polygonal 3–8

Barley Seed Round or elliptical 2–6 or 20–35

Waxy sorghum Seed Round or polygonal 6–30

Sweet potato Root Polygonal 10–25

Waxy maize Seed Round or polygonal 5–25

(From Ref.[2].)
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to mixtures of A and B type crystallites. The A type
pattern is commonly observed for cornstarch.

Single crystal X-ray diffraction data for the crystalline
portion of A type starch have been reported and the
crystallographic data are summarized in Table 2.[11]

The unit cell contains 12 glucose residues located in
two left-handed, parallel-stranded double helices packed
in a parallel fashion. Four water molecules are located
between these helices. It has been reported that the B
type starch also contains chains arranged in double heli-
ces.[12] The currently accepted hexagonal unit cell dimen-
sions are in Table 2. The A and B structures differ in
crystal packing of the chains and in moisture content.

Diffuse reflectance (DR) infrared (IR), Raman, and
solid-state 13C cross polarization/magic angle spinning
(CP/MAS) nuclear magnetic resonance (NMR) spectra
were acquired for unmodified and pregelatinized
cornstarch.[13,14] Differences were not evident in the spec-
tra for the various starch samples. Solution-phase,
1H-NMR studies have also been performed on amylose
and model compounds.[15] Spectral assignments and
intramolecular hydrogen bonding suggest that the same
conformation is perpetuated along the amylose chain.

Thermal Properties

Thermal analysis has also been used to characterize the
structure of starch. A melting endotherm due to the
crystalline portions of starch has been investigated,[16]

but it is not clearly resolved in all samples due to the
small amount of crystalline material present in the
samples. This transition is also dependent on the sam-
ple preparation and moisture content of the material.
Melting points of 168–210�C have been reported.[16,17]

The glass transition temperature (Tg) in starch, mea-
sured using differential scanning calorimetry (DSC),
was found to be dependent on the moisture content

of the preparation and covered a temperature range
of 22–130�C.[18] Gelatinization studies of starch using
DSC showed that concentrated starch/water suspen-
sions produced a well-defined endotherm under select
conditions. The endotherm was integrated to obtain
the heat of gelatinization for various starches.[19]

Microscopy

A number of excellent reviews on the microscopy of
starches have been published.[2,20–23] As summarized
in Table 1, the granule shape and size is characteristic
of the botanical origin and can be used to identify the
materials. It has been reported that the floury granules,
as found for potato and tapioca starches, tend to be
larger and more regular in shape (round, elliptical, or
oval). Horny starches, such as corn and rice, are
usually described as polygonal because of the angular
sides of the granules caused by the close packing of
the granules in the kernel. An example is given in
Fig. 2 for unmodified cornstarch. Starches are found
as individual granules, but aggregated materials are
also observed and are attributed to the drying con-
ditions. Extensive heat and moisture during drying will
produce a slight gelatinization of the surface of the
granule and cause the granules to adhere together to
form the aggregates. Pregelatinized starch exhibits an
entirely different morphology, as shown in Fig. 3. The
particles are irregular and the starch granules are not
evident as expected from the pregelatinization process.

When unmodified starch granules are observed
using polarized light, two dark lines will form a cross
or a V-shape (Fig. 4). The shape of the cross can be

Table 2 Crystallographic data for A and B type starch

Property A typea B typeb

Lattice Monoclinic Hexagonal

a (nm) 2.124 1.85

b (nm) 1.172 1.85

c (nm) 1.069 1.04

a (�C) 90 90

b (�C) 90 90

g (�C) 123.5 120

Space group B2 —

Density 1.48 —

Volume 2.218 nm3 —
a(From Ref.[11].)
b(From Ref.[12].)

Fig. 2 Scanning electron micrograph of unmodified corn-
starch granules (magnification 2700�).
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used to help identify the type of starch. One expla-
nation for this feature suggests that the density and dis-
tribution of moisture throughout the granule are not
uniform.[2] As the granules dry, stresses are formed
within the granule resulting in the bright regions
observed under the polarized light. When the starch
swells or is gelatinized, the cross is no longer visible
with the polarizing microscope.

Micromeritic Properties

Micromeritic properties, such as particle size, surface
area, density, and flow properties can affect the
disintegration, handling, and tableting properties of

starch materials. A number of methods for determin-
ing the particle size of various starches have been used.
For bulk powder analysis, sieving is employed for large
amounts of material. Another common method for
particle size determination is optical microscopy
because it gives a direct measurement of the individual
particles.[14,24,25] Laser light scattering analysis has also
been utilized to measure the size of dry particles and
suspensions.[26] This analysis was found to be depen-
dent on the model used to fit the data, and better
reproducibility was obtained with samples suspended
in liquid. Surface area measurements of starches have
been obtained by air permeametry[27] or nitrogen
adsorption.[14] Relatively low surface areas ranging
from approximately 0.1–0.5 m2/g have been reported.

Bulk powder characteristics are important in under-
standing the handling properties of an excipient or a
granulated product. A classification system to evaluate
the flow properties of powders has been introduced by
Carr.[28,29] A flowable powder is defined as free-flowing
and tends to flow steadily and consistently, whereas a
floodable powder exhibits an unstable, discontinuous,
and gushing type of flow. A number of studies have
investigated the bulk powder properties of starch[14,30]

and granulations made with starch.[31,32] The starch
materials were found to exhibit poor to borderline flow
properties.

Hygroscopicity

Starch has been classified as a moderately hygroscopic
material.[33] Water sorption studies have been conduc-
ted using static methods (saturated salt solutions in
closed chambers)[33–35] modified inverse frontal gas
chromatography,[36] and automated moisture balance
systems.[14] The isotherms are typically type II curves
exhibiting hysteresis, as shown in Fig. 5. Hysteresis
in starch samples has been attributed to intra- and

Fig. 3 Scanning electron micrograph of pregelatinized
starch (magnification 100�).

Fig. 4 Optical micrograph of unmodified cornstarch under
crossed polarizers (magnification 400�).
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Fig. 5 Moisture isotherm for unmodified cornstarch.
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intermolecular hydrogen bonding of water with
the hydroxyl groups of the starch molecule.[33,37]

The extent of hydration and swelling depends on the
accessibility of the hydroxyl groups in the starch to
the water, and it has been suggested that the amor-
phous regions are responsible for the reversible swell-
ing of starch upon the adsorption of water.[9,37]

USES AND APPLICATIONS

Starch is widely used in the pharmaceutical industry
because, among its other properties, it is readily avail-
able, inexpensive, white, and inert. Excipient compati-
bility studies of starch and various active drugs have
been performed using thermal methods of analysis.
As an example, starch has been found to be compatible
with cephalexin[38] and acetylcysteine[39] using this
method of excipient screening.

Starch is described as a tablet/capsule diluent, tab-
let disintegrant, and glidant. The function of starch
can depend on how it is incorporated into the formu-
lation. Starch will function as a disintegrant when it
is added in the dry state prior to adding a lubricant.
It may exhibit both binding and disintegrant properties
when it is incorporated either as a paste or dry before
granulation with other agents. It has been reported
that starches deform mostly by plastic flow during
compression, but this was found to be dependent on
the particle size, size distribution, and particle shape.[40]

Starch is used in many formulations for its disinte-
gration properties. The most common explanation
for the disintegration properties is the swelling of the
starch granules when exposed to water, and it has been
proposed that amylose is the component responsible
for the disintegration properties of starch due to swell-
ing. A second mechanism suggests that the disintegrat-
ing action of starch in tablets is due to capillary action
rather than swelling. A third proposed mechanism is
based on the particle–particle repulsion forces between
the tablet constituents when in contact with water and
the hydrophilic nature of starch.[41]

A number of new applications have been reported
for the use of starch in formulations. A new linear,
short-chain, high surface area starch product was
prepared by gelatinization followed by enzymatic
degradation for use in directly compressible controlled-
release systems.[6] The combination of ibuprofen-starch
granulates and hydroxypropyl cellulose was used to
produce controlled-release formulations of ibupro-
fen.[42] Gelatinization and freeze-drying has been used
to produce cold water-swellable starch as well as a
matrix forming excipient in sustained release tablets.[43]

Grafted starch microcapsules are being investigated
for the oral administration of vaccines to prevent
degradation.[44]

STARCH DERIVATIVES

Unmodified starch has proven to be an effective and
inexpensive disintegrating agent, however, relatively
high concentrations have been required and the flow
properties have been poor. The major shortcoming of
starch is that while it is effective at disintegrating
tablets, it is less effective at disintegrating the granules
from which the tablets are made. When other proper-
ties, such as rapid disintegration, were necessary, new
materials called starch derivatives were investigated.

Starches undergo many reactions characteristic of
alcohols because of the many hydroxyl groups present
in the structure. Modification of the D-glucopyranosol
units can occur by oxidation, esterification, etherifi-
cation, or hydrolysis. The resulting starch derivatives
are defined by a number of factors such as plant
source, prior treatment (acid-catalyzed hydrolysis or
dextrinization), amylose/ amylopectin ratio or content,
molecular weight distribution or degree of polymeriza-
tion, type of derivative (ester, ether, oxidized), nature
of the substituent group, and physical form (granular,
pregelatinized).[9,45]

The degree of substitution (DS) is a common
method of characterizing starch derivatives and is a
measure of the average number of hydroxyl groups
on each D-glucopyranosyl unit. It is expressed as the
moles of substituent per D-glucopyranosyl units, and
the maximum DS is 3 since three hydroxyl groups
are available in the unit for substitution. Most com-
mercially produced derivatives have a DS less than
0.2. Molar substitution is used when the substituent
group reacts further with the reagent to form a poly-
meric substituent. It is defined as the level of substi-
tution in terms of mole of monomeric units (in the
polymeric substituent) per mole of D-glucopyranosyl
unit and can be larger than 3.

Sodium Starch Glycolate

Sodium starch glycolate is the sodium salt of a poly-a-
glucopyranose in which some of the hydroxyl groups
are in the form of the carboxymethyl ether (Fig. 6).
Starch is carboxymethylated by reacting it with sodium
chloroacetate in an alkaline medium followed by neu-
tralization with acid. Cross-linking is achieved by
physical or chemical methods. The sodium starch

OH

OH

CH2OH

O

O

OH

OH

CH2O-CH2COONa

OO

O

OH

OH

CH2OH

O

Fig. 6 Sodium starch glycolate molecule.
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glycolate commonly prepared from potato starch is
marketed as Explotab and Primojel. It is used as a tab-
let and capsule disintegrant and exhibits superior disin-
tegration properties when compared to various
starches.[27] Sodium starch glycolates prepared from
numerous starch sources (potato, corn, wheat, rice,
sago, tapioca, and enset) have exhibited variations in
disintegration efficiency, which have been related to
the DS, cross-linking, and purity of the materials.[46,47]

Commercial sodium starch glycolate is a white to
off-white, odorless, tasteless powder. It is an amor-
phous material with a Tg ranging from 128 to 156�C
depending on the moisture content of the sample.[33]

It is considered to be a hygroscopic material based
on the moisture uptake observed above 50% RH. It
should be stored in a closed container to prevent
exposure to wide variations in humidity and tempera-
ture that may cause caking. The material is composed
of oval or spherical granules in the range of 30–100 mm.
Flow properties measured for this material show that it
is a free flowing powder that produced formulations
exhibiting excellent mechanical properties.[30]

Maltodextrins

Maltodextrins are carbohydrate materials prepared by
controlled acid or enzyme hydrolysis (depolymeriza-
tion) of corn starch. The D-glucose units are linked
primarily by a-(1-4) bonds but have branched seg-
ments linked by a-(1-6) bonds, as shown in Fig. 7.
The physical properties of these materials are determ-
ined by the degree of starch hydrolysis, which is
expressed as the dextrose equivalent (D.E.) value.
The D.E. is defined as the amount of reducing sugars
present, which is reported as grams of D-glucose per
100 g of dry substance. A high D.E. value represents
a low degree of polymerization of the maltodextrins.

The maltodextrin solids are amorphous, white, or
off-white powders or granules, which are non-sweet and
odorless. The materials are processed by spray drying,
fluidized bed agglomeration, and roller compaction to
improve their handling properties. Maltodextrins are
hygroscopic above 50% RH and need to be stored below

this RH in tightly closed containers. The powders will
begin to gel when the materials are stored above
75% RH. The hygroscopicity of maltodextrins will
increase with an increase in the D.E. value.

Maltodextrins are used as a coating agent, tablet
and capsule diluent, tablet binder, and viscocity-
increasting agent. They have been evaluated as a
direct compression tablet excipient and were found to
exhibit similar compression properties to those of
other direct compression excipients.[48] Studies relating
the degree of polymerization and compression proper-
ties show that tablet properties such as density and
tensile strength could be correlated to the degree of
polymerization and the moisture content of the malto-
dextrins.[49] Matrix pellet formulations using micro-
crystalline wax, maltodextrin, and various binders
were used for sustained release and immediate release
formulations.[50]

CONCLUSIONS

Starches and starch derivatives are important in the
formulation of pharmaceutical drug substances. Vari-
ous starch sources, starch modifications, and starch
derivatives provide a wide range of solids, which can
be used in pharmaceutical applications. The various
properties exhibited by the materials can be exploited
for specific uses during the formulation process.
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Statistical Methods

Charles Bon
AAI Pharma, Inc., Wilmington, North Carolina, U.S.A.

INTRODUCTION

Death and taxes, as the old adage goes, are the only
certainties in life. Although this is an overstatement,
it does emphasize the uncertain world in which the
pharmaceutical scientist lives and works. Faced with
‘‘estimates’’ of product characteristics such as potency,
content uniformity, impurity levels, and dissolution
performance, the scientist must make important go/
no-go decisions. These estimated values, as is true for
most measured quantities, inherently vary from the
true values on which correct decisions depend. Statistical
methods provide tools that enable the pharmaceutical
scientist to act decisively in an uncertain world. An
understanding of basic statistical methods is important
for all who work in the pharmaceutical field.

SOME BASIC CONCEPTS

In the developmental process for many drugs, the drug
product is administered under controlled conditions to
healthy, normal individuals or to the targeted patient
population. This is done to characterize the rate and
extent of absorption, the bioavailability, of the active
drug contained in the product. The bioavailability is
estimated from the measured concentrations of the
drug that appear in serial blood specimens collected
over a period of time after product administration.
Basic statistical principles govern the behavior of the
typical bioanalytical procedure used to measure these
concentrations in the collected blood specimens.

The first step of a typical procedure might involve
the transfer of 0.5 ml of the specimen into a screw-
cap culture tube using a disposable serological pipette.
Next, 100 ml of internal standard, a chemical structur-
ally similar to the drug of interest, is added. A small
volume, 1.0 ml, of a buffer solution at an appropriate
pH level is added to decrease the aqueous solubility
of the drug and internal standard. After thorough mix-
ing, 7 ml of diethyl ether is added to the tube, and it is
capped and shaken to extract the drug and internal
standard into the organic ether phase. The tube is cen-
trifuged to obtain a clean separation of the aqueous
and the organic phases. A 5 ml portion of the organic
phase is transferred to a clean culture tube and iseva-
porated to dryness under nitrogen. The residual of

the extract is reconstituted in 100 ml of mobile phase,
an acetonitrile/methanol/buffer solution, and 10ml is
injected onto a high-pressure liquid chromatogaph
(HPLC) equipped with a 3 m, C8 column. The column
effluent is monitored for ultraviolet absorbance at
280 nm, and the drug and internal standard peak
area, or height, responses are determined. The drug-
to-internal peak response ratio is calculated, and an
estimate of the concentration of drug in each specimen
is obtained through interpolation of the ratio on a
calibration curve. The calibration curve is constructed
from the peak response ratios of extracted calibrator
specimens containing known amounts of the drug in
interference-free blood.

There are several obvious sources where error can
contribute to the uncertainty in the concentration
estimate. If, for example, 1.0 ml of the specimen is
mistakenly transferred instead of 0.5 ml, but the correct
volume was used for preparing the calibrators, system-
atic error would have occurred. Systematic errors lead
to a constant, predictable uncertainty in the estimate.
To deal with a systematic error, we must recognize that
it has occurred and then correct for the mistake that led
to its occurrence. Statistical methods do not address
systematic errors. If, however, the correct 0.5 ml-
volume of specimen and 100 ml volume of internal stan-
dard were used, we still would have errors affecting the
concentration estimate. These errors would be random
errors. Random errors are positive and negative devia-
tions that inherently occur in any attempt to exactly
measure a quantity, in our case, specific volumes of
the specimen and internal standard. We might transfer
0.498 ml of a specimen owing to an unrecognized air
bubble interfering with our reading of the meniscus
in the transfer pipette. Or, perhaps, 0.502 ml is trans-
ferred because of some of the specimen adhering
to the outside of the pipette. Statistical methods are
our tools for dealing with uncertainty resulting from
random error (chance).

After the transfer of the specimen and the addition
of internal standard, the drug-to-internal ratio
becomes a fixed quantity. Any additional random or
systematic volume errors should not affect the concen-
tration estimate. Upon injection of the reconstituted
extract onto the HPLC, however, random errors will
occur that do affect the estimate. These are the result
of chance deviations in the partitioning of the drug

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000437
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 3483



S
tatistical–

S
terilization

and internal standard between themobile phase and the
column. Random fluctuations in the UV detection sys-
tem will also affect the concentration estimate. The
influences of random errors are statistically additive.
In our example, the random errors are independent
of each other in that the occurrence, sign (positive or
negative), and magnitude of each are unrelated to the
occurrence, sign, and magnitude of the others. This is
in contrast to correlated errors, which are related to
each other in some predictable way.

Two important characteristics of any assay method
are its accuracy and its reproducibility. Accuracy is
how close an estimate is expected to be in relation to
the true value for the specimen. Reproducibility relates
to how repeated estimates of the same specimen vary
about their average value. Both accuracy and repro-
ducibility are usually defined for a given concentration
and may differ between low and high specimen concen-
trations. In a good assay method, these differences
should be inconsequential across the working range
of the method.

The expected value of an estimate is the average of
an infinite number of determinations of the estimate.
These infinite determinations, taken as an aggregate,
make up the population of estimates. A population
does not have to be infinite in size. Some examples of
finite populations are the potencies for all tablets in a
given lot of a drug product or the sitting blood pres-
sures of all patients who use a certain antihypertensive
medication in the coming year. The mean (m) of a
population is a parameter of the population. The
estimate of m, obtained from a single concentration
estimate for a specimen, varies from one determination
to the next and is aptly referred to as a variable. If a
variable conceptually takes on a continuum of values,
as is the case for a concentration estimate, it is called
a continuous variable. Variables that take on only
certain discrete values, such as the number of tablets
produced from 50 kg of active drug material, are
referred to as discrete variables.

It is impossible to conduct an infinite number of
extractions of a speciman to determine the accuracy
of a method. As a result, we estimate the accuracy of
an assay by performing a finite number of extractions
(n) on the specimen. We report the accuracy as the
mean (x� ¼ Sxi/n, i ¼ 1, 2, . . . , n) of the multiple
determinations, expressed as a percent of the known
concentration. The finite group of determinations is a
sample from the population, and its mean is referred
to as the sample mean. The sample mean is a statistic
that estimates the population parameter m. If we could
obtain the means from an infinite number of same-size
samples, regardless of their size, then the mean of these
infinite sample means would equal m. In statistical ter-
minology, we say that the sample mean is an unbiased
estimator of the population mean. Unbiasedness is a

desirable property for any statistic. Some statistics only
become unbiased when sample sizes are large. These
statistics are said to be asymptotically unbiased. Such
statistics have their greatest utility when used with lar-
ger samples, such as those consisting of 20–30 determi-
nations rather than smaller numbers such as 2–10.

Reproducibility, or precision, of a method relates to
how individual estimates fluctuate around the average
value. The magnitude of the fluctuation in the popu-
lation is expressed by the parameter variance (s2).
Variance is the average of the squared deviations about
m for all values xi in the population: S(xi � m)2/N. An
unbiased estimate of s2 is obtained from the deviation
of each value (xi) around the mean (x�) for a sample
taken from the population: s2 ¼ S(xi � x�)2/
(n � 1) ¼ (Sxi

2 � (Sxi)
2/n)/(n � 1).

The form of the equation not involving x� is a con-
venient calculating formula that avoids rounding pro-
blems that can occur when individual values are very
close to themean. It is common practice to report the
standard deviation s, which is the square root of the
sample variance. The standard deviation is often nor-
malized as the percent coefficient of variation CV%
by dividing it by thesample mean and expressing the
result as a percent. In the analyses of pharmaceutical
dosage units and in FDA regulations governing these
analyses, the term relative standard deviation (RSD)
is used for this calculated quantity instead of the
term CV%.

Given two estimates of a statistic, one from a sam-
ple of size n and the other from a sample of size 2n,
one might expect that the estimate from the larger sam-
ple would be more reliable than that from the smaller
sample. This is, in fact, supported by statistical theory.
If the variance in the population is s2, then the
variance of the sample mean for samples of size n is
s2/n. The square root of this is the standard error of
the mean. Consistent with the variance of the sample
mean being 1/n times that of a single determination
(s2), the standard deviation and the CV% of the
sample mean are reduced by the square root of n. As
a direct consequence, an assay method that relies on
the mean of two independent concentration determina-
tions has a CV 1/

p
2 that of the same method based on

a single determination. This provides an easy way to
increase the precision (reduce variability) of a method.
An example of this is found in radioimmunoassay in
which it is common for a concentration estimate to
be calculated from the mean response of two determi-
nations of a specimen.

As noted previously, fluctuations in concentration
estimates about the true value arise from multiple,
independent, random errors. Each of the independent
errors (si

2) is statistically additive, such that the total
assay error s2 ¼ Ssi

2. Similarly, the CV% of the assay
will be the square root of the sum of the squared CV%
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method. It is interesting to examine the impact of this
on the determination of the important pharmacoki-
netic measure Cmax, the maximum concentration of a
drug after administration of a drug product. For many
drugs, the biological variability, the degree to which
the true Cmax value varies during replicate administra-
tions of the product to the same individual, can have a
CV of 25% or greater. If an assay method has a 10%
CV and the biological variability for Cmax is 25%, then
the Cmax estimate would have a CV of 26.9%. This is
simply the square root of the sum of the two squared
independent error CVs: 252 þ 102. If the precision of
the assay method was improved to 5% CV, Cmax would
be estimated with a 25.5% CV. The effort required to
reduce a 10% CV assay to half that level, to obtain a
mere 1.4% increase in overall precision would seldom
prove to be cost-effective.

A USEFUL STATISTICAL DISTRIBUTION

The normal distribution appears ubiquitously through-
out science and nature. References to applications of
normal theory are found throughout the pharmaceuti-
cal literature. The distribution is one of the earliest
introduced, having been published in 1733 by De
Moivre. Most scientists have a basic familiarity with
the distribution and its characteristic bell-shaped curve
(Fig. 1). Those familiar with column chromatography
might recognize this shape as that of the perfect chro-
matographic peak. In fact, the principles of chromato-
graphic peak symmetry and peak-to-peak resolution
can be derived from normal theory. The normal distri-
bution is defined by two parameters. The first, m,
defines the central location of the distribution, and

the second, s, defines the spread of the distribution
about its center. The distribution has some unique
properties. Its mean is the same as its median, the value
at which 50% of the population are below and the
remaining 50% are above. The distribution is sym-
metrical, its shape below its center is the mirror image
of its shape above its center. Its mode, the value that
occurs with the greatest frequency, also coincides with
the mean and median. Approximately 68% of the
distribution lies within 1s of the mean, 95% lies within
2s of the mean, and 99.8% lies within 3s of the mean.
The behavior of many observations in nature and
many measurements in science can be approximated
using the normal distribution. An important property
that leads to the nearly universal application of the dis-
tribution is found in the central limit theorem. This
theorem states that regardless of whether a given popu-
lation is normally distributed, the distribution of the
mean of randomly selected samples from the popu-
lation will tend toward normality. This tendency
increases as the size of the sample increases. If the
population is, in reality, normally distributed, then a
sample size of 1 is all that is needed. The more deviant
the population distribution is from normality, the
larger the sample size needs to be for its mean to be
normally distributed.

It is reasonable to question whether the distribution
of the estimates of a drug concentration in a blood
specimen might be approximated by the normal distri-
bution. Table 1 presents the results of repeated analy-
ses of a specimen of interference-free plasma spiked to
contain a known amount of drug. These data are taken
from a comparative bioavailability study in which sin-
gle doses of an unmarketed generic product and the
marketed brand product of a drug were administered
on separate occasions to healthy males. The values pre-
sented are the first of duplicate determinations of a
quality control (QC) specimen that was included with
each batch of subject specimens. This was done to ver-
ify that the in-process accuracy and precision of the
assay method were consistent with the values observed
during the assay validation.

A frequency histogram of the results is shown at the
top of Fig. 2. The bottom of the figure shows the plot
of the normal distribution with mean 207.6 ng/ml and
s 14.1 ng/ml. The shape of the histogram plot is similar
to the plot of the normal distribution. The greatest
deviation between the two is in the region of the center
histogram. The sample distribution is higher peaked in
its center, containing 42% of the values, than is the nor-
mal distribution, which has a 38% frequency at its cen-
ter. The mean, median, and mode of the QC values are
close to being equal, as would be expected if the values
had come from a normal distribution.

A particularly useful form of the normal distri-
bution is obtained by transforming each value xi to
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Fig. 1 The normal distribution.
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its standard normal value. This transformation
converts the distribution to one that is independent
of m and s. The conversion is Zi ¼ (xi � m)/s, where
Zi is known as the standard normal deviate and is
normally distributed with m ¼ 0 and s ¼ 1. Tables
of Z-values can be found in any elementary statistics
textbook, An example is presented in Table 2. The
standard normal deviate table typically provides the
proportion (area under the curve) of the distribution
that lies between �1 and various Z-values (the lower
tail) or between various Z-values and þ1 (the upper
tail). The proportion of the distribution lying within a
given Z range around m is calculated by taking the differ-
ence between the tabled proportions for þZ and �Z.

Table 3 provides the expected percentages of the
standard normal distribution that lie within some
selected Z ranges about m and compares these with
the percentage of the QC sample distribution that falls
within these ranges. The percentages for the sample
distribution are calculated by taking the number of
QC values within each range, dividing it by 42, the
total number of values in the sample, and expressing
this as a percent. Because m and s are unknown, the
sample mean and standard deviation are used in the

calculations. The lower limit and upper limit values,
in ng/ml, for each range is calculated as: [x� � Z � s],
[x� þ Z � s].

As seen in the frequency histogram, the observed
distribution of the QC values in the vicinity of the
mean, between Z ¼ �1 and Z ¼ 1, is higher than
predicted by normal theory. However, the distribution
outside this region closely resembles what would be
expected for a normally distributed variable. A
goodness-of-fit test to determine whether a variable
follows a certain statistical distribution can be con-
structed using a chi-square statistic (Table 4). The
range of the sample values is divided into intervals,
and the expected number of values (E) that should fall
in each interval is calculated. It is important to keep
the intervals large enough so that at least five obser-
vations are expected in each. The number of observed
values (O) in the sample that falls within each interval
is then determined. The chi-square statistic for this test
is w2 ¼ S[(O � E)2/E]. If the calculated statistic value

Table 1 Results of quality control specimen analyses

Batch Conc. (ng/ml) Batch Conc. (ng/ml)

1 188 24 201

2 216 25 197

3 201 26 199

4 166 27 180

5 214 28 237

6 209 29 212

7 226 30 239

8 183 31 207

9 210 32 216

10 213 33 213

11 209 34 226

12 222 35 213

13 214 36 204

14 213 37 194

15 205 38 218

16 226 39 207

17 203 40 196

18 188 41 208

19 215 42 210

20 211 Mean 207.6

21 201 Median 209

22 205 Mode 213

23 206 Standard deviation 14.1

172 154 196 208 220 232 244
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Fig. 2 QC frequency histogram plot and corresponding
normal distribution.
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exceeds that of the critical upper tail, chi-square value
at a ¼ 0.05 (p ¼ 0.05 testing level), we reject the
hypothesis that the sample distribution is consistent
with the assumed statistical distribution. If our calcu-
lated value is less than the critical value, we accept
the hypothesis.

The chi-square table (Table 5) is entered according
to the significance level (e.g., p ¼ 0.05) and the
degrees of freedom (df) for the calculated statistic.
The degrees of freedom for the goodness-of-fit test
are the total number of intervals less one. If, as in
our case, population parameters for the assumed

Table 2 Cumulative areas under the standard normal curve (�1 to Z)ab

Z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5239 0.5279 0.5319 0.5359

0.1 0.5398 0.5438 0.5478 0.5517 0.5557 0.5596 0.5636 0.5675 0.5714 0.5753

0.2 0.5793 0.5832 0.5871 0.5910 0.5948 0.5987 0.6026 0.6064 0.6103 0.6141

0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517

0.4 0.6554 0.6591 0.6628 0.6664 0.6700 0.6736 0.6772 0.6808 0.6844 0.6879

0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224

0.6 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549

0.7 0.7580 0.7611 0.7642 0.7673 0.7704 0.7734 0.7764 0.7794 0.7823 0.7852

0.8 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133

0.9 0.8159 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389

1.0 0.8413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554 0.8577 0.8599 0.8621

1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 0.8830

1.2 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015

1.3 0.9032 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131 0.9147 0.9162 0.9177

1.4 0.9192 0.9207 0.9222 0.9236 0.9251 0.9265 0.9279 0.9292 0.9306 0.9319

1.5 0.9332 0.9345 0.9357 0.9370 0.9382 0.9394 0.9406 0.9418 0.9429 0.9441

1.6 0.9452 0.9463 0.9474 0.9484 0.9495 0.9505 0.9515 0.9525 0.9535 0.9545

1.7 0.9554 0.9564 0.9573 0.9582 0.9591 0.9599 0.9608 0.9616 0.9625 0.9633

1.8 0.9641 0.9649 0.9656 0.9664 0.9671 0.9678 0.9686 0.9693 0.9699 0.9706

1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0.9744 0.9750 0.9756 0.9761 0.9767

2.0 0.9772 0.9778 0.9783 0.9788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817

2.1 0.9821 0.9826 0.9830 0.9834 0.9838 0.9842 0.9846 0.9850 0.9854 0.9857

2.2 0.9861 0.9864 0.9868 0.9871 0.9875 0.9878 0.9881 0.9884 0.9887 0.9890

2.3 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916

2.4 0.9918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931 0.9932 0.9934 0.9936

2.5 0.9938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948 0.9949 0.9951 0.9952

2.6 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0.9962 0.9963 0.9964

2.7 0.9965 0.9966 0.9967 0.9968 0.9969 0.9970 0.9971 0.9972 0.9973 0.9974

2.8 0.9974 0.9975 0.9976 0.9977 0.9977 0.9978 0.9979 0.9979 0.9980 0.9981

2.9 0.9981 0.9982 0.9982 0.9983 0.9984 0.9984 0.9985 0.9985 0.9986 0.9986

3.0 0.9987 0.9987 0.9987 0.9988 0.9988 0.9989 0.9989 0.9989 0.9990 0.9990

3.1 0.9990 0.9991 0.9991 0.9991 0.9992 0.9992 0.9992 0.9992 0.9993 0.9993

3.2 0.9993 0.9993 0.9994 0.9994 0.9994 0.9994 0.9994 0.9995 0.9995 0.9995

3.3 0.9995 0.9995 0.9995 0.9996 0.9996 0.9996 0.9996 0.9996 0.9996 0.9997

3.4 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9998

aEnter table by Z-value to obtain cumulative area entry. As an example, area for Z ¼ 1.96 (entry at row 1.9, column 0.06) is 0.9750, indicating

that 97.5% of the standard normal distribution is below this Z-value, and 2.5% is above. Areas for negative Z-values are calculated by subtracting

the area for the positive Z-value from 1. For example, the area for Z ¼ �1.96 is calculated as 1 � 0.9750 or 0.0250.
bTable values generated using the SAS System.
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statistical distribution are not known and must be esti-
mated from the sample, then the degrees of freedom
are further reduced by the number of parameters
estimated. In our example using eight intervals and
estimating the mean and variance of the normal distri-
bution from the sample, there are 8 � 1 � 2 ¼ 5
degrees of freedom. The critical chi-square value at
a ¼ 0.05 with 5 df is 9.24. As Table 4 shows, our
calculated statistic value, 6.33, is less than the critical
value. Accordingly, we accept the assumption that
the QC values appear to come from the assumed
normal distribution with m ¼ 207.6 and s ¼ 14.1.

Normal distribution theory can be used to test
whether a particular sample value is consistent with
other values or with our past experience. If the mean
m and the variance s2 are known, then we can deter-
mine how deviant an observed value xi, appears to be
by calculating the statistic Z ¼ (xi � m)/s and com-
paring this with the table ofstandard normal deviates.
Suppose that one of the values for our QC specimen
was 170 ng/ml. Past experience has led us to believe
that the results for this QC specimen are normally
distributed with m ¼ 207.6 ng/ml and s ¼ 14.1. Is the

value of 170 ng/ml consistent with the assumption
(hypothesis) that the assay is functioning properly with
only random errors operative. To test this, we calculate
the Z-statistic, which is equal to (170 � 207.6)/
14.1 ¼ �37.6/14.1 ¼ �2.77. From the table of stan-
dard normal deviates, we see that the proportion of
the normal distribution that lies within the range �1
to �2.77 (or similarly, between 2.77 and þ1) is
0.0028. Therefore, the probability of encountering a
value this far removed from the mean (�37.6 ng/ml)
is p ¼ 2 � 0.0028 ¼ 0.0056. Typically, when there
is less than a 5% probability (p < 0.05) of observing
a value, we would question whether our hypothesis
was correct. We conclude, therefore, that either we
have just observed a relatively rare event or that the
assay was not working as expected. The hypothesis
that the observed value deviates from its expected
value owing only to random fluctuation is called the
null hypothesis. If the null hypothesis is rejected, then
we accept some stated alternative hypothesis. In this
example, the alternative hypothesis is that the assay
method was not functioning properly.

The Z-test can also be used to test if the mean x�
from a sample of size n is consistent with the known
mean m of the population. The Z-statistic for this test
is equal to (x� � m)/(s/

p
n), where s/

p
n is the stan-

dard error of the mean. The statistic is evaluated
against the table of standard normal deviates just as
we did in determining whether the QC value of
170 ng/ml was acceptable.

It should be noted that although it is common to use
the 5% level of significance (p < 0.05) for testing, this
level is not always appropriate. If the rejection of the
170 ng/ml QC value causes us to evaluate if the con-
duct and performance of the assay for a particular
batch of specimens were correct, then the 5% level is
probably appropriate. At this level, we would expect
to have to investigate theperformance of 1 in 20 of
the batch runs even when everything was functioning
properly. This would result in what is statistically

Table 3 Distribution of results of quality

control specimen analyses

�Z units

about mean

Expected

percent

Observed

percent

3.0 99.7 100

2.5 99 98

2.0 95 93

1.5 87 88

1.0 68 74

0.7 52 64

0.5 38 55

0.2 18 24

0.1 8 12

Table 4 Chi-square goodness-of-fit test

Zlow Zhigh

Theoretical

proportion x� � Zlow � s x� þ Zhigh � s Expected (E) Observed (O) (O � E)2/E

�4.00 �1.18 0.1190 151.2 191.0 5 5 0.000

�1.18 �0.72 0.1168 191.0 197.5 5 3 0.800

�0.72 �0.37 0.1199 197.5 202.4 5 4 0.200

�0.37 0.00 0.1443 202.4 207.6 6 7 0.167

0.00 0.37 0.1443 207.6 212.9 6 7 0.167

0.37 0.72 0.1199 212.9 217.8 5 9 3.200

0.72 1.18 0.1168 217.8 224.3 5 2 1.800

1.18 4.00 0.1190 224.3 264.1 5 5 0.000

Sum ¼ 6.33; critical w2 ¼ 9.24.
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known as a Type I error. A 5% level of extra circum-
spection would generally not be a problem. However,
if the rejection of the 170 ng/ml value led to our
dropping the value from estimates of in-process accu-
racy and precision, then it is not generally acceptable
to erroneously exclude 5% of the values, thereby calcu-
lating estimates on the best 95% of the results. In this
case, a 1% level of significance (p < 0.01), or even
lower, would be more appropriate. At this lower level
of significance, we would reject fewer values that
deviated from the expected value simply owing to
random error. Although this appears to be desirable,
testing at a lowered level of significance also reduces
our ability to reject values that differ from expected
owing to true assay performance problems. This non-
detection of truly aberrant values is referred to as a
Type II error. Generally, the only way to decrease both
Type I and Type 2II errors is to increase the size of
the sample used in the statistical test.

THE DISTRIBUTION OF THE SAMPLE MEAN

We seldom know the population variance and, there-
fore, must estimate it from a sample. If the population
is normally distributed or if the sample is a large one
from a population that is not normal, then we can con-
struct a test to determine whether the sample mean is
consistent with the known, or assumed, mean. To
do so, we rely on a statistic based on Student’s t-
distribution. The t-distribution, attributed to W.S.
Gossett, who wrote under the pseudonym ‘‘Student,’’
describes the behavior of the means for samples taken
from a normal distribution. The t-distribution is
defined entirely by the sample size n, or more typically
by its degrees of freedom n � 1. The distribution has a
shape similar to that of the standard normal distri-
bution, bell-shaped, but for small samples is lower
peaked and broader than the standard normal distri-
bution. As the sample size increases, the distribution
approaches that of the normal distribution, coinciding
with it when the sample size is infinite. The t-statistic is
used like the Z-statistic, for testing the consistency of a
sample mean with the population mean m. The differ-
ence between the two statistics is that for the t-statistic,
s is replaced by its sample estimate, the standard devia-
tion s. The statistic is t ¼ (x� � m)/(s/

p
n). Table 5

provides a listing of critical t-values (think of them as
t deviates) for different degrees of freedom (n � 1).
Note that at infinite degrees of freedom, the critical
t-value is simply the standard normal deviate Z.

Assume that the QC specimen was supposed to be
prepared to contain 200 ng/ml of drug and that we
do not know the true population variance. Is a sample
mean equal to 207.6 ng/ml based on 42 determinations
consistent with the true value being 200 ng/ml? This
typically would be stated in the form of a null (H0)
and alternative hypothesis (Ha):

H0 : m ¼ 200 ng=ml

Ha : m 6¼ 200 ng=ml

Because s for the population is unknown, we must
estimate it from the sample standard deviation s.
We calculate t ¼ (207.6 � 200)/(14.1/

p
42) ¼ 3.49.

Referring to Table 5 and entering it with 40 degrees
of freedom, the closest-value to the 42 � 1 ¼ 41
degrees of freedom for our calculated statistic, we find
a critical, one-sided, t-value at the 0.005 level equal to
2.70. If the calculated t-statistic value exceeds a tabled
critical value (t > tcrit) or if it is less than the negation
of the critical value (t < �tcrit), then the null hypoth-
esis is rejected. In the example, the calculated value
3.49 exceeds the critical value and we reject the hypoth-
esis that the sample comes from a population with
amean of 200 ng/ml at the 0.01 level of significance

Table 5 Critical values of the Chi-square and student’s t
distributionsa

Chi-square values for

one-sided test

t Values for

one-sided test

DF 0.05 0.025 0.005 0.05 0.025 0.005

1 2.71 3.84 5.02 6.31 12.71 63.69

2 4.61 5.99 7.38 2.92 4.30 9.92

3 6.25 7.81 9.35 2.35 3.18 5.84

4 7.78 9.49 11.14 2.13 2.78 4.60

5 9.24 11.07 12.83 2.02 2.57 4.03

6 10.64 12.59 14.45 1.94 2.45 3.71

7 12.02 14.07 16.02 1.89 2.36 3.50

8 13.36 15.51 17.53 1.86 2.31 3.36

9 14.68 16.92 19.02 1.83 2.26 3.25

10 15.99 18.31 20.48 1.81 2.23 3.17

11 17.28 19.68 21.92 1.80 2.20 3.11

12 18.55 21.03 23.34 1.78 2.18 3.05

14 21.06 23.68 26.12 1.76 2.14 2.98

16 23.54 26.30 28.85 1.75 2.12 2.92

18 25.99 28.87 31.53 1.73 2.10 2.88

20 28.41 31.41 34.17 1.72 2.09 2.85

25 34.38 37.65 40.65 1.71 2.06 2.79

30 40.26 43.77 46.98 1.70 2.04 2.75

35 46.06 49.80 53.20 1.69 2.03 2.72

40 51.81 55.76 59.34 1.68 2.02 2.70

50 63.17 67.50 71.42 1.68 2.01 2.68

60 74.40 79.08 83.30 1.67 2.00 2.66

1 — — — 1.645 1.960 2.576
aTable values generated using the SAS System.
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(2 � 0.005). We, instead, accept the alternative
hypothesis that the QC specimen appears to have been
prepared to contain a drug concentration different
than 200 ng/ml. This is an example of a one-sample
t-test.

Another application of the t-test is the two-sample
t-test. This test is used to determine whether two sam-
ples come from populations with the same mean
(m1 � m2 ¼ 0) or whether the population means differ
by some hypothesized amount (m1 � m2 ¼ c). In both
cases, the statistic iscalculated as t ¼ [(x1 � x2) �
(m1 � m2)]/se, where x1 and x2 are the means of first
sample and the second sample. The denominator of
the statistic is the standard error for the difference
between the two means, calculated as: se ¼ sp(1/
n1 þ 1/n2)

2, where, sp ¼ [((n1 � 1)s1
2 þ (n2 � 1)s2

2)/
(n1 þ n2 � 2)]2, s1 and n1 are the standard deviation
and size of the first sample, and s2 and n2 are the stan-
dard deviation and size of the second sample. We enter
the t-table with n1 þ n2 � 2 degrees of freedom. If
the tabled value is exceeded by our calculated value
or if the calculated value is less than the negation of
the tabled value, then we reject the hypothesis that
the two samples are from populations with the same
mean or differ by the hypothesized amount c.

Assume that we have a second set of 20 QC values
from a second QC specimen, presumably prepared
identically to the specimen from our previous set of
values, and found a mean of 199.6 ng/ml and standard
deviation 13.5 ng/ml. We can evaluate whether these
results are consistent with those from 42 results on
the first QC specimen. The null hypothesis for the test
is that the two QC specimens have been prepared iden-
tically, m1 � m2 ¼ 0. The alternative hypothesis
would be that they are not identical, m1 � m2 6¼ 0.
The standard error is se ¼ [(41 � 14.12 þ 19 �
13.52)/(41 þ 19)]

1=2(1/42 þ 1/20)
1=2 ¼ (193.566)

1=2

(1/42 þ 1/20)
1=2 ¼ 3.78.

The t-statistic is (207.6 � 199.6)/3.78 ¼ 2.12.
Entering Table 5 with 60 degrees of freedom, we obtain
a critical t-value for a one-sided test at the 0.025 level
of significance equal to 2.00. As the alternative hypoth-
esis is that the two QC specimens differ, without regard
to which has the higher and which has the lower value,
the test is a two-sided test. The critical table value at
0.025, one-sided, is the critical value to use for a two-
sided test at 0.05. The calculated statistic exceeds this
critical value, and we reject the hypothesis that the
two sets of QC samples were prepared identically. If
we have the stock solutions used to prepare the two
QC specimens, we would probably analyze them to
see whether they have identical concentrations.

The t-distribution can also provide a tool to evalu-
ate whether two samples on which paired determina-
tions had been obtained appear to come from

populations with the same mean (or from the same
population). A paired t-test can be applied when we
want to determine whether a newly trained analyst per-
forms an assay method with the same proficiency as an
experienced analyst. Suppose that each analyst pro-
cesses seven different QC specimens and we obtain
the following assay results, in the order (new analyst,
experienced analyst): (12.6, 11.3), (3.46, 2.34), (25.4,
22.5), (10.3, 8.80), (5.89, 4.68), (16.4, 14.2), and (9.95,
8.20). The paired t-test deals with the differences for
each of the paired results (new–experienced): 1.3,
1.12, 2.9, 1.5, 1.21, 2.2, and 1.75. The mean difference
is 1.71, with a standard deviation of 0.641. The t-stat-
istic is calculated by dividing this mean by the standard
error (standard deviation/

p
n) and comparing the

result with the critical t-value with n � 1 degrees of
freedom. With the n ¼ 7 pairs in the example, the cal-
culated t-statistic is 1.71/(0.641/

p
7) ¼ 7.06. This

exceeds the critical t-value 2.45 for the two-sided,
0.05 level of significance (the one-sided 0.025 value in
Table 5) with six degrees of freedom. We conclude that
a difference as large as the one observed between the
two analysts would not likely be attributable to ran-
dom error alone. The ‘‘new’’ analyst may need some
additional training.

ANOTHER USEFUL DISTRIBUTION

A commonly encountered statistical distribution is the
binomial distribution. This distribution deals with the
behavior of binary outcomes such as the flip of a coin
(heads/tails), the gender of a child (boy/girl), or the
determination if a tablet has acceptable potency
(pass/fail). When dealing with a sequence of inde-
pendent binary outcomes, such as multiple flips of a
coin or determining whether the potencies of 20 tablets
are individually acceptable, the binomial distribution
can be used. The probability of observing x successes
in n outcomes is C(x,n) pxqn�x. Binomial expansion
for x ¼ 1 to n is C(0,n)p0qn þ C(1,n)p1qn�1 þ
C(2,n)p2qn�2 þ � � � þ C(n,n)pnq0. This sum equals 1,
as the probability of observing at least one of the pos-
sible outcomes is 1 (a certainty). The notation in the
expansion C(a,n) is the number of ways of obtaining
groups of size a from n distinct items: n!/[a!(n � a)!].
As an example, the number of groups of size
three obtainable when there are four different items
is C(3,4) ¼ 4!/[3!(4 � 3)!] ¼ (4 � 3 � 2 � 1)/
[(3 � 2 � 1)(1)] ¼ 4. Note that 0! is defined as 1.
The p in the binomial expansion is the success prob-
ability for the single binary event such as observing
a head with one flip of a coin. The q stands for the
single-event failure probability (e.g., observing a tail)
and is equal to 1 � p.
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In the analyses of blood specimens from subjects par-
ticipating in bioavailability studies, the FDA instructs
laboratories to include quality control specimens
(QC) at each of three known concentrations (low,
mid, and high). The QC specimens are processed in
duplicate with each batch of subject specimens. The
acceptance criteria for the batch, based on the results
of these QC specimens, is that at least four of the six
values must fall within a specified range about their
nominal concentrations. In addition, no more than
one value at each of the three QC concentration levels
can be outside its acceptance range. Combining
binomial and normal distribution theory, we can esti-
mate the number of batch runs we expect to reject
because of random error.

Assume that the acceptance limit for each QC
value is that it must fall within 15% of its nominal
concentration. Any value meeting this criterion passes
and any not meeting this criterion fails (a binary out-
come). The probability of accepting a batch run
based on multiple binary outcomes (QC pass/fail
determinations) will be governed by the binomial dis-
tribution. The probability of a single QC value failing
is equal to the probability of obtaining a concen-
tration outside 85–115% of its nominal concentration.
The concentration estimates are assumed to be nor-
mally distributed with a mean equal to 100% of the
nominal concentration. The sigma value for the esti-
mates is equal to the CV of the assay. If the assay
CV is 12%, the probability of a QC value passing
acceptance criteria is the probability of obtaining a
Z-value between (85 � 100)/12 and (115 � 100)/12
or between �1.25 and þ1.25. The proportion of the
standard normal distribution between �1.25 and
þ1.25 is 0.7888, which is p, the probability of a single
QC value passing. The value of q is 1 � 0.7888 or
0.2112. There are three mutually exclusive ways that
at least four of the six QC values can pass the accept-
ance criterion. All six values could pass, five of the
six could pass, or four of the six could pass. These
outcomes are mutually exclusive; the occurrence of
any one of them excludes the possibility that either
of the other two occurs. The probability of at least
four of six QC values passing, then, is the sum of
the probabilities of each of the three mutually exclus-
ive ways in which this event can occur. It should be
noted that in probability calculations, when an event
A can occur through any one of the mutually
exclusive events B, C, D, etc., then the probability
of A is the sum of the individual probabilities of B,
C, D, etc. However, if A occurs only when events
B, C, D, etc. all occur, then the probability of A is
the product of the individual probabilities of B ,C,
D, etc.

Applying the binomial expansion, the probability of
at least four of the six QC values passing is
C(6,6)p6q0 þ C(5,6)p5q1 þ C(4,6)p4q2 ¼ 1(0.7888)6 þ
6(0.7888)5 (0.2112) þ 15(0.7888)4(0.2112)2, which equals
0.8869. For a batch to pass, however, we have the
additional restriction that when only four of six values
pass, no more than one of the two failures can occur at
the same QC level (low, mid, or high). This restriction
reduces the 15 possible ways that four of six QC values
can pass to 12. This reduces the probability of the batch
being accepted to 0.8869 � 3(0.7888)4(0.2112)2 or
0.8351. There is an 83.5% probability of accepting a batch
run, and there is nearly a 16.5% chance of rejecting it
because of random error. We might consider improving
the precision of the assay rather than proceeding with a
method that is anticipated to erroneously reject nearly
17% of our analyses. If the CV% of the method were
improved to 8%, the probability of batch acceptance
increases to 0.9875, and our expected failure rate is
only 1.2%. With 42 batch runs, we expect to have to
repeat 1–2 batches, as contrasted with the 12% CV assay,
where we expect to repeat seven batches. Here is a case in
which a modest improvement in assay precision reaps
big rewards.

The chi-square distribution used in the goodness-of-
fit test is useful in another important statistical test.
Assume that previous experience leads us to believe
that the s of an assay method is no greater than
10 ng/ml. In processing 42 batches, the observed
standard deviation was 14.1 ng/ml for the QC values.
Is this result consistent with the prior knowledge of
the assay (H0: s � 10), or does it appear that the pre-
cision of the assay has deteriorated (Ha:s > 10)?
Application of a chi-square test can help answer this
question. The appropriate statistic in this caseis
w2 ¼ (n � 1)s2/s2, which follows a chi-square distri-
bution with n � 1 degrees of freedom. In our
example, we replace s in the statistic with 14.1, our
sample standard deviation, and s with our assumed
upper limit of 10 for s. The calculated statistic for this
one-sided test is w2 ¼ (42 � 1)14.12/102 ¼ 81.51.
This calculated value exceeds the critical chi-square
value 59.34 at the 0.005 level of significance and 40
(approximately 41) degrees of freedom. We conclude
that the assay precision had deteriorated and would
probably launch an investigation as to why.

In manufacturing a drug product, it is common to
collect and analyze specimens from the mix of active
and inactive ingredients, the blend. This is done to ver-
ify adequate uniformity of the blend before proceeding
with the manufacturing process. The specimens are
strategically collected from the blend container, for
example, from the left, center, and right regions of
the top, middle, and bottom of the container. Blend
uniformity criteria usually require that the mean assay
value for the specimens falls within an acceptable range
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(e.g., 95–105%) about the label claim (100% potency)
for the product. In addition, the relative standard devi-
ation CV% for the analyses of the blend specimens
must not be greater than some specified limit (e.g.,
5%). Using the characteristics of the normal and the
chi-square distributions, we can estimate the chances
of passing blend uniformity criteria.

Suppose that prior knowledge of the manufacturing
process leads us to believe that we routinely produce
blends with potencies between 97 and 103% of label
claim. We estimate that the variability for a ‘‘good’’
blend is no more than 3% CV, a composite of true
blend inhomogeneity, sampling error, and analytical
method variability. What is the probability of accept-
ing a good blend? The standard error of the mean
for nine specimens from the blend will be 1%, our
worst-case estimate of CV for a single determination
(3%) divided by the square root of the number of speci-
mens collected (9). Assuming that the true potency of
the blend is 97% (a worst-case estimate), then the prob-
ability of observing a mean from nine blend specimens
that is within our acceptance range of 95–105% is the
same as the probability of observing a Z-value between
(95 � 97)/1 and (105 � 97)/1 or between �2 and
þ8. The proportion of the standard normal distri-
bution contained between �2 and þ8 is 0.977, the
probability of passing the first criterion for blend
acceptance. The second criterion is that the CV of
the nine blend specimens must be less than 5%. With
a true CV of 3%, this is the probability of observing
a chi-square value less than (n � 1)52/32 ¼ (8)(25)/
9 ¼ 22.2. With eight degrees of freedom, the prob-
ability of a chi-square value less than 22.2 is approxi-
mately 0.996, which is the probability of passing the
second criterion. The probability of accepting the
blend material is the product of the individual prob-
abilities of passing criterion 1 and criterion 2, or
0.977 � 0.996, which equals 0.973. Therefore, 97%
of our blend batches are expected to pass if only ran-
dom error is operative.

Some have proposed widening the acceptance range
(e.g., 90–110%) but requiring that all individual blend
specimens fall within the widened range. Is this an
easier or harder criterion to meet? The probability of
a single-blend specimen being acceptable, is the prob-
ability of the standard normal deviate Z being between
(90 � 97)/3 and (110 � 97)/3 or between �2.33 and
þ4.33. This probability is 0.99. For the blend to pass
the first criterion, the first specimen, the second, and
the third, up through the ninth, must all, independently,
be acceptable. The probability of passing this first
criterion becomes 0.999, or 0.914. This, when combined
with the probability of meeting the second criterion,
results in a probability of blend acceptance being
0.914 � 0.996 or 0.91. Only 91% of the blends are
expected to pass. The chance failure rate goes from

approximately 1 in 30, based on using the mean to 1
in 11 based on using individual values, despite the
widened acceptance limits.

ONE FINAL DISTRIBUTION

There is one final statistical distribution, the F-
distribution, that is an important addition to the basic
statistical tool chest. This distribution is used in the
evaluation of two variance estimates to determine
whether they are consistent with each other. The QC
sample based on 42 estimates (41 degrees of freedom)
had a standard deviation of 14.1 ng/ml. If we had
another set of 31 QC values (30 degrees of freedom),
perhaps from a second bioavailability study, with a
standard deviation of 19.5 ng/ml, we might want to
know whether the assay precision values for the two
studies were consistent. The variance ratio statistic is
s1

2/s2
2, where s1 is the higher of the two standard devia-

tions, and s2 is the lower of the two. The calculated
value of the statistic is compared with tables of critical
F-values with n1 � 1 numerator and n2 �1 denomi-
nator degrees of freedom. In our case, the critical
F30,41 is approximately equal to 1.74 at the 5% level
of significance (Table 6 for F30,40, the closest value).
The calculated ratio is 19.52/14.12 ¼ 1.91, which
exceeds the critical value. The interpretation is that
the assay precision for the second of the two studies
differs significantly (p < 0.05) from that of the first
(it has less precision, greater CV%).

The F-distribution has great utility in a statistical
test referred to as analysis of variance (ANOVA).
ANOVA is a powerful tool for testing the equivalence
of means from samples obtained from normally dis-
tributed, or approximately normally distributed, popu-
lations. As an example, suppose that the following are
the content uniformity values on 20 tablets from each
of four different lots: lot A mean ¼ 99.5%, standard
deviation ¼ 2.6%; lot B mean ¼ 100.2%, standard
deviation ¼ 2.8%; lot C mean ¼ 90.5%, standard
deviation ¼ 2.1%; and lot D mean ¼ 100.3%,
standard deviation ¼ 2.7%.

Are any of the lots different from the other lots? To
answer this question, we need to conduct a statistical
test with a null hypothesis H0: m1 ¼ m2 ¼
m3 ¼ m4 ¼ m (all means are equal to some unknown
m), and an alternative hypothesis Ha: m1 6¼ m or
m2 6¼ m or m3 6¼ m or m4 6¼ m (at least one mean is
not equal to at least one of the other means). It is
assumed that all lots have the same, unknown, vari-
ance, s2. The F-statistic involves the calculation of
two variance estimates s1

2 ¼ 1/(k � 1) Snj(x�j � x..)2

and s2
2 ¼ 1/(N � k) SS(xij � x�j)2. In the statistic,

x.. is the grand mean across all k ¼ 4 lots, nj is the
number of values from which the jth lot mean x�j was
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determined (20 for each lot), and N ¼ Snj ¼ SSnij

is the total number of xij values (20 þ 20 þ
20 þ 20 ¼ 80). The s1

2 is a pooled variance estimate
of how the category means vary about the grand mean,
and s2

2 is a pooled variance estimate of how the individ-
ual values within each category vary about their
category mean. If the identification (grouping) of the
values into categories (lots) does not affect the variance
estimate, then the variance ratio s1

2/s2
2 will differ from

1.0 by only random error. The F-distribution describes
how the ratio varies about 1.0 owing to random error
when a set of values are arbitrarily grouped into
categories. If the calculated statistic value exceeds the
critical Fk�1, N�k tabled value, then the null hypothesis
of equal means is rejected.

In our example, x� ¼ Snjx�j/N ¼ (20 � 99.5 þ
20 � 100.2 þ 20 � 90.5 þ 20 � 100.3)/80 ¼ 97.625.
s1

2 ¼ (1/3)[(99.5 � 97.625)2 þ (100.2 � 97.625)2 þ
(90.5 � 97.625)2 þ (100.3 � 97.625)2] ¼ 22.689.
Because the square of the standard deviation in each
lot j is sj

2 ¼ S(xij � x�j)2/(nj � 1), we can calculate
s2

2 as (1/(N � k))S(nj � 1) sj
2 ¼ 1/(80 � 4)

[19 � 2.62 þ 19 � 2.82 þ 19 � 2.12 þ 19 � 2.72] ¼
69.0. The calculated variance ratio is 53.8/
6.575 ¼ 3.45 and the critical 5% level F3,76 is <2.76.
The critical value 2.76 is that of F3,60 in Table 6. This
value is the closest tabled value with the desired numer-
ator degrees of freedom (3) and denominator degrees of
freedom 60, which do not exceed N � k ¼ 76. As the
calculated statistic value exceeds the critical F-value, we
reject the null hypothesis that the means of all lots
are the same. We accept the alternative hypothesis
that at least one of the four means differs statistically
from at least one of the other means. Looking at
the four means, it appears that lot C differs from
the others.

Instead of performing ANOVA, we might have con-
sidered pairing each lot mean with each of the other lot
means and performing multiple two-sample t-tests to
determine which ones differ significantly from the
others. This approach would not be acceptable. First,
it does not use all of the available information for
the pooled denominator variance estimate. Second, it
introduces what is known as the multiple comparison
problem. The problem arises if there are multiple, sep-
arate, statistical evaluations conducted on the same set
of data. When we conduct a single test of a hypothesis
at the 5% level of significance (a ¼ 0.05), such as H0:
A ¼ B, we expect to falsely reject the hypothesis 5%
of the time when A actually equals B (Type I error).
We have, therefore, a 95% probability of being correct
in the assessment when the null hypothesis A ¼ B
is true. This is also true for the F-test of
A ¼ B ¼ C ¼ D in ANOVA. If we were to indepen-
dently perform multiple t-tests on our data with
hypotheses such as A ¼ B, B ¼ C, C ¼ D, A ¼ C,

etc., then for each of these 5% level tests, we have a
95% probability of obtaining a correct assessment
when the null hypothesis that all means are equal is
true. To correctly accept thenull hypothesis of all
means being equal, we must simultaneously conclude
that A ¼ B and B ¼ C and C ¼ D and A ¼ C,
etc., from the multiple t-tests . The probability of doing
so is (0.95)(0.95)(0.95)(0.95) ¼ (0.95)n, where n is the
number of pair-wise comparisons conducted by t-tests.
The probability of being incorrect in this multiple pair-
wise approach is 1 � (0.95)n, which exceeds the
desired 5% level for any n > 1. In our case, there
are C(4,2) or six possible pair-wise comparisons. The-
multiple pair-wise approach has a probability of an
incorrect assessment, Type I error when the null
hypothesis is true, equal to 1 � (0.96)6 ¼ 0.265. This
approach would essentially be testing at a 26.5% level
of significance, rather than at the desired 5% level.
For this reason, we only consider pair-wise examina-
tion of the data when the global assessment of equality
of means is rejected by ANOVA. This maintains the
desired 5% significance level.

For the post-ANOVA, pair-wise evaluations, there
are procedures to deal with the multiple comparison
problem. One such procedure is based on the
F-distribution with one and N � k degrees of freedom.
This test also relies on the value of s2

2 from ANOVA.
The test statistic is F ¼ (1/s2

2) [(x.1 � x.2)2/(1/
n1 þ 1/n2)], where x.1, x.2 are the means of the n1

and n2 values for the two lots in the pair-wise compari-
son. Comparing lot A and lot C: F ¼ (1/6.575)
[(99.5 � 90.5)2/(1/20 þ 1/20)] ¼ 123.2. This far
exceeds the critical F1,76 value at even a 1% level, which
is <7.08, based on F1,60, and we therefore reject the
hypothesis that lot A and lot C means are equal.
Because, the means for lot B and lot D differ from that
of lot C by an even greater amount, they also are found to
be statistically different from the lot C mean. By contrast,
the comparison of lots A and D, with means of 99.5%
and 100.3%, respectively, have an F-test value of 0.97,
far less than the critical 5% value, which is <4.00.

The test of the four lots is an example of a one-way
ANOVA. The one-way comes from the fact that there
is only one category (lot) into which the data is classi-
fied. Often, we have more than one category (class vari-
able) in which we need to classify data. Although our
interest may be to determine only whether a particular
class variable has meaning, it is important to include
other class variables that may influence the variability
of the data. ANOVA involves a null hypothesis for
each classification variable that proposes that the
means at each different level of the class (category)
are all equal. If we reject the null hypothesis we con-
clude in favor of the alternative hypothesis, that at
least one mean in the class differs from at least one
other mean in the class. This is also a conclusion that
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meaning.
Assume that we have two analysts to determine the

drug concentrations in plasma specimens from a bio-
availability study, using our previously described ana-
lytical method. Before starting the analyses, we want to
determine whether they are equally proficient with the
method. We might set up the test by obtaining plasma
specimens at three different concentrations of drug.
We then have each analyst process in duplicate each
specimen on each of two different days. The resulting
drug concentration values can be categorized by three
different class variables: analyst, day, and specimen.
The variable analyst has two possible levels, analysts
one and two. Day has two levels (days 1 and 2),
and specimen has three (A, B, and C). ANOVA on
the results is a three-way one, named for the three
classification variables included. Our interest is in the
classification by analyst, but the other two variables
are necessary to properly define how the experiment
was conducted. Table 7 shows the results of the
experiment.

ANOVA calculations are straightforward in this
example and are easily expanded to situations in which
there are higher numbers of categories. The first
ANOVA quantity we calculate is C, the correction fac-
tor. C is simply the square of the sum of all the individ-
ual values, divided by N, the total number of values:
(Sxijkl)

2/N, where i ¼ 1 � 2 (analysts), j ¼ 1 � 2
(days), k ¼ 1 � 3 (specimens), and l ¼ 1 � 2
values for each specimen for each analyst on each
day. Table 8 demonstrates the calculation of this and
the other calculated ANOVA quantities. The quantity
A is calculated as the sum of the squared individual
values: Sxijkl

2 . The ANOVA quantity for each classi-
fication variable (category) is the sum of the squared
totals for each level of the classification, divided by
the number of values in each level of the classification.
As seen with the variable specimen, this is the sum of
the squared totals for the values for each of the speci-
mens A, B, and C, all divided by 8, the number of
values for each specimen (2 values for each of 2 days
for each of 2 analysts). The principle of ANOVA is
that the total sum of squares SSTotal is divisible into
its component sums of squares for each classification

variable plus random error: SSTotal ¼ SSAnalyst þ
SSDay þ SSSpecimen þ SSError. The total sums of
squares are calculated as the difference between two
ANOVA quantities, A � C. The sums of squares for
each classification variable is its ANOVA quantity
minus C. The sums of squares for random error is
determined by difference: SSError ¼ SSTotal �
SSAnalyst � SSDay � SSSpecimen. The degrees of free-
dom are also additive with dfTotal ¼ dfAnalyst þ
dfDay þ dfSpecimen þ dfError. The total degrees of
freedom are simply the total number of values less
one. The degrees of freedom for each class variable
are the number of levels within the class less one.
The error degrees of freedom are determined by differ-
ence. Dividing each sum of squares by its degrees of
freedom provides the mean square MS, which is an
estimate of the population variance s2.

Table 9 shows the construction of the ANOVA
table. If the variance estimate of a class variable
MSVariable deviates significantly from that obtained by
that for random error MSError, then the null hypothesis
that the means at the different levels for that variable
are equal is rejected. In other words, the classification
of data by that variable is explanatory of the variation
observed in the data. We conduct the test by using
the variance ratio test F ¼ MSVariable/MSError, with

Table 7 Evaluation of the proficiency of two

analysts to process plasma samples

Specimen Day Analyst 1 Analyst 2

A 1 52.8 57.9

A 1 52.3 57.5

A 2 53.3 58.0

A 2 52.1 57.0

B 1 42.2 45.6

B 1 42.4 44.2

B 2 41.7 43.8

B 2 40.4 44.1

C 1 56.8 64.0

C 1 57.0 64.9

C 2 59.6 62.6

C 2 57.2 61.8

Table 8 Calculation of ANOVA quantities

Totals No. of observations S (Totals squared)/No.

All 24 values 1269.2 24 C ¼ 67119.53

Days 1 and 2 637.6, 631.6 12 T ¼ 67121.03

Analysts 1 and 2 607.8, 661.4 12 K ¼ 67239.23

Specimens A, B, and C 440.9, 344.4, 483.9 8 R ¼ 68395.42

Square of each value A ¼ 68541.24
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numerator degrees of freedom equal to those of the
variable and denominator degrees of freedom equal
to that of the error term. As shown in Table 9, we
reject the hypothesis that the two analysts process the
specimens equivalently. We also see, as we expected,
that the specimen levels A, B, and C are not equal.
There are no detectable differences in the values
obtained over the 2 days of processing.

In the previous example, we tested the hypothesis of
‘‘equality.’’ In reality, our interests are usually not in
equality but in ‘‘comparability.’’ We generally do not
require, or even logically expect, that two lots of the
same pharmaceutical product will have the exact same
potency. If we had several different lots of a drug pro-
duct and analyzed enough units from each (e.g., 100–
200 tablets), we could detect as statistically significant
even a 1% difference in the potency between the lots.
Although statistically significant, such a difference
would have no practical significance. We require, how-
ever, that the potencies, as with the analysts’ perform-
ance on an assay, be comparable, allowing for a
reasonable margin of error. Although hypothesis test-
ing deals with tests of equality, the closely related con-
fidence interval approach deals with comparability.
The confidence interval calculation can be applied to
comparisons of means from samples drawn from nor-
mal populations or from any population if the samples
are large (thanks to the central limit theorem). First,
we calculate the difference between two means from
samples from the two population x�1 � x�2, which esti-
mates the difference between the population means
m1 � m2. Next, we need to calculate the standard error
for this difference. The standard error is calculated as
se ¼ (sp

2/n1 þ sp
2/n2)0.5, where n1 and n2 are the num-

ber of values in the first and second samples, and sp
2 is a

variance estimate (sp
2 from t-test and s2

2 from one-way
ANOVA or MSError). We have (1 � a) � 100% con-
fidence that the true difference between the population
means falls within the interval (x�1 � x�2) �
se � ta/2, where ta/2 is the critical one-sided t-value
at the a/2 level of significance and degrees of freedom
equal to those for our variance estimate sp

2.
In ANOVA for the results from the two analysts,

MSError ¼ 1.2953 with 19 degrees of freedom.

The means for analyst 1 was 607.8/12, or 50.65 and
for analyst 2 was 661.4/12, or 55.12. The difference
between the means is �4.47. The standard error se
for the difference would be(sp

2/n1 þ sp
2/n2)0.5 ¼

(2sp
2/n)0.5 ¼ (2MSError/12)0.5 ¼ (2 � 1.2953/12)0.5 ¼

0.465. The critical t-value for a 95% confidence interval
is the one-sided, 0.025 level valueat 19 degrees of
freedom, 2.095. The 95% confidence interval is
(�4.47) � (0.465) (2.095) or from �5.44 to �3.50. We
have 95% confidence that the results of analyst1 are
between 6.34% (100 � 3.50/55.12) to 9.88%
(100 � 5.44/55.12) lower than those of analyst 2 using
the assay method. Because the value 0 is not included in
the 95% confidence interval, we can conclude at the 5%
level that there is a statistically significant difference
between the two analysts, the same conclusion we
had with ANOVA. However, a difference of 9.88%,
the maximum confidence interval limit, might not be
large enough for us to reject that the two analysts are
comparable in their performance of the assay method.
This is a decision that was not possible based solely on
ANOVA results.

LINEAR REGRESSION

Those familiar with analytical methods probably have
familiarity with ‘‘fitting a straight line’’ through data
points. The statistical method generally used is known
as linear regression or ordinary least-squares. Even the
simplest scientific calculators and spreadsheet pro-
grams contain the methods for determining the slope
(m) and intercept (b) of the line relating the dependent
variable y (measured with random error) to the inde-
pendent variable x (without random error),
y ¼ mx þ b. The statistical form of this is yi ¼
mxi þ b þ ei, where ei is the random error for the
observation yi at a specific value of xi. The calculations
for fitting the line are easy, with m ¼ [S(xi � x�)
(yi � y�)]/[(xi � x�)2] and b ¼ y� � bx�, where y�
and x� are the mean values for all the yi and xi values,
respectively. It is common to have more than a single y
value for each x value. A basic assumption is that the

Table 9 Calculation of ANOVA table

ANOVA

Source of variation DF SS MS ¼ SS/DF F-ratio

Day 1 1.5000 (T � C) 1.5000 1.16

Analyst 1 119.7067 (K � C) 119.7067 92.42a

Specimen 2 1275.8958 (R � C) 637.9479 492.51a

Error 19 24.6108 (A � T � K � R þ 2C) 1.2953

Total 23 1421.7133 (A � C)
aIndicates statistical significance (p < 0.05).
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variance (error) in the determination of each yi value is
independent of its corresponding xi value.

As previously indicated, the determination of a drug
concentrations in plasma specimens requires the con-
struction of a calibration response curve. This curve
is often constructed as a straight line from the mea-
sured peak response ratios (yi) plotted against their
respective calibrator concentrations (xi). The drug con-
centration in a specimen or the apparent (back-calcu-
lated) calibrator concentration is obtained from a
rearrangement of theequation for the calibration line
(without error) xi ¼ (yi � b)/m. An example of a
calibration curve with back-calculated concentrations
is given the first four columns of Table 10.

It is obvious that the lower end of the calibration
curve does not provide an accurate representation of
the calibrator concentrations, a problem that does
not exist at the higher end of the curve. This problem
illustrates what can happen when there is violation of
the assumption of equal (homogeneous) variance for
the yi values. In bioanalytical methods, the largest
component of the random error can often be attributed
to volume errors, One often finds that the standard
deviation of the response (yi) is proportional to the
concentration (xi), that is, ei ¼ kxi, where k is a
constant. This violates the assumption of homogeneity

of variance for yi. To correct for this, we can use a
variance-stabilizing transformation. If we divide the
equation of the line by xi, we obtain yi/xi ¼
m þ b(1/xi) þ ei/xi. However, ei/xi ¼ K is a con-
stant, resulting in equal variance for yi

0 ¼ yi/xi. When
yi
0 is regressed against 1/xi, we obtain a line with slope

equal to our desired intercept b and an intercept equal
to the desired slope m. The last four columns of
Table 10 demonstrate with calibrator data how this
transformation provides accurate estimates for the back-
calculated concentrations. The variance-stabilized line
provides a slope estimate that differs only slightly from
that of the original line (0.938 ! 0.941) and an intercept
estimate that differs more substantially (0.195 !
0.0834). The approach of weighted least-squares, avail-
able in many advanced regression programs, gives the
same results, using a 1/x2 weighting, and provides a
greater choice for variance stabilization.

CONCLUSIONS

The methods presented will hopefully provide a basic
foundation for the application of statistics to pharma-
ceutical problems. Because of space limitations, the
discussion has been limited to situations in which

Table 10 Linear regression analyses of calibrator curve data

Calibrator

(ng/ml)

(x)

Response

ratio (y)

Backa

calculated

(ng/ml)

Accuracy

(%) 1/x (x0) y/x (y0)

Backb

calculated

(ng/ml)

Accuracy

(%)

0.250 0.321 0.134 54 4.000 1.285 0.253 101

0.250 0.311 0.123 49 4.000 1.244 0.242 97

0.500 0.545 0.373 75 2.000 1.090 0.490 98

0.500 0.59 0.419 84 2.000 1.178 0.537 107

1.00 1.042 0.902 90 1.000 1.042 1.02 102

1.00 0.994 0.851 85 1.000 0.994 0.967 97

5.00 4.981 5.10 102 0.200 0.996 5.20 104

5.00 4.466 4.55 91 0.200 0.893 4.66 93

10.0 9.911 10.4 104 0.100 0.991 10.4 104

10.0 9.247 9.65 96 0.100 0.925 9.73 97

25.0 24.132 25.5 102 0.040 0.965 25.5 102

25.0 22.448 23.7 95 0.040 0.898 23.8 95

50.0 44.061 46.7 93 0.020 0.881 46.7 93

50.0 51.171 54.3 109 0.020 1.023 54.3 109

100 101.132 108 108 0.010 1.011 107 107

100 88.314 93.9 94 0.010 0.883 93.7 94

250 227.438 242 97 0.004 0.910 242 97

250 241.472 257 103 0.004 0.966 256 103
aSlope ¼ 0.938; intercept ¼ 0.195.
bSlope ¼ 0.941; intercept ¼ 0.0834.
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known statistical distributions could be assumed
(parametric analyses). This is not always the case with
real-life data. Fortunately, there are a number of non-
parametric, distribution-free methods available to the
pharmaceutical scientist to deal with analyses of such
data. A general knowledge of statistical methods is a
necessity for the pharmaceutical scientist. It is, how-
ever, also important for the scientist to realize when
a problem or experimental design requires consultation
with a statistician. The pharmaceutical statistician has
a toolbox of methods considerably more advanced
than the few basic methods presented here.
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INTRODUCTION

Scope

Statistical process control (SPC) provides a statistical
approach for evaluating processes and for improving
the quality of these processes through elimination of
special causes. When SPC is effectively implemented
within a company, benefits can be derived through a
reduced cost of manufacture, improved quality, fewer
troubleshooting crises, and improved relationships
with customers. Process capability is a companion
tool—one that can be used once a state of statistical
control is achieved—to assess the performance of a
process relative to its product specifications. Process
capability can be used to determine whether processes
are capable of continually operating within their stated
specification limits.

These tools have been used successfully in such
industries as the automotive and semiconductor indus-
tries and have been credited for helping to provide
great improvements in quality. They have been used
to a lesser extent in the pharmaceutical industry but
do provide the same potential for providing improve-
ments in quality. This chapter provides a clear expla-
nation of these concepts and how they can be used in
practice. The relevance of these concepts to the phar-
maceutical industry and some of the cautions associa-
ted with their use will be discussed. Some examples will
be provided to aid in the understanding of their use. In
addition, some possible reasons why these concepts
have been slow in gaining acceptance within the
pharmaceutical industry will be discussed.

Basic Principles

A process is defined as a set of interrelated or interact-
ing activities that transform inputs into outputs.
Statistical process control is a set of techniques for
improving the quality of its output. Although manu-
facturing processes first come to mind, SPC can apply

to any process, such as services, office procedures, and
quality assurance functions. Process capability analy-
sis assesses the ability of the process to consistently
meet specifications.

In any process, regardless of how well designed or
maintained, a certain amount of natural or inherent
variability will exist. This natural variability has been
called a ‘‘stable system of chance causes.’’ A process
operating with only chance causes is said to be in
statistical control, and the variation is said to be
because of common causes. Statistical process control
evaluates whether or not a process is in statistical con-
trol with respect to one or more process or product
characteristics.

If an upset occurs in a process (indicated by a
spike, sustained shift, or trend in the process mean
or by a change in the process variability), then an
investigation is initiated to determine the special cause
of the upset. The special cause, when determined, is
either eliminated or controlled by process adjustment.
By eliminating or controlling the special causes,
process improvement occurs. Root cause analysis is a
structured investigation that aims to identify a
special cause and the actions necessary to eliminate it,
and involves the use of a collection of tools including
flow charts, brainstorming, cause-and-effect diagrams,
and Pareto analysis, as described in other references.[1,2]

The control chart is the basic analytical tool of SPC
and is used for first assessing a process, then for moni-
toring a process output with respect to on-target con-
trol and process variability. A control chart is
basically a time plot of a statistic calculated from a
variable associated with a process. This variable may
either be a process variable, such as temperature or
flow rate, or a product variable, such as fill weight or
potency. Examples of statistics are an individual
measurement, an average of two or more measure-
ments, a percentage of defective output items, a count
of defect occurrences in time or space, or a measure of
variation such as a range or standard deviation of two
or more measurements.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120012018
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Superimposed on this time plot are the upper and
lower control limits, traditionally set at a distance of
�3 times the standard error (SE) of the statistic from
the center line or process mean. This controls the risk
of a false alarm at a low level (a chance of 3 of 1000 if
the distribution is normal). The process is said to be in a
state of statistical control if the plotted points appear
to occur in a random pattern and are contained within
the control limits. The centerline and control limits are
calculated from retrospective data from the process.

STATISTICAL PROCESS CONTROL

The Shewhart Chart

The Shewhart Chart is applicable when the data
are numeric and multiple data values are taken at
each time point. For discrete parts processes, multiple
items are sampled from the process at each time
point and measured for one or more characteristics.
These multiple measurements constitute a subgroup.
The number n of measured items in the subgroup
is the subgroup size. The values of the measured
characteristic in a subgroup are denoted as
X1,X2, . . . ,Xn. The subgroup average X ¼

P

i¼1
n Xi/n

is calculated and plotted on the Average Chart (also
called the X-Bar Chart) as a measure of the process
average at that time point. The subgroup range
R ¼ Max(Xi) � Min(Xi) is also calculated and
plotted on the Range Chart (also called the R-Chart)
as a measure of the process variation at that time
point. The two charts are used as a unit and constitute
the Shewhart Chart.

On each of the component charts, the average value
is represented as a solid line, called the central line
(CL). For the X chart, the CL is the average of the
averages X ¼

Pk
j¼1 Xj=k, and for the R-Chart, the

CL is the average range R ¼
P

j¼1
k Rj/k, where k is

the number of subgroups.
Around the CL are the control limits, set at �3 SE

of the statistic being plotted. If the statistic value falls
outside the control limits, this is a signal that the pro-
cess is not in a state of statistical control. Because the
standard errors are functions of the process standard
deviation s, an estimate of this quantity is necessary.
This can be supplied by the average range. The lower
control limit (LCL) and upper control limit (UCL)
are calculated as follows:

Chart CL LCL UCL

Average X X � A2R X þ A2R

Range R D3R D4R

The values of A2, D3, and D4 are given in Table 1.

The d2 factor is used to provide an estimate of the
process standard deviation ŝs ¼ R=d2, where the caret
(^) denotes an estimated value. More extensive tables
of control chart factors are available.[3]

Shewhart Chart Example

An example of a Shewhart Chart is shown below for a
hypothetical powder fill process. Five vials of product
were sampled every hour and the net content of each
vial was determined. The Shewhart Chart is shown in
Fig. 1. The Average Chart indicates lack of statistical
control at subgroups 3, 4, 9, 14, and 17. Further study
of the Average Chart indicates a possible shift in the
process mean at subgroup 12, and the Range Chart
shows an increase at subgroup 6. Subsequent special
cause investigation determined that the shift in process

Table 1 Control chart factors

n A2 D3 D4 d2

2 1.880 0 3.267 1.128

3 1.023 0 2.575 1.693

4 0.729 0 2.282 2.059

5 0.577 0 2.114 2.326

6 0.483 0 2.004 2.534

7 0.419 0.076 1.924 2.704

8 0.373 0.136 1.864 2.847

9 0.337 0.184 1.816 2.970

10 0.308 0.223 1.777 3.078
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Range chart
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Fig. 1 Shewhart control chart for a hypothetical powder fill
process.
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containing powder of a higher bulk density before sub-
group 12 (the filling was controlled by volume). A line
stoppage before subgroup 6 because of a shift change
caused increased variability in the fill weights of the
product on startup.

The purpose of SPC is to detect special causes so
that they can be eliminated. In this example, two spe-
cial causes were uncovered: the change in input powder
bulk density and the unnecessary line stoppages.

Calculations for the Shewhart Chart

This section illustrates the calculations required to gen-
erate the control chart provided in the preceding
example. In this case, the control limits were calculated
from the available line data. In subsequent phases of
SPC, these control limits would be applied to future
data as they are measured from the process. The
averages and ranges calculated for each subgroup for
the current data are in Table 2.

The overall average of the k ¼ 20 subgroup
averages and the overall average range of the sub-
group ranges were calculated using the formulas

X ¼
Pk

i¼1 Xi=k ¼ 6017:6=20 ¼ 300:9 and R ¼
P

i¼1
k Ri/k ¼ 51.6/20 ¼ 2.6. These values were

plotted as the centerlines of the Average and Range
Charts, respectively.

For a subgroup size of n ¼ 5, the control chart
factors taken from Table 1 were:

n A2 D3 D4 d2

5 0.577 0 2.114 2.326

The control chart limits for the Average Chart were:

LCL ¼ X � A2R ¼ 300:9 � ð0:577Þð2:6Þ ¼ 299:4

UCL ¼ X þ A2R ¼ 300:9 þ ð0:577Þð2:6Þ ¼ 302:4

The control chart limits for the Range Chart were:

LCL ¼ D3R ¼ ð0Þð2:6Þ ¼ 0

UCL ¼ D4R ¼ ð2:114Þð2:6Þ ¼ 5:5

An estimate of the process standard deviation was
ŝs ¼ R=d2 ¼ 2:6=2:326 ¼ 1:1.

Control Chart Design

A basic concept in the Shewhart Chart methodology is
the division of observations into rational subgroups to
maximize variability between subgroups and to mini-
mize variability within subgroups. As an example, if
we are sampling four bottles from a filling line each

hour, it would be better to sample them all at one time,
rather than to sample one bottle every 15 min. Sam-
pling over a longer period of time can capture sources
of variability other than inherent variability.

Frequency of sampling depends on the dynamics of
the process; that is, it depends on how quickly the pro-
cess reacts to changes in process inputs and on the con-
sequences (costs) of failing to react quickly to
changes.[4] Another consideration is the testing time
turnaround, because a high sampling frequency is not
useful if the test results are not available before the
time that the next sample is taken. Typically, physical
measurements may be made in real time whereas
chemical measurements may require laboratory assay.

The subgroup size is based on a number of considera-
tions: cost and ease of sampling, cost and ease of
measurement, and the need to quickly detect shifts from
target of a given magnitude. A subgroup size of four or
five is the most common, especially for physical measure-
ments, because it assures that the average value is
normally distributed if the distribution of the individuals
is reasonably symmetric. If testing is lengthy or expen-
sive, the subgroup size can be reduced to two or three.
Large subgroup sizes, such as 10 or 20, are unusual
and recommended only in those situations where the
control chart must be sensitive to small shifts in the
process mean and the testing is rapid and inexpensive.

The chart in Table 3 indicates how quickly the
X-Bar Chart would react to a shift of h standard devia-
tions (hs), in terms of the average number of sub-
groups or average run length (ARL), as a function of
subgroup size n.[1] The larger the subgroup size is,
the more sensitive the chart is to a given shift.

Supplemental Statistical Process Control Rules
for Detecting Lack of Statistical Control

The process is in a state of statistical control if the values
are within the control limits and the pattern is random.
To help detect special causes, a set of supplemental rules
is available from the ‘‘Statistical Quality Control Hand-
book,’’[5] and a subset of these rules is given below.
The process is deemed ‘‘out of control’’ when:

2 of 3 points fall outside the warning limits (shift)
8 points in a row fall above or below the CL (shift)

6 points in a row are steadily increasing or decreas-
ing (trend)

14 points in a row alternate up and down (two feed
sources or overadjustment).

To implement these rules, it is helpful to also show on
the chart the lines for �2 SE (warning limits) in
addition to the control limits. These rules should be used
with discretion; studies have shown that the use of the
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supplemental rules causes an increase of ‘‘false alarm
signals’’ vs. using the �3 SE control limits only.[6]

Control Charts for Multiple Processes

Many processes consist of multiple streams, such as
multiple-head fillers for powder fills or multicavity
molds for tablet compression. Each stream must be
considered a separate process.[7] There are two general
situations:

(1) The stream number can be identified at time of
product inspection.

(2) The stream number cannot be identified.

For case (1), a group control chart could be main-
tained on all streams but it suffices to plot only the
two streams corresponding to the highest and lowest
values. The chart limits are set up for a single stream
and run rules should not be used. If the output of
the heads is highly correlated, then a single chart on
one stream may be used as a surrogate for all streams.

Case (2) often applies to high-speed fillers with a
large number of heads. For this situation, a random
sample of a subset of the heads can be taken at each

time period. Once per shift (or, more frequently, if
necessary), a complete set from all heads (a ‘‘head
check’’) should be taken and these data can be exam-
ined for necessary individual head adjustments.

There are two types of special causes in multiple
processes: those that affect a single head (e.g., plugging),

Table 3 Average run length to detect a shift of hs vs.

subgroup size

h

Subgroup size (n)

1 2 4 6 10 16

0.5 167.3 92.4 44.0 26.4 12.8 6.3

0.6 124.4 63.9 27.8 15.9 7.4 3.6

0.8 72.3 32.4 12.4 6.7 3.1 1.7

1.0 44.0 17.7 6.3 3.4 1.8 1.2

1.2 27.8 10.4 3.6 2.1 1.3 1.0

1.4 18.3 6.5 2.4 1.5 1.1 1.0

1.6 12.4 4.3 1.7 1.2 1.0 1.0

1.8 8.7 3.1 1.4 1.1 1.0 1.0

2.0 6.3 2.3 1.2 1.0 1.0 1.0

2.5 3.2 1.4 1.0 1.0 1.0 1.0

3.0 2.0 1.1 1.0 1.0 1.0 1.0

Table 2 Averages and ranges calculated for each subgroup for the current data

Subgroup Data Average Range

1 299.7 298.7 300.2 301.3 301.2 300.2 2.6

2 301.7 297.8 299.8 301.1 298.9 299.9 3.9

3 299.3 298.3 298.2 299.0 299.2 298.8 1.2

4 297.9 299.4 299.6 300.1 299.6 299.3 2.3

5 299.7 299.6 301.3 299.9 299.8 300.1 1.7

6 299.5 302.0 300.9 302.4 299.3 301.2 7.0

7 301.7 298.4 300.5 300.9 301.9 300.7 3.5

8 299.9 299.5 300.7 299.6 300.8 300.1 1.3

9 298.6 299.2 298.5 299.6 300.0 299.2 1.5

10 300.0 299.7 302.2 298.3 299.3 299.9 3.9

11 297.4 301.4 298.7 299.3 300.8 299.5 4.0

12 300.5 300.9 300.6 298.6 298.9 301.9 2.2

13 300.7 300.3 299.1 299.8 300.1 302.0 1.6

14 300.6 300.1 299.1 301.9 300.5 302.4 2.8

15 300.1 300.8 300.9 299.4 299.1 302.0 1.8

16 301.1 298.8 298.4 300.7 300.6 301.9 2.7

17 302.2 301.4 301.3 300.1 300.0 303.0 2.2

18 300.5 300.0 298.9 298.2 300.8 301.7 2.6

19 300.4 300.6 300.2 299.0 301.2 302.3 2.3

20 299.7 299.2 299.2 299.6 299.5 301.4 0.5

Sums over subgroups 6017.6 51.6

Averages over subgroups 300.9 2.6
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check addresses the first kind, and the control chart of
random samples addresses the second kind. Head-to-
head variation can be considered a special cause, but
one that cannot be eliminated entirely.

Other Control Charts

A standard deviation chart can be used instead of the
Range or R-Chart, where the sample standard deviation

s is calculated as s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i¼1ðXi � XÞ2=ðn� 1Þ

q

. The

statistic s is considered to be more ‘‘efficient’’ than the
range R because s makes use of all the data instead of
the two extreme data points in the subgroup. However,
the R-Chart is easier to use on the shop floor and is
recommended for subgroups sizes up to seven, where R
is at least 90% as efficient as s. Control chart factors
for the s chart can be found in Ref.[3].

The Individual — Moving Range Chart is used
when the subgroup size is one. If the process deals with
bulk product in a batch or a continuous process, only
single measurements may make sense because multiple
measurements would reflect only the assay and sam-
pling variability, not the process variability. Because
there is no measure of variability in a single measure-
ment, the moving range, or the absolute difference
between two successive individual values, is calculated.
The average moving range performs the function that
the average range does in the Shewhart Chart. The
control limits for the Individual Chart are computed
using an A2 value of 2.66. The UCL for the Moving
Range Chart uses a value of D4 equal to 3.267.

Two alternatives to the Shewhart control chart,
which are more complicated to calculate but generally
more effective to detect small shifts, are the Cumulat-
ive Sum (or Cusum) control chart and the Exponen-
tially Weighted Moving Average (EWMA) control
chart. These control charts will not be discussed here,
but are described in standard references.[1,2]

The P-Chart is used when the statistic plotted is the
fraction defective p of n product units. The C-Chart is
used when the statistic plotted is the count c of defects
or occurrences of an event in time or space. These
charts are termed ‘‘attribute charts’’ and are also
described in standard references.[1,2]

Developing and Maintaining a Statistical
Process Control Program

An SPC program can be valuable when used on pro-
cesses where production is steady. The best chance for
successful application occurs when a team is formed,
comprising the plant operators, first-line supervisors,

technical support people, and plant management.
The team must decide on the most critical variables
to track, and these variables should be kept to a
minimum.

Ryan[2] discusses three phases of control chart
usage:

Phase I—retrospective analysis of historical data
for process assessment

Phase II—process monitoring in real time to find
and control special causes

Phase III—process monitoring to confirm that the
process remains in statistical control.

In Phase I, if data are not already available, the first
step is to set up a plan for gathering and charting the
data. These charts should be kept in the operating area
and are usually manually plotted. Operators are
encouraged to record all process adjustments as well
as to record anything that might have happened to
the process. These charts may be part of the operating
records. A minimum of 100 data points is recom-
mended before control limits are calculated and placed
on the charts.[2] Because most of the subgroups are of
size four to five, this amounts to approximately 20–25
subgroups. The initial plots may simply be Run
Charts, where the averages are plotted. The team
should be discussing potential special causes that might
affect the process variable being plotted.

In Phase II, the team should immediately react to an
out-of-control signal and investigate for a special
cause. During this phase, the team should record any
process information that might be relevant in special
cause identification. This phase is complete when the
process is in control for an extended period of time
with infrequent signals (say, one in every 100–300 sub-
groups). The control limits should be recalculated if a
process change has occurred. They may also be recal-
culated at some specified frequency, such as every 50
subgroups or annually, depending on how often the
observations are taken.

During Phase III, the process is monitored for
instances of special causes. When special causes cannot
be entirely eliminated, an Out-of-Control Action Plan
(OCAP) can be developed for routine use by operating
personnel.[2] The OCAP comprises three features: acti-
vators, checkpoints, and terminators. The activators
define the conditions that signal when the OCAP must
be activated, and the control chart usually performs
this function. The checkpoints instruct the operator
to investigate specific items as possible special causes
for the out-of-control condition. Once a checkpoint
has been identified as a special cause, a terminator calls
for a specific action to be applied to resolve the problem.

The purpose of SPC is to reduce variability and to
improve the quality of process output. Such programs
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derive benefits through reduced costs of manufacture,
better quality, fewer troubleshooting crises, and
improved relationships with customers. In a strict
sense, SPC is a tool for getting a process into statistical
control, not for making process adjustments. For mak-
ing process adjustments, while data continue to be
charted, the centerline is usually set at the target value
and process adjustment schemes are needed. Without
these schemes, operators will tend to over adjust.
One reference that discusses such manual process
adjustment schemes in detail is Ref.[4]. Two summary
articles on the same topic can be found in Refs.[8,9].

PROCESS CAPABILITY

Defining Process Capability Indices

As stated earlier, a process capability analysis assesses
the process performance relative to product specifica-
tions. Specification limits are denoted as LSL for the
lower specification limit, and as USL for the upper speci-
fication limit. In some cases, there is only a single speci-
fication limit, either a lower limit or an upper limit.

Two process capability indices are in common use,
and they are as follows:

(1) The process-centered index CP ¼ (USL �
LSL)/6sC

(2) The process-shifted index CPK ¼ MIN
[(USL � m)/3sC,(m � LSL)/3sC]

where m is the process average and sC is the standard
deviation measuring the inherent process variability.
The CP index can be used only when there are two-
sided specifications. These indices are defined so that
higher is better.

Figs. 2–4 illustrate the meaning of the CP index for
the following situations: CP < 1, CP ¼ 1, and CP > 1.
The three situations can be described as follows:

CP < 1: The m � 3sC range of this process distri-
bution (the area under the curve) is wider than
the specification limits, so that CP < 1 (Fig. 2).
A large percentage of rejects is produced even

when the process is centered and in control.
The defects are depicted as the area under the
curve outside the specification limits, and the
process is clearly not capable of producing a
product that consistently meets specifications.

CP ¼ 1: For this process, the m � 3sC range
coincides with the specification limits; therefore
CP ¼ 1 (Fig. 3). Assuming that the process is
centered and in control, the defect rate is
0.27% if the process output is normally distrib-
uted.

CP > 1: For this process, the m � 3sC range is
much tighter than the specification limits, so that
CP > 1 (Fig. 4). The process has room for slight
shift and drift without producing defects.

If a process is not centered, than a more meaningful
process capability index is CPK. This is shown in Fig. 5.

CPK < 1: For this process, CP > 1, but the process
is not centered; therefore defects are produced. For this
reason, CPK < 1 better reflects this situation (Fig. 5).
Another definition of CPK that might be easier to
understand is CPK ¼ j m � nearest spec limit j /3sC.

The relationship between CP and percent defective
(assuming a normal distribution) is given in Table 4.

For these indices to be meaningful as descriptors of
process capability, the process must be in a near state
of statistical control. A perfect state of statistical con-
trol is rarely attainable. A criterion for near-statistical
control is that out-of-control signals appear about
once in every 100–300 subgroups. This is usually the
case in Phase III of the SPC program. Until that point

LSL USL

Mean

Fig. 2 Comparison of process output vs. specifications for
CP < 1.

LSL USL

Mean

Fig. 3 Comparison of process output vs. specifications for
CP ¼ 1.

LSL USL

Mean

Fig. 4 Comparison of process output vs. specifications for
CP > 1.
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is reached, the process capability indices should reflect
only the process potential should the special cause varia-
tion be eliminated. Some of the many cautions asso-
ciated with the use of capability indices are described
throughout this entry and detailed in Refs.[10,11].

Defining Process Performance Indices

Sometimes an analysis of process capability is desired
when the process is not in a state of strict statistical
control. When this occurs, process performance indices
should be used. Process performance indices can be
defined as: PP ¼ (USL � LSL)/6sP, and PPK ¼
MIN[(USL � m)/3sP,(m � LSL)/3sP], where sP is
now the overall standard deviation of the process out-
put characteristic.

For a process that is not in a state of strict statistical
control, sP is greater than sC, the inherent variation,
because there is additional variation because of process
shift and drift. This additional variation component is
sS, where the ‘‘S’’ in sS denotes special cause variation.
Because variances, not standard deviations, are
additive, these components can be represented as
sP

2 ¼ sC
2 þ sS

2. Another way to state the objective
of SPC is to reduce sS as close to zero as possible.
One criterion used to assess whether a process is
near statistical control is the closeness of the ratio
sP/sC to 1. Table 5 shows the relationship between this
ratio and the percentage of total variation represented
by special cause variation.

For example, when sP/sC ¼ 1.2, the percentage of
special cause variation is 31%, which may represent a
practical goal for attaining ‘‘a near state of statistical
control.’’

Estimating Process Capability Indices

To estimate process capability indices from data, the
estimates replace the true process values in the follow-
ing formulas as follows:
The process-centered index

ĈCP ¼ ðUSL � LSLÞ=6ŝsC

The process-shifted index

ĈCPK ¼ MIN½ðUSL � XÞ=3ŝsC; ðX � LSLÞ=3ŝsC�

where X is the estimated process average and ŝsC is the
estimated standard deviation measuring the inherent

process variability. The estimates of X and ŝsC can
come from a prior control chart analysis, where

ŝsC ¼ R=d2.
Use of the ĈP estimate assumes that the process is

centered at or near the exact middle of the specification
range of a two-sided specification. This represents the
best capability achievable. The ĈPK estimate assesses
the process with no assumption that the process is cen-
tered, and this estimate is always equal to or less than
the corresponding ĈP estimate. If the distribution of
the output is close to a normal distribution and the
capability index is based on a large and representative
sample size, then acceptance values can be established.
Some industries define a process with ĈPK ¼ 1 as
barely capable and one with ĈPK ¼ 1.33 or higher
as capable. (Note that a ĈPK ¼ 1 represents a situa-
tion where the process is centered and the specification
range is equal to 6ŝsC.)

Estimating Process Performance Indices

The estimates of the performance indices are defined
analogously to the capability indices as P̂PP ¼
ðUSL � LSLÞ=6ŝsP and P̂PPK ¼ MIN½ðUSL � XÞ=
3ŝsP; ðX � LSLÞ=3ŝsP�, using the estimate ŝsP, which is

LSL USL

Mean

Fig. 5 Comparison of process output vs. specifications for
CPK < 1.

Table 5 Relationship between sP/sC

and the percentage of total variation
represented by special cause variation

rP/rC rS
2/rP

2 (%)

1.30 41

1.25 36

1.20 31

1.15 24

1.10 17

1.05 9

1.00 0

Table 4 Relationship between CP and percent defective

CP %Def CP %Def

0.6 7.19 1.0 0.27

0.7 3.57 1.1 0.097

0.8 1.64 1.2 0.032

0.9 0.69 1.3 0.001
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the estimated overall standard deviation of the process
output characteristic. Thus ŝsP, the estimate of sP,
includes not only the estimated inherent deviation ŝsC,
but also the estimated variation due to process shift
and drift from special causes. Therefore ŝsP > ŝsC for
a process not in statistical control.

Process performance indices strictly apply only to
the data set being examined because the process is
not predictable into the future when it is not in statisti-
cal control. However, in practice, the indices are often
interpreted to provide an assessment of the process as
it currently exists.

If the process is not in a state of strict statistical con-
trol (i.e., stable and predictable), every attempt should
be made, when practical, to improve control and to put
the process into as close to a state of statistical control
as possible. If the process cannot be put into statistical
control, enough time points should be collected to be
able to assess the full degree of shifts and drifts of
the process and to determine whether the data are
indicative of the long-term process with all of its shifts
and drifts. As Pruett and Schneider[12] indicate, PPK is
a measure of process capability over a period of time.
If extensive data can be obtained, the ability of the pro-
cess to meet its specifications can be evaluated, with
care, by the estimate P̂PK. If extensive data cannot be
obtained, P̂PK can provide only the capability of that
particular set of data to meet the specifications.

Before the special causes are fully identified and
controlled, P̂PK estimates the process performance that
the customer currently experiences, and ĈPK estimates
the potential process capability attainable when the
process is brought more closely into a state of statisti-
cal control. As the process approaches a state of sta-
tistical control, P̂PK approaches ĈPK. Similarly, the
estimates P̂P and ĈP are used when the process is
centered within two-sided specification limits, or to
reflect what the capability would be if the process were
centered.

Precision of Estimates of Capability and
Performance Indices

It is important to remember that the capability and
performance indices calculated from the data are only
estimates and thus have uncertainty associated with
them. Confidence intervals can be calculated for these
indices to reflect this imprecision.[1] For example, a
100(1 � a)% two-sided confidence interval about the
estimated process capability index ĈP is:

ĈCP

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2
1�a=2;n�1

n � 1

s

� CP � ĈCP

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2
a=2;n�1

n � 1

s

where w1 � a/2,n�1
2 and wa/2,n � 1

2 are the lower and
upper a/2 percentage points of the chi-square distri-
bution with n � 1 degrees of freedom.

This interval is constructed to contain the true
unknown index CP with a specified degree of confi-
dence 100(1 � a)%. For example, 95% two-sided con-
fidence intervals for two different sample values of ĈP

for different sample sizes are as shown in Table 6.
As can be seen from the table, if a sample ĈP of 1.00

is obtained from a sample of 30 values, then with 95%
confidence, it can be stated that the true process capa-
bility CP is between 0.74 and 1.26. If, instead, one is
only interested in one direction (e.g., how low the true
CP index might be based on a sample of size n), a one-
sided lower confidence interval could be generated.

If, on the other hand, one is interested in determin-
ing the minimum acceptable sample process capability

index ĈP required to have some stated confidence
100(1 � a)% that the true CP is above some value
(e.g., CP ¼ 1.0), one can use the following equation
for a particular CP, sample size n, and risk level a:

the minimum ĈP is CP=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2
1�a;n�1=n � 1

q

. This can

be useful for determining sample sizes during protocol
generation where a particular minimum CP is required
for protocol acceptance. For example, the sample
capability indices that would be needed to have at least
a 95% confidence that the true process capability is at
least 1.00 (or 1.33) based on various sample sizes are
shown in Table 7.

Confidence intervals for any of the other indices of
interest (PP, CPK, or PPK) have sometimes been esti-
mated in practice by using the above equations but
by substituting the index of interest. However, these

Table 6 The 95% two-sided confidence intervals for two

different sample values of ĈP for different sample sizes

n

ĈP ¼ 1.00 ĈP ¼ 1.33

Lower Upper Lower Upper

10 0.55 1.45 0.73 1.93

30 0.74 1.26 0.99 1.67

100 0.86 1.14 1.14 1.51

200 0.90 1.10 1.20 1.46

Table 7 Sample capability indices that provide at least a
95% confidence that the true process capability Is at least
1.00 or 1.33 based on various sample sizes

n CP ¼ 1.00 CP ¼ 1.33

10 1.65 2.19

30 1.28 1.70

100 1.13 1.51

200 1.09 1.45
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More statistically based approximations for these
intervals are discussed in Refs.[13,14]. One-often used
approximate confidence interval for CPK assumes that
the distribution of ĈPK is normal and a Taylor series
approximation is used to construct a 100(1 � a)%
two-sided confidence interval for CPK as follows:

ĈCPK � Za=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

9n
þ ĈC

2

PK

2n� 2

s

where Za/2 is the upper a/2 quantile of the standard
normal distribution. For example, to generate a 95%
two-sided confidence interval, use Za/2 ¼ 1.96.

As can be seen from the above examples, reported
estimates of capability and performance indices based
on small sample sizes are potentially misleading and
should not be used unless relatively large samples are
obtained, or they are accompanied by a confidence
interval when reporting the results.

Non-normal Distributions

The use of the 6s factor in defining the process capa-
bility indices assumes that the data follow a normal
distribution. It is important to remember that large
values of these capability indices (indicating a very cap-
able process) may be derived from incapable processes
when the data are non-normal. Similarly, data from a
quite capable process may result in low capability
index values just because the data are non-normal.
Normality of the data can be checked in a variety of
ways. Routine plotting of histograms is a good first
step in assessing whether the data are normal. Some
of the more detailed techniques for determining
whether a set of data is normal are: probability plot-
ting, the chi-square goodness of fit test, and the
Anderson–Darling statistic.[15] If it is determined that
the data are not normal, four options are available:[16]

� Apply a transformation to the data to make the
transformed data normal. If the distribution is
skewed to the right, one might try a log, inverse,
square root, or cube root transformation of the
data to make the data normal. If the data are
skewed to the left, an exponential, squared, or
cubed transformation might be applied. A histo-
gram can be applied before and after the transforma-
tion to assess the ability of the transformation to
make the data normal. It is important to remember
that the transformation must be applied to the USL
and LSL, in addition to the data, before computing
the capability index of interest.

� Assume a known distribution and use the multi-
pliers that correspond to the 2.5% and 97.5% points

for the known non-normal distribution (to obtain
95% confidence). One common distribution that is
effective in fitting a broad range of distributional
forms is the gamma distribution.

� Use the index ‘‘as is’’ as a relative measure and note
in report to this effect. Even if the data are non-
normal but symmetrical, the calculations are gener-
ally reasonable. However, if the data distribution is
heavily skewed, one should be hesitant to use this
particular option.

� Omit the computation of capability and perform-
ance indices because the values so obtained would
be misleading.

Process Capability Example

This example studied the process capability of capsule
weight for a hypothetical prescription drug. The speci-
fication limits were 290–350 mg. Four capsules were
sampled from the process every 20 min and weighed.
There were 25 subgroups of four data points each for
a total of 100 data points. The results are summarized
in Fig. 6.

The control chart analysis indicated that the process
was in a state of statistical control because none of the
averages and ranges was outside its respective control
limits. The data distribution (histogram) was deemed
reasonably close to a normal distribution (the bell-
shaped curve superimposed on the histogram) because
the cumulative data distribution was close to a straight
line on the normal probability plot.

In this study, the variability estimates were ŝsP ¼ 6.89
mg and ŝsC ¼ 6.60 mg, both in close agreement because
the process was in statistical control. The ĈPK estimate
was 1.32, which was lower than the ĈP estimate of 1.52,
because the process was not exactly centered between
the specification limits. The process performance esti-
mates did not apply because the process was in statistical
control, but were calculated by the package and were
close to the capability estimates. (Note: In the Minitab
output, the estimates do not have the caret (^) over the
symbol, but they are in fact estimates.)

If the process were not in a state of statistical
control (stable and predictable), then the P̂P and P̂PK

estimates could be used to judge the process perform-
ance at the time the data were collected. The ĈP and
ĈPK indices could be used to assess the process poten-
tial if the process were brought into a state of statistical
control.

Relationship between Statistical Control and
Process Capability

To summarize, it is important to remember that a pro-
cess may be in statistical control but still not capable.
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In a strict sense, it is not appropriate to talk about
whether a process is capable if it is not in a state of
strict statistical control (because it is not stable and
predictive of the future); in practice, the indices are
often used to provide an assessment of the process as
it currently exists. Caution has been given to the reader
to make sure that before an assessment is made of a
process that is not in statistical control, enough data
have been collected to cover the full range of shifts
and drifts in the process. With this information in
hand, it is possible to claim, with some caution, that
a process is capable of staying within specifications
although it is not in statistical control. However, even
though the process may be capable, there are still many
benefits in working toward the elimination of all
special cause variation.

APPLICATION TO PHARMACEUTICALS

Typical Applications

The concepts discussed in this paper are appropriate
for many applications in pharmaceuticals. Some of
these areas are as follows:

� Drug potency
� Other finished product attributes (e.g., content

uniformity, dissolution)
� Tablet/capsule in-process characteristics (weight,

thickness, hardness, disintegration, etc.)

� Powder characteristics (mean particle size, bulk
density, etc.)

� Microbial counts
� Drug content application (nasal spray, etc.)
� Fill weight and fill volume
� Air/oxygen-purged systems
� Leachables, residuals
� Liquid characteristics (viscosity, refractive index,

etc.)
� Consumer complaints, industrial safety measure-

ments, etc.

Bringing processes into or near a state of statistical
control will improve processes by making them less
variable, centered closer to target, and allow the manu-
facturer to make a product that will more consistently
meet product specifications. This benefits both the
manufacturer and the consumers who use their pro-
ducts. The use of SPC methods to evaluate and to
improve processes not only can be applied to product
characteristics such as tablet weight and tablet hard-
ness, but also to product performance measures such
as consumer complaints, line down time, and industrial
safety measurements. An SPC approach to process
improvement can also lead to reductions in fill
overages, reductions in waste, as well as reductions in
batch failures. By eliminating special cause variability,
it becomes easier to monitor a process to ensure that new
special causes do not find their way into the process.

As mentioned earlier, as part of a process capability
study, an assessment of variability is conducted.
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variability. This may be especially important when
measuring such attributes as potency, content uniform-
ity, and dissolution. It is important to be able to separ-
ate process from measurement variability during any
investigation of how to improve processes. The sam-
ples may need to be tested in a designed fashion to
be able to correctly separate these sources of vari-
ability. Measurement variability can be independently
addressed through assay validation studies.

Analysis of In-Process Data

Control charts are an excellent analysis tool to both
monitor and improve in-process performance during
process development and later during production,
where it is desired to follow process characteristics over
time within batches or runs. The most common exam-
ples of tablet process characteristics that are measured
in-process are weight, thickness, and hardness. The
parameters measured need to be controllable so that
adjustments can be made. During the initial runs, it
is desirable to limit process adjustments to a minimum
to observe the process in its natural state. Any adjust-
ments made should be recorded and explained. Out-of-
limit results should never be removed prior to perform-
ing a process capability analysis. If special cause varia-
tion is detected, then process improvements should be
made to eliminate the special cause variation.

For new products, capability should be evaluated
and improvements made to the process during devel-
opment and scaleup, before validation is performed.
It should be conducted on the actual full-scale equip-
ment that will be used during routine production.
Our experience has been that when evaluating
in-process tablet and capsule parameters during
production, a good setup is important to ensure that
the process starts out at the target value. Addition-
ally, the practice of 1) shutting down the line for
breaks and lunch and 2) allowing hopper runout
during processing can cause added variability because
of segregation of the powder.

Product flow characteristics and interdependencies
between parameters, such as tablet weight, thickness,
and hardness, may prevent the parameters from each
being in strict statistical control. Special studies testing
weight, thickness, and hardness on the same tablets will
aid in better understanding this interrelationship
between these product characteristics. For such char-
acteristics, the in-process specifications may be on
either the individual values or the averages (e.g., the
average of 10 hardness values), or both. When the
average is being evaluated, process capability indices
may not be appropriate for evaluating the ability to
meet specifications based on individuals.

For example, some process monitoring schemes use
an average of 10 tablets to track tablet weight. The 10
tablets are sampled and measured in a single weighing
operation at each sampling time, and the average
weight is computed and plotted. In this situation, the
state of statistical control of tablet weight can be
assessed using Individual Moving Range Charts on
the tablet averages, but such data may not be appli-
cable for process capability studies when the specifi-
cation is based on individual tablets.

It is important to remember that a process may be
in statistical control but still not capable. Range stud-
ies for the critical parameters are an effective way to
determine whether the specification limits are tighter
than they need to be, or, if no specifications exist, to
aid in their development. A range study is intended
to determine the high and low ranges for which the
parameter is able to demonstrate an ability to meet
end-product requirements; for example, high and low
hardness ranges that meet both dissolution as well as
physicals (e.g., no chipping) help to define appropriate
in-process specification limits. If the process is not cap-
able, this may be because the specifications had orig-
inally been set at � 3s limits and not what defines
acceptable product, as is the purpose of a range study.
If this is what was done, capability indices of around
1.0 must be expected.

Analysis of End-Product Data (e.g., for
Validation, Annual Product Review, etc.)

Capability and performance indices are appealing as a
management process assessment tool because they tie
together the process performance (as measured by
the sample mean and sample standard deviation) with
the product specifications into a single measure. Pro-
cess performance indices are sometimes used as accept-
ance criteria during validation, as well as Annual
Product Review; however, they need to be used very
carefully. Sample sizes may be too small to provide
reliable estimates, especially if these indices are used
to determine the pass/fail of a validation study or an
Annual Product Review. Emphasizing the use of capa-
bility indices without the efforts required to initially
put the processes into statistical control misses the
point. Although not recommended by the authors as
strict acceptance criteria for validation or Annual Pro-
duct Review, capability indices, if used carefully, do
provide a useful yardstick for comparison of perform-
ance over time periods, or for comparison between
products for helping in determining priorities for pro-
cess improvement efforts. These indices also provide a
yardstick to measure the effect of any improvements
made to the process in a ‘language’ that can be easily
understood. There are also times when there are just
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better ways to define process capability for solid dos-
age forms, possibly by tying it to the end-product test
requirements [e.g., the ability to meet the multiple-
stage United States Pharmacopeia (USP) tests for
content uniformity and dissolution].

The use of common pharmaceutical ingredients and
the tendency to ‘‘gang test’’ assays in the laboratory
may prevent many of our end-product attributes from
being in strict statistical control when measured over
time. Therefore it is not recommended that a vali-
dation study or Annual Product Review require that
a process be in statistical control to be considered
acceptable, not even for in-process parameters such
as tablet weight, thickness, and hardness. Processes
that are not in a state of strict statistical control can
be capable of consistently meeting specifications and
can be validated. However, if processes are not in sta-
tistical control, efforts should always be made to
eliminate special causes and get them into as near a
state of statistical control as possible. The validation
and Annual Product Review data can even be helpful
in determining how processes can be improved.

Although these comments have been applied to end-
product data, many of these same comments also apply
to in-process data as well.

Limitations Within Pharmaceuticals

As discussed earlier, processes in the pharmaceutical
industry may be difficult to always get into a state of
strict statistical control. Interdependencies may exist
between attributes such as the weight, thickness, and
hardness of in-process tablets because of product flow
characteristics within the batch. Data from sequen-
tially generated batches may be dependent because of
the use of common raw materials, or being tested on
the same day. But the benefits derived from using the
techniques discussed in this entry to improve existing
processes and to keep them under control are many.
The effort is worth the hard work required to do it.

Nash[17] points out that what might be possible in
other industries may not always be possible for
pharmaceutical processes in that a CPK of 1.33 may
not always be achievable. Specifications should be
customer-directed limits that ensure safety and efficacy,
not limits to control the consistency of process. Inter-
nal control limits should be used for this purpose.
Many of our specifications are either provided to us
by the USP or influenced by the Food and Drug
Administration (FDA), where industry is encouraged
to set specifications as tight as the process will allow.
Companies are sometimes asked to agree as to
what they view as tight specifications before the full
experience that comes with additional production

has occurred. In addition, once stability changes over
time, batch processing differences, slight biases in the
analytical method, and typical measurement and pro-
cess variability are accounted for, defective levels
may not always be in the parts-per-million range as
is required for a CPK of 1.33. In fact, if measurement
error is large, arbitrary CPK goals may actually be
impossible to meet no matter how much the process
is improved.[11]

Because, in the pharmaceutical industry, being the
first to market a new drug is of utmost importance,
taking the time to put processes into statistical control
is too often perceived by companies as slowing down
the process of product introduction and not as added
value. This attitude needs to change. Companies may
also feel that their reward for improving process con-
trol and reducing variability is that the FDA will
tighten specifications further, thereby risking the pro-
duction of out-of-specification product. A company’s
interest in improving processes is often discouraged
by a need to revalidate or refile with the FDA when-
ever significant changes are made to the filed NDA.
The authors feel that there needs to be discussions
between industry and the FDA on these issues so that
industry is rewarded for the improvement of their pro-
cesses and everyone, most importantly the consumer,
wins. This need for cooperation between the FDA
and industry to move the pharmaceutical industry
toward real improvements was voiced by Woodcock
of the FDA in Ref.[18].

CONCLUSIONS

The use of SPC to help improve processes and the use
of process capability to evaluate the ability of processes
to routinely meet specifications are described in detail.
They are companion tools that should be used in con-
cert. These tools are described in sufficient detail to
allow interested practitioners to correctly apply them
within their workplace. Examples of their use are pro-
vided for reinforcement as are the assumptions being
made when using them. Some of the limitations asso-
ciated with their use are also discussed, especially in
the context of application within the pharmaceutical
industry.

With the writing of this entry, the authors hope to
encourage the proper use of these important process
improvement and process evaluation tools, especially
within the pharmaceutical industry. We also hope that
some of the barriers to their implementation within the
pharmaceutical industry that were discussed within
this entry can be overcome through cooperation with
the FDA and a mutual desire to improve pharmaceu-
tical processes.
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Sterilization: Dry Heat
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INTRODUCTION

Sterilization means the destruction of all life. The aim of
sterilization is to destroy the ability of microorganisms to
survive and multiply with the oldest and most recognized
agent of destruction being heat.[1] Dry heat is the method
of choice for sterilizing heat-stable items that might not
be adequately penetrated by steam or are damaged by
moisture.[2] Dry-heat sterilization is frequently used in
the pharmaceutical industry; items often sterilized by
dry heat include powders, oils,[3] petrolatum, glassware,
and stainless-steel equipment.[2]

Dry-heat sterilization is generally a less complicated
process than steam sterilization; it is, however, rela-
tively slow and requires higher temperatures and/or
longer exposure times. This is because of the fact that
microbial lethality is lower with dry heat than that for
steam at the same temperature.[2] There are various
temperatures and periods of treatment for dry heat
depending on the pharmacopeia. The U.S. Pharmaco-
peia (USP) states that the dry-heat sterilization process
for containers for sterile pharmaceutical products
should be at a temperature of 160–170�C for a period
of 2–4 hr. The British Pharmacopeia states that items
sterilized by dry heat should be kept at a temperature
not less than 160�C for at least 1 hr. For the Pharma-
copeia Nordica, the recommendation is 30 min at
180�C. Different materials and sterilization equipment
used account for the discrepancies between these
pharmacopeias, but there is also a lack of sufficient
information concerning dry-heat sterilization.[4]

Dry-heat processes have two main targets:
microorganisms and their by-products, pyrogens or
endotoxins. Depyrogenation is the process that
destroys the chemical activity of these by-products.
Destruction of microorganisms and endotoxins by
dry heat is considered an oxidative process, which is
almost a combustion.[5] Depyrogenation requires a
higher temperature than sterilization and can be sum-
marized as follows:

If an effective dry heat depyrogenation is performed,

sterilization generally is achieved as well. Effective
dry heat sterilization can be performed even without
achieving depyrogenation. If moist heat sterilization

is performed, in normal operating conditions depyro-
genation is not achieved.[5]

DRY-HEAT STERILIZATION KINETICS

Sterilization is a probability function. In the pharmaceu-
tical industry, an item is deemed sterile if there is less than
1 chance in 1,000,000 that viable microorganisms are
present in the sterilized article or dosage form. Therefore
there is a 10�6 probability of non-sterility.[6] In all sterili-
zation processes, the inactivation of microorganisms
develops as a first-order chemicalreaction, i.e., at a rate
which is approximately logarithmic.[7]

The following equation typically describes the order
of microbial death:

K ¼ 1=tðlog No � log NÞ

where K ¼ a constant, assuming logarithms to the base
10 and depending on the organism, temperature, and
substrate, t ¼ time of exposure in min, No ¼ initial
number of viable organisms, and N ¼ number of viable
organisms at the end of the time interval.[7]

Using natural logarithms, the exponential form of
the equation is:

N ¼ Noe�Kt

It was found that a 90% reduction in the microbial
population resulted in the following equation for K:

K ¼ 1=tðlog No � log 0:1NoÞ

K ¼ 1=tð1Þ ¼ 1=t

t ¼ 1=K

Time t is defined as the decimal reduction time or D
value. Therefore

D ¼ 1=K or D ¼ 1=10

Fig. 1 shows a simplified way to determine the D
value where the amount of time can be determined to
reduce the microbial population by 90%.[7]

The kinetics of dry-heat treatments is comparable to
that of moist heat sterilization. The organisms that are
considered to be representatives for dry-heat sterilization
processes are spores of Bacillus subtilis var. niger.[4]

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120012009
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A D170 value, which is the time needed to give a 90%
reduction of the spore population at 170�C, of at least
1.5 min may be assumed for these spores.[6]

FH Concept

For dry-heat temperatures other than 170�C, FH values
are used. The FH concept is comparable to the FO con-
cept for moist heat sterilization and references lethality
to equivalent times at 170�C. FH values are shown in
units of minutes or seconds, and the calculations of
FH use the same equations as the calculations of FO.
The only difference is that a z value of 20�C is substi-
tuted for 10�C.[6]

DRY-HEAT STERILIZATION PROCESSES

Great strides have been made in developing and
improving other methods of sterilization, but little
has been accomplished where dry-heat sterilization is
concerned. Sterilizers used today are still basically the
same as they were a decade ago.[1]

The two types of processes currently used in dry-
heat sterilization include: 1) dry-heat batch sterilization/
oven sterilization and 2) dry-heat tunnel sterilization.
Process 1 is the type of dry heat unit widely used in the
pharmaceutical industry; it uses the principle of con-
vective heat transfer to heat the load. Process 2 is only
found in large-scale processes, and the main application
of this process is in the sterilization and depyrogenation
of glass.[6]

Convection Heating Processes

In the pharmaceutical industry, large-scale industrial
ovens are used. These large-scale processes usually
operate to sterilize only because higher temperatures
are required for depyrogenation and this would be
prohibitively long.[6] Convection heating occurs when
heat is transferred through a medium by motion of
its parts. The two types of convection heating include
natural and forced convection heating. Natural con-
vection heating happens as a result of the buoyancy
forces generated by differences in density. In forced
convection heating, high-efficiency particulate air
(HEPA)-filtered air is heated by passage over the elec-
tric heating elements of the oven and then this heat
is transferred from the air to the product by forced
convection.[2] The basic equation for convective heat
transfer is:

q=c ¼ �hchcADT

where q/c ¼ the rate of heat transfer by convection
(BTU/hr), �hchc ¼ the average unit thermal convective
conductance (BTU/hr ft2 �F), A ¼ area (ft2), and
DT ¼ the difference between the surface temperature
and the temperature of the fluid at some specified
location (�F).[2]

Fig. 2 shows a schematic diagram of a modern
forced-convection batch sterilizer. The unit is a two-
door sterilizer where the unloading door leads to the
sterile area. The pressure inside the chamber must
continuously be controlled so that the inside is always
slightly higher than the pressure in the non-sterile
loading area and slightly lower than the pressure in
the sterile unloading area.[5]

There are four stages involved in oven sterilization.
They are 1) drying; 2) heat-up; 3) exposure; and 4)
cooldown. During the drying stage, moisture is driven
off the product to the atmosphere until the air tem-
perature in the sterilizer is around 80�C. At this point,
a baffle closes which allows the temperature within the
oven to reach the operating level; this is the heat-up
phase. Exposure starts the moment the sterilization
thermal sensor reaches the set temperature. After the
timed exposure period, the heating elements switch
off and cooldown begins. Fig. 3 shows a normal batch
process.[6]

Dry-Heat Tunnel Sterilization

Dry-heat tunnel sterilization is a continuous conduc-
tion process in contrast to the batch processes in ovens.
A continuous conduction process is one in which a pre-
determined quantity of items is subject to a continuous
conduction cycle at a predetermined rate to effect ster-
ilization and/or depyrogenation.[2]

Fig. 1 Microbial death rate curves that illustrate concept of
decimal reduction (D values) and probability of survivors.
(From Ref.[6].)
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Conduction heating occurs via two different mecha-
nisms. The first mechanism is accomplished by molecu-
lar interaction where molecules at a higher energy level
impart energy to molecules at a lower energy level.[2]

The second mechanism takes place through ‘‘free’’
electrons. The ability of different solids to conduct heat

varies directly with the free electron concentration. The
solids with the highest amount of free electrons are pure
metallic solids, and those solids with the lowest con-
centration are the non-metals; therefore pure metals
are the best conductors of heat.[2]

Dry-heat tunnels differ from ovens because energy
is not lost to heating and reheating between cycles as
occurs with ovens. For a majority of the time spent
in the tunnel, the product is subjected to rising tem-
peratures, unlike ovens where the product is held at a
constantly maintained exposure temperature.[6] Tun-
nels basically consist of a thermally insulated ‘‘tunnel’’
which directly connects an upstream cleaning machine
to the downstream sterile area. Inside the tunnel is
a horizontally rotating transport belt made of a
stainless-steel mesh. When a product is sterilized in a
tunnel, it is dried, heat-treated by radiant heat or hot
air, and then cooled. A typical tunnel sterilization
exposure time is 3 or 4 min at 300�C or more. Whether
radiant heat or hot air is used, the internal part of the
tunnel must remain pressurized by ventilation at an
intermediate pressure level that is between the sterile
downstream system and the loading room.[5] Fig. 4
shows a comparison of the two main types of steriliz-
ing tunnels.

Radiant-heat sterilization tunnels

In the pharmaceutical industry, radiant-heat tunnels
have had extensive usage. During this process, energy
flows from a high-temperature body to a lower-
temperature body and the heat is emitted in the form
of finite batches of energy without the aid of an

Fig. 3 Example of a batch process. (From Ref.[2].) Fig. 4 Sterilizing tunnels. (From Ref.[5].)

Fig. 2 Dry-heat batch sterilizer. (From Ref.[4].)
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by exposing the surface of items to radiation by direct
rays. This is accomplished by infrared heaters, located
in the roof of the tunnel; when products pass through
the tunnel, their surfaces are heated along with the
internal surface of the tunnel itself. This heat is then
diffused throughout the product by radiation, conduc-
tion, and turbulent airflow.[6]

The basic transfer equation for radiant heating pro-
cesses is as follows:

qr ¼ sAT4
1

where qr ¼ rate of heat flow in BTU/hr, A ¼ surface
area of the emitting object in ft2, T1 ¼ surface tem-
perature of the emitting object in degrees Rankine,
and s ¼ Stefan–Boltzmann constant 0.174 � 10�8

BTU/hr ft2 �R.[2]

There are disadvantages of IR tunnels; they are
large, their belt speeds are slow, product heat-up may
be less uniform, and they may create particulate prob-
lems. These particles are generated from the deterio-
ration of the heating element and the moving belt.
This problem can be helped by installing HEPA filters
at the entrance of the tunnel and at the cooling zone
junction.[6]

Hot-air laminar flow sterilization tunnels

The most effective means for the sterilization of air is
incineration. In laminar flow (LF) tunnels, heating
occurs by the circulation of hot filtered air, which is
forced onto the product. The air is then withdrawn
by a circulation fan and leaves the product through
heating elements below the transport belt and then is
brought back into the tunnel through HEPA filters.[5]

This sweeping action of the laminar airflow helps con-
tribute to the removal of particulate contamination.
The air speed within the LF tunnel remains around
0.5 m/sec. Laminar flow tunnels also have the advan-
tage of quicker heating resulting in shorter process
time. This fast heat transfer also contributes to a lower
risk of product contamination from particles.[6]

From the point of view of handling the product,
continuous tunnels are more favorable than batch
ovens. The main reason for this is that there is no batch
work required after the unpacking of the components
and loading of them into the tunnel until the packaged
product is removed from the line after filling. This is
important in large-scale productions, but for easier
isolation of the sterile area, batch ovens are better. This
is because of the fact that there must be a continuous
flow of air through the open connection between the
sterile area and the tunnel. The pressure of the sterile
area must always remain higher than that of the
tunnel. A large difference between the two would cause

an excessive escape of air from the sterile area to the
tunnel resulting in the disturbance of the laminar air-
flow and temperature inside the tunnel.[5]

EFFECTS OF DRY HEAT ON
MICROORGANISMS AND ENDOTOXINS

Inactivation of Microbial Populations

As mentioned earlier, inactivation of microorganisms
occurs by oxidation, but other possibilities must
also be considered. One possibility is the effect on
DNA. In B. subtilis spores, sublethal temperatures
have been shown to induce mutants as a result of
depurination. There are also claims that genetically
determined differences in water content could result in
the dry-heat sensitivity of spores.[8] A great amount
of interest has been generated relating the water
activities of spores with their thermal resistance.
The water content of dry microbial cells is important
in regards to their destruction rate, and water content
is determined by the relative humidity of the atmo-
sphere surrounding the cells; therefore the destruction
rate varies with the relative humidity of the system. In
dry-heat sterilization, water is not present in the liquid
state. If the relative humidity is 100%, then some water
is present in the liquid state. Therefore the relative
humidity of a dry-heat sterilization system can be any
value between 0% and 100%. To establish the relative
sterilization effect in dry-heat sterilization, the relative
humidity conditions must be known in addition to the
temperature.[1] At equilibrium, the water activity (Aw)
inside the cell is equal to the relative humidity of the
atmosphere surrounding the microbial cell.[8] Water
activity is used to describe the relative water availability
inside a microbial cell or spore and is related to the
concentration and is expressed as a fraction of the pure
component in the standard state where:

Aw ¼ 1

When reporting on dry-heat test data, relative
humidity is measured and controlled instead of water
activity. This is because of the fact that biological
materials more closely parallel vapor pressure than
water content, and vapor pressure of the gas atmo-
sphere surrounding dry microbial cells is more easily
measured and controlled than the water content inside
the cell.[1]

There are three primary and three secondary vari-
ables involved with the mode of action of dry heat.
Temperature, water content, and time are the primary
variables, and the secondary variables are open and
closed systems, physical and chemical properties of
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the microorganism and adjacent support, and the gas
atmosphere.[8]

Effect of temperature

The most important variable in dry-heat sterilization is
temperature. Temperature, which is the measure of the
heat energy level, is a function of time. One measure
of the change in destruction rate with temperature is
the z value. The z values for dry-heat inactivation of
microbial spores have been reported from about
15�C to 30�C.[8]

Effect of microbial water content

As discussed earlier, water has a direct influence on the
resistance of microorganisms to dry-heat destruction.
The destruction rate of spores is a function of the
quantity of water in the cell at the time of heating. This
water content is only constant under certain conditions
and in most conditions, the moisture content of the cell
can change so that the secondary variables cause con-
fusion in analysis of results. The water vapor pressure
in the atmosphere surrounding the cell determines the
movement of water to or from microorganisms on sur-
faces. Research found that when the humidity in air
passing over spores was increased from 0–0.2, the D
value also increased by a factor of 100. Spores of inter-
mediate moisture content with an RH between 0.1 and
0.6 were found to be more resistant to the effects of
heat at temperatures between 100�C and 135�C than
spores of either greater or lesser moisture content.[8]

Opened and closed systems

Opened and closed systems were first suggested to indi-
cate the relative control of the heating environment on
water loss or gain of spores.

In an open system, the atmosphere surrounding the
spore determines the spore water content. In this sys-
tem, cells are heated, and during this heating time,
water may be lost or gained by the cell. The cells can
gain or lose water either rapidly or slowly, depending
on the physical system and the nature of the spore.[8]

In a closed system, the spore water content is not
influenced by the heating environment, but is more a
function of condition inside the enclosure. Closed sys-
tems are different in that water movement and water
availability to the cell are restricted. The quantity of
water that is initially present in the enclosure limits
the quantity of water that is available or that can move
to or from the cell. Initial water content and enclosure
volume of the closed system are two important para-
meters. The relative humidity of the atmosphere in
the enclosure at the time of sealing determines the
water concentration in the cell during heating as well

as the total volume of the enclosure. Changing either
of these parameters will alter the relative humidity,
which then alters the water content in the spore during
heating.[8]

Dry-Heat Destruction of Microorganisms
Associated with Soil

There are two groups of microorganisms that accumu-
late on an object when it comes in contact with people
and air. The first group includes naked or unprotected
microbial cells from human or animal origin. The
second group is made up of spores found in particles
of dust or dirt that fall on the object being sterilized.
These spores come either from the air or from the
activity of persons working near the object. The naked
microbial cells of the first group are generally easily
killed by dry-heat sterilization, but the spores found
in soil particles can be difficult to kill. Recent findings
on the dry-heat destruction characteristics of micro-
flora associated with soil particles include the following:

1. Microorganisms found in soil are widely vari-
able, having different survival characteristics.

2. Different organisms found in soil are highly
resistant to dry heat, including Bacillus xero-
thermodurans, which was found to have a
D125�C value of 139 hr.

3. Some organisms can become more resistant to
heat when encapsulated in particles, such as B.
subtilis.

4. It is estimated that 1 spore in 103 and 105 is
extremely resistant to dry heat when found in
soil.

5. The bound water in soil particles may over-
shadow the effect of the humidity level on the
destruction rate of the spore.[8]

The possible variation in numbers and species of
microorganisms found in soil and the physical con-
ditions of their location are unlimited. Spores found in
soil can be located at any point on or within the particle.
Spores can become completely encapsulated in soil
particles through the various soil wetting and drying
cycles, which can increase resistance by a factor of 10.[8]

Destruction of Endotoxins

Bacterial endotoxins, or pyrogens, are substances that
will cause a variety of symptoms such as a rise in body
temperature when injected in large amounts into
human or animal bodies. In pharmaceutical products
and medical devices intended for parenteral injection,
the absence of endotoxins has equal or greater
importance than sterility. None of the other large-scale
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radiation, and ethylene oxide, are capable of destroy-
ing endotoxins.[6]

All microorganisms seem to be capable of produc-
ing pyrogens, but the most potent forms of pyrogens
are associated with gram-negative bacteria. Located
externally to the peptidoglycan cell wall of gram-
negative bacteria is a loosely structured envelope.
The outer layer of this envelope is made up of lipopo-
lysaccharides linked to phospholipids and proteins that
act as a permeability barrier that stops the diffusion of
exoenzymes into the greater environment. It is the lipo-
polysaccharide fractions of the cell envelope that have
been shown to stimulate the pyrogenic response and
are termed bacterial endotoxins. Purified endotoxin,
which consists only of lipopolysaccharide, is pyrogenic
in lower doses than naturally occurring endotoxins.
There are three distinct chemical layers of lipopolysac-
charide; they include an inner core called lipid A, an
intermediate polysaccharide layer, and an outer poly-
saccharide side chain. Lipid A is the region that is
responsible for pyrogenicity and consists of a highly
substituted disaccharide of glucosamine.[6]

The dry-heat destruction of endotoxins is complex
and poorly understood. Most evidence has shown that
destruction follows second-order kinetics with an
initial high rate of destruction followed by a slower
terminal rate.[6] The kinetics of dry-heat destruction
for lipopolysaccharide are expressed in terms of D1

and D2, for the initial and secondary first-order reac-
tion rates, respectively. Previous research found that
there was greater reduction in the dry-heat resistance
of lipopolysaccharide in whole cells than that in the
semipurified state. The D1 value for the whole cells
was found to be 1.6, and the D2 value was 12. In the
semipurified state, D1 was 3.7 and D2 was 29.4. Thus
the rate of the destruction was two times faster when
whole cells were used.[9]

There is basically no endotoxin destruction at tem-
peratures below 80�C, and the D values can be as high
as 20 min for dry-heat temperatures of around 170�C.
The second-order models give a better estimate of
endotoxin destruction kinetics at temperatures
above 250�C than in the 170–250�C range.[6] Generally,
the following conditions are required for endotoxin
destruction:

� 230�C—60 to 90 min.
� 250�C—30 to 60 min.[5]

The USP and FDA both state that a claim to depy-
rogenation should be supported by evidence that any
endotoxin present on an item prior to treatment
has been inactivated to no more than 1/1000 of the
original amount or a three log10 reduction. At 170�C,
the minimum time required to obtain three log10

reductions is between 3 and over 66 hr. At 250�C, six
log10 reductions have been demonstrated. For this rea-
son, depyrogenation cycles need to be developed and
validated empirically. However, the USP recommends
a temperature of at least 250�C.[6]

DISADVANTAGES OF DRY-HEAT
STERILIZATION

Dry heat should be used only for materials that cannot
be sterilized by steam either because the moisture
would damage the materials or they would be imper-
meable to it. There are many complicating factors
associated with dry-heat sterilization. The process of
steam sterilization is accomplished by saturated mois-
ture; in dry-heat sterilization, the moisture can vary
considerably. Because of the loss of moisture, the death
rate of spores might change with the continued
application of heat.[1]

Although air is the least expensive means of sterili-
zation, it is not the best heat transfer medium. In oven
sterilization, there are several drawbacks. One draw-
back is the lack of uniformity of temperature within
the oven. Hot air has a tendency to stratify and poorly
penetrate masses of cooler material, but moving the air
stream can accelerate heat transfer. Slow heating and
cooling down because of low heat transfer rates from
air to product is another problem with ovens that leads
to longer sterilization cycles. Other disadvantages of
dry-heat sterilization can occur because of the high
temperatures, which can cause heat damage or even
charring of materials. Materials can also be damaged
due to oxidation because the medium that facilitates
this destructive action also augments its deleterious
effects.[1]

CONCLUSIONS

Although much work has been performed to improve
and develop other methods of sterilization, very little
has been accomplished in the field of dry-heat steriliza-
tion. The process is time consuming and difficult to con-
trol because of the temperature stratification and slow
heating rate.[10] Dry heat is still the agent of choice for
sterilizing items that might not be adequately penetrated
by steam and that will tolerate high temperatures, such
as oils, petrolatum, and closed containers.[2]

The development of the infrared radiation tunnel in
recent years has opened new possibilities for using dry
heat in high-temperature short-time sterilization pro-
cesses.[4] The main advantage of dry-heat sterilization
is its penetrating power. It is not as corrosive as steam
for metals and sharp instruments, and it does not
erode ground glass surfaces, which allows glass to be
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sterilized at much higher temperatures for shorter
periods of time.[1]
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Sterilization: Ethylene Oxide

Terezinha de Jesus Andreo Pinto
Department of Pharmacy, University of Sao Paulo, Sao Paulo, Brazil

INTRODUCTION

The biological activity of ethylene oxide (EtO) was
initially observed by Cotton and Roark,[1] who
detected it as an insecticide, in concentrations ranging
from 3.2 mg L�1 to 32.0 mg L�1. In 1937, Gross and
Dixon[2] requested the patent of EtO as a sterilization
method due to the considerable experimental evidences
it presented.

The first EtO commercial application was related to
spices sterilization and/or fumigation.[3–7] Phillips and
Kaye[8] conducted a series of studies using EtO, focus-
ing on the sterilization of material with thermal resist-
ance problems.

Although its posterior industrial applications included
pharmaceutical and cosmetic products, packaging mate-
rials and raw materials of biological origin,[9] EtO is pre-
dominantly used in the sterilization process of medical
devices, such as intravenous sets, cardiopulmonary and
anesthesiology devices. In the hospital environment, the
EtO largely contributed as one of the main agents
responsible for the controversial increase in the reutiliza-
tion of single-use medical devices.

ETHYLENE OXIDE CHARACTERISTICS

EtO (oxirane, epoxyethane, and dimethylene oxide) is
a colorless gas condensing at low temperatures to a
mobile liquid. It is miscible in all proportions with
water, alcohol, ether, and most organic solvents. Its
vapors are flammable and explosive. The physical
properties of EtO are summarized in Table 1.

EtO is highly reactive; industrially, it is a primary
chemical intermediate for a wide variety of compounds.
The three-membered ring is opened in most of the reac-
tions, which give a series of polyethylene glycol deriva-
tives of increasing chain length and water solubility.
Ethylene’s strained configuration has been a subject
of bonding and molecular structure studies. It is gener-
ally non-corrosive to metals and leaves no odor or taste
residues on the materials submitted to its contact. The
vapors of EtO (not the liquid form) can be flammable
and explosive at concentrations above 3% in air. For
this reason, it is often combined in sterilant mixtures
with an inert gas to eliminate flammability.

EtO is used outside the health care industry as well.
Actually, only a small fraction of EtO is used as a

sterilant. It is registered as a pesticide by the Environ-
mental Protection Agency (EPA) and is widely used
as a fumigant in the food industry. It is also used as
a chemical in the manufacture of detergents, plastics,
fibers, film, antifreeze, and other products.[10]

MECHANISM OF ETHYLENE OXIDE
STERILIZATION

The activity of EtO, similar to many other disinfec-
tants, preservative, and sterilizing agents, such as
formaldehyde, beta-propiolactone, methylbromide,
and ethylenimine, depends on an alkylation reaction.[9]

This reaction occurs with some groups within the
complex enzymes, proteins, and nucleic acids in the
bacterial cell.[11] These compounds can then no longer
be effective or necessary to the vital processes of the
microorganism cell. Furthermore, one would expect
these effects to vary according to the extensions of
reactions: static, mutagenic, or toxic.

The effects of EtO concentration and process tem-
perature were widely studied.[8,12,13] Ernst and Shull[13]

initially verified that the lethality kinetics of Bacillus
subtilis var. niger spores is of zero order at high levels
of EtO. With the EtO concentration reduction, the
reaction becomes first order. Its sterilization curves
at different temperatures show the required EtO con-
centration, and the duplication of the reaction rate of
every 10�C.

It has been well established that microorganisms
that have been equilibrated with atmospheric
humidity—or even dried to very low humidity, how-
ever, retaining some free water—are killed easier than
those desiccated. It is accepted that organic chemical
reactions occur through an activated complex forma-
tion; thus, we can infer that water influences this acti-
vation. Water must also be present as a reaction
medium or solvent if biological entities are to be
ionized, so that they can enter a transition state with
EtO.[14] Furthermore, no sterilizing activity can be
observed when a non-polar solvent such as dioxane
and chloroform replaces water.

Water has another function in this sterilization
process—the sterilizing agent concentration on the sur-
face of the microorganism. One can visualize micro-
organisms in an EtO environment in which all the
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sterilant is in the vapor phase, and in which the reac-
tion rate is dependent on both the number of collisions
of EtO molecules with active sites of the organism, and
the colliding molecules absorption by the organism,
followed by migration of the EtO molecules to the
active sites. The collision reaction is quite slow; how-
ever, in an atmosphere containing water vapor and
EtO, water will equilibrate the organism in the liquid
phase, dissolve the EtO, and concentrate the EtO on
the organism as a solution, thereby increasing the rate
of microorganism killing.[14]

TECHNOLOGY OVERVIEWS

Occupational Engineering Considerations

Hazard assessment of EtO has involved considerations
about its chemical composition, characteristics, and
reactivity. In spite of EtO’s readiness to be trans-
formed in the body to ethylene glycol and ethylene
chlorohydrene, and its biological half-life of about
10 min, it is distributed throughout most body organs.
Studies with cells, animals, and also epidemiological
ones, showed that EtO is able to produce neurophar-
macologic, neurotoxic, reproductive, teratogenic, and
mutagenic effects.[15–17]

The Occupational Safety and Health Administra-
tion (OSHA) is responsible for regulating the in-plant
occupational exposure to EtO in the United States.
Under the current OSHA standard, accepted by
several other countries, the permissible exposure level
(PEL) of EtO is 1 ppm (1.8 mg m�3) per 8 hr (time-
weighted average). However, an action level of
0.5 ppm is advisable, since it is a guarantee of employ-
ers from low employee exposure levels.

The OSHA has also established an exclusion limit for
EtO of 5 ppm (9.0 mg m�3) average over a maximum

sampling period of 15 min. In addition to these regula-
tory pressures, high levels of concern about workers
protection and the potential liability implications
have significantly increased industry’s interest in control
measures for EtO.

The main EtO sources that potentially contribute to
workers’ exposure in sterilization plants generally can
be divided into four major categories.[18]

� Exposures associated with sterilization equipment
operation: sterilizer (door gasket leaks, piping
leaks, leaks from valves and fittings, vent line leaks,
and plume recirculation); vacuum pump (seal leaks,
degassing from sealant discharged to drain); steri-
lant gas storage and delivery system, such as tanks,
cylinders, or drums (leaks from valves and fittings,
gas line leaks, and releases during change over).

� Exposures associated with sterilized product degas-
sing: unloading, transfer, storage, and spore sample
removal.

� Exposures associated with maintenance opera-
tions: routine maintenance and repair, preventive
maintenance.

� Exposures associated with emergency situations:
major leaks, major spills, and equipment malfunctions.

Engineering solutions must be studied, developed,
and introduced in order to eliminate or, at least, mini-
mize problems in all the steps.[19]

Ventilation

General area ventilation systems are designed on the
basis of how much EtO can be degassed into the spe-
cific area mentioned. It is essential to consider the
total quantity of EtO remaining in the product after
sterilization. This will include packaging EtO in the

Table 1 Typical physical and chemical properties of ethylene oxide

Molecular weight 44.05

Specific gravity (H2O ¼ 1) at
68�/39.2�F (20�/4�C)

0.8700

Specific gravity (air ¼ 1) 1.49

Vapor pressure at 68�F (20�C) 22 psia (151.7 kPa abs)

Solubility in water Complete

Percent volatile by volume 100.0

Evaporation rate (butyl acetate ¼ 1) High

Boiling point at 1 atm 50.9�F (10.5�C)

Freezing point at 1 atm �170.7�F (�112.6�C)

Appearance, odor, and state Colorless liquid and gas at normal temperature and pressure.

Non-residual, ether-like odor about 500 ppm. Odor not detectable
until well above the PEL. Shipped and stored under nitrogen
pressure as a liquid
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as well as the absorbed/adsorbed EtO in cardboard,
the packaging, the product, and the pallets.

Vacuum pump modifications

Vacuum pump modifications usually involve conver-
sion of a once-through liquid ring pump to a full seal-
ant recovery pump. This will eliminate any continuous
liquid dischargement to the drain. The sealant can
either be water or oil. The use of water places limita-
tions on the maximum vacuum depth, which is reason-
ably attenuated because of the vapor pressure effects.
The use of oil eliminates this maximum vacuum depth
limitation.

Hot degassing

The major source of worker exposure to EtO in the
plant is the degassing operation after removal from
the sterilizer. Different types of products absorb or
entrap EtO at different levels, depending upon the nat-
ure of the product, its specific materials of construc-
tion, how it is packaged, and the specific sterilization
cycle to which it was exposed. Unfortunately, not all
the absorbed or entrapped EtO is removed in the steri-
lizer post-evacuation cycle. Hence, the remaining EtO
will degas after the products are removed from the
sterilizer. This degassing process typically takes place
over an extended period of time (days) at typical plant
ambient conditions and usually it is necessary that the
products be quarantined for this period.

The use of heat in hot degassing chambers or rooms
to accelerate the EtO degassing has been known for
a long time. A hot degassing tunnel built directly
behind the sterilizer has also been used. In this case,

the sterilizer must have double doors and one must
provide automatically taking out the pallets from the
sterilizer and transporting them into the tunnel.

Automated systems

The most efficient way to protect the worker is keep him
away from all operations, like loading, unloading, and
starting procedures during the cycle. So the sterilization
process should be automated and computerized.[20]

Besides the worker protection, the computerized system
allows the cycles ‘‘self-certification,’’ which adds
reproducibility advantages to efficiency of the steriliza-
tion cycle.

Fig. 1 (derivada do 6, mas modificada) shows a plant
design that exempts the worker presence, except near
the control panel. The residue monitoring should be
included in the system. It must embrace the environ-
ment and obviously all processed products and dis-
charges. Among several options, gas chromatography,
especially the one with head space, has been the most
adjusted.

Ethylene Oxide Emission Control

During the handling of the ambient controls, the dif-
ferent forms of EtO emission must be controlled, in
order to minimize indirect contamination to the popu-
lation. For example, according to the amendment of
the TA-Luft (German air pollution regulations) in
1986, the emission limit of EtO has been fixed to a con-
centration of 5 mg N�1 m�3 at a mass flow >25 g hr�1.
Mayer et al.[21] described an appropriate plant of com-
pact design that, using installations for ethylene glycol
reactions, ensures these limiting values for the steriliza-
tion with EtO.
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Relative humidity
Internal temperature
Chamber temperature
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Fig. 1 Example of a steriliza-

tion plant provided with auto-
matic system.
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There are current technologies that can be used to
control EtO emissions to the environment, with specific
advantages and disadvantages.[22]

Water scrubbing

This technology involves the absorption of EtO into
water in a packed column. The gas stream discharged
from the sterilizer enters the column near the bottom
and flows upward through the packing material. There
are systems in which absorption of gaseous EtO into
the aqueous solution occurs, with its posterior reaction
with water to form ethylene glycol, promoting cooling
and recycling of the solution for further EtO removal.
The use of an acid reaction (0.1 N is a good concen-
tration, Fig. 2) with water is a good option; anyway, it
will be necessary to neutralize water, before its discharge
to the environment (usually once or twice a year).

C2H4O þ H2O �!H2O4
HOC2H4OH þ DðheatÞ

Thermal incineration

Thermal incineration uses a flame to oxidize EtO to
carbon dioxide and water at high temperature (typi-
cally 760–982�C or 1400–1800�F). A residence time
of 0.3 sec–0.5 sec is enough to achieve a high EtO
destruction efficiency.

Difficulties are related to the high cost of the equip-
ment and to limitations in the case of mixtures, when
hydrogen chloride (HCl) and hydrogen fluoride (HF)
are involved.

Catalytic oxidation

In a catalytic oxidation system, the gas stream exhaus-
ted from the sterilization is first diluted with relatively
large quantities of air and heated up to a considerably

lower temperature (204–426�C or 400–800�F). The
mixture is then passed through a catalyst bed where
EtO is heated with oxygen and converted to carbon
dioxide and water.

Even with the advantage of high EtO oxidation
efficiency, there are limitations related to potential
decomposition of mixture compounds in toxic by-
products (such as phosgene). In addition, the equip-
ment cost is relatively high.

TECHNOLOGY NEW TRENDS

Related to explosive decomposition properties of EtO,
pure liquid EtO can inflame in the presence of an
ignition source.[23,24] The precise threshold limits for
liquid decomposition are influenced to some extent
by the type of ignition source, as well as by the
geometry of the vessel used. Pure EtO vapor can
explode by decomposition in the presence of common
igniters. Pure EtO vapor at normal storage conditions
is more difficult to ignite than mixtures of EtO and air
or mixtures of hydrocarbons and air. The potential
for decomposition can be eliminated by diluting EtO
vapor with a specified proportion of inert gas.

Though EtO itself may be used to carry out the ster-
ilization, since the beginning of its use as a sterilant,
this has not been done. Instead, EtO sterilant has been
most used in a mixture with a flame retardant. Over
the 1970s and 1980s, dichlorodifluoromethane, known
in the industry as CFC 12, was the flame retardant of
choice for use with EtO in a sterilant mixture. The
most commonly used mixture consisted of 27.3 mol%
(12 wt%) EtO and 72.7 mol% (88 wt%) CFC 12; this
mixture is commonly referred to 12–88 in the industry.
Also, a 10 : 90 mixture of EtO : carbon dioxide (CO2)
was used, but requiring an increasing of 15 psig in the
sterilization pressure (this mixture contains only 10%
EtO in volume, in contrast to 27% in volume of the
12 : 88 mixture).[10]
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Fig. 2 Reaction time to form ethylene glycol considering time.
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Due to problems that have arisen with the use of
CFC12 (one of the compounds which causes significant
damage to the ozone layer in the upper atmosphere),
worldwide reduction and elimination of CFC12-use
have been started up. This restriction, although related
to inert dilutor and not to EtO, reached great part of
the users being thus added to the occupational limits
requirements. The new technician-scientific concepts
reached the economic area[25] aggravating extensive
fetching of alternatives.

Alternatives that had gained new impulse were the
mixtures with carbon dioxide. The 30 : 70 mixture with
inflammability features has led to the construction of
new plants, considering the requirements.

Another option is a non-flammable EtO—carbon
dioxide mixture that contains less than 40% of the
EtO per unit volume, as does 12–88. Thus, sterilization
must be carried out either at higher pressures as for
longer exposition times. Furthermore, the large differ-
ence in the vapor pressures of EtO and carbon dioxide
causes the mixture to separate upon withdrawal from
the storage tank or cylinder, raising the danger of deli-
vering a sterilant mixture rich in carbon dioxide, which
will not sterilize, or rich in EtO, which is explosive.

Several companies also re-evaluated their positions
about using 100% EtO.[25] In fact, the high costs to
build an explosion-proof equipment with adequate
installations would be paid back in savings by switch-
ing to 100% EtO. Also, in the past, the main difference
between sterilization with 100% EtO and 12/88 was
that a deep vacuum was generally used for 100% EtO
sterilization, so that all of the air in the package was
sucked out, then replaced with a mixture of EtO and
moisture; this deep intense vacuum required breath-
able packaging material or vents that would allow
the air inside to escape, so the package would not blow
up like a balloon and break. A vacuum was generally

maintained in the 100% EtO sterilizer, so that if any
leaks occurred, outside air would be sucked into the
sterilizer, rather than EtO would leak out, as can occur
with positive sterilizer pressures.

Nowadays, it is known how to use 100% EtO along
with an inert gas like nitrogen to get safe sterilization,
even for the most sensitive packaging. Pressures may
be balanced and a modern computer that controls
100% EtO sterilizer is a very versatile piece of equip-
ment. Fig. 3 shows schematic installations with an inert
gas hookup to the drum. There are also two devices to
make sure that the EtO supply to the sterilizer is shut
off when the drum is emptied. One is the weight scale,
which automatically signals the computer when a pre-
set amount of EtO has been withdrawn and shuts off
the drum by a compressed air valve. The another
device is the computer that stops the flow when it
senses a change from EtO to the inert gas. Without
these two devices, it is possible that the drum could
be filled with inert gas and, of course, this would not
sterilize the materials.

Of course, there are no electrical switches or an
ignition source in the closed sterilizer–heat exchanger
system. Even the presence of high amounts of moisture
both in the product from the preconditioning rooms
and from the humidity injection system would reduce
the likelihood of an explosion by absorbing the EtO
into the moisture and by eliminating the cause of
static charges.

If inert gas lines are hooked into the EtO pipes near
the EtO source, inert gas can sweep the EtO from the
lines so that they will be either filled with the inert
gas or be empty. Inverting the filters and flushing the
lines with inert gas can keep any EtO from being col-
lected in the filter housing—that also eliminates the
exposure involved in changing filters. Filter changing
is probably the major source of exposure for all types
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of EtO sterilization and this system virtually eliminates
that problem.[22]

The use of 100% EtO sterilization techniques offers
low residuals due to the more efficient EtO removal
from the package by the deep vacuum. The process
of ‘‘pulsing’’ the vacuum as reported by Christensen[26]

not only greatly lowers residuals which form glycols
and chlorohydrins by quickly reducing the amount of
EtO in the package, but also allows degassing outside
the sterilizer to be done within the OSHA limits. In
fact, one of the latest trends is to do all the degassing
in the sterilizer, so OSHA exposure levels are never
even approached. This procedure is ideal for 100%
EtO systems, especially those having an EtO disposal
unit (Fig. 4).

Recent knowledge about ozone-depleting gases and
an international consensus on the need of reducing
their effects promoted a search for alternative chemi-
cals to several different CFC applications. From these,
one of the most interesting are the hydrochlorofluoro-
carbons (HCFCs) which, besides being similar to CFC
in inhibition of explosiveness and inflammability of
EtO, can also be used as transitional compounds while
more environmentally suitable compounds are not
available. An EtO–HCFC (10 : 90) mixture was com-
pared to 100% ethylene sterilizing gas to determine
its relative ability to kill seven different bacteria.
Results demonstrated that the EtO–HCFC mixture
was equivalent to the 100% EtO sterilant to kill
vegetative organisms, as well as spore suspensions in
the absence of serum and salt, and better with these

contaminants on carriers.[27] Also, a study performed[28]

to compare sterilization effects between Oxyfume� 12
(using EtO and CFC12, 12 : 88) and Oxyfume 2002
(using EtO and HCFC 22 and 124, 10 : 63 : 27), under
different concentrations (450 mg L�1 and 600 mg L�1)
and different temperatures (45, 55, and 65�C) revealed
similar results, even in different concentrations (similar
D value using Bacillus subtilis, var. niger, ATCC 9372).

Additional advantages of this new mixture are
related to the same equipment and installations pre-
viously developed for the CFC mixture (Fig. 5), with
only a little increase in pressure or time of exposition,
during the sterilization cycle. The only concern is that,
at present, HCFC is targeted to be phased out by the
year 2020 in Canada (2 in 9) and 2030 in the United
States (3 in 9).

Different options can require other kinds of equip-
ment, designed with the goal of protecting the workers,
environmental preservation and safety of products.

Validation and Routine Control of
Ethylene Oxide Sterilization

Even though the definition of sterility is an absolute
condition, the effectiveness of the sterilization process
can be determined by measuring the reduction of
microbial population. Such measurements reveal the
kinetics of microbial inactivation, and it is from the
exponential nature of inactivation that the concept of
sterility assurance level (SAL) is derived. This value
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Fig. 4 A typical sterilization cycle observed with single-use 100% EtO cartridges.
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is expressed as a negative power to the base 10. SALs
of both 10�3 and 10�6 have been adopted worldwide.
However, there is a tendency to adopt a single
standard, 10�6.[29]

The validation of a sterilization process is a docu-
mented procedure, which obtains records and inter-
prets the data required, to show that a process will
consistently comply with predetermined specification.
Besides respecting the SAL, the biocompatibility and
functional properties of a product have to be respected.

The most important current standard is ANSI/
AAMI/ISSO 11135—1994 (revision of ANSI/AAMI
ST27—1988). Medical devices validation and routine
control of EtO sterilization were approved by the
Association for the Advancement of Medical Instru-
mentation (AAMI), the American National Standards
Institute, Inc., (ANSI) and the International Organiza-
tion for Standardization (ISO). This standard consid-
ers the following steps for validation: commissioning
and performance qualification, which includes physical
and microbiological qualification. Medical devices to be
sterilized shall be manufactured under conditions that
ensure that their bioburden is consistently low. Another
important point is about the AAMI specification that
the biological indicator evaluator resistometer (BIER)
is the appropriate vessel for evaluating resistivity to
sterilization of biological indicators.[30,31]

The adoption of the validation standard document
reflects the medical industry ongoing commitment to
safety, efficacy, and global harmonization of manufac-
turing standards. Its purpose is to provide confidence
in all markets that the sterilization process is properly
designed, tested, and monitored.[29]

According to the standard, the sterilization process
using EtO shall include preconditioning and/or
conditioning, sterilization cycle, and aeration. Precon-
ditioning and/or conditioning treatments must be per-
formed under controlled conditions for a defined
period of time to achieve specified temperature and
relative humidity within the load. The sterilization
cycle includes: air removal, conditioning (if used), ster-
ilant injection, maintenance of specified conditions for
the exposure time, sterilant removal, flushing (if used),
and air admission to atmospheric pressure. Aeration
must be performed with product retained under speci-
fied conditions, in the sterilizer and/or in a separate
chamber or room. One of the most important differ-
ences is that ISO 11135 requires additional temper-
ature and humidity monitoring of the load, both
during validation and routine.[32]

According to the ISO standard, the temperature
and humidity of the load must be measured during
the performance qualification. These measurements
should be used to establish range specifications for
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Fig. 5 Typical sterilization cycle with CFC–EtO and HCFC–EtO mixtures.
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the temperature and humidity of the product at the end
of both the preconditioning and conditioning steps,
before adding the sterilant into the chamber. Only in
an Annex of ISO standard (B), included as a guidance,
at the end of preconditioning, the measured tempera-
ture and humidity ranges within the sterilization load
should not exceed �5�C and �15% humidity. This
annex also contains the information that a recorded
temperature range within an empty chamber during
sterilant exposure of less than or equal to �3�C of
the required set point should be obtained.

Throughout the exposure time, the sterilization load
should attain the minimum specified temperature and
the temperature range across the product load should
be less than or equal to 10�C at any given time during
sterilant exposure. The actual temperature should be
determined during physical performance qualification.
Although temperature measurements have long been
required, direct humidity measurement of the load
has not. Manufacturers have used vapor pressure cal-
culations to ensure that when steam is added to the
chamber after initial evacuation, the resulting increase
in pressure indicates attainment of a level of humidity
appropriate to support microbial inactivation.

By interrupting the sterilization cycle just before the
introduction of EtO gas, validation runs can be per-
formed using currently available chamber humidity
sensors, even though, care maintenance and calibration
of these sensors are very important, and a real chal-
lenge is to improve their state-of-art.

A double check for EtO concentration is required
during sterilization (weight of sterilant, volume on
direct analyses, besides the pressure rise). During aer-
ation, the temperature of the load must be monitored
in reference to a specified range established. The micro-
biological performance qualification should demon-
strate the adequacy of the process to the sterilization
of the product by the inactivation of indicators for
EtO sterilization. The bioburden of the product has to
be established, and indicators for EtO sterilization—
spores of B. subtilis var. niger, which are being
considered for another classification as B. atrophaeus
on the basis of high DNA–DNA reassociation values
and confirmatory automated RiboPrint analysis[33]

must comply with EN 866-2. These indicators shall
be placed at representative positions throughout the
sterilization load under the cycle conditions selected
to deliver less lethality. The indicator should repre-
sent, considering the holder where the spores are
inoculated, the load configuration and the package
that protects it in the worst sterilizer conditions. This
is added to the worst conditions in the configuration
of the load.[10,34]

According to the standard, the microbiological
qualification can be performed by the lethality determi-
nation of the cycle by three methods. In one of them,

the lethality shall be determined by the construction
of a survivor curve using direct enumeration of a sur-
vivor. At least five points employing graded exposure
times to EtO, with all other process parameters
remaining constant, except time, shall be included on
the survivor curve. The second possibility is the
fraction-negative method, in which indicators for
EtO sterilization are also exposed to EtO in graded
exposure times with all process parameters remaining
constant, except time. After exposure, the indicators
for EtO sterilization shall be tested by direct immersion
in an appropriate culture medium. Both methods per-
mit calculation of D value (Fig. 6).[35] The method C,
or half-cycle method, can be used only for conven-
tional product release. It involves the determination
of the minimum time of exposure to EtO at which
there are no survivors, with all other process para-
meters,[21] except time remaining constant. Two further
experiments should be performed to confirm the mini-
mum time. Both should show no growth from biologi-
cal indicators. The specified exposure time should at
least double this minimum time.

Considering the parametric process, it requires more
attention in comparison with conventional release. In
this case, a secondary measure of chamber temperature
is required, and the chamber humidity and gas concen-
tration must be directly monitored, what constitutes an
important challenge, mainly related to safety in 100%
EtO cycles (Norma ISO). An inherent characteristic
of the sterilization process that reduces the interest in
obtaining conditions that allow the parametric liber-
ation is related to the attendance to specified limits
of EtO, ethylene glycol and ethylene chlorohydrene
previously to the product release, what demands
additional time.[36]
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considers the concept of accumulated lethality (Fo),
used for thermal sterilization, but applied to optimiza-
tion of EtO sterilization technology. A mathematical
model of the inactivation of biological indicators
spores by EtO was developed, along with two formu-
las: a ‘‘response’’ equation for calculating the number
of survivors of a sterilization cycle, and a formula
for determining the accumulated lethality of exposure
to EtO. Experiments verified that the equations are
applicable to processes with relative humidity values
between 15% and 90%, enabling users to compare the
lethality of dissimilar EtO cycles.

On completion of the validation programme, the
test results should be compiled into a test report, and
characterize the certification of validation.

CONCLUSIONS

Despite the serious criticisms against EtO related to
toxicity and environmental aspects, sterilization using
this gas, 100% or in various compositions, is one of
the most widely used processes. Compared to alterna-
tive processes, EtO still remains a suitable choice than
irradiation, because it promotes molecular alterations
in different polymeric compounds, and it also causes
long-term problems with the ramrods of 60Co, when
its active life expires. Besides that, the irradiation with
difficulties persists with accelerated electrons, in spite
of the obtained improvements.

Furthermore, the EtO process presents wide effec-
tiveness and possibility of validation in industrial
sterilizators, when compared to the plasma sterilization
process. It also shows advantages in comparison to
other sterilant gases (formaldehyde and hydrogen per-
oxide) related to permeability, diffusion, volatilization,
polimerization, and compatibility.

So, since there is not a perfect sterilant agent, we
can consider the EtO process as ideal, although it
demands a certain amount of knowledge for its safe
and effective use.
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Sterilization: Moist Heat

Dario Pistolesi
Fedegari Autoclavi SpA, Albuzzano, Italy

INTRODUCTION

To sterilize something means to render it ‘‘aseptic’’
(from the Greek word sepsis, putrefaction, preceded
by a privative a). In other words, it means to inactivate
the micro-organisms that may produce this putrefactive
action (in the broadest sense of the term).

Moist-heat sterilization is achieved when water
vapor (or, more generically, moist heat, i.e., a suitable
combination of temperature and humidity) at a definite
temperature is introduced or generated (even indirectly)
at the level of the micro-organisms to be inactivated
and is maintained in such conditions for a definite time.
As explained in detail hereafter, moist-heat sterilization
proceeds as an inverse logarithmic progression. There-
fore, only a treatment of infinite duration provides
absolute certainty that all micro-organisms have been
inactivated.

In pharmaceutical technology, to define an item
as sterile, one must be able to demonstrate that on a
statistical basis related to the processing conditions,
no more than 1 in 106 units subjected to sterilization
‘‘may be’’ non-sterile. Therefore, the SAL (Sterility
Assurance Level) of the product must be greater than
(or equal to) 106. The obvious consequence of this
situation is that although the word sterile expresses
an absolute concept, the word sterilized, understood
as the result of an adequate sterilization process, has
a probabilistic meaning.

Current pharmacopeias, standards, and guidelines
related to sterilization generally use the following type
of wording:

. . . Sterilization is a special process because its efficacy

cannot be verified by simple inspection and testing on
the final product . . . . For this reason, sterilization pro-
cesses have to be validated before use, the performance

of the process monitored routinely and equipment
regularly maintained . . . .

Accordingly, installation qualification and oper-
ational qualification of the sterilizer and validation of
the processes, combined with continuous monitoring
of each individual routine process, are now considered
fundamental.[1] Therefore, sterility tests (i.e., micro-
biological tests performed on the final product) have
lost much of the significance they had in the past,[2]

but they are still being performed. So-called parametric
release (i.e., release based on the evaluation of tightly
controlled physical parameters of each process, with-
out performing sterility tests) is in fact theoretically
accepted by many pharmacopoeias, but is (as stated,
for example, in the European Pharmacopeia) ‘‘ . . .
subject to the approval of the competent authorities
. . . ,’’ which are generally highly reluctant to grant
such approval.

All pharmacopeias consider moist-heat sterilization
as the method of choice, i.e., the method to be pre-
ferred, unless, of course, the product to be sterilized
is incompatible with the characteristics of steam. The
reason for this preference is the fact that moist-heat
sterilization provides the best combination of flexibility,
reliability, and low equipment and operating costs.

OVERVIEW

Moist-heat sterilization is achieved when a suitable
combination of temperature and humidity can be
introduced (or indirectly generated) at the level of the
micro-organisms to be inactivated. The classic way to
achieve this is by means of pressurized saturated steam
at the temperature of 121�C (250�F). However, other
sterilizing media (e.g., superheated water or a steam–
air mixture) are also frequently used to obviate certain
problems that pure steam may pose. Sometimes the
load is rotated inside the chamber of the sterilizer to
achieve particular results.

MOIST-HEAT STERILIZATION KINETICS[3]

Consider a system contaminated by a single microbio-
logical species (i.e., an ampoule containing an aqueous
suspension of a given micro-organism) immersed in
pressurized saturated steam at constant temperature.
One can demonstrate experimentally that the reaction
of thermal inactivation of the micro-organism develops
as a first-order chemical reaction (i.e., as a chemical
decomposition reaction) in which the reaction rate is
proportional at all times only to the amount of product
still to be degraded. The proportionality coefficient is
typical of the species and conditions of the given
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micro-organism. All this seems obvious for dry-heat
sterilization, but not for steam sterilization, in which
the water vapor molecules would appear to take part
in the reaction. Actually, this bimolecular reaction is
a first-order reaction, because an excess of steam is
always present and its concentration can be considered
constant.

The most widely used mathematical equation of the
above is:

N ¼ N010�t=D ð1Þ

where N0 ¼ initial number of micro-organisms;
t ¼ elapsed time (or sterilization time); N ¼ number
of surviving micro-organisms after exposure time t;
and D ¼ ‘‘decimal decay time,’’ defined as the time
interval required, at a specified and constant tempera-
ture, to reduce the microbial population to 1/10 of its
original quantity.

At 121�C, the D-values generally oscillate between
0.2 and 1.5 min for the various microbial species that
can be encountered in pharmaceutical activity. Eq. (1)
allows for two important conclusions:

1. the time required to reduce the micro-organism
population to any preset value is a function of
the initial concentration, and

2. the effect of sterilization in the same conditions
(T and t) will be very different according to the
D-value of the contaminating micro-organism.

Fig. 1 shows that the same reduction ratio is
achieved for different microbial species (at the same
constant temperature) with an exposure time that is
proportional to the D-value of each species.

Consider a batch of units (e.g., a batch of filled
ampoules) with a constant initial population for each

unit of 100 micro-organisms or 102. If D121 ¼ 1, after
1 min at 121�C, the population will be reduced to
101 ¼ 10. After another minute, only 100 ¼ 1 micro-
organism will still be surviving. After another minute,
the surviving population would be 10�1 ¼ 1/10
micro-organism per unit. In biological terms, such a
contamination is obviously meaningless; statistically,
it means that there is a probability that 1/10 of the units
of the sterilized batch are still contaminated. Clearly,
after another 5 min of sterilization, this probability will
be reduced to 1/106 or 10�6. In other words, the SAL
(introduced earlier) is 10�6.

A more reassuring SAL, for example 10�9, is very
often sought. It is sufficient to extend the sterilization
for just 3 additional min. The problem, therefore, is
evidently not cost-related; rather, it is simply linked
to the risk of subjecting the treated material to thermal
degradation.

All the above considerations have been made under
the assumption that the temperature is kept constant
during the sterilization period. Obviously, the D-value
changes when the temperature changes. When the
D-values obtained experimentally for a given microbial
species are plotted on a semilogarithmic chart as a
function of the temperature T, a path such as the one
shown in Fig. 2 is obtained.

Clearly, if D is 1.0 at 121�C, it is 0.1 at 131�C and
10 at 111�C. In other words, the value of D decreases
or increases by a factor of 10 when the temperature
increases or decreases by 10�C. The algorithm z is
defined as temperature coefficient of moist-heat sterili-
zation, i.e., the number of degrees of sterilization tem-
perature that causes a 10-fold variation of D or of the
sterilization rate. Depending on the micro-organism
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for the 100–130�C sterilization range. The z-value is
frequently assumed to be equal to 10 in the absence
of precise experimental data.[1]

It is evident that small temperature variations cause
dramatic variations in the rate of the sterilization
reaction. It is easy to calculate that a variation by only
1�C in the vicinity of 121�C causes a variation
of approximately 24% in the value of D, i.e., of the
sterilization rate.

F0 or Equivalent Time

To compare the lethal effect of a sterilization per-
formed for any given time tx at any temperature Tx

(which may vary over the time tx), it is very useful to
be able to express this lethal effect by relating it by
calculation to a given reference temperature. When this
reference temperature is 121�C (or, more exactly,
121.11�C, which correspond to 250�F) and z is
assumed to be 10 (or 18 if the temperature is expressed
in �F), the resulting algorithm is known as F0 and is
expressed by:

F0 ¼ Dt
X

10
T � 121

zð Þ ð2Þ

where Dt ¼ time interval between two successive tem-
perature measurements; T ¼ actual sterilization tem-
perature in �C at the time t; and z ¼ temperature
coefficient, assumed to be equal to 10.

F0 is known as equivalent time because its dimen-
sion is actually a time expressed in minutes. Clearly,
when the values in Eq. (2) are, for example, Dt ¼ 15 min
min and T ¼ 131�C, F0 is 150 min, i.e., the lethal effect
is 10 times higher than that of a sterilization lasting
15 min at 121�C. If instead Dt ¼ 15 min but T ¼
111�C, F0 is equal to 1.5 min, i.e., the lethal effect is 10
times smaller than that of a 15 min sterilization at
121�C. An F0 of 12 (delivered to the coldest point of
the load) is generally considered sufficient for adequate
sterilization in the pharmaceutical field.[4]

MOIST-HEAT STERILIZATION PROCESSES

Current pharmaceutical production practice uses sub-
stantially three moist-heat sterilization processes: 1)
pressurized saturated steam; 2) superheated water;
and 3) steam–air mixture. Process 1 is the traditional
multipurpose process, which obviously uses pure
pressurized saturated steam as sterilizing medium. Pro-
cesses 2 and 3 are so-called counterpressure processes;
they were introduced in pharmaceutical production
practice approximately 20 years ago and, respectively,
use a spray superheated water and a homogeneous

mixture of steam and air as sterilizing media. These
processes allow the control of the pressure of the ster-
ilizing medium independently of its temperature (which
is impossible to accomplish with pure saturated steam).
As explained below, these processes are used to treat
solutions in containers that cannot tolerate the internal
overpressure that is generated inside when sterilized
with process 1.

PRESSURIZED SATURATED STEAM METHOD

This is certainly the most widely used and most versatile
moist-heat sterilization method. Accordingly, it is widely
used not only for sterilization of pharmaceutical pro-
ducts but also for laboratory and hospital sterilization
and for the treatment of medical devices. Nonetheless,
it has significant limitations, especially in pharmaceutical
use, which are described later. The sterilizing medium is
obviously pure pressurized saturated steam. The word
saturated means that the steam is in thermodynamic
equilibrium with its liquid form (water) at the tempera-
ture being considered.

Typical operating conditions are 121�C (i.e., 250�F)
for 15 min (or even less); this temperature is matched
by a saturated steam pressure of 2.05 abs bar (i.e.,
205 kPa). However, higher or lower temperatures (and,
therefore, pressures) are often used, with obvious
appropriate adjustments of the holding time.

The term dry saturated steam is sometimes used. It
should be made clear that dryness is a theoretical con-
dition of steam and that in practice, moist saturated
steam is used. This also provides assurance that the
steam really is saturated and is not superheated. The
use of superheated steam may in fact cause problems
in process management.

However, the steam must entrain the smallest pos-
sible amount of condensate. The term steam dryness
fraction defines the amount of condensate entrained
by the moist steam. A dryness fraction of 0.95 means
that 100 g of moist steam consist of 95 g of dry satu-
rated steam plus 5 g of condensate, which is (or should
be) at the same temperature the steam. A dryness frac-
tion of 0.95 is considered the lower limit of adequacy
for moist-heat sterilization.

The reliability of sterilization performed by means
of saturated steam is based on three essential charac-
teristics of this medium:

1. When steam condenses, it releases heat at a
constant temperature and in very large amounts;
1 kg of steam condensing at 121�C (transforming
into water at 121�C) releases as much as 2200 kJ
(or 525 kcal).

2. The temperatures and pressures of saturated
steam have a two-way correlation. Once the
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steam temperature is determined, so is its pres-
sure, and vice versa. Saturated steam at 121�C
inevitably has a pressure of 2.05 abs bar;
saturated steam at 3.04 abs bar inevitably has
a temperature of 134�C. This entails two very
interesting practical possibilities: a pure satu-
rated steam autoclave can be equally tempera-
ture- or pressure-controlled, and regardless of
the parameter used for control, the second
parameter can easily be used to cross-monitor
the first.

3. One gram-molecular weight of water (18 g, i.e.,
18 ml in the liquid state) as steam at 121�C
and 2.05 abs bar occupies a volume of approxi-
mately 15 L. This means that when steam con-
denses at 121�C, it shrinks in volume by almost
1000 times. Consequently, additional steam spon-
taneously reaches the material to be sterilized.
The condensate that forms can be easily removed
from the autoclave chamber by means of a con-
densate trap or by continuous bleeding.

Apart from these three favorable characteristics,
other phenomena linked to the use of pure saturated
steam must be considered:

1. To perform its microbiological inactivation
action, the steam must come into contact with
the micro-organisms. This can occur directly
or indirectly. It occurs directly when the steam
makes contact, for example, with a surgical
instrument located in the autoclave chamber.
It occurs indirectly when the steam is generated,
for example, inside a sealed ampoule that con-
tains an aqueous solution by heat exchange with
the steam in the chamber. However, it is evident
that it is impossible to steam-sterilize the inside
of a closed empty ampoule or its contents if
they are, for example, an anhydrous oil-based
solution.

2. The air initially present in the chamber and the
incondensables (generally CO2) possibly entrained
by the steam have molecular weights, and there-
fore densities, which are 1.5–2.0 times higher than
those of steam. Therefore, at the beginning of
the process, the air must be removed from the
chamber, and the steam must not contain incon-
densables. Otherwise, they tend to stratify in the
lower portions of the chamber, producing unac-
ceptable temperature gradients.

3. When closed non-deformable containers with
aqueous solutions are sterilized, the pressure
inside can reach values far higher than the cham-
ber pressure. The reasons for this are explained
in detail later but, in any case, the internal
overpressure can reach or exceed 1.4 bar and

can be intolerable for many types of container.
In such cases, it is necessary or convenient to
use counterpressure autoclaves (as described
later).

SATURATED STEAM AUTOCLAVES

Construction

All sterilizers intended for pharmaceutical use are
currently made of class AISI 316 stainless steel, includ-
ing the valves and piping. Other materials may be
acceptable only for service components arranged
downstream of the sterilizer (e.g., the vacuum pump
or the condensate trap). The service elements arranged
upstream of the sterilizer (e.g., heat exchangers or
water pumps) also must be made of stainless steel.

Silicone rubber or PTFE and its derivatives are gen-
erally used for gaskets (for doors, valves, etc). The
chamber of these autoclaves is horizontal, with a
rectangular or (rarely) cylindrical cross-section. The
dimensions of these chambers can vary considerably,
from approximately 100 L to 10 m3 or more.

Doors

Doors are generally rectangular, even though the cham-
ber is cylindrical. In this case, the doors are inscribed in
the circumference. There may be one or two doors: two
doors are always used when the autoclave leads into
a sterile room. Two-door autoclaves are often used
when this requirement does not apply, but the need is
nonetheless felt to separate the loading area (where
non-sterile products are placed) from the unloading
area (where only already-sterilized products can be
placed). The doors may be of various kinds.

Side-hinged, manually operated doors
retained by radial locking bars

At present, these are the most widely used doors. The
rim gasket is solid and fixed. The radial bars are
moved, during closure/opening, by a central hand-
wheel that is operated manually. This locking system
requires lubrication, and this can entail microbiological
problems, especially if the door opens onto a sterile
room (the closure method that uses perimetric eye-bolts
is now obsolete).

Vertically or horizontally sliding,
automatically operated doors

These doors have no lubrication problems, but in the
horizontally sliding version (which is common for
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that they occupy a considerable amount of floor space.
The gasket is generally located on the chamber rabbet
and is compressed toward the door by two methods: 1)
the gasket is hollow and inflatable (by means of com-
pressed air or steam); and 2) the gasket has a particular
dovetail cross-section and is contained in a slot that
also has a dovetail cross-section. An adequate pressure
of compressed air in the rear part of the slot is suf-
ficient to activate the seal on the door, and the release
of the pressure (without requiring vacuum) is sufficient
to activate the retraction of the gasket (Fig. 3).

Diagonally moving doors

These doors combine the positive features of the two
precedidng types. During opening (and, in reverse, dur-
ing closure), the door is automatically moved slightly
upward and laterally, enough to disengage it from
the mechanical systems that retain its four sides. Then
the operator opens the door manually by turning it
about its side hinges. The gasket is generally identical
to the second one described previously.

Jacket

Saturated steam autoclaves are generally provided with
a jacket, that is constituted by a second wall that more
or less fully encloses the inner chamber and thus forms
a secondary space around it. For the sake of brevity, the
various jacket construction methods are not presented
here. The purpose of a jacket is summarized as follows:
1) to preheat the autoclave initially and keep it warm
during loading/unloading; 2) to preheat the load dur-
ing the initial air removal phase; 3) to contribute to
the drying of the load in the final vacuum phase; and
4) to reduce any condensate entrained by the steam.

Steam can be fed to the jacket-chamber assembly
by: 1) Single feed in which the steam first enters the

jacket, circulates inside it, flows out of it, and then
enters the chamber. The reduction of condensate
entrained by the steam can be achieved only with this
single-feed approach. 2) Separate-feed in which, of
course, two controls are provided. The jacket may be
fed with plant steam, but the chamber is certainly
supplied with ultraclean steam. At present, this is the
solution generally used for modern autoclaves because
it ensures that no microbiological or particulate con-
tamination can reach the chamber from the jacket,
which is a closed and convoluted space that is practi-
cally impossible to clean and inspect accurately.

Process

Initial air removal from the chamber

The basic reason for air removal has been addressed
previously. Moreover, loads are often made of porous
or packaged materials, which require reliable and rapid
removal of air from the inside of the loads as well.

Today, the so-called gravity removal method is used
only for special tasks. In this method, the steam enters
the top part of the chamber and is distributed by a
suitable sparger (theoretically on a uniform front). The
air escapes through a large valve in the lower part of
the chamber by way of two actions: gravity and dis-
placement by steam. This method is rather slow and
unsuitable for porous and other loads that may trap
air inside recessed cavities.

A modern autoclave is generally equipped with a
water-ring pump that can produce a vacuum of approxi-
mately 70 residual mbar in the chamber. Accordingly,
almost 7% of the air is not removed. The following two
methods are essentially used for completing air removal.

Pulsed Vacuum. Once the maximum initial vacuum
has been reached, the pump is stopped and steam
enters the chamber until an approximate atmospheric
pressure (or a higher pressure) is reached; then vacuum
is produced again. Three vacuum/pressure pulses are
generally sufficient to achieve suitable air removal.

Dynamic Vacuum. Once the maximum initial vacuum
has been reached, the vacuum pump is kept running
while a 5–10 min. steam-injection is performed from
the side of the chamber that lies opposite the vacuum
drain point. Modern autoclaves can perform both
methods depending on the load to be sterilized.

Heating and sterilization phases

Considerable amounts of condensate form in the
chamber during the heating and sterilization phases.
This condensate must be removed, and there are

Fig. 3 Dovetail section gasket activated by compressed air.
(From Ref.[5].)
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basically two ways to accomplish this. The first uses a
condensate trap at the bottom of the chamber. This is
the cheapest and simplest method, but it causes signifi-
cant drops in pressure (and therefore in temperature)
when the trap opens, owing to the inertia of the trap.
The second method uses dynamic steam. This is the
most reliable method, but it is also slightly more
expensive. During the heating and sterilization phases,
the vacuum pump runs continuous and extracts the
condensate through a small valve. A small amount of
steam of course is also extracted continuously, accord-
ingly providing the dynamic condition of the steam.

Poststerilization phases

These phases may be very different and are clearly
linked to the sterilized material and to the required
results. The most common solutions are the following:

Drying–Cooling Final Vacuum. This is produced by
restarting the vacuum pump until a preset vacuum
(e.g., 100 mbar) is reached. The pump is then kept run-
ning for a preset time. Porous materials (and non-porous
materials also) are thus dried and cooled quickly.

Cooling by Circulating Cold Water in the Jacket. This
method is used with containers that are partially filled
with solutions (for example, culture media) and closed
with non-hermetic closures. With such containers,
drying–cooling final vacuum is not applicable because
the solution would boil, and cooling by direct spray
(described hereafter) may cause contamination. Steam
is removed from the chamber by introducing sterile air
at a pressure that is equal to, or greater than the ster-
ilization pressure. Then cold water is circulated in the
jacket. Chamber air pressurization has two purposes:
to prevent boiling of the solutions and to improve heat
exchanges between the load and the jacket.

Cooling by Direct Spraying of Cold Water onto the
Load. This method is generally used for cooling filled
and sealed ampoules contained in perforated trays and
generally marshaled. It is performed by spraying, or
rather by nebulizing, purified water or water for injec-
tion onto the load by means of a sparger located in the
ceiling of the chamber. Water nebulization produces
rapid steam condensation and an equally rapid pres-
sure drop in the chamber while the pressure inside
the ampoules remains high (because the temperature
of the solution decreases rather slowly). However,
good-quality ampoules can withstand this treatment
adequately. The water spray is generally stopped when
the load temperature reaches 70–80�C. Accordingly,
the load still contains enough heat energy to dry
spontaneously once removed from the autoclave.

Cooling with Cold Water Sprayed Directly onto the
Load with Air Counterpressure. Very frequently, the
pressure stress that occurs when using method of
cooling by direct spraying of cold water, cannot be
tolerated by the load. In such cases, it is possible to
drain the steam from the chamber by replacing it with
sterile compressed air at a pressure equal to or greater
than the sterilization pressure. Cooling water is sprayed
onto the load only after this replacement has been per-
formed. However, it is obvious that this method only
allows for reduction of the pressure stress of the con-
tainers in the cooling phase; the pressure stress in the
sterilization phase (discussed later) is unavoidable.

Ampoule Tightness Tests. The purpose of these tests is
to allow for rejection of ampoules that have closure
defects, fractures, or cracks. These tests fall essentially
into two categories: penetration of dyed solutions
(usually with methylene blue) in the ampoules and post-
sterilization pressure stress. Details of these methods
are not presented here because of space constraints.

Sterilization of the air that enters the chamber

As noted previously, in many cases it is necessary to
introduce air in the sterilization chamber. This air must
be sterile, otherwise it recontaminates the sterilized load
or the sterile room if a two-door autoclave is connected
to it. This air is generally sterilized by filtration with a sys-
tem built into the autoclave. Therefore, it is necessary to:

1. Provide a filtration cartridge with suitable reten-
tion.

2. Allow in situ periodic sterilization of the
assembled system by means of an automatic
process of the autoclave.

3. Ensure that the filtration system and its piping
maintain sterility during successive sterilization
programs used for production.

4. Perform the system integrity test before and
after each sterilization program of the filtration
system.

5. Allow for validation of all procedures noted
earlier.

Process controllers

Today, process controllers installed in autoclaves are
based on programmable logic controllers (PLCs),
personal computers (PCs), customized electronic solu-
tions, or, sometimes, different combinations of the
aforementioned systems. However, a very large num-
ber of autoclaves managed by old electropneumatic
systems are still in operation. Modern process control-
lers, of course, offer previously inconceivable levels of
performance. Today, temperature and/or pressure
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integral-derivative algorithm. Steril-ization can be
time-managed or F0-managed (F0 being accumulated
by several flexible temperature probes enabled for this
function). Some management systems offer exceptional
flexibility in composing programs and setting parameters.
Information provided in real time on cathode ray tube
(CRT) or liquid crystal display (LCD) or produced/
stored on paper/electronic media is highly detailed.

DIFFERENTIAL PRESSURE BETWEEN INSIDE/
OUTSIDE OF A RIGID CONTAINER, PARTIALLY
FILLED WITH WATER SOLUTION AND SEALED,
DURING STEAM STERILIZATION

When a container in the conditions noted earlier is
sterilized in a conventional autoclave that operates
with pure saturated steam, during sterilization a
considerable overpressure with respect to the pressure
inside the autoclave chamber is generated in the con-
tainer. This is clearly attributable to the fact that the
air (or gas) that was present at filling has remained in
the container, whereas the air was eliminated from
the autoclave chamber at the beginning of the process.
Fig. 4 schematically explains the phenomenon in ideal
conditions, i.e., considering air a perfect gas.

Experimentally, it turns out that the actual overpres-
sure is higher than the theoretical one. This is attributable
to various facts: the thermal expansion of water is greater
than the thermal expansion of the glass of the container;
the solution contains dissolved gases that come out of the
solution as the temperature rises; air is not a perfect gas.

Obviously, the overpressure depends on the filling tem-
perature, the sterilization temperature, the ratio between
solution volume and head volume, etc., but at 121�C, it is
on average approximately 1.4 bar. Clearly, this phenom-
enon cannot be ignored: suffice it to note that the stopper
of glass bottles with a mouth having a cross-section of
approximately 4 cm2 would be subjected to an expulsion
force of approximately 6 kg.

These conditions therefore prohibit the use of tra-
ditional pure saturated steam autoclaves to sterilize solu-
tions contained in a wide variety of containers such as

1. Large-volume parenterals (LVPs) in glass bottles;
2. LVPs and small volume parenterals (SVPs) in

plastic containers (flexible, semirigid, rigid);
3. Prefilled glass or plastic syringes;
4. Jars and similar containers with press-on or

screw caps;
5. Blisters containing various materials, for

example, disposable contact lenses.

To correctly sterilize these products, it is necessary
or advisable to use a counterpressure autoclave.

COUNTERPRESSURE MOIST-HEAT
STERILIZATION

Moist-heat autoclaves operating with counterpressure
are sterilizers capable of controlling the pressure of
their sterilizing medium independently of its tem-
perature. They are used essentially for the terminal
sterilization of solutions.

Fig. 4 Schematic description of pressures produced inside a rigid container, partially filled with water solution and sealed,
during steam sterilization at 121�C. (Adapted from Ref.[5].)
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Accordingly, a dual control principle is provided
that acts independently on both parameters. Two
methods currently in use are superheated water spray
and steam–air mixture.

SUPERHEATED WATER SPRAY AUTOCLAVES

Fig. 5 is a typical diagram of these autoclaves. Alterna-
tives are possible, but they do not alter the essential
structure. The chamber is horizontal and generally
cylindrical, with a single wall and rectangular door(s)
inscribed in the circumference.

At the beginning of the process, after loading the pro-
duct, the lower part of the chamber is filled with water of
adequate chemical and bacteriological quality. The air
contained in the chamber is not removed. A sanitary-
type pump circulates the filling water through a heat
exchanger (of the removable-plate or other sanitary
type) that is indirectly heated in countercurrent with
plant steam. The water is then sprayed onto the load
by a sparger located in the upper part of the chamber
and equipped with a system of solid-cone spray nozzles.
Uniform water redistribution in the lower layers of the
load is ensured by suitable perforated racks that support
the product. Sometimes additional water spray bars are
located on both sides of the chamber.

Heating of the circulating water and, therefore, of
the load is very gradual but quite rapid. A temperature
of 121�C is typically reached in 25–30 min inside 500 ml
containers; the heating rate clearly depends on the
characteristics of the solution and its containers.
Temperature uniformity in time and space during the

sterilization phase is generally very good: much better
than �1.0�C. The cooling phase is performed by the
same circulating water, which is now sterile and con-
tinuously recirculated through the heat exchanger, in
which cold water (instead of steam) now flows without
contact with the sterile circulating water. The tempera-
ture inside 500 ml containers drops to approximately
80�C in 10–12 min. This temperature is generally
suitable to obtain rapid and spontaneous drying of
the load once removed from the autoclave.

An appropriate partial pressure of air (sterilized by
filtration) is maintained in the chamber during every
phase of the process, to compensate for the overpres-
sure inside the containers. Various methods for
controlling the total chamber pressure (steam þ air)
can be used. With computerized process controllers, it
is also possible to correlate at any time during each
phase the air partial pressure to the average of the solu-
tion temperatures of two or more reference containers.

Consequently, the load suffers no thermal or press-
ure shocks because the differential pressure between
the chamber and the containers can be reduced to zero
or maintained at all times during the process in a direc-
tion that is suitable for the particular type of container
during sterilization or, generally, during thermal treat-
ments from 60–127�C.

Clearly, these autoclaves have some limitations in
their application:

1. It is impossible, or illogical, to dry the load
inside the autoclave by pulling vacuum in the
chamber or by circulating warm air through
the chamber and the load.

Fig. 5 Superheated water spray autoclave: simplified P.&I.D. (Adapted from Ref.[5].)
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surfaces are sterilized, these surfaces will be
filled with water at the end of the process. The
obvious remedy is to load the material upside
down.

3. When sterilizing solutions contained in PVC
bags, so-called blushing can occur, i.e., the
PVC can whiten because of water absorption.
The time required for this blushing to disappear
can be quite long, depending on the type of PVC
and its plasticizer. Blushing does not occur with
polypropylene (PP), polyethylene (PE), and
polylaminated plastics.

These autoclaves are sterilizers that can vary consider-
able in size but are generally rather large (1–20 m3 and
more). They are often provided with automated loading/
unloading systems.

STEAM–AIR MIXTURE AUTOCLAVES

Fig. 6 is a typical diagram of these autoclaves; possible
alternatives are addressed later. The chamber is similar
to that of superheated water spray autoclaves. At the
beginning of the program, steam enters the chamber
directly through a suitable sparger located in the lower
part of the chamber. The air initially contained in the
chamber is not removed. The high-efficiency fan(s)
located on the ceiling of the chamber and the flow
deflector system have the task of homogenizing and
circulating the steam–air mixture that forms inside

the chamber. This is an important and demanding task
because the air clearly tends to stratify on the bottom.
The condensate that forms is removed by continuous
and spontaneous bleeding from the chamber.

The cooling phase consists of feeding compressed
and sterile air to the chamber to condense and replace
all the steam, while maintaining the same total sterili-
zation pressure or possibly increasing it. Cold plant
water is then fed to the internal heat exchangers, which
are constituted by batteries of hollow plates arranged
in the two lateral sectors of the chamber (for simplicity,
only one plate is shown in Fig. 6). However, this cool-
ing method uses two solid-gas heat exchanges, which
have poor efficiency. An attempt can be made to
improve efficiency by increasing the air pressure in
the chamber within the limits of the product, thus
increasing the density of the air and therefore its
exchange efficiency. The fans of course continue to
run during the cooling phase as well.

Despite this refinement, the cooling phase is signifi-
cantly longer than that in superheated spray water
autoclaves. A mechanically critical point of steam–air
autoclaves is the tightness of the fan shaft. This prob-
lem has been completely solved in the more advanced
machines by adopting magnetically driven fans (Fig. 7).
The air partial pressure during the program is mana-
ged as described above for superheated water spray
autoclaves, and the dimensions and loading/unloading
systems are also similar.

Possible alternatives to the configuration shown in
Fig. 6 are 1) horizontal fans (instead of vertical fans)
located on one side of the chamber. This solution

Fig. 6 Steam-air autoclave: simplified P.&I.D. (Adapted from Ref.[5].)
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entails a more severe risk of shaft bending and
vibration, which can cause wear of the delicate sealing
system. Moreover, it is technically more difficult to
manufacture magnetically driven fans with a horizontal
shaft; and 2) shell-and-tube heat exchangers (instead of
plate-type exchangers).

With steam–air autoclaves, blushing of PVC bags is
generally less intense than with superheated water
spray autoclaves and essentially affects only the areas
where the bags rest on the supporting racks. Among

the positive features of steam–air autoclaves is the rela-
tive ease in combining the traditional pure saturated
steam cycles, i.e., in manufacturing hybrid pure
steam/steam–air autoclaves (in this case, the chamber
is equipped with a jacket and a vacuum pump). This
combination is instead not recommended for super-
heated water spray autoclaves, although it is offered
by some manufacturers. Fig. 8 is a summary compa-
rison of superheated water spray and steam–air
autoclaves.

STERILIZING A ROTATING LOAD

Currently, the pharmaceutical market more and more
often requires rotating-load sterilization autoclaves.
Load rotation can have essentially three goals:

1. To maintain the stability (or homogeneity) of
emulsions (or suspensions) that would tend
to break out because of the sterilization tem-
perature.

2. To sterilize heat-sensitive products at high tem-
perature, drastically reducing the sterilization
time. The logic behind this principle is that, as

Fig. 7 Schematic drawing of magnetically driven fan. (Adapted from Ref.[5].)

Fig. 8 Critical comparison of superheated water spray
(SWS) and steam–air mixture (SAM) autoclaves. (Adapted
from Ref.[5].)
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noted, the temperature coefficient of the moist-
heat sterilization reaction is very high (z is on
the average equal to 10), whereas the tempera-
ture coefficient of a classic thermal degradation
reaction is much lower (on the average equal to
2). Obviously, to achieve the goal, the product
heating/cooling sterilization rates must be very
high and uniform. Because rotation stirs the
product, it indeed facilitates the penetration/
removal of heat into/from the product, espe-
cially if it is dense and viscous. This principle
is currently often used to sterilize heat-sensitive
LVPs, for example, glucose solutions (especially
with a high concentration of sugar) or amino
acid solutions.

3. To provide the best possible testing of ampoule
tightness with fast poststerilization vacuum.
This testing method (presented above) achieves
maximum effectiveness when the ‘‘open’’
defects of the ampoules are below the level of
the solution. Ampoule rotation is the ideal
method for achieving this condition regardless
of the location of the defect on the ampoule
(tip, shoulder, bottom).

Naturally, the production of this type of autoclave
requires highly refined design and construction tech-
nology because 1) the load rotation system complicates
construction significantly; 2) the loads to be rotated
are generally bulky and heavy; 3) it is practically

impossible to avoid mass displacements of the load
during rotation; and 4) lubrication of the load bearing
and rotating system must be avoided for hygiene-
related reasons.

Finally, it is evident that the actual loading capacity
of the chamber is reduced because of the presence of
a cylindrical structure that must rotate inside it and
support the load contained in appropriate trays with
a lid (the entire system being appropriately perforated).
Fig. 9 shows this cylindrical structure both when empty
and when filled with the trays. These autoclaves are
generally counterpressure sterilizers and the load is
rotated throughout the process at an adjustable rate
(1–10 rpm) and, if required, intermittently and in
alternating directions.
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frequently used with large sterilizers to allow faster loading and unloading operations, are shown instead. (Adapted from
Ref.[5].)

Sterilization: Moist Heat 3539



S
tatistical–

S
terilization

Sterilization: Radiation

Stephen G. Schulman
Department of Medicinal Chemistry, University of Florida,
Gainesville, Florida, U.S.A.

Phillip M. Achey
Department of Microbiology and Cell Science, Institute of Food and Agricultural Sciences,
University of Florida, Gainesville, Florida, U.S.A.

INTRODUCTION

The actions of ionizing radiations on matter and the
subsequent interactions of the irradiated molecules
are useful for the sterilization of pharmaceutical and
surgical supplies. To take maximum advantage of the
benefits derived from ionizing radiations, it is desirable
to have an understanding of the fundamental processes
that result in radiation damage to living and non-living
systems.

This article addresses with the effects of ionizing
radiation on biological systems, beginning with the
physical and chemical actions on condensed matter.
After these sections, the biological responses of living
systems, particularly microorganisms and viruses, to
ionizing radiation are considered. A section on the cur-
rent uses and government policies on the applications
of ionizing radiation in areas important to the pharma-
ceutical industry is also included.

Description of Ionizing Radiation

Radiation energy can be either in the form of electro-
magnetic energy or of particle radiation. Radiation is
distinguished as being either non-ionizing or ionizing.
Examples of non-ionizing radiation include the ultra-
violet, visible, infrared, and radiofrequency parts of
the electromagnetic spectrum. These kinds of radiation
are not addressed in this article.

A common feature of all ionizing radiation is that it
is of sufficient energy to cause ionizations in the
exposed material. These ionizations result in release
of orbital electrons from atoms and cause disruptions
of covalent bonds. Release of energy acquired by mole-
cules in this manner will result in dramatic changes in
the physical and chemical structures of the exposed
materials because of the concentration and localized
release of the ionizing radiation energy. By compari-
son, thermal heating is less efficient at causing bond
rupture because of the wide distribution and diffuse
release of thermal energy in matter. Whole-body

exposure of a human to an amount of ionizing radi-
ation energy equivalent to the amount of thermal
energy received by drinking a cup of hot coffee will
result in the death of the individual within 30 days.
Therefore, because of the potent biological action
and the lack of our ability to sense exposure to ionizing
radiation (unless the exposure dose rare is extremely
high), it is important to practice extreme caution when
working with this agent.

Another common characteristic of ionizing radi-
ation is its ability to penetrate material. The two most
commonly used forms for sterilization are energetic
electron beams and electromagnetic radiation (e.g.,
g-rays from cobalt-60 or cesium-137). The penetrating
ability of g-rays and X-rays is much greater than that
of electrons. In either case, when developing protocols
for using ionizing radiation insterilization of material, the
penetrating ability of the radiation must be considered.

PHYSICAL AND CHEMICAL ACTIONS
OF IONIZING RADIATION

This section deals with the fundamental nature of the
interactions of high-energy radiations with matter,
from the absorption of the radiations to the eventual
establishment ofchemical equilibrium in the system.
The process may bedivided into three stages which
are illustrated in Fig. 1.

1. The physical stage, consisting of the absorption
of the radiant energy by the irradiated system.
Its duration is of the order of 10�15 s.

2. The physicochemical stage, the processes that
lead to the establishment of thermal equilibrium
in the system. Its duration is of the order of 10�12 s.

3. This chemical stage, which entails diffusion and
chemical reaction of the reactive species, ulti-
mately resulting in chemical equilibrium. Its
lasts upwards of 10�8 s, depending on the rate
constants and diffusion coefficients of the
reactive species.
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The Physical Stage

The absorption of the energy associated with ionizing
radiation by a medium results, initially, in ionization
and electronic excitation. These processes occur
regardless of the nature of the radiation. The mech-
anism of excitation and ionization by charged particles
is different, however, from that effected by high-energy
photons.

Charged particles

The interactions with a medium of charged particulate
radiations such as protons, (b-particles, and g-rays
consist predominately of electrostatic coulomb exci-
tation and ionization caused by ejection of atomic
and molecular electrons in the medium. According to
Bethe’s semiclassic treatment, the energy lost to the
medium, per unit length of path, by a heavy particle
of charge Ze and velocity v is:

�dE

dx
� 4pZ2e4n

mv2
1n

2mv2

I
ð1Þ

where n is the electron density (number of electrons per
unit volume) of the medium, m is the electronic mass,

and I is a mean excitation potential for the medium
(I ¼ 11.5 Zev for Z 30, I ¼ 8.8Z ev for Z > 30,
where Z is the mean atomic number of the medium).

The term �dE/dx is called the linear energy transfer
(LET) of the radiation. If electrons (b-rays) are the
ionizing particles, the expression for LET is slightly
different:

�dE

dx
� 4pZ2e4n

mv2
1n

mv2

2I

ffiffiffi

e

2

r

� �

ð2Þ

where e is the basic of the natural logarithms.
Several important conclusions can be drawn from

Eqs.1 and 2. First, the rate of energy loss of a charged
particle in a given medium is proportional to the elec-
tron in the medium. Second, because the factor v2 out-
side the logarithmic term is more important than that
inside, the rate of energy loss increases as the particle
slows down. Third, if two particles of equal energy
but different mass are compared, the heavier one
will have a smaller velocity and thus a higher LET.
Consequently an a-particle will produce many more
excitations and ionizations per unit path length and
have a shorter path length than a b-particle of the same
energy.

High-energy photons

When high-energy photons such as x-rays and g-rays
pass through matter, they lose energy by way of three
mechanisms: photoelectric absorption, in which the
photon transfers its entire energy to an electron;
Compton scattering, in which the photon transfers part
of its energy to an electron; and pair production, in
which the photon disappears and a high-energy elec-
tron and positron are formed. The relative importance
of each of these mechanisms depends on the energy of
the photon. For photons in the 100-kev to 2-MeV
range, the principal mode of absorption by the medium
is Compton scattering. Much higher photon energies
favor pair production (at least 1.02 MeV are required
to produce a pair), whereas lower energies favor photo-
electric absorption. The principal effect of the absorp-
tion of high-energy photons is the production of
energetic electrons that then dissipate their energies
by the mechanism described by Eq. (2).

In general, the effect of transfer of energy from an
energetic particle to the medium is to produce along
its path a variety of electronically excited molecules,
ions, and free electrons. Secondary electrons are also
formed along with the ions. The electronic transitions
resulting in the formation of these species occur in
times [10�15 s] that are short compared with molecular
vibration periods [10�14–10�12 s]. The amount of
energy absorbed by the irradiated system per unit mass

Incident 
X-ray or 
gamma ray 
photon

Time
scale

Incident charged 
particle

Fast 
electrons

Ionizations

10-18

to
10-15

sec.

10-15

to
10-12

sec.

10-12

to
10-3

sec.

Seconds
to

years

Free
radicals

Biological
changes
(death or
mutation)

Chemical
changes

Biological
stage

Chemical
stage

Physico
chemical

stage

Physical
stage

Fig. 1 The stages of radiation action on chemical systems
and biological organisms.

Sterilization: Radiation 3541



S
tatistical–

S
terilization

is called the dose and is expressed in Rads, where
1 Rad (¼6.24 � 1013 eV/gm) is the amount of radi-
ation that will deposit 100 ergs of energy per gram of
the irradiated system.

The Physiochemical Stage

This stage lasts about 10�14–10�12 s, which is typical of
the period of molecular vibrations. During this period,
internal molecular rearrangements can take place.

During the physiochemical stage, the excited mole-
cules and ions dissipate their excess energy by bond
rupture, luminescence, internal conversion, and energy
transfer to neighboring molecules. Also during this
stage, the low-energy, secondary electrons produced
during the physical stage interact with molecules in
the environment resulting in the formation of free
radicals.

The Chemical Stage

During this stage, the reactive intermediates (ions and
radicals) produced in the previous stages diffuse away
from their sites of production and undergo chemical
reactions with each other and with other molecules in
the environment.

In condensed systems (liquids and solids), the main
reactive species produced in the physiochemical stage
that react in the chemical stage are free radicals. Their
primary modes of reaction are atomic abstraction, rad-
ical recombination, and addition to p-bonds.

Because most systems of interest to pharmaceutical
scientists are either liquids or solids, it is useful to
present some of the features of radiolysis common to
liquid or solid samples.

Liquid

The irradiation of liquids results initially in the ejection
of electrons with the consequent formation of ions.
The ejected electrons usually lose their excess kinetic
energy within the electric field of the parent ion. Most
of the ion pairs formed culminate in recapture of the
ejected electrons, leaving the molecules in a highly
excited, electronic state that may return to the ground
state by internal conversion, luminescence, or energy
transfer. Alternatively, the highly excited neutral mole-
cules may split into free radicals. Some ion pairs may
be sufficiently long-lived to diffuse away from the site
of production and react with the surrounding medium.
The free radicals are the most important reactive spe-
cies formed. Once free radicals are formed along the
track of an ionizing particle, they may combine with
each other or they may diffuse away from the spur

and react with molecules in the bulk of the liquid
medium. Those that recombine within the spur react
so rapidly that they cannot be detected by physical
or chemical methods. They form stable molecular pro-
ducts, which are known as the molecular yield. Those
radicals that diffuse away from the spur and react with
the medium can be detected by physical methods such
as electron spin resonance spectroscopy and by chemi-
cal methods such as compound formation with radical
scavengers, e.g., iodine and diphenylpicrylhydrazyl.
The compounds formed by reaction with radical sca-
vengers are called the radical yield. The mechanisms
of chemical radiation effects are frequently determined
by comparison of relative molecular and radical yields.
The radiation chemistry of liquids has developed along
two distinct paths—that of water and aqueous
solutions and that of organic liquids. The radiation
chemical processes responsible for the destruction of
microorganisms are probably most closely related to
the former, but damage to membranes and cell walls
may actually be better related to the radiation chemis-
try of organic liquids or even some solids.

Water and Aqueous Solution

The irradiation of pure water is believed to result in
two dissociative processes. The first of these is the
direct dissociation of water into hydrogen atoms and
hydroxyl radicals:

H2O ! H� þ OH� ð3Þ

The second reaction is the ionization of water to
yield a hydrogen ion, a hydroxyl radical, and a
hydrated electron:

H2O ! Hþ þ OH� þ e�aq ð4Þ

The hydrated electron is a powerful reducing agent
and will reduce water and the hydrogen ion according
to:

e�aq þ H2O ! H� þ OH� ð5Þ

and the hydrogen ion according to:

e�aq þ Hþ ! H ð6Þ

Because the latter two reactions result in the same
products as the direct radiolysis and because the pro-
ducts of reduction by the hydrogen atom and the
hydrated electron are identical, it is frequently impos-
sible to determine whether the hydrated electron or
the hydrogen atom is the principal reducing species
in aqueous solutions. In acid solutions, it is reasonable
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almost exclusively and that H will therefore be the pre-
dominant reducing species. However, in neutral and
basic solution, the hydrated electron may be assumed
to predominate. The ultimate molecular products of
the radiolysis of pure water are hydrogen gas and
hydrogen peroxide, formed by the reactions:

H� þ H� ! H2 ð7Þ

OH� þ OH� ! H2O2 ð8Þ

The radiation chemistry of aqueous solutions may
be considered from two points of view. The first, called
the Target Theory, considers the direct effect of ioniz-
ing radiations on the solute molecules. The second
approach regards transformations in the solute mole-
cules to be attributed to interactions with the reactive
intermediates formed by the radiolysis of water.
Because most aqueous systems are relatively dilute,
the latter approach seems statistically more reasonable.
Kinetic studies of dilute aqueous systems have indeed
borne out this supposition. The radiation chemistry
of aqueous solutions then becomes the free radical
and redox chemistry of H�, OH�, and eaq

� .
The effectiveness of radicals in producing chemical

change in aqueous systems depends on the LET of
the ionizing radiation that produces these radicals.
A high LET particle, such as an a-particle or a proton,
will produce a large concentration of radicals along its
short track. These radicals are likely to recombine,
forming molecular products, before they can diffuse
away from the spurs in which they are formed. Low
LET particles, on the other hand, produce low radical
concentration along their tracks. This minimizes the
probability of recombination so that the radicals can
diffuse away from the spurs and initiate chemical reac-
tions. Protons and a-particles therefore result in high
molecular yields, whereas b- and g-rays result in high
radical yields.

One of the earliest devices for the measurement of
radiation dosage, the Fricke dosimeter, is based on
the oxidation of the ferrous ion by OH radicals pro-
duced in the radiolysis of a dilute aqueous solution
of ferrous sulfate:

Feþ2 þ OH� ! Feþ3 þ OH� ð9Þ

The presence of dissolved oxygen alters the nature
of the redox properties of irradiated water. This is a
consequence of the ‘‘radical scavenging’’ property of
oxygen. Molecular oxygen has two unpaired electrons.
One of these can form a covalent bond with a
hydrogen atom, forming the hydroperoxy radical

(HO2.). This species acts principally as an oxidizing
agent; e.g.:

HO
�

2 þ Feþ2 ! Feþ3 þ OH2
� ð10Þ

An important consequence of this is that, whereas
solutions in pure irradiated water have approximately
equal oxiding and reducing capabilities, the presence
of oxygen in these solutions can result, in some cases,
in very strong oxiding properties because of the con-
version of the reducing hydrogen atom to the predomi-
nantly oxidizing hydroperoxy radical. In general, the
presence of oxygen in aqueous solutions will lead to
alternations of the mechanisms of radiolyses owing
to the ‘‘exclusively of oxidation.’’ Radiation damage
to microorganisms tends to be far more extensive in
the presence of oxygen than in its absence.

Organic Liquids

An important difference between the radiation chemis-
try of water and of organic liquids is that the concept
of the spur (a reasonably well-defined volume in which
the formation of the reactive species occurs along the
track of the ionizing particle) becomes hazy. The radi-
cals formed in water tend to recombine rather than
react with the environment immediately after forma-
tion. The volume in which recombination is likely
defines the spur. The radical products of irradiated
organic liquids, however, are more likely to interact
with their immediate environment than to undergo
recombination. This is evidenced by the low molecular
yields of hydrogen from irradiated organic systems.

The radiation chemistry of hydrocarbons and their
derivatives has been investigated extensively. An
important difference between gas phase and liquid
phase radiolysis of hydrocarbons exists in that the
breaking of carbon–carbon bonds is an important pri-
mary process in the gas phase, whereas in the liquid
phase, the rupture of carbon–hydrogen bonds is almost
exclusive. Another important difference between anal-
ogous reactions in gas and liquid phases occurs in the
polymerization process. In gas phase polymerizations,
the presence of radical scavengers such as iodine and
benzoquinone does not appreciably alter the yields of
polymeric products. In the liquid phase, however, the
yields of the polymers obtained from the irradiation
of materials such as vinyl chloride are seriously cur-
tailed by the addition of radical scavengers. This indi-
cates that polymerization in the liquid state occurs
primarily by a free radical mechanism, whereas in the
gaseous state, it occurs by an ionic mechanism. The
irradiation of polymeric materials results in cross-
linking of polymer chains and grafting of dissimilar poly-
meric materials. This treatment of polymers contributes
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considerable tensile strength and heat resistance to
the irradiated polymers and is already being exploited
commercially in the production of stain-resistant textiles
and heat-resistant plastic containers.

Irradiation of saturated aliphatic compounds typi-
cally results in unsaturation, polymerization, and iso-
merization. The radiolysis of cyclohexane illustrates
all three of these processes. If the radicals are very
energetic, cyclohexene can be formed by the abstrac-
tion of hydrogen from a cyclohexyl radical either by
a hydrogen atom or by another cyclohexyl radical. If
the radicals become thermalized, recombination of
radicals can occur to give bicyclohexyl. A less frequent
process is rearrangement, followed by hydrogen atom
capture to yield methylcyclopentane.

The irradiation of alkyl halides results in cleavage of
the carbon–halogen bond. The radiolysis of methyl
iodide, for example, yields ethane and molecular iodine.

Alcohols, on radiolysis in the liquid state, yield alde-
hydes and vicinal glycols. For example, consider the
radiolysis of methanol:

CH3OH ! �CH2OH þ H� ð11Þ

�CH2OH ! CH2 ¼ O þ H� ð12Þ

and

2�CH2OH ! CH2OHCH2OH ð13Þ

The irradiation of frozen alcohols results in deep
coloration of the alcoholic glasses. Methanol turns a
brilliant purple, whereas ethanol turns blue. These
colored glasses are stable if kept in the dark at low tem-
perature. Exposure to visible or ultraviolet light results
in bleaching of the alcoholic glasses as well as in the
elimination of the electron spin resonance signal
observed in the colored glasses. The colors are believed
to be caused by the absorption spectra of trapped free
radicals in the glasses. The product yields from the
bleached glasses are different from those of irradiated
glasses that have not been exposed to light. This sug-
gests that the trapped radicals might be photolyzed
by visible and ultraviolet light.

The irradiation of aromatic compounds results in
considerably lower yields of radiolysis products than
does irradiation of aliphatic compounds of similar molec-
ular weight and functional group composition. This
has been attributed to effectiveness of the delocalized
p-orbitals in accommodating excitation energy without
permitting the molecule to dissociate. Nevertheless, some
radiolysis does occur. Benzene is known to yield biphe-
nyl, phenylcyclohexadiene, and a polymeric material of
average composition (C6H7)x, which behaves as if it were
an unsaturated hydrocarbon. Dimerization and polymer
formation are also characteristic of the radiation

chemistry of other aromatic hydrocarbons. The resist-
ance of polystyrene (-(C6H5) CH-CH2-)n to cross-linking
compared with polyethylene is further evidence of the
stability of aromatics to radiation effects.

Aromatic compounds frequently protect other more
radiosensitive compounds from radiolysis. For
example, liquid cyclohexane is protected from exten-
sive radiolysis by the addition of a small amount of
benzene. This is probably due to energy transfer from
cyclohexane to benzene, followed by dissipation of the
excitation energy by the aromatic p-system.

One of the most important general features of the
radiation chemistry of liquids is that so much energy
is deposited by the ionizing radiations, excited or
reactive molecules are formed in close proximity and
are likely to react with one another. This situation is
not encountered inphotochemistry except when lasers
are used for excitation.

SOLIDS

Pharmaceutical and surgical supplies are often in the
solid state when irradiated. Certainly, their containers
are solid. It is therefore in order to consider some of
the radiation chemistry of solids.

Because of the ‘‘fixed’’ positions of atoms in crystal-
line lattices, the effects of irradiation of solids include
atomic displacements as well as electronic excitation
and ionization. Although electronic alterations of
materials affect their chemical behavior, atomic displa-
cements in solids are found to have a much more pro-
nounced effect on the physical properties of crystals.
To dislodge an atom from its normal lattice position,
a certain amount of energy must be transferred to
the atom by an irradiating particle. Because of the
large mass of the atoms, electrons and photons will
be relatively ineffective in producing substantial
numbers of atomic dislocations. The heavier particles,
a-particles, protons, deuterons, and neutrons, will be
much more effective at this process. Furthermore,
unlike the primary effect of ionizing radiations in pro-
ducing distal electronic disturbances through electro-
static effects, the predominant process that is required
to produce atomic dislocations is direct collision.

There are two types of lattice defects that occur in
all real crystals and at very high concentration in irra-
diated crystals. These are known as point defects and
line defects. Point defects occur as the result of displa-
cements of atoms from their normal lattice sites. The
displaced atoms usually occupy sites that are not in
the lattice framework; they are then known as ‘‘inter-
stitials.’’ The empty lattice site left behind by the inter-
stitial is called a vacancy. Avacancy produced by
displacement of an anion or cation, along with its
interstitial ion, is called a Frenkel pair, or simply a
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removed so far from their vacancies that they form a
new layer at the crystal surface. The vacancies left
behind in this case are called Schottky defects. Frenkel
and Schottky defects play very important roles in the
properties of solids altered by radiation damage.

Line defects (dislocations) are produced by slippage
or shear of the crystal lattice. If the slippage is perpen-
dicular to a face of the crystal so that the lattice planes
on either side of the dislocation are parallel but dis-
placed with respect to one another, the defect is called
an edge dislocation. If the slippage is angular, as if pro-
duced by rotation about the shear axis so that lattice
planes on either side of the defect are not perpendicu-
lar, the defect is called a screw dislocation.

There are four broad classifications of crystal types,
according to the nature of the interatomic forces hold-
ing the crystal together. In metallic crystals, the atoms
are thought to form a quasi-ionic lattice arrangement
with the valence electrons, which bind the lattice, delo-
calized throughout the crystal so that they cannot be
identified with any atom. Valence crystals, such as dia-
mond, consist of a lattice in which the atoms are
bonded by conventional covalent interaction through-
out the lattice. This implies that a valence crystal could
be considered a giant molecule. Molecular crystals
(e.g., naphthalene and water) are regular arrangements
of well-defined molecules that are bound together in
the lattice by Van der Waals and hydrogen-bonding
forces. Finally, the ultimate in electronic localization
occurs in ionic crystals, in which the lattice is com-
posed of alternating positive and negative ions held
together by strong electrostatic attractions. Sodium
chloride is a typical example of an ionic lattice.

Metallic Crystals

Because of the delocalization of electrons throughout
the metallic crystal, no persistence of ionization or
chemical decomposition can occur because a positive
hole formed by an electron ejection is always refilled by
an electron from the conduction band. On the other hand,
sufficiently energetic radiations can cause atomic displace-
ments. The production of interstitial atoms swells the lat-
tice, thereby decreasing the density of the crystal.

The most obvious evidence of radiation damage in
metallic crystals is decrease in electrical and thermal
conductivity. This is attributable to scattering of elec-
trons and phonons by vacancies and interstitials that
destroy the order of the lattice necessary for high
conductivity.

The obvious effects of radiation damage in metallic
crystals can be reversed by ‘‘annealing.’’ Heating the
irradiated materials supplies the energy required to
push an interstitial back into a vacancy.

Valence Crystals

The strong bonding in valence crystals results in the
failure of these crystals to demonstrate, on irradiation,
quasichemical changes such as depolymerization.
Unlike metals, however, valence crystals have no
conduction electrons. This permits them to retain
electronic dislocations as well as atomic displacement.
The trapping of dislocated electrons in the crystal by
potential wells such as those created by atomic vacan-
cies results in coloration of the normally transparent
valence crystals.

Ionic Crystals

Irradiation of ionic crystals results in atomic and elec-
tronic dislocations. The trapping of displaced electrons
by anion vacancies results in the absorption of visible
and near ultraviolet light, which give these crystals
their characteristic colors. These pseudoatomic elec-
trons and their vacancies are called color centers.

The exposure of colored ionic crystals to visible or
ultraviolet light causes the annealing of trapped elec-
trons and results in bleaching of the colorations
induced by irradiation. In some cases in which the crys-
tal remains uncolored upon irradiation, thermolumi-
nescence is observed in the annealing process.

The dissolution of a heavily irradiated crystal of
sodium chloride in water will result in the evolution
of hydrogen and chloride from the solution. The solu-
tion also turns alkaline. This is presumably owing
to the reactions of trapped holes and electrons with
water:

e� þ H2O ! 1

2
H2 þ OH� ð14Þ

holeþ þ CI� ! 1

2
C12 ð15Þ

Trapped electrons also account for the ability of
irradiated sodium chloride to initiate polymerization
in acrylonitrile.

Irradiation of nitrates, chlorates, perchlorates, and
bromates results in the liberation of oxygen. In KClO4,
irradiation results in explosion of the crystal due to the
internal buildup of oxygen.

Molecular Crystals

The irradiation of substances that form crystals con-
taining discrete molecules held together by dispersion
forces results in radiolysis in the conventional sense.
For example, the radiolysis of aliphatic carboxylic acids
in the solid state yields hydrogen, carbon monoxide,
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and carbon dioxide. The relative yields of these gases
depend on the strengths of the bonds involved in radi-
olysis and their frequency of occurrence. These consid-
erations apply as well to liquids and gases and suggest
no special solid-state effects.

Energy transfer in molecular crystals seems to be a
well-established phenomenon. Irradiated crystals of
anthracene containing only a trace of naphthacene
show the characteristic green fluorescence of naphtha-
cene rather than the violet of the primary constituent.
If the material is dissolved in benzene, the anthracene
fluorescence predominates.

The irradiation of ice results in formation of
trapped hydrogen and hydroxyl radicals as well as
the hydrated electron.

The irradiation of surface catalysts alters the
properties of these catalysts through defect production
on their surface. These defects have been observed to
enhance and inhibit catalytic activity in specific cases.
For example, the irradiation of silica gel enhances the
rate of H2–D2 exchange on it.

CHEMICAL PROTECTION FROM
IONIZING RADIATIONS

The effects of ionizing radiations on chemical and bio-
logical systems may be minimized by the addition of
certain chemical compounds to the system to be
irradiated. These compounds react either directly
with the radiation or, more often, with the reactive spe-
cies produced by the radiations. In so doing, they are
themselves transformed into other substances, but their
transformation results in the preservation of the integ-
rity of the original chemical or biological system.

At the molecular level, there are several mechanisms
that account for the protection of irradiated systems
by chemical agents. These are energy and charge trans-
fer, in which an ionized or excited molecule transfers
its charge or excess energy to a protecting molecule
either by collision or by resonance transfer; scaveng-
ing, in which a protecting radical scavenger reacts with
radicals from the initial actions of the radiation before
they canattack othermolecules in the system;andcomplex
formation, in which a protective molecule can form com-
plexes that are either more or less susceptible to radiation
damage than the original substance.

Energy and Charge Transfer

The transfer of charge or excitation energy must be fast
enough to compete with dissociation processes if
protection is to occur. In some cases, an activated
molecule can dissociate within 10�14 s, the time for one
molecular vibration. However, localization of energy

in a particular bond usually requires 10�13–10�9 s. To
remove energy or charge from an activated molecule
effectively, the protector should have a slightly lower
ionization or excitation potential. In fluid systems,
the rate of charge transfer can be limited by diffusion,
in which case, the donor and acceptor must be in con-
tact. Excitation energy, however, can be exchanged
radiationlessly by molecules as much as 70 Å apart
by reasonance energy transfer, a dipole–dipole inter-
action. The process is more rapid than fluorescence
and competes favorably with dissociation. Transfer
processes of the resonance type are extremely efficient
in crystalline materials in which the high degree of order
permits excitation energy to travel in excitons that trans-
verse the crystal in a time shorter than its vibrational
relaxation time. Crystalline structure also facilitates
charge transfer by providing conduction bands in which
electrons can freely move about.

Energy conversions within a molecule can decrease
the probability of decomposition; energy can be dis-
tributed so widely that its localization in any one bond
is improbable. Aromatic compounds are protective
because they can probably dissipate acquired exci-
tation energy throughout their extensively delocalized
p-systems.

Scavenging Intermediates

The addition of certain compounds that react readily
with free radicals can effectively prevent these products
of ionizing radiations, from causing secondary damage
in the system. Molecular iodine is a very effective
radical scavenger forming iodocompounds with radi-
cals and leaving behind iodine atoms to do further
scavenging, e.g.:

CH�3 þ I2 ! CH3I þ I�

CH�3 þ I3 ! CH3I þ I�

Oxygen is a diradical that enhances radiation damage
by forming radicals with other radicals. An example
is the scavenging of hydrogen atoms by molecular oxy-
gen to form the hydroperoxy radical.

Complexes

Certain compounds may exert protective action by
forming molecular complexes with the original mole-
cules of the system. These complexes might be less
sensitive to radiolysis or attack by radicals, or they
may be better able to transfer charge and excitation
energy than the original compound. For example, the
radiolytic degradation of polyisobutylene is reduced
by copolymerization with styrene. The radiation
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plexing it with vanadium and other metals.
The most obvious application of chemical protec-

tion from ionizing radiations is to biological systems.
For a protective agent to be biologically practical, it
must be non-toxic at protective concentrations, widely
distributed, and remain intact for long periods before
irradiation. Many substances have been applied to
this problem. To date, the most effective have been
compounds such as cysteine because of the scavenging
property of the –SH group and the ease of oxidation of
the –NH2 group.

Adventitious impurities in pharmaceutical and
surgical supplies may act as energy transfer acceptors,
scavengers, or complexants and make radiation sterili-
zation more difficult owing to radioprotective action.

MOLECULES OF BIOLOGICAL SIGNIFICANCE

There are two distinct theories of the actions of ioniz-
ing radiations on the compounds of living cells that
result in chemical transformation that leads to
mutation or cell death. The first is the target theory.
This approach regards only those events that produce
direct ionizations in biologically significant molecules
as being important. The evidence for this is that in
many cases, the amount of damage to a given organism
varies logarithmically with the dose of radiation. This
implies that the amount of damage possible in a cell
is proportional to the number of radiosensitive mole-
cules remaining undamaged and, therefore, capable
of reacting. The other theory is based on an indirect
relationship between the incident radiation and the
affected, biologically significant molecules. In this
approach, the solvent, water, interacts with the radi-
ation, forming ions and radicals. These reactive species,
in turn, react with the biologically significant molecules
causing radiation damage. Radiation biology, under this
approach, is simply a branch of the radiation chemistry
of aqueous solutions. There is evidence that both the tar-
get and indirect processes occur.

In this section, the effects of ionizing radiations on
molecules known to have biological significance and
the relationship of the radiation chemistry of these
molecules to radiation effects observed in living organ-
ism are considered.

Carbohydrates

The irradiation of aqueous solutions of carbohydrates
has the same effect as it does on alcohols. The hydroxyl
groups are attacked to yield carbonyl compounds.
Under anoxic conditions, dimer products and, ulti-
mately, polymers are also formed. The primary alcohol

groups of carbohydrates are especially radiosensitive.
Mannitol is readily oxidized to mannose and sorbitol
to glucose. Although oxidation of primary alcohol
groups is favored by aerobic conditions, high yields
from the oxidation of secondary alcohol groups are
favored by anoxic conditions.

The irradiation of polysaccharides results predomi-
nately in their degradation. This explains why fruits
and vegetables become soft on irradiation. This degra-
dation is observed to occur both in solution and in the
dry state.

Amino Acids and Peptides

The irradiation of amino acids results in transforma-
tion of both the amino and the carboxylic functions.
In the dry state, glycine is decarboxylated to methyla-
mine on irrradiation; in dilute aqueous solution, how-
ever, the amino group is hydrolyzed to give glyoxylic
acid, acetic acid, and formaldehyde. In solutions of
concentration greater than 2%, methylamine again
becomes an important product. The other amino acids
are similar to glycine in their radiolytic behavior. Ala-
nine, for example, gives ethylamine and CO2 in the dry
state and pyruvic acid and ammonia in aqueous
solution.

The aromatic amino acids, when irradiated in aque-
ous solution, show effects that are typical of aromatic
compounds and amino acids. Phenylalanine is deami-
nated in aerated solutions with the formation of a
ketone. The aromatic ring remains relatively stable to
radiolytic decomposition.

The irradiation of peptides results in a chemistry
similar to that of the amino acids but also in the break-
age of the peptide bond. In aqueous solution, all irra-
diated peptides give ammonia whether or not free
amino groups are present.

The thiol and disulfide containing amino acids
degrade to keto acids with the evolution of CO2 and
H2S, when irradiated in the dry state, In solution, how-
ever, the thiol and disulfide groups are excellent radical
scavengers, and free radical attack on these groups pre-
cludes deamination. The ultimate result of irradiation
of thiol-containing amino acids is their oxidation to
disulfides. Thus, irradiation of an aqueous solution of
cysteine results in the formation of cystine. The
irradiation of the disulfides results in higher oxidation
products. For example, cystine gives cystine disulfox-
ide in aqueous solution. Reduction of disulfides to
thiols is not observed.

Proteins and Enzymes

The irradiation of proteins results in the formation of
free radicals at the sites of —S—S— bonds. Aromatic
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amino acids in the proteins are also particularly sus-
ceptible to radiolysis; decarboxylation and deamina-
tion being common results of irradiation. Rupture of
the peptide linkage is characteristic of the radiolysis
of proteins. In the case of enzymes, the destruction
of peptide linkages is accompanied by a decrease in
biological activity. This decrease continues after
irradiation is stopped. The mechanisms of radiolysis
in the dry state and in solution are different, but the
results are usually similar. One of the more important
differences between these results is the degradation of
proteins by dry-state irradiation compared with
increase of molecular weight through cross-linking in
solution. In general, the radiation chemistry of proteins
and enzymes may be considered a special case of the
radiation chemistry of peptides and amino acids.

Respiratory Proteins, Vitamins,
and Coenzymes

Respiratory proteins

These substances are iron, porphyrin, protein com-
plexes. Irradiation of these substances may produce
effects in the porphyrin ring or in the protein, but oxi-
dation or reduction of the iron is almost always
involved. The iron in ferricytochrome-c is reduced to
the ferrous state under neutral conditions. Under acid
conditions, the ferric form is favored. Hemoglobin and
oxhemoglobin are both oxidized from the ferrous to
the ferric state, destroying the property of oxygen
transport. Large radiation doses result in attack on
the porphyrin ring and denaturation of the protein.
When irradiated in the dry state in the absence of
oxygen, hemoglobin is not oxidized, but it becomes
insoluble because of protein denaturation. Myoglobin
behaves in a manner similar to that of hemoglobin
but is considerably more radiosensitive. Myoglobin is
a copper-containing respiratory protein of molecular
weight more than 10 times that of hemoglobin. In
this case, attack at the protein part of the molecule
predominates.

Vitamins and coenzymes

The irradiation of coenzyme I (diphosphopyridine
nucleotide) results in reduction of the pyridine-carbox-
amido ring. The product of this reduction is probably a
dimer that is itself radiosensitive.

The B group vitamins, thiamine and riboflavin, are
destroyed on irradiation in dilute aqueous solutions.
Riboflavin is reduced in air-free solutions to a semiqui-
none form. Nicotinic acid is decarboxylated on
irradiation in air-saturated aqueous solutions.

Para-aminobenzoic acid is destroyed on irradiation
in aqueous solution by deamination and decarboxyla-
tion. Sulfanilamide and sulfathiazole are inactivated
presumably because of deamination. The cobalt in
vitamin B12 is reduced on irradiation from þ3 to the
þ2 state.

The plant hormone auxin has been shown to be
radiosensitive. The product of the irradiation of auxin
(b-indoleacetic acid) is a polymer similar to that
obtained in the radiolysis of indole.

Nucleic Acids

The nucleic acids DNA and RNA are responsible for
the transmission of genetic information and protein
synthesis. Both of these processes are dependent
on the ordering of purine and pyrimidine bases
that are bound to the main body of the molecule by
phosphoric ester linkages. The main body of these
molecules consists of ribose (5-carbon sugar) mole-
cules linked together by phosphoric acid units to form
a long strand. The purine and pyrimidine bases
branch off from the chain at the ribose sites. The
DNA molecule consists of two helically intertwined
strands of nucleic acid held together by hydrogen
bonding between purine pyrimidine pairs on opposite
strands.

The irradiation of nucleic acids ruptures hydrogen
bonds that hold DNA strands together results in dea-
mination and dehydroxylation of purine and pyrim-
idine bases, fission of sugar base linkage, liberation
of the purine bases, destruction of the pyrimidine
bases, oxidation of the sugar moiety, and breakage of
the nucleotide chain with liberation of inorganic phos-
phates. In the presence of oxygen, irradiation leads to
the formation of hydroperoxides of the pyrimidine
bases but not of the purine bases.

In general, the purine bases appear to be much more
stable to radiolysis then pyrimidine bases. This is prob-
ably owing to the greater p-delocalization energy of the
purines, which provides a pathway for non-destructive
energy dissipation. Furthermore, the pyrimidine bases
are known to undergo free radical reactions more
readily than the purine bases. The order adenine >
guanine > cytosine > uracil > thymine has been
established for the relative stabilities of the bases to
radiolysis. In the presence of oxygen in aqueous sol-
ution, uracil and thymine form stable hydroperoxides,
whereas cytosine forms an unstable hydroperoxide that
decomposes to a variety of products.

Irradiation of DNA in the solid state at liquid
nitrogen temperature yields radicals in which, electron
spin resonance measurements indicate, the unpaired
spin is delocalized over the entire chain and does
not belong to any one unit of the giant molecule.
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does not alter the nature of the DNA radicals pro-
duced, but a two-to-one excess of water results in the
annihilation of the electron spin resonance signal
for DNA with the appearance of a strong signal
due to water radicals. It has been postulated that this
protective effect is attributable to energy transfer that
is made possible in an excess of water by structuring
of the water, thus providing a pathway for the forma-
tion of a delocalized water radical, or exciton. Electron
spin resonance studies of irradiated nucleoprotein
solutions indicate that the protein takes most of the
radiation damage, protecting the nucleic acid moiety.

The damages caused by ionizing radiations in
nucleic acid and their components are obviously detri-
mental to the passage of genetic information that
requires specific order of intact purine and pyrimidine
bases in the DNA strands. Alterations in these bases
and the DNA molecules in general can lead to muta-
tions and lethal genes. The disruption of RNA mole-
cules interferes with protein synthesis and can result
in eventual cell death.

RESPONSE OF BIOLOGICAL SYSTEMS
TO IONIZING RADIATION

Identification of the Critical Target

As noted previously, absorption of ionizing radiation
energy depends on the atomic weights of the atoms
of the material and the density of the material. In con-
trast to the absorption of ultraviolet and visible radi-
ation, the absorption of ionizing radiation is virtually
independent of the nature of the molecular structure.
Thus, the release of ionizing radiation energy in
biological systems is essentially independent of the
molecular bonds contained in the different biological
molecules. This complicates the task of identifying
the critical actions of this type of radiation. A good
understanding of the action of ionizing radiation on
living cells requires that the biologically important
events should be known.

Determination of the critical sites for killing and
mutagenesis by ionizing radiation has required biologi-
cal experiments designed to answer this question.
Several criteria essential for a target to qualify as a
critical site for radiation action include: 1) relatively
large size; 2) one or only a few copies in the cell; and
3) that it should serve a critical function for the growth
and survival of the cell. The first two criteria result
from the statistical distribution of damaging events in
the cell. From target theory, it has been shown that
the physical distribution of energy released from ioniz-
ing radiation follows a Poisson statistical distribution.

Therefore, the most likely targets to be damaged
are those with the first two criteria. The two cellular
components that best satisfy all three criteria are
the genomic material (DNA) and the cytoplasmic
membrane.

Evidence Supporting DNA
as a Critical Target

DNA is considered as one of the plausible critical
targets for radiation action because there is only one
or a few copies of the genome in each cell, because it
is large compared with other molecular components,
and because it plays a critical role in the proliferation
and survival of the cell.

The most compelling pieces of experimental evi-
dence that DNA is a critical target for the biological
action of ionizing radiation are the mutagenic effects
of ionizing radiation and the existence of DNA
repair-deficient mutants of bacteria and cultured mam-
malian cells, which display a high sensitivity to killing
by ionizing radiation.

Cellular genetic information is determined by the
base sequence of the genomic DNA. Any alterations
in this base sequence, such as damage to the bases in
DNA (see above), will result in changes to this base
sequence and, thus, to potentially mutagenic events.
Whether the base sequence change will result in a
phenotypic change depends on exactly where the base
change occurs. If it is in an essential region of the
DNA for the gene coding for a protein product or
some functional or structural RNA product (tRNA
or rRNA), then the base change will give rise to a
phenotypic mutant. Otherwise, the mutation will fall
into the category of a ‘‘silent mutation,’’ which refers
to those genotypic changes that do not have any
associated phenotypic changes. For either type of
mutation, the DNA is the component that must
undergo change for the mutagenic event to occur.

An important advance in the understanding of
how radiation kills biological systems involved the
discovery that certain cells were more sensitive to
killing by radiation than others. This discovery
was first observed with the killing of bacteria by ultra-
violet radiation. In the case of ultraviolet radiation, it
was rather straightforward to establish that the bio-
chemical damage involved in this differential sensi-
tivity of cells was in DNA and, more specifically,
that it was the result of the formation of intrastrand
(or, much less frequently, interstrand) cyclobutane
pyrimidine dimers. Several factors facilitated
the identification of this type of damage. First, pyrimi-
dines absorb ultraviolet light strongly at 260 nm, and
the efficiency of killing by ultraviolet radiation is
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maximal at or near this wavelength. Second, there was
available a sensitive and quantitative assay for this type
of damage. Thus, it was possible to quantitatively mea-
sure this biochemical damage and establish its relation
to biological killing by the ultraviolet radiation.

Several decades later (in the 1960s), the same differ-
ential sensitivity of bacteria to killing by ionizing radi-
ation was observed, and the biochemical damage
responsible for this differential sensitivity was determ-
ined to be single-strand breaks in the backbone of the
DNA. DNA strand breaks can be measured by a sensi-
tive assay, using agarose gel electrophoresis, thus
affording the opportunity to quantitatively relate the
production of strand breaks with cell killing. Addition-
ally, the isolation of radiation-sensitive mutants that
lacked the ability to efficiently repair strand breaks
was achieved. Thus, there was good evidence that this
type of damage was related to the killing action of
ionizing radiation.

Evidence that the Cytoplasmic Membrane
Is a Critical Target

The cytoplasmic membrane is critical for the survival
of the cell. It is large, and there is only one present
for each cell. Therefore, the cytoplasmic membrane
has the key characteristics that make it a likely critical
target for killing by ionizing radiation. Experimental
evidence that the membrane plays a role in the lethal
action of ionizing radiation involves the observation
that oxygen increases the radiosensitivity of cells to
killing by ionizing radiation. This radiosensitization
by oxygen during radiation exposure is commonly
called the oxygen effect and is active in the killing of
bacteria, mammalian cells, and plant cells, but not
viruses. Also, the biological inactivation of free DNA
(either viral or transforming DNA) by ionizing radi-
ation does not display the oxygen effect.

As a result of the different responses to the oxygen
effect, it is common to refer to the killing action of
ionizing radiation including a component that is
oxygen-dependent and one that is oxygen-independent
damage. Each of these results in cell-killing. The
oxygen-independent damage is considered to be dam-
age that involves the DNA, and the oxygen-dependent
damage is considered to be that to the cytoplasmic
membrane. Typically, the efficiency of killing by ioniz-
ing radiation is two to four times greater when
exposure occurs in the presence of oxygen compared
with when exposure occurs in an anoxic environment.
Thus, it is reasonable to predict that between 50 and
75% of the lethal action of ionizing radiation results
from membrane damage. For the oxygen effect to
occur, the oxygen must be present during radiation
exposure.

Relative Sensitivity of Various
Biological Systems to Killing
by Ionizing Radiation

To design a protocol for sterilization of a solution or
material by ionizing radiation, it is necessary to estab-
lish the exposure dose required to kill all living organ-
isms present, which is the definition of the sterilization
dose. There is a large amount of data that provides
measures of the radiosensitivity of diverse biological
systems to radiation. For pharmaceuticals, it is impor-
tant to consider viruses as well as pathogenic bacteria
and other pathogenic organisms when determining
the exposure dose required for sterilization of a parti-
cular product. It is also necessary to consider the
physical and chemical environmental factors that cause
variations in radiation sensitivity when establishing
sterilization doses for the material, for the reasons that
have been addressed previously. In general, the most
radioresistant biological systems are the viruses. Cer-
tain bacterial species (e.g., Micrococcus radiodurans)
are as resistant as many viruses. The 37% survival
dose forthese radioresistant bacteria is approximately
20kGy (2 Mrad).

Survival Curves for Microorganisms

Ultimately, the goal of ionizing radiation treatment of
pharmaceuticals is to kill all living organisms, that is,
to sterilize the product. To achieve this, it is important
to understand and know the survival curve response of
microorganisms to killing by radiation. Fig. 2 displays
the various kinds of survival curves that may be
observed for microorganisms. No numbers have been
assigned to the axes, because only the overall kinetic
response of killing by the radiation is of interest.
Curves a and b show the killing action for two hypo-
thetical organisms with the same rate of killing but
with differing repair capacities. Organisms capable of
repairing lethal damage will have a characteristic
threshold dose below which there is complete survival
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Fig. 2 Biological survival curves.
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the repair system is not able to completely repair all radi-
ation damage, and there is an exponential decrease in the
viability of the population with increasing radiation
doses. Alternatively, requirement for multiple ionization
events in a critical target, or ionization events in multiple
targets, can give rise to a threshold dose below which
there is no observed radiation killing.

Curves c and d show the killing of organisms that
lack the ‘‘shoulder’’ portion of curves a and b. The
slope of the survival curve for organism d is greater
than for organism c because organism d is more sensi-
tive to radiation killing than organism c. Two organ-
isms may differ in both the values of their threshold
doses and in their kinetics of inactivation by radiation.
It is important to keep in mind the shape and rate of
inactivation of unwanted organisms when designing
protocols for radiation sterilization.

USE OF IONIZING RADIATION IN
THE PREPARATION OF STERILE
PHARMACEUTICALS FOR
HUMAN USE

At this writing, there are no approved procedures for
the preparation of sterilized pharmaceuticals by
exposure to ionizing radiation, although several pack-
aging materials are approved for sterilization by doses
in the 5- to 25-kGy dose region. The U.S. Food and
Drug Administration (FDA) is considering rules that
would permit the use of ionizing radiation in the ter-
minal sterilization of drugs for human use. The two
processes under consideration are aseptic processing
and terminal sterilization for the preparation of sterile
pharmaceuticals. These two methods differ in the
manner by which sterilization of the product is
achieved. In the case of aseptic processing, the product
and the container are sterilized separately, and then
final packaging of the product is carried out under
aseptic conditions. When terminal sterilization is used,
the finally packaged product is sterilized. The
FDA favors the terminal sterilization approach
because fewer failures occur when using this technique
compared with the failure rate of the aseptic processing
techniques. When using terminal sterilization, the step
of transfer of the product into the sterilized container
under aseptic conditions is avoided, thus removing
the possibility for product contamination during the
transfer step. It is recognized that it will not be practical
to use terminal sterilization for certain pharmaceuti-
cals, since they might be sensitive to alteration and
inactivation by the sterilizing agent, whereas they can
be sterilized by filtration, when in solution.

During ongoing deliberations of which techniques
should be approved by the FDA for the preparation

of sterilized pharmaceuticals, the two physical methods
under consideration are heat and ionizing radiation.
Concerns similar to those associated with the use of
ionizing radiation in food processing have been
raised. After extensive discussions and hearings, the
FDA has approved the commercial use of ionizing
radiation for processing fruits, vegetables, poultry,
beef, and spices. Before this technique is approved by
the FDA as a physical agent for sterilization of phar-
maceuticals, similar hearings will be required. The pri-
mary issue to be considered when developing a
protocol using ionizing radiation is the establishment
of the minimum and maximum allowable exposure
doses. A minimum dose limit is required, to ensure that
the product has been exposed to a sufficiently high
dose that results in sterilization of the product. A
maximum dose limit is required to avoid damage to
the product resulting from unnecessarily high exposure
doses. Exposure dose limits in the FDA regulations for
food processing include minimum and maximum
acceptable dose limits, which were established with
these goals in mind.

Experiments on the action of ionizing radiation on
pharmaceuticals and the killing of bacteria by ionizing
radiation indicate that this treatment has the potential
to be used in terminal sterilization. Reports indicate
that there are no products formed in irradiated
samples of penicillin G, neomycin, novobiocin, and
dihydrostreptomycin, which are different from those
that are formed by acidic, basic, hydrolytic, and oxi-
dative treatments of these antibiotics. At the same
exposure doses, there was a 1 million-fold reduction
in the number of viable bacterial spores, which are
the most radiosensitive forms of endospore forming
bacteria. Thus, the use of ionizing radiation may pro-
vide an alternative to heat or chemical treatment for
the sterilization of pharmaceuticals. This could provide
a solution to the problem of sterilization of heat-
sensitive drugs. Also, avoidance of chemical sterili-
zation removes the possibility of contamination by
residues of the chemical that was used for sterilization.
It has been reported that irradiation of the antibiotic
cefotaxime formed radiation products from impurities
present in the cefotaxime sample. One must be aware
of the role of solvents and chemicals other than the
drug itself when considering radiolytic changes of a
drug during sterilization.

CONCLUSIONS

The purpose of this article is to provide the pharma-
ceutical industry with an overview of the physical,
chemical, and biological actions of ionizing radiation
on molecules of interest to the industry, as well as to
provide a current perspective on the prospects of the
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practical use of ionizing radiation as a physical agent
in the sterilization of drugs for human use. Advantages
of using employing ionizing radiation for pharamaceu-
tical sterilization include:

� effectiveness on all microorganisms
� no rise in temperature during treatment
� consistent and reproducible protocols
� readily controlled and validated methods.

Although there is currently no approval by the FDA
for ionizing radiation sterilization, there are active
hearings being held by the agency on this matter.
Considering the desire by the FDA to encourage the
terminal sterilization method for sterilization of phar-
maceuticals and the fact the ionizing radiation has
distinct advantages over other treatment methods for
use in terminal sterilization as presented above, it is
expected that there will be approval of the use of this
physical agent in sterilization of drugs for human use
after regulatory hearings have provided sufficient
information to allow identification of the appropriate
conditions under which this agent can be used. Recent
developments in the application of ionizing radiation
for sterilization are reported on Web sites http://
www.iaea.org and http://www.fda.gov.

BIBLIOGRAPHY

Alper, T. Cellular Radiobiology 1979.
Barbarin, N.; Rollmann, B.; Tilquin, B. Role of residual solvents

in the formation of volatile compounds after radiosteriliza-
tion of cefotaxime. Int. J. Pharm. 1999, 178, 203–212.

Chemical protection from radiation effects. Nucleonics 1960, 18,
76–81.

Derr, D., Radiation Processing. In What Is It? Where Is It Going?
ASTM Standardization News 1993, 25–27.

Ebert, M., Howards, A., Eds.; Radiation Effects in Physics,
Chemistry and Biology; Year Book Medical Publishers: Chi-
cago, 1963.

Pullman, B.; Pullman, A. Quantum Biochemistry; John Wiley &
Sons: New York, 1963; 267–283.

Radiation chemistry. Nucleonics 1961, 19, 37–68.
Schwarz, H.A. Radiation chemistry. Ann. Rev. Phys. Chem.

1965, 16, 347–374.
Stock, D.A.; Achey, P.M. Repair of single-strand

breaks in DNA from cultured leptidopteran cells
exposed to gamma radiation. In Invertebrate Cell System
Applications; Mitsuhashi, J., Ed.; CRC Press, 1989; 1,
45–61.

State of the art symposium: radiation chemistry. J. Chem. Ed.
1981, 58, 82.

Swallow, A.J. Radiation Chemistry of Organic Compounds; Per-
gamon Press: London, 1960.

Symposium on the development of radiation chemistry. J. Chem.
Ed. 1995, 36.

Tiliquin, B.; Crucq, A.S. Les mecanismes chimiques de la radio-
sterilisation de medicaments solides. J. Chim. Phys. 1999, 96,
167–173.

Use of aseptic processing and terminal sterilization, the prep-
aration of sterile pharmaceuticals for human and veterinary
use. Federal Register, 1991; 56, No. 198, 51354–51358, Octo-
ber, 11, 1991.

3552 Sterilization: Radiation



S
up

er
–

S
us

pe
ns

io
ns

Super Disintegrants: Characterization and Function

Larry L. Augsburger
Department of Pharmaceutics, University of Maryland at Baltimore,
Baltimore, Maryland, U.S.A.

Albert W. Brzeczko
APC/Niro Inc., Columbia, Maryland, U.S.A.

Umang Shah
Pfizer Global Research and Development, Morris Plains,
New Jersey, U.S.A.

Huijeong Ashley Hahm
Office of Generic Drugs, U.S. Food and Drug Administration, Rockville, Maryland, U.S.A.

INTRODUCTION

Disintegrating agents are substances routinely included
in tablet formulations and in some hard shell capsule
formulations to promote moisture penetration and dis-
persion of the matrix of the dosage form in dissolution
fluids. An oral solid dosage form should ideally
disperse into the primary particles from which it was
prepared. Although various compounds have been
proposed and evaluated as disintegrants, relatively
few are in common usage today. Traditionally, starch
has been the disintegrant of choice in tablet formula-
tions, and it is still widely used. However, starch is
far from ideal. For instance, starch generally has to
be present at levels greater than 5% to adversely affect
compactibility, especially in direct compression. More-
over, intragranular starch in wet granulations is not as
effective as dry starch. In more recent years, several
newer disintegrants have been developed. Often called
‘‘super disintegrants,’’ these newer substances can be
used at lower levels than starch. Because they can be
a smaller part of the overall formulation than starch,
any possible adverse effect on fluidity or compactibility
would be minimized. These newer disintegrants may
be organized into three classes based on their chemical
structure (Table 1).

GENERAL CHEMISTRY AND SURFACE
MORPHOLOGY

Sodium Starch Glycolate

Sodium starch glycolate is a super disintegrant made from
cross-linking sodium carboxymethylstarch.[1,2] Cross-
linking involves a chemical reaction with phosphorus
oxytrichloride or sodium trimetaphosphate, or a physical

manipulation. Carboxymethylation is performed by react-
ing starch with sodium chloroacetate in an alkaline
medium and neutralizing with a citric or acetic acid,
a process known as a Williamson ether synthesis. This
synthesis yields carboxymethylation of about 25% of the
glucose units. The by-products, which include sodium
chloride, sodium glycolate, and sodium citrate or acetate,
are partially washed out. The particle sizes of the disinte-
grants are increased by the substitution and cross-linking
processes.[3]

Sodium starch glycolates are generally spherical, a
characteristic that accounts for their good flowability.[4]

Fig. 1 shows the scanning electron photomicrographs
of some of the commercially available sodium starch
glycolates.

Croscarmellose Sodium

Croscarmellose sodium is derived from internally cross-
linking a cellulose ether, sodium carboxymethylcellulose,
which is a water soluble polymer. It is composed of
repeating units of cellobiose units, with each unit
consisting of two anhydroglucose units linked by 1,4-
b-glucoside. Each unit also has three hydroxyl groups.
The degree of substitution refers to the average number
of hydroxyl groups substituted by carboxymethyl groups.
Croscarmellose sodium is made from crude cellulose,
which is steeped in sodium hydroxide solution.[1] The
cellulose is subsequently reacted with sodium mono-
chloroacetate to form carboxymethylcellulose sodium.
After completion of the substitution, the excess sodium
monochloroacetate slowly hydrolyzes to glycolic acid.
The glycolic acid converts a few of the sodium carboxy-
methyl groups to the free acid, catalyzes the cross-linkage
to form croscarmellose sodium, and forms sodium
chloride and sodium glycolate as the by-products.
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Most of the by-products can be removed to achieve
99.5% purity by extraction with alcohol. Croscarmellose
sodium may be milled to break the polymer fibers into
shorter lengths and hence improve its flow properties.

Unlike sodium starch glycolate, crude croscarmellose
sodium particles do not flow very well because of their
twisted fibrous morphology and varying lengths. There-
fore, they are cryogenically milled to improve flowability.
The scanning electron photomicrographs show that

the croscarmellose sodium particles are fibers with
fairly sharp ends, probably because of the milling
process (Fig. 2).

Crospovidone

Crospovidone is a cross-linked homopolymer of
N-vinyl-2-pyrrolidone. The reactants, acetylene and

Table 1 Classification of ‘‘super disintegrants’’ (partial listing)

Structural type (NF name) Description Trade name (manufacturer)

Modified starches
(Sodium starch glycolate, NF)

Sodium carboxymethyl starch; the
carboxymethyl groups induces
hydrophilicity and cross-linking
reduces solubility.

Explotab�(Edward Mendell Co.)
Primojel� (Generichem Corp.)
Tablo� (Blanver, Brazil)

Modified cellulose

(Croscarmellose, NF)

Sodium carboxymethyl cellulose

which has been cross-linked to
render the material insoluble.

AcDiSol� (FMC Corp.)

Nymcel ZSX� (Nyma, Netherlands)
Primellose� (Avebe, Netherlands)
Solutab� (Blanver, Brazil)

Cross-linked poly-vinylpyrrolidone

(Crospovidone, NF)

Cross-linked polyvinylpyrrolidone;

the high molecular weight and
cross-linking render the material
insoluble in water.

Crospovidone M� (BASF Corp.)

Kollidon CL� (BASF Corp.)
Polyplasdone XL (ISP Corp.)

Fig. 1 Scanning electron photomicrograph of sodium starch glycolates: (A) Explotab�; (B) Primojel�; and (C) Tablo�

(600� magnification).
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formaldehyde, are used to form butynediol. The hydro-
genation and subsequent cyclodehydrogenation of
butynediol form butyrolactone. The reaction of butyro-
lactone with ammonia produces pyrrolidone that is
then vinylated with acetylene under pressure. The linear
polymerization of the vinylpyrrolidone yields polyvinyl-
pyrrolidone, a soluble binder, while the popcorn (bran-
ched) polymerization yields crospovidone, an insoluble
super disintegrant. The by-products of popcorn poly-
merization include vinylpyrrolidone and polyvinyl-
pyrrolidone. Crospovidone contains less than 1.5% of
the soluble material, which has been determined to be
polyvinylpyrrolidone by infrared spectroscopy.

Crospovidone particles have a very different appear-
ance from those of the other two classes of super disin-
tegrants. Crospovidone particles seem to consist of
aggregates of smaller particles that are fused together.
This aggregation gives crospovidone a spongy, highly
porous appearance (Fig. 3). Scanning electron photomi-
crographs show that the reduction of particle size of
crospovidone increases the surface area per unit weight,
but decreases the intraparticulate porosity and the
spongy appearance.[4]

DISINTEGRANT ACTION

Although disintegrants are important components in
solid dosage forms, their mechanism of action has not
been clearly elucidated. The mechanisms proposed in
the past include water wicking, swelling, deformation
recovery, repulsion, and heat of wetting. It seems likely
that no single mechanism can explain the complex
behavior of the disintegrants. However, each of these
proposed mechanism provides some understanding of
different aspects of disintegrant action.

Water Wicking

The ability of a disintegrant to draw water into the
porous network of a tablet is essential for effective dis-
integration. For crospovidone, water wicking has been
thought to be the main mechanism of disintegration.
Kornblum and Stoopak[5] observed that crospovidone
swells very little, yet takes water into its network quite
rapidly. Even the extensively swelling sodium starch
glycolate showed improved disintegration when the

Fig. 2 Scanning electron photomicrograph of croscarmelloses: (A) AcDiSol�; (B) Nymcel ZSX�; (C) Primellose�; and (D)
Solutab� (100� magnification).
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molecular structure was altered to improve water
uptake, as observed by Rudnic, Kanig, and Rhodes[6]

Unlike swelling, which is mainly a measure of volume
expansion with accompanying force generation, water
wicking is not necessarily accompanied by a volume
increase.

The ability of a system to draw water can be sum-
marized by Washburn’s equation:[7]

L2 ¼ g cos y
2Z

� �

rt ð1Þ

The Washburn equation is too simplistic to apply to a
dynamic tablet-disintegration process, but it does show
that any change in the surface tension (g), pore size (r),
solid–liquid contact angle (y), or liquid viscosity (Z)
could change the water wicking efficiency (L ¼ length
length of water penetration in the capillary; t ¼ time).
For example, when Rudnic et al.[8] evaluated the disinte-
gration efficiency of different particle sizes of crospo-
vidone, those with the largest particle size range
(50–300mm) yielded the shortest disintegration time.
Large particle size probably yielded greater pore size and
altered the shape of the pore. Indeed, longer fiber length
due to greater particle size could improve the efficiency
of capillary uptake of water into the dosage form matrix.

Super disintegrants draw water into the matrix
system at a faster rate and to a greater extent when
compared to traditional starch.[9] Van Kamp et al.[10],
utilizing a water uptake measurement device, were able
to show that tablets that demonstrate greater uptake
volume and rate, such as those containing sodium
starch glycolate, disintegrated more rapidly. Although
the hydrophobic lubricant, magnesium stearate, seemed
to negatively affect the wicking process, those containing
sodium starch glycolate were less affected by the detri-
mental effect of mixing with the hydrophobic lubricant.
Lerk et al.[11] also observed a decreased rate of wetting
when disintegrants were mixed with magnesium stearate
for various mixing times. The decrease in the rate of
wetting was proportional to the time of mixing. Most
likely, this observation reflected a greater delamination
of magnesium stearate at longer mixing times.

Swelling

Although water penetration is a necessary first step for
disintegration, swelling is probably the most widely
accepted mechanism of action for tablet disintegrants.
Indeed, most disintegrants do swell to some extent, but
the variability of this property between disintegrants
reduces its plausibility as a sole mechanism.

Fig. 3 Scanning electron photomicrograph of crospovidones: (A) Crospovidone M�; (B) Kollidon CL�; (C) Polyplasdone XL�;

and (D) Polyplasdone XL-10� (150� magnification).
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The earliest attempt to measure swelling was to
measure the sedimentation volume of slurries. Nogami
et al.[12] developed a reliable test to measure both
swelling and water uptake. Gissinger and Stamm[13]

modified this apparatus and found a positive corre-
lation between the rate of swelling and disintegrant
action for some disintegrants. List and Muazzam[14]

later adapted this apparatus to measure both rate of
swelling and swelling force through the application of
force and displacement transducers. They found that
disintegrants that generate large swelling forces are
generally more effective.

For swelling to be effective as a mechanism of disin-
tegration, there must be a superstructure against which
the disintegrant swells. Swelling of the disintegrant
against the matrix leads to the development of a swelling
force. A large internal porosity in the dosage form in
which much of the swelling can be accommodated
reduces the effectiveness of the disintegrant. At the
same time, a matrix that yields readily through plastic
deformation may partly accommodate any disintegrant
swelling if swelling does not occur at a sufficient
rapidity.

The swelling of some disintegrants is dependent on
the pH of the media. Shangraw, Mitrevej, and Shah[3]

reported that sedimentation volumes of anionic cross-
linked starches and celluloses are altered in acidic
media. Polyplasdone XL� and Starch 1500� were
unchanged. In a separate study, Chen et al.[15] showed
that acetaminophen tablets containing Primojel� and
AcDiSol� had longer disintegration and dissolution
times in acidic medium compared to neutral medium.
Those containing Polyplasdone XL� showed no such
differences. Mitrevej and Hollenbeck[16] verified the
remarkable swelling capacity of some ‘‘super disinte-
grants’’ by exposing individual particles deposited on
slides to high humidities and observing their degree of
swelling microscopically.

On the other hand, when Caramella et al.[17–19] evalu-
ated different disintegrants for their ability to swell, no
correlation could be observed between the maximum
disintegrating force and percent of particle swelling.
Because they did observe a correlation between the rate
of disintegrating force development and the disintegra-
tion time, therefore, the authors suggested that the rate
of development of a disintegrating force is all-important.
Swelling capable of rapid force development may be
preferred since a slowly developing force could hypo-
thetically allow tablets to relieve the stress generated
without bond disruption.

Deformation Recovery

The deformation recovery theory implies that the shapes
of the disintegrant particles are distorted during com-

pression, and that the particles return to their precom-
pression shape upon wetting, thereby causing the tablet
to break apart. Hess,[20] with the aid of photomicro-
graphs, showed that deformed starch particles returned
to their original shape when exposed to moisture.

Fassihi[21] concluded that at higher compression
forces, disintegration may become dependent on
mechanical activation of the tablet, resulting from the
stored energy imparted by the compression process.
He examined the disintegration times of tablets made
of Emdex� powder, magnesium stearate, and 5% disin-
tegrant. Regardless of the disintegrant used (sodium
starch glycolate, microcrystalline cellulose, corscar-
mellose sodium, or starch), the disintegration time
increased with increasing compression force, then
decreased again when the compression force was above
120 MN/m�2.

Research on deformation and its recovery in situ
as a disintegration mechanism is incomplete. However,
such a mechanism may be an important aspect of
the mechanism of action of disintegrants such as
crospovidone and starch that appear to exhibit little
or no swelling. The efficacy of such disintegrants likely
would be dependent on the relative yield strength of
the disintegrant and that of the matrix in which it is
compressed, since disintegration efficiency would surely
depend on how much deformation is sustained by the
disintegrant particles. Also, time-dependent stress relax-
ation could possibly be a factor in the aging of such
tablets in that any deformation induced into the dis-
integrant, that cannot be sustained by intraparticulate
bonding, gradually may recover as the matrix relaxes.

Repulsion Theory

Ringard and Guyot-Hermann[22] have proposed a
particle–particle repulsion theory to explain the obser-
vation that particles that do not swell extensively, such
as starch, could still disintegrate tablets. In this theory,
water penetrates into the tablet through hydrophilic
pores and a continuous starch network that can convey
water from one particle to the next, imparting a signifi-
cant hydrostatic pressure. The water then penetrates
between starch grains because of its affinity for starch
surfaces, thereby breaking hydrogen bonds and other
forces holding the tablet together. Presently, this theory
is not supported by adequate data.

Heat of Wetting

Matsumara[23] noticed that starch particles exhibit
slight exothermic properties when wetted, which was
thought to cause localized stress resulting from expan-
sion of air retained in the tablet matrix. Unfortunately,
this explanation, if valid, would be limited to only a
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few substances such as aluminum silicate and kaolinite.
List and Muazzam[24] found that exothermic wetting
reactions were not exhibited with all disintegrants
and that even when a significant heat of wetting was
generated, disintegration time did not always decrease.
Caramella et al.[25] found that an increase in tempera-
ture, which should cause air expansion, did not enhance
maximum force generation in several formulations.
Therefore, they concluded that expansion of air in
pores from heat of wetting could not be supported by
the data. More recently, Luangtana-anan et al. have
examined the heat of wetting of powders and tablets
of magnesium carbonate and Emcompress�.[26]

Magnesium carbonate tablets with significantly
higher heat of wetting disintegrated more readily than
the Encompress� tablets. Indeed, it would be interest-
ing to develop a model for the mechanism of tablet
disintegration using a thermodynamic approach; how-
ever, heat of wetting alone probably is inadequate to
explain disintegration.

Generation of a Disintegrating Force
or Pressure as a Unifying Principle

The rate of generation of a disintegrating force may
be a unifying factor in the mechanisms of disinte-
gration.[19] Many proposed mechanisms may be visua-
lized as giving rise to a force. Brzeczko[27] developed
techniques to simultaneously measure the rate of liquid
uptake into a tablet and the rate of generation of both

axial and radial swelling forces. As indicated in
Figs. 4–6, tablet compaction contributes more to the
axial pressure than to the radial pressure when super
disintegrants representing the three main super disinte-
grant classes were studied in model tablet formula-
tions. In all three cases, the maximum axial pressure
in an anhydrous lactose matrix was well below that
observed with a dicalcium phosphate dihydrate matrix
when the disintegrants are compared at the same con-
centration. The differences in disintegrant performance
in soluble and insoluble matrices could be rationalized
in terms of pressure development and liquid uptake.
Fig. 7 compares the maximum axial disintegrating
pressure and disintegration times of the tablets con-
taining 2% of the disintegrants in a matrix composed
of dicalcium phosphate or lactose.[27] As can be seen,
a higher disintegration pressure favors rapid disinte-
gration of the dicalcium phosphate-based tablets, but
a slower disintegration of lactose-based tablets. Higher
initial axial disintegrating pressure rates also yield
shorter disintegration times for the dicalcium phos-
phate-based tablets, but no such correlation is seen
with the lactose-based tablets, whose disintegrating
pressure rates are much lower than those of the dical-
cium phosphate-based tablets (Fig. 8). Maximum
water uptake and water uptake rate seem to be poor
predictors of disintegration time, as seen in Figs. 9
and 10. However, lactose-based tablets show a trend
toward slower disintegration with faster liquid uptake.
It was suggested that faster liquid uptake leads to a
faster dissolution of lactose and increased porosity to
accommodate swelling and/or structural recovery.
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Peppas[28] attribute the difference in disintegration
rate between soluble and insoluble matrices to two
proposed phenomena—an interface-controlled mech-
anism and a diffusion-controlled mechanism—as
represented in the following equation:

F=F1 ¼ 1 � expð�ktnÞ ð2Þ

Here, F is the disintegration force at time t, Fo is the
maximum force developed, k is an expansion rate
constant, and n signifies which of the two mechanisms
controls the disintegration. The interface controlled
phenomenon involves tablet particles breaking apart
from the interface of the tablet and the diffusion-
controlled phenomenon involves particles diffusing
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away. Although it is thought that both happen simul-
taneously, the degree to which disintegration depends
on each system can differ. For example, those tablet
matrices with a relatively small n of about 0.6 are
thought to be dominated by the diffusional mechanism;
whereas, those with an n of greater than 0.9 are thought
to be interfacial mechanism dominant. The value of n
would certainly differ based on the solubility of the
matrices.

Since super disintegrants are highly hydrophilic yet
insoluble in water, they would be expected to be more
effective in breaking the tablet apart interfacially than
controlling the diffusion per se. Indeed, Caramella et al.
observed that disintegration occurred readily for tablets
containing insoluble calcium phosphate; whereas, tablets
containing highly soluble b-lactose disintegrated slowly.
Such phenomena were explained by a lower value of n

for the system containing b-lactose. In other words, the
super disintegrant’s interface-controlled mechanism could
not overcome the diffusion-controlled mechanism of the
b-lactose.[29]

FACTORS AFFECTING
DISINTEGRANT ACTIVITY

Particle Size

Both the rate and force of disintegrant action may be
dependent upon the particle size of the disintegrant.
Smallenbroek, Bollhuis, and Lerk[30] found that starch
grains having relatively large particle sizes were more
efficient than the smaller particle size grades. This is
probably because the continuous hydrophilic network
of disintegrants is more efficiently accomplished by
the bigger particles. Also, Rudnic et al.[8] found that
coarser grades of crospovidone (50–100 mm, Grade B;
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50–300 mm, Grade C) were more efficient than the finer
particles (0–15 mm, Grade A). The differences in disin-
tegration efficiency between Grade B and Grade C
were not clear, however. When List and Muazzam[24]

evaluated two different grades of crospovidone particles
(100–200mm and >315mm), the efficiencies between the
two grades were very similar (Table 2). Results for
the other disintegrants, Amberlite IRP88� and potato
starch, support that coarser particle sizes allow more
efficient disintegration than finer particles. For disinte-
grants that swell extensively, such efficiency can be
explained by the observed force development. Indeed,
larger particles of sodium starch glycolate swelled more
rapidly and to a greater extent than did the smaller
particles.[6]

Molecular Structure

Disintegrants can vary in molecular structure based on
how they are manufactured or processed. Corn starch,
for example, contains different ratios of two sugar
fractions, amylose and amylopectin. Schwartz and
Zelinske[31] concluded that the linear polymer, amylose,
was responsible for the disintegrant properties associa-
ted with starch, whereas the branched polymer, amylo-
pectin, was responsible for the gummy property.
Varying the amylose to amylopectin ratio did not
affect the porosities of the resulting tablets. Rudnic,
Kanig, and Rhodes[6] evaluated the effect of cross-
linking and carboxymethyl substitution in sodium
starch glycolate and concluded that the swelling of
the disintegrant was largely inversely proportional to
the degree of cross-linkage. Swelling also was inversely
proportional to the level of substitution, but to a lesser
degree. Shah, Bekersky, and Jarowski[32] found that
carboxymethyl cellulose having high molecular weight

and low levels of carboxymethylation was best for
tablet disintegration.

Effect of Compression Force

Compression force affects disintegration time in
different ways. First, it governs the penetration of
dissolution fluids into the matrix by controlling the
porosity of the compact. Low compression force can
lead to relatively high tablet porosity and can allow
rapid penetration of water. However, it has often been
observed that tablets containing starch exhibit disinte-
gration times that tend to pass through minimum as
compression force increases.[21] At low compression
forces, any possible swelling or deformation recovery
that may take place may be more or less accommo-
dated by the porosity, whereas at intermediate com-
pression forces, a maximal disintegrating effect may
develop. At high compression forces, fluid penetration
may be impeded by a further reduction of porosity while
particle deformation of the disintegrants becomes more
important. In general, List and Muazzam[14] found
increased swelling pressures at higher compression forces
when various amberlite resins, starches, and crospovi-
dones were employed at the 2.5% level in dicalcium
phosphate matrix tablets (Table 2). Similar findings
were reported by and Fassihi[21] and Brzeczko.[27]

In two different studies Khan and Rhodes[33,34]

observed that tablets containing sodium starch glyco-
late disintegrate relatively slowly at low compression
force, quickly at intermediate compression force, and
slowly again at high compression force. However, the
effects of compression force on the disintegration time
of other types of disintegrants, such as cation exchange
resin, calcium sodium alginate, and various forms
of starches, varied widely. Perhaps the effect of

Table 2 Effect of particle size and compression pressure on swelling pressure and disintegration time

Disintegrant

Compression

pressure (bar)

Particle

size (lm)

Swelling

pressure (bar)

Disintegration

time (s)

Amberlite IRP88� 625 <50 0.660 84

1560 <50 1.121 30

Amberlite IRP88� 625 100–200 1.083 52
1560 100–200 2.262 22

Potato starch 625 <50 0.165 254
1560 <50 0.310 164

Potato starch 625 80–100 0.234 160

1560 80–100 0.445 77

Polyplasdone XL� 625 100–200 0.898 31
1560 100–200 1.772 14

Polyplasdone XL� 625 >315 0.760 42
1560 >315 1.480 17

Tablet composition: 2.5% disintegrant, 1% magnesium stearate, and Emcompress�. (From Ref.[24].)
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compression force on the disintegration time depends on
the nature of the disintegrants, such as their mechanism
of disintegration and deformation characteristics.

Munoz et al.[35] found that the effect of compression
pressure on disintegration time varied depending on the
concentration used of the super disintegrant, Explotab�.
Fig. 11 shows that shortest disintegration time could be
achieved at around 7% disintegrant concentration. At
this concentration, compression force has little effect
on disintegration time. The disintegration time was more
affected by compression force at low disintegrant
concentration, showing fastest disintegration time at
intermediate compression force. This type of biphasic
effect of compression force on disintegration time also
was observed for AcDiSol�,[36] and the surface response
curve is very similar to that of Explotab�. When disinte-
gration times were studied at 5 and 10% disintegrant,
5% AcDiSol� yielded the lowest porosity, lowest yield
pressure in Heckel analysis, and shortest disintegration
time. At a 10% disintegrant level, the tablets showed a

slight postcompression expansion, which could explain
a slightly increased disintegration time compared to
the 5% disintegrant level.

The effect of compression force on disintegration
efficiency seems, therefore, largely dependent on the
mechanism of the disintegrant action. The effectiveness
of swelling or structure recovery may well be depen-
dent on attaining a compression force that achieves a
critical porosity in the matrix. On the other hand, the
capillary uptake of liquid, which is a necessary precur-
sor to these mechanisms could be compromised if the
tablet matrix is compressed to too low a porosity.

Matrix Solubility

The disintegrant mechanism seems to depend not only
on the disintegrant itself but on the matrix as well.
Disintegrants work most effectively in insoluble
matrices.[27] Insoluble matrices, such as those contain-
ing calcium phosphate do not disintegrate adequately
without disintegrants. On the other hand, tablets and
capsules that primarily consist of water soluble fillers
or drugs tend to dissolve rather than to disintegrate,
even when disintegrating agents are present. It has
been suggested that during the dissolving process, the
water acts as a plasticizer,[37] which can potentially
reduce the development of disintegrating force. In
addition, soluble materials that tend to swell can form
viscous plugs, which may impede further penetration
of moisture into the matrix. However, the addition of
disintegrants almost predictably shortens disintegration
time, despite the solubility of the matrix.

Method of Incorporation in Granulation

The method of incorporation of disintegrants in granu-
lation has been controversial. Should the disintegrant
be all extragranular, all intragranular, or divided between
these two locations? Shotton and Leonard[38] reported
that maize starch, sodium calcium alginate, alginic acid,
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Table 3 Effect of method of disintegrant addition in granules on the tablet properties

Disintegrant
Crushing strength (kgf) Disintegration time (s)

addition method Intra Equal Extra Intra Equal Extra

Control 6.5 664

4% Primojel� 5.3 5.0 5.8 38 41 49

4% Ac-Di-Sol� 3.8 4.8 5.7 110 126 148

4% Nymcel zsd 16� 4.0 4.3 6.5 499 540 488

4% Polyplasdone XL� 5.8 6.0 6.1 31 40 43

20% Potato Starch 3.3 3.4 2.1 69 80 110

(From Ref.[39].)
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and other disintegrants gave more rapid disintegration
when incorporated extragranularly than when incorpor-
ated intragranularly in a sulfadiazine granulation. They
also reported that the latter method gave a finer disper-
sion and concluded that the best compromise was to use
both intra- and extragranular disintegrant.

Van Kamp, Bolhuis, and Lerk[39] evaluated the
method of incorporation of Primojel�, AcDiSol�,
and Polyplasdone XL� in prednisone tablets formed
from lactose granules. Whether the incorporation of
the super disintegrant was intragranular, extragranu-
lar, or evenly distributed in both sites, they found
little or no difference in disintegration time, crushing
strength, or dissolution of prednisone. Interestingly,
their results with potato starch showed differences that
did not agree with the earlier work of Shotton and
Leonard[38] in that intragranular starch was more
effective than extragranular starch (Table 3).
Gordon, Chatterjee, and Chowhan[40] reported that
dissolution of naproxen, a poorly soluble drug at
gastric pH levels, was faster when AcDiSol� was incor-
porated intragranularly, compared to when it was
incorporated extragranularly or evenly distributed
between the intra- and extragranular portions. Even
more recently, a study reported by Khattab, Menon,
and Sakr[41] showed that the combined incorporation
of intra- and extragranular disintegrating agents (sodium
starch glycolate, croscarmellose sodium, or crospo-
vidone) in a paracetamol granulation resulted in faster
disintegration and dissolution than either extragranular
or intragranular incorporation alone.

More studies are necessary to elucidate the effect of
other factors, such as the type of binder, the type of
filler, and the solubility of the matrix, which may sig-
nificantly affect the effectiveness of disintegrants in
different modes of incorporation. For example, Becker,
Rigassi, and Bauer-Brandl[42] found that extragranular
crospovidone was more effective in an acetaminophen
tablet when the binder was maltodextrin (Licab DSH�),
pregelatinized maize starch (Lycab PGS�), or low

substituted hydroxypropylcellulose (L-HPC) than
when polyvinylpyrrolidone or hydroxypropylmethyl-
cellulose was the binder. In addition, the difference
seen in the effectiveness of starch in different modes
of incorporation between the Shotton and Leonard[38]

study and the Van Kamp, Bolhuis and Lerk[39] study
may be related to the absence or presence of lactose,
a soluble filler. Unlike the Shotton and Leonard study,
Van Kamp, Bolhuis, and Lerk used lactose as a soluble
filler, which might have reduced the relative effective-
ness extragranular starch, making the intragranular
incorporation more favorable.

The observations summarized in Table 4 make any
attempt to generalize that one method of incorporation
of disintegrant in granulation is better than another
difficult. However, when all of the data are taken
together, it would appear that the combined addition
of disintegrants both extragranularly and intragranu-
larly would provide the best opportunity for optimal
disintegrant activity.

Effect of Reworking

The effect of recompressing a wet massed microcrystal-
line cellulose matrix containing super disintegrants on
swelling force kinetics also has been considered.[43]

When the disintegrants were placed extragranularly,
only Explotab� among those considered retained good
efficiency after reworking. When placed intragranularly,
all disintegrants had reworking efficiencies equivalent to
that of the nondisintegrant control. Adding 2% disinte-
grant extragranularly prior to the second compression
restored disintegrant behavior for Polyplasdone XL�,
but only partial restoration was seen for AcDiSol�.
In further work,[44] reworked tablets containing 2%
disintegrant extragranularly were studied. The data in
Table 5 illustrate that maximal swelling forces were
reduced in all cases, but there was no correlation with
tablet disintegration time.

Table 5 Rework efficiency (%RE) of super disintegrants

Disintegrant

(2%)

Relative Fs

(35% porosity)a
Relative Fs

(40% porosity)a % REb

Control 0.842 0.848 45

Polyplasdone XL� 0.941 0.926 64

Explotab� 0.737 0.863 86

AcDiSol� 1.045 0.951 45

aRe �Fs ¼ Maximum swelling force (1st compression)
Minimum swelling force (2nd compression)

b%RE ¼ AUC (1st compression)
AUC (2nd compression)

AUCs are the area under curve from the disintegration time versus compression pressure graphs.

(From Ref.[44].)
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Incorporation in Hard Gelatin Capsules

The utility and performance of super disintegrants in
direct-fill powder formulations for hard shell capsules
filled on tamping machines are roughly analogous to
those of direct compression tablet formulation. In a
study where capsules were filled under controlled
tamping force conditions using an instrumented Zanasi
LZ 64 dosator machine, a dicalcium phosphate based
formulation containing hydrocholorothiazide and dif-
ferent super disintegrants were tested for dissolution
times.[45] The croscarmelloses were found to be more
effective than sodium starch glycolate in promoting
hydrochlorothiazide dissolution, whereas crospovi-
done was the poorest in this regard. In a follow-up

multifactorial study, all main factors, including disinte-
grant type, compression force, level of lubricant, and
filler type, were found to have significant effects on
dissolution (Figs. 12 and 13).[46] In most cases at lower
disintegrant concentration, increasing the tamping
force improved the dissolution of hydrochlorothiazide,
most likely due to reduced porosity. When the filler was
changed from lactose to dicalcium phosphate, the
magnitude and the order of effectiveness of the disinte-
grants changed.

Like the experience with tablets, the effect of disin-
tegrants in already rapidly soluble capsule matrices is
lower than that in water insoluble matrices. Perhaps
doubling the concentration normally required for
tablets is needed to effect efficient disintegration and
significantly affect dissolution. This need for higher
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Fig. 12 The averaged effect of disintegrant, compression
force, and lubricant on the release of hydrochlorothiazide
from anhydrous lactose based capsules. Control ¼ 0% disin-
tegrant. (From Ref.[47].)
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Fig. 13 The averaged effect of disintegrant, compression
force, and diluent on the release of hydrochlorothiazide from
dicalcium phosphate based capsules. Control ¼ 0% disinte-
grant. (From Ref.[47].)
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disintegrant concentration probably reflects the greater
pore structure of capsule plugs compared to com-
pressed tablets. At equivalent concentrations in model
lactose or dicalcium phosphate-based systems, sodium
starch glycolate and croscarmellose sodium were more
effective than crospovidone in promoting dissolution
of hydrochlorothiazide from capsules manufactured
with the same tamping force.[47] For either filler,
disintegration times and swelling correlated well with
dissolution.

NEW DISINTEGRANTS

Gellan gum and Xanthan SM� appear to have per-
formance characteristics similar to those of super disin-
tegrants. Gellan gum is an anionic polysaccharide of
linear tetrasaccharides, and is derived from Pseudo-
monas elodea.[48] When 4% gellan gum was incor-
porated in an ibuprofen tablets, its disintegration
time was 4 min, which was much superior than that
obtained using dried starch or Avicel PH 102�

(>15 min), and comparable to those of Explotab�,
AcDiSol�, and Kollidon CL� (4–7 min).

Xanthan SM� is a new USP xanthan derivative with
higher hydrophilicity and lower gelling tendency.[49] In
aspirin tablets with 3% Xanthan SM� disintegration
time was about 10 min. Increasing the concentration
of disintegrant beyond 3% did not improve the disinte-
gration time, whereas the most effective concentration
of AcDiSol� was 5%, yielding a disintegration time of
less than 5 min. Xanthan SM�, like AcDiSol�, has low
solubility in water, but is reported to swell more exten-
sively in water.

CONCLUSIONS

In summary, super disintegrants are excipients used
to promote rapid breakdown of oral solid dosage
forms to aid dissolution in vivo. Commonly used super
disintegrants include sodium starch glycolate, croscar-
mellose sodium, and crospovidone. Super disintegrants
differ from traditional starch in that they are effective at
much lower concentrations. This lower concentration
provides formulation scientists greater flexibility, parti-
cularly in designing direct compression tablets. However,
the effectiveness of both starch and super disintegrants
depends heavily upon the composition of the tablet
matrix, compression pressure, and in the case of granu-
lation, the method of incorporation.

Because of the complexities involved, the mechanism
of action of super disintegrants is not well understood.
Some of the proposed mechanisms include water wick-
ing, swelling, deformation recovery, particle repulsion,
and heat of wetting. Water uptake is a necessary

precursor to all other mechanisms. Not all mechanisms
are well supported by research. Disintegrants appear to
function by multiple mechanisms, but a predominant
mechanism seems to be characteristic of each disinte-
grant type. Regardless of their validity, all proposed
mechanisms at least have the potential to generate a
disintegrating force within the matrix and this appears
to be a unifying concept.
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INTRODUCTION

A supercritical fluid (SCF) is a substance whose tem-
perature and pressure are simultaneously above its
critical point. Critical temperature (Tc) is the highest
temperature at which a gas can be converted to a liquid
by an increase in pressure. Critical pressure (Pc) is the
highest pressure at which a liquid can be converted to a
traditional gas by an increase in the liquid temperature.
The phase diagram of a pure substance illustrating the
supercritical region is depicted in Fig. 1. In practice,
substances at a reduced temperature (T/Tc) and
reduced pressure (P/Pc), ranging from 1.01 to 1.11
and from 1.01 to 1.5, respectively, are regarded as
SCFs. In the critical region, the liquid and gaseous
phases are indistinguishable, as the substance exhibits
a liquidlike density and gaslike viscosity and diffusiv-
ity, allowing for good mixing and mass transfer. These
characteristics can be manipulated because SCFs show
high rates of changes in the solubility of non-volatile
solutes in response to small temperature and/or press-
ure modifications.

Critical temperatures of substances vary over a wide
range, allowing for SCF selection for specific applica-
tions. Supercritical CO2 is especially useful in the food
and pharmaceutical industries where toxicity of the
extraction medium, solvent entrapment, and thermal
stability of materials are concerns. Specifically, SCFs
required for processing thermally labile compounds
such as proteins and peptides should have a critical
temperature that is close to ambient conditions (e.g.,
CO2 and ethylene with critical temperatures of
31.1�C and 9.3�C, respectively).

The purpose of this article is to provide an overview
of the applications of SCF technology in pharmaceuti-
cal research and product development. It is important
to recognize that SCF technology is by no means a new
technique with a history dating back to over a century.
Current pharmaceutical applications of SCF tech-
nology include: drug extraction and analysis, drug par-
ticle and drug polymorph engineering, and preparation
of drug delivery systems. This article will address
advances in these areas as well as scale up issues
associated with SCF pharmaceutical processes.

HISTORY OF SCF TECHNOLOGY (FOOD
PROCESSING TO PHARMACEUTICALS)

Industrial applications[1,2] of supercritical fluids had
humble beginnings. The observation of the supercriti-
cal phase was first cited in 1822 by Cagniard de la
Tour.[3] In the said work, the disappearance of the
gas–liquid boundary by visual inspection of a sealed
glass container at elevated temperatures was noted.
Following this, in 1879, Hannay and Hogarth[4]

reported the ability of an SCF to dissolve low-pressure
solid materials. They observed that pressure increases
resulted in increased dissolution of metal chlorides in
SC ethanol, whereas pressure decreases caused dis-
solved materials to precipitate as a ‘‘snow.’’ This
increased solubility was later determined to be higher
than the solubility predicted by vapor pressure alone.

During the first half of the 20th century, SCF tech-
nology attracted little attention. The spark igniting
interest came from process improvement technology.
In 1936, Wilson et al. devised a propane deasphalting
process that made use of the increased solvating power
of propane near critical temperature and pressure con-
ditions. This process enabled the selective separation of
lube oil feed stocks into paraffin wax, asphalt, heavy
ends, naphthenes, and purified light oil.[5,6] Based on
this, the Solexol process was developed several years
later by utilizing propane at near critical conditions
for the purification and separation of vegetables and
fish oils. The purpose of the process was to concentrate
polyunsaturated triglycerides in vegetable oils and to
extract vitamin A from fish oils.[6,7]

In 1971, Zosel[8] of the Studiengesellschaft Kohle
discovered that caffeine could be removed from green
coffee beans in a reasonable time at moderate tempera-
tures using CO2 as a supercritical solvent for extrac-
tion. The coffee brewed from the decaffeinated beans
produced a consistent flavor as naı̈ve beans and had
the advantage of being ‘‘natural,’’ considering that
there was no use of chlorinated chemical solvents.
These observations led to the application of SCF tech-
nology for decaffeination of green coffee in the 1970s
as the first major commercialized SCF process for
comestibles.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120012011
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The first citations on SCF technology applied to
active pharmaceutical ingredients are related to pure
component precipitation. The goal was to reduce drug
particle size and to enhance a drug’s dissolution rate
and/or bioavailability.[22–25,31,45–47] Subsequent reports
addressed the coprecipitation of a drug and a biocom-
patible polymer.[25–36,43] Some authors compared the
characteristics of drugs or composites formed by
supercritical processes to those formed by conven-
tional precipitation processes. The effect of process
parameters on morphology, particle size, and particle
size distribution were often analyzed. Recent investiga-
tions improved traditional SCF processes by enhanc-
ing mass transfer and preventing agglomeration.[40–42]

The number of patents related to ‘‘SCF’’ and
‘‘pharmaceutical’’ is in excess of 400 from 1975 to
the present. Pharmaceutical applications of SCF
processing came to fruition during the 1990s. One key

success in pharmaceutical applications of SCFs is the
Bradford Particle Design. The company underwent
restructuring in January 2003 to form Nektar
Therapeutics from a fusion of three entities: Bradford
Particle Design, Inhale, and Shearwater, reflecting a
broader approach to drug delivery.

Currently, the SCF technology has a widespread
utility ranging from food processing to pharmaceutical
applications. The use of SCFs such as CO2 is proving
to be environmentally benign and economical, with
the added advantage of reduced residual solvents in
food and pharmaceutical products.

FUNDAMENTALS OF SCF TECHNOLOGY

SCF Selection

Careful SCF selection is important to reduce proces-
sing time and to improve efficiency. However, the
choice is usually restricted by the desire of reasonable
critical parameter values and costs, chemical inertness,
low toxicity, and little environmental impact.[9] The
most frequently used solvent in pharmaceutical proces-
sing is supercritical carbon dioxide (SC CO2), which
has low critical temperature (31.1�C) and pressure
(73.8 bar), permitting the processing of labile pharma-
ceuticals. Table 1 summarizes the most commonly used
SCFs for a variety of applications. Being inexpensive,
non-toxic, abundant, and environmentally safe, SC
CO2 is an attractive solvent or antisolvent. With small
variations in pressure and temperature, SC CO2 sol-
vent power is tunable. Although CO2 is non-polar with
a dipole moment of zero, the polarity can be manipu-
lated by adding small amounts of entraining solvents
such as alcohols, esters, and ketones.[9] The solvent
power, or lack thereof, is an essential aspect in selecting
an SCF.

Fig. 1 Pressure–temperature phase diagram of a pure
component indicating the supercritical region. (From
Ref.[61].)

Table 1 Properties of commonly used SCFs

Solvent

Critical

pressure (bar)

Critical

temperature (�C)

Critical density

(g/mL)

Solubility parameter

(d1), (cal/cm3)0.5a

Ethylene 49.7 9 0.22 1.7

Carbon dioxide 73.8 31.0 0.468 2.0

Nitrous oxide 71.5 36 0.45 2.0

Propylene 46 91.8 0.232

Propane 42.5 96.8 0.217 1.5

Ammonia 111 132 0.24 2.5

n-Pentane 33.7 196.6 0.237

Ethanol 61.4 240.8 0.276

Water 221.2 374.1 0.315 3.5
aEstimated according to the method of Giddings (1968).

(From Ref.[44].)
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SCF Processes

Expansion of a supercritical solution containing a
solute and precipitation of solute dissolved in an
organic solvent utilizing SCFs as antisolvents are two
basic techniques of SCF processing for particle pro-
duction.[10,11] The most common expansion methods
are rapid expansion of supercritical solutions (RESS)
and supercritical fluid nucleation (SFN). Precipitation
methods employing SCFs as antisolvents include:
gas antisolvent recrystallization (GAS), supercritical
antisolvent recrystallization (SAS), supercritical
antisolvent with enhanced mass transfer (SAS-EM),
solution-enhanced dispersion by supercritical fluids
(SEDS), precipitation with compressed antisolvents
(PCA), and aerosolized solvent extraction system
(ASES). The basic schematic of RESS, GAS, and
PCA/SAS/ASES processes are depicted in Fig. 2.
The primary requirements for processing with

RESS, GAS, and PCA techniques are summarized
subsequently.

RESS is useful for materials that are soluble in CO2;
however, many polymer, biopolymer, and drug
substances are not CO2-soluble, thereby limiting this
application. Cosolvents such as methanol or acetone
can increase the solvent power of SCFs during RESS.
In drug delivery applications, RESS has been used to
prepare polymeric films, microparticles, nanoparticles,
liposomes, and porous foams. A typical RESS appa-
ratus consists of a preheater, an extraction unit, and a
precipitator (Fig. 2A). After the solute has been placed
in the extraction unit, the compressed and preheated
supercritical solvent is passed through this unit. When
the solute has dissolved in the SCF, the supercritical
solution is expanded through a capillary or laser-
drilled nozzle into a precipitation unit. Typical nozzles
have internal diameters between 25 and 150 mm with
short lengths to prevent precipitation inside the nozzle
due to the rapid pressure drop. Rapid decompression
of the solution in the precipitation unit leads to high
supersaturation and precipitation of desired solids.
High supersaturation ratios and rapidly propagating
mechanical perturbations greater than those achieved
by thermal perturbations afford RESS the potential
to produce small, uniformly sized particles. Product
contamination is minimal because the solvent is a
dilute gas after expansion and no additional solutes
are needed to initiate precipitation. Pre-expansion
and postexpansion temperature and pressure, nozzle
geometry, and solute properties are among the factors
that determine the size and morphology of delivery
systems prepared by RESS.

GAS processing uses a dense gas as an antisolvent
for precipitating a solute dissolved in an organic
solvent (or another SCF).[11,12] Introduction of an anti-
solvent gas or an SCF into a batch of organic solvents
containing a dissolved solute results in dissolution of
the gas (many gases are at least partially miscible with
organic solvents), lowering the solvent strength of the
liquid phase. On sufficient solvent strength reduction,
the organic solution will no longer be a good solvent
for the solute initiating the onset of nucleation, thus
inducing precipitation (Fig. 2B). A solute must be
soluble in an organic solvent or another SCF to be
processed by GAS and must be reasonably insoluble
in the antisolvent gas or SCF. Moreover, the solvent
must be at least partially miscible with the antisolvent.

SC CO2 exhibits weak solvent strength toward
many organic and polymeric solutes. This antisolvent
or non-solvent nature of SCFs can further be
employed by spraying an organic solution of the drug
and/or polymer through a nozzle into a compressed
gas or SCF (Fig. 2C). This process, termed PCA,
employs either a liquid or supercritical antisolvent.
When a supercritical antisolvent is used, the process
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Fig. 2 Schematics of (A) RESS; (B) GAS; and (C) PCA/
SAS/ASES. (From Ref.[44].)

3570 Supercritical Fluid Technology in Pharmaceutical Research



S
up

er
–

S
us

pe
ns

io
ns

is often referred to as a SAS process or ASES. GAS,
PCA, SAS, and ASES processes offer the flexibility
of solvent choice and higher solute throughput than
RESS. For this reason, GAS and related processes
are used more often in producing drug delivery
systems, ranging from films to nanoparticles. Various
nozzle types, including standard capillary nozzles,
ultrasonic atomizers, and coaxial nozzles, have been
employed to spray solutions in these processes.
Parameters affecting the control of particle size and
morphology include: operating pressure, temperature,
jet breakup, droplet size, and mass transfer rates. The
antisolvent addition rate influences the size of the final
product; with slow antisolvent addition, there is low
supersaturation and relatively few nuclei are formed.
Because a large quantity of the solute still remains
in the solvent, these nuclei grow to large crystals.
Rapid antisolvent addition rates produce high super-
saturation, and large numbers of nuclei are formed.
With low solute amounts remaining in the solvent,
nucleation will not occur to a great extent.

APPLICATIONS IN PHARMACEUTICAL
RESEARCH

Drug Extraction and Analysis

Supercritical fluid extraction (SFE or fractionation) can
be effectively used for selective removal of components
from a variety of solid, semisolid, and liquid matrices
for subsequent analysis. The matrices encountered in
pharmaceutical applications are complex, and analytes
of interest are at trace levels, which SFE can address
with such matrices. SFE can effectively remove undesir-
able components from pharmaceutical products, and
various chemicals extracted with SFE can be impreg-
nated into other matrices as well. There are two modes
in which extraction and analysis can be accomplished:
off-line, in which extracted analytes are collected in a
device independent of the measurement instrument,
and on-line, in which the extraction step is combined
with a separation technique [gas chromatography
(GC), liquid chromatography (LC), or SCF chromato-
graphy], followed by drug quantitation. In addition to
these modes of extraction and analysis, there are two
modes for extraction purposes: static and dynamic.
For static mode, samples are allowed to steep in the
extractant, whereas in dynamic mode, the extractant
continuously flows through the extraction vessel.
Both modes of extraction encounter problems such as
restrictor plugging (dynamic) and longer extraction
times (static). To achieve optimal separation and
analysis, a combination of the two modes is often
used.[9]

Chromatography

GC, LC, and SFC chromatography units have been
used in combination with SFE units. The SFE-LC
techniques aim to separate analytes of high polarity,
molecular weight, or high thermal lability that cannot
be addressed via GC or SFC separations. SFE-LC
interfacing is the most intricate and difficult due to a
combination of a preparative technique that produces
gas with a chromatographic technique that handles a
liquid mobile phase. A preferred coupling is SFE-GC
because of the high sensitivity and flexibility of com-
patible detectors; however, the analyte must be ther-
mally labile. With SFE-SFC, because the solvent
used to inject the sample is the same as the mobile
phase, the basic requirement for effectively coupling
two techniques (i.e., compatibility between system 1
output and system 2 input) is met. An additional
advantage of this technique over SFE-GC and
SFE-LC is the reduced probability of insoluble sample
components reaching the chromatographic column.[9]

Drug Analysis in Human/Animal
Tissues and Fluids

A GC mass spectrometry (MS) method following SFE
was used to determine amphetamines in hair.[13] Fol-
lowing sequential washes with sodium dodecyl sulfate
(SDS), CH2Cl2, methanol, and water, and drying, the
sample was extracted with 90% CO2 and 10%
CHCl3/isopropanol at 262 bar and 70�C in the
dynamic extraction mode for 30 min. Mephentermine
was used as an internal standard. The detection limits
were 0.02–0.1 ng/mg, relative standard deviations were
11–28%, and recoveries were 71–84%.

Huopalahti and Henion[14] reported anabolic ster-
oid extraction from bovine tissues. SFE was performed
with CO2 at 60�C and 405 bar, with analytes collected
in precooled methanol and quantitated using LC-MS
analysis. Residues of 2-thiouracil, 6-methyl-2-thiouracil,
6-propyl-2-thiouracil, and 6-phenyl-2-thiouracil in bovine
muscle tissues were extracted with SC CO2 and analyzed
using GC-MS.[15]

Temazepam[16] and morphine[17] have been sepa-
rated from a whole blood matrix using SC CO2. In
the first instance, the extractants were CO2 and ethyl
acetate at 65�C and 207 bar, and recoveries ranged
from 80% to 100%. The extraction was monitored at
254 nm, with individual separation of the analytes car-
ried out by high-performance liquid chromatography
(HPLC). For morphine extraction from dried blood,
methanol/triethylamine was added as a modifier to
90% CO2 at 100�C and 241 bar, and the extracts were
analyzed by GC-MS. The SFE method proved to be
faster and cleaner than solid-phase extraction (SPE).

Supercritical Fluid Technology in Pharmaceutical Research 3571
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Drug Analysis in Pharmaceutical Preparations

SFE has been used to extract active components from
tablets. Methanol was used as the modifier of CO2 for
the extraction of benzodiazepines from tablets or
capsules in static and dynamic modes for 5 and
10 min, respectively.[18] The SFE conditions were set
at 65�C and 101 bar, and the drugs were analyzed using
GC-MS analysis.

An interesting SFE application consists of assay
development for quantitation of the active enantiomer
of misoprostol in a controlled-release drug formu-
lation.[19] SC CO2 modified with 5% formic acid at
75�C and 334 bar was effective in cleaving the covalent
linkage between misoprostol and the polymer, and
subsequent extraction. With this approach, high drug
recoveries were observed over a short extraction per-
iod. Static/dynamic SFE with CO2 and 8.7% methanol
modifier gave optimal extractions from sustained-
release tablets.[20] The average recovery was 98.6%,
and this SFE method used 80% less solvent than the
traditional liquid extraction procedure.

Preparation of Drug Powders and Polymorphs

The demand for small, narrowly distributed particles
with well-defined polymorphic form is critical in drug
delivery applications, considering the direct role that
particle size and polymorphism play in solubility,

dissolution rate, and bioavailability. In recent years,
crystal and particle engineering of pharmaceutical
materials and drug delivery systems with SCF tech-
nology has gained momentum due to the limitations
of conventional crystallization, comminution (crush-
ing, grinding, and milling), and spray drying
approaches. Conventional recrystallization using
liquid antisolvents requires extensive use of organic
solvents. Mechanical forces during comminution may
degrade some pharmaceuticals, and spray drying
may cause thermal stress and degradation of some
products. Table 2 shows a comparison of these
conventional techniques with that of SCF processing.
To further demonstrate the controllability of particle
morphology and associated differences between con-
ventional crystallization and SCF processing, scanning
electron micrographs of both freeze-dried and SEDS-
processed lysozymes are shown in Fig. 3.[21]

Fusaro and Mazzotti[22] demonstrated the versa-
tility of the GAS process in controlling paracetamol
precipitation. The average particle size of monoclinic
paracetamol crystals formed ranged from 50 to
250 mm, with the particle size decreasing as the CO2

antisolvent addition rate is increased. Additionally,
the study addressed the robustness of the precipitation
procedure by quasi-scaling. Crystals produced using
400-mL and 1-L precipitation vessels were qualitatively
and quantitatively in agreement. Table 3 summarizes
the use of various SCF techniques for controlled
crystallization of plain drug particles.

Table 2 Comparison of different particle formation techniques

Factors Micronization (milling) Spray drying SCF precipitation

Process Secondary Direct Direct

Typical product
description

Relatively dense powders
formed by irregularly
shaped, rough-surface

crystalline particles

Low-density powders
formed by composite
porous or hollow

amorphous particles

Low-density powders
formed by loosely packed,
regularly shaped

crystalline particles

Major advantage area Established, proven Good particle aerodynamics Pure non-cohesive powders

Typical composition Pure small molecules Biological or small active
molecules with excipients

Pure small molecules or
composites with polymers

Potential for
coformulation

Low High High

Control over

physical stability

Adequate for small molecules;

poor for biomolecules

Poor for small molecules;

adequate for biomolecules

Excellent for small molecules;

adequate for biomolecules

Batch consistency Poor Adequate Good

Particle size control Adequate High Good

FPF target 30% 80% 60%

Current industrial scale Commercial Small manufacturing Pilot

Current cost Low Moderate More expensive than other
two technologies

Potential for development Low Moderate High

(From Ref.[38].)
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Aiming to increase dissolution rate and bio-
availability, particles of the highly insoluble calcium
channel blockers, nifedipine and felodipine, and the
hypolipidemic agent, fenofibrate, were micronized by
precipitation from gas-saturated solutions (PGSS)
technique.[23] These various preparations were sprayed
into the compressed gas through a calibrated nozzle,
with orifice sizes ranging from 250 to 400 mm. Depen-
dent on the pre-expansion conditions, 15–30-mm
nifedipine particles and 42-mm felodipine particles were
obtained. The fenofibrate processed at 70�C and 190
bar produced particles from 7 to 32 mm, and these
larger particles (larger than native samples) occurred
due to agglomeration.

Kordikowski, Shekunov, and York[24] utilized liquid
and SC CO2 in the SEDS process to control the
polymorphic forms of sulfathiazole. The investigation
studied effects of temperature and CO2/solvent flow
rates on generating pure polymorphs of the four enan-
tiotropic forms. Sulfathiazole was initially saturated
in acetone and methanol at 1.5% and 1.0% wt/vol,
respectively. Both saturated solutions were processed
at 200 bar over a temperature range of 0–120�C. The
acetone flow rate 0.2–12.8 mL/min per 10 mL/min
CO2 was varied to attain a mole fraction of acetone
of 0.01–0.42. Variations in temperature and compo-
sition produced changes in polymorphic form, attain-
ing only amorphous form and form I. This indicated
that crystallization from acetone was kinetically con-
trolled. From the saturated methanol solution, the flow
rate 0.2–25.6 mL/min per 10 mL/min CO2 was varied
to produce a mole fraction of methanol of 0.02–0.72.
By selecting an appropriate temperature (at all flow
rates), three pure forms of sulfathiazole were crystal-
lized: form I, form III, and form IV. Methanol as a
hydrogen bond donor possessed a greater ability to
stabilize different forms of sulfathiazole than acetone.

SCF technology can now be claimed as useful in
producing particles ranging from 5 to 2000 nm.[25] This
patent covers a process that rapidly expands a solution
of the compound and phospholipid surface modifiers
in a liquefied gas into an aqueous medium, which con-
tains the phospholipids. Expanding into an aqueous
medium prevents particle agglomeration and particle
growth, thereby producing particles of a narrow size
distribution.

Drug and Delivery System Design

Microparticles (RESS)

SCF preparations of various drug and polymeric
microparticles have utilized both RESS and assorted
antisolvent techniques. Composite microparticles can
be formed in fewer steps using SCF processes, as
shown in Fig. 4. Tom and Debenedetti[26] used a RESS
process to produce DL-poly(lactic acid) (DL-PLA) parti-
cles of lovastatin, a cholesterol-reducing drug. Particles
containing embedded lovastatin needles were formed
and were unsuitable for drug delivery, but this was
the first study to explore the coprecipitation of a drug
and a polymer from a supercritical solvent. The RESS
process has also been used to coprecipitate naproxen
with L-poly(lactic acid) (L-PLA) from SC CO2.[27] In
this study, SC CO2 was passed through an extraction
vessel containing a mixture of naproxen and L-PLA,
and then expanded through a 50-mm capillary tube at
190 bar and a pre-expansion temperature of 114�C.
The particle morphology was spherical with diameters
ranging from 20 to 90 mm. Table 4 summarizes various
drug carrier particles prepared using different SCF
processing techniques.

In addition to low-molecular weight drugs, modified
RESS processes are capable of encapsulating macro-
molecular drugs such as proteins and peptides.
Mishima et al.[28] reported the microencapsulation of
lipase and lysozyme in polymeric particles. The parti-
cles were prepared using polymers such as PEG 4000,
PEG 6000, PEG 20,000, poly(methyl methacrylate),
poly(DL-lactic acid), poly(DL-lactide-co-glycolide), and
PEG poly(propylene glycol)–PPG–PEG, a triblock
copolymer. The solubility of these polymers in CO2

was enhanced by using low-molecular-weight alcohols
(methanol, ethanol, and isopropanol) as cosolvents. In
this process, known amounts of polymer, protein,
and cosolvent were placed in the high-pressure vessel
containing SC CO2. This mixture was stirred by an
agitator rotating at 200 rpm for approximately 4 hr, and
then kept for more than 1 hr without agitation. The
dissolved polymer with dispersed protein preparation
was sprayed through a capillary nozzle toward a target
plate. Parameters such as the thickness of the polymer

Fig. 3 Scanning electron microscopy (SEM) of (A) a freeze-
dried lysozyme sample and (B) the same sample prepared

via SEDS. (From Ref.[21].)
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coating the protein, particle size, morphology, and par-
ticle size distribution were controlled by changing the
feed composition of the polymer. For instance, increas-
ing the feed concentration of PEG 6000 from 10 to
20 wt.% resulted in a particle size increase from 20 to
70 mm. However, no information regarding protein
encapsulation efficiency was provided.

Microparticles (antisolvent processes)

Most drugs do not exhibit good solubility in SC CO2;
therefore, large numbers of studies employed CO2 as
an antisolvent. Mueller and Fisher[29] first patented a
process that used an antisolvent SCF process to pro-
duce polymeric drug microparticles of clonidine hydro-
chloride encapsulated by DL-PLA. The polymer/drug
solution was dissolved in methylene chloride and
sprayed into a vessel containing SC CO2. Bodmeier
et al.[30] prepared polymeric drug-loaded microparti-
cles by atomizing organic polymer/drug solutions by
the PCA process. Low polymer concentrations (1%),
high CO2 flow rate and density, and low temperatures
(below the glass transition temperature Tg of the
polymer) favored the formation of small-diameter,
narrowly distributed L-PLA microparticles. PLA
encapsulated chloropheniramine maleate and indo-
methacin with drug loadings of 3.73% and 0.73%,

respectively (vs. 10% theoretical for both). These were
processed at room temperature and flowing CO2

antisolvent at 69.0 bar through a 100-mm nozzle.
Martin et al.[31] precipitated budesonide and

budesonide–PLA microparticles by a PCA technique.
Utilizing SC CO2 as an antisolvent at various tempera-
tures (35�C and 40�C) and pressures (78.9, 85.8, 92.7,
and 138 bar), the drug solution and antisolvent were
passed coaxially, as drug solution was introduced
through a 100-mm capillary tube. Typical experiments
involved two 20þ �sec sprays of budesonide–PLA
solution at 1.4 mL/min, followed by CO2 equivalent
volume purging to remove the residual solvent (methylene
chloride). The mean diameters of processed budeso-
nide and budesonide–PLA particles were 1–2mm. The
budesonide–PLA microparticles had a loading of
7.94%, which was equivalent to an 80% encapsulation
efficiency. The in vitro release studies indicated a 50%
budesonide release from the microparticles at the end of
28 days. The unprocessed budesonide, SCF-processed
budesonide, and SCF-processed budesonide–PLA parti-
cles are shown in Fig. 5.

The aerosol solvent extraction system has been used
by investigators to prepare microparticles.[32,33] Bleich
et al. tested a variety of biodegradable polymers
including L-PLA, DL-PLA, DL-PLGA (lactide/glycolide
50 : 50 and 75 : 25), and poly(n-hydroxybutyric acid)
(PHB) for their suitability to be processed by an ASES
process utilizing SC CO2. It was found that both
DL-PLA and DL-PLGA (75 : 25) were extracted by SC
CO2. DL-PLGA (50 : 50) formed a film at the bottom
of the collecting vessel. Both semicrystalline polymers
DL-PLA and PHB formed spherical microparticles with
mean sizes between 1 and 10 mm.[34]

Ghaderi et al.[35] used SEDS to produce microparti-
cles of L-PLA, DL-PLG, DL-PLA, and PCL. Solutions
of these polymers in different organic solvents were
sprayed into SC CO2. The size and morphology of
the particles formed strongly depended on: solvent
type, polymer concentration, temperature, pressure,
and density of the antisolvent gas. The experiment
for DL-PLGA used a mixture of acetone, ethyl acetate,
and isopropanol in a ratio of 4 : 5.6 : 0.4. Addition of
isopropanol in small amounts, a poor solvent for DL-
PLGA, helped attain higher degrees of supersatura-
tion. This agent aided in the production of discrete
amorphous microparticles of this polymer. L-PLA
formed discrete microparticles with mean diameters
from 0.5 to 5.3 mm under various processing conditions
(temperature and pressure of 35–40�C and 130–185 bar,
respectively). The semicrystalline polymer L-PLA was
more easily processed by the SEDS technique, showing
size distributions sensitive to CO2 density alterations.
The particle size increased (0.5–5.3 mm) as the CO2

density (0.85–0.69 g/mL) decreased. The amorphous
polymers DL-PLA and PCL also formed microparticles

(A) Emulsion solvent evaporation
      method

(B) Supercritical fluid
       process

Drug+Polymer
in SCF or organic

solvent

Expansion or spraying
into antisolvent

Microparticles

Aqueous phase

PVA solution
(2% w/v)

Polymer+Drug
+Solvent

Mixing &
sonication

While stirring, add dropwise
to excess aqueous phase 

and stir overnight

Centrifuge to obtain
microparticles

Wash particles (3x) with
DI H2O and reconstitute

in DI H2O

Lyophilize reconstituted
product to obtain

dry powder

Microparticles

Organic phase

Fig. 4 Preparation of composite microparticles using con-
ventional and SCF approaches.
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with mean diameters ranging from 105 to 216 mm and
from 27 to 212 mm, respectively.

Porous microparticles

SCFs have been utilized in the formation of large
porous deslorelin–PLGA microparticles.[36] Following
the preparation of deslorelin–PLGA (50 : 50) micro-
particles by a conventional emulsion–solvent evapora-
tion method, these particles were exposed to SC
CO2 for discrete time intervals followed by rapid
isothermal depressurization. A schematic of the large
porous polymeric particle formation mechanism is
depicted in Fig. 6. Exposure of SC CO2 (1200 psi and
33�C for 30 min) increased the particle size from 2.2
to 13.8 mm and average pore diameter from 90 to
190 nm. Pores were visible as irregular surfaces, as seen
in Fig. 7. After SC CO2 treatment, residual methylene
chloride levels were undetectable (<25 ppm), which
was drastically different from untreated microparticles
(4500 ppm) and much less than the United States Phar-
macopeia (USP) limit (500 ppm). The drug loading was
5.16 � 0.93%, which was not significantly different
from the conventionally prepared particles, indicating
that no drug was lost during the SC CO2 processing.
The large porous particles exhibited reduced macro-
phage uptake, indicating their potential application

for pulmonary delivery. Furthermore, large porous
deslorelin–PLGA microparticles better sustained pul-
monary drug delivery compared with conventional
particles.[37]

There are definite advantages in producing powders
for respiratory formulations using SCF processes.[38]

These include: enhanced dispersibility at low airflow
rates or aerodynamic turbulent stress, reduced
adhesive and cohesive interactions due to relatively
low surface energy, and the possibility of using drug
powders with carriers or excipients. Dry powder
inhalers (DPIs) require relatively low dispersion forces
to deaggregate powders. SCF-processed materials
provide a more consistent crystalline form and low dis-
persion forces, providing a potential means to deliver
respiratory drugs independent of the specific geometry
or flow rate of a given DPI.[38]

Microporous foams

Hile et al.[39] prepared porous PLGA foams using an
SCF technique capable of releasing an angiogenic
agent, basic fibroblast growth factor (bFGF), for tissue
engineering applications. In this technique, a hom-
ogenous water-in-oil emulsion consisting of an aque-
ous protein phase and an organic polymer solution
was prepared first. This emulsion was filled in a longi-
tudinally sectioned and easily separable stainless steel
mold. The mold was then placed into a pressure cell
and pressurized with CO2 at 80 bar and 35�C. The
pressure was maintained for 24 hr to saturate the

Fig. 5 Above: SEM of (A) unprocessed and (B) SCF-

processed budesonide particles at 40�C and 85.8 bar. Below:
SEM of budesonide–PLA particles processed at 40�C and
85.8 bar, 7.94% wt/wt budesonide. (From Ref.[31].)

CO2

Small non-porous
particles

Depressurization

SC
conditions

SC CO2 penetrates
particles

SC CO2 and particle
expansion

Rapid escape
of CO2

Large porous
particles

Fig. 6 Mechanism of large porous polymeric particle forma-

tion by pressure quench method using SC CO2. (From
Ref.[36].)
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polymer with CO2 for the extraction of methylene
chloride. Finally, the setup was depressurized for
10–12 sec, creating a microporous foam that sustained
the release of the growth factor.

Nanoparticles

Chattopadhyay and Gupta achieved significant
improvement in an antisolvent technique using a
SAS-EM process, yielding particles with narrow size
distributions and mean sizes up to 10-fold smaller. In
SAS-EM, the solution jet is deflected by an ultrasonic
vibrating surface at a frequency that atomizes the jet.
The ultrasound field generated by the vibrating surface
enhances mass transfer and, by promoting mixing, pre-
vents agglomeration. Particle size is easily controlled
by adjusting the vibration intensity of the deflecting
surface through the variable power supply of the
ultrasound transducer. This technique demonstrated
nanoparticle formation of different pharmaceuticals
such as lysozyme, tetracycline, and griseofulvin.[40–42]

Falk et al.[43] used a PCA technique employing an
ultrasonic spray nozzle that vibrates at 120 kHz to pro-
duce nanoparticles of gentamicin, naltrexone, and
rifampin with L-PLA. The drug/polymer particle mor-
phology was spherical, ranging from 200 to 1000 nm in
diameter. The experiment used hydrophobic ion pair-
ing to solubilize gentamicin and naltrexone in methy-
lene chloride. In this process, the polar counter ions
(sulfate and chloride) of the ionic pharmaceutical agent
were replaced with a hydrophobic one (sodium bis-2-
ethyl-hexyl sulfosuccinate). The more lipophilic rifam-
pin was not solubilized by hydrophobic ion pairing and
produced rifampin particles with low loading efficiency
(0.5–37.4% experimental vs. 5–50% theoretical). How-
ever, gentamicin had a high loading efficiency (4.3,
12.2, 17.4, and 24.75% wt/wt measured values vs. 5, 10,
15, and 20% wt/wt theoretical values, respectively) and
the prepared particles showed low burst release while

exhibiting linear release kinetics over a 7-week period.
By employing hydrophobic ion pairing, this study
applied SCF processing to ionic pharmaceuticals.

Macromolecule powders

Operating conditions with SC CO2 are considered
benign, especially for processing macromolecules such
as peptides, proteins, and nucleic acids. The conven-
tional method of protein production lyophilization
subjects macromolecules to freeze–thaw cycles, poten-
tially affecting solution conformation and biological
activity.[44]

a-Chymotrypsin was precipitated from both com-
pressed CO2 and a liquid fluorinated antisolvent,
hydrofluoroether (HFE). Made in an acidic environ-
ment to inhibit self-proteolysis, the a-chymotrypsin
solutions at a concentration of 12 mg/mL were intro-
duced via a 100-mm-diameter capillary nozzle into
flowing CO2/ethanol (2.4 : 1 molar ratio) antisolvent
using a PCA technique. Operating conditions of the
SCF antisolvent were 36�C and 136 bar. The protein
precipitates were spherical with some agglomeration.
Use of HFE as an antisolvent produced monodisperse
particles that retained protein activity.[45]

Debenedetti et al. used an antisolvent method to
form microparticles of insulin and catalase. Protein
solutions in hydroethanolic mixture (20 : 80) were
allowed to enter a chamber concurrently with SC
CO2.[46] The SCF expanded and entrained the liquid
solvent, precipitating submicron protein particles.
Supercritical antisolvent processing methods also
expose proteins to potentially denaturing environments,
including organic and supercritical non-aqueous sol-
vents, high pressure, and shearing forces, which can
unfold proteins such as insulin, lysozyme, and trypsin
to various degrees.[47] This led to the development of a
method, wherein the use of organic solvents is com-
pletely eliminated to fully obtain active insulin particles

Fig. 7 SEM of deslorelin–PLGA microparticles (A) before and (B) and (C) after SC CO2 treatment at 33�C and 1200 psi for
30 min. (From Ref.[36].)
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of 1.5–500mm.[48] In this application, insulin was allowed
to equilibrate with SC CO2 for a predetermined time,
and the contents were decompressed rapidly through a
nozzle to obtain insulin powder. Plasmid DNA particles
can also be prepared using SCFs.[49] An aqueous buffer
(pH 8) solution of 6.9 kb plasmid DNA and mannitol
was dispersed in supercritical CO2 and a polar organic
solvent using a three-channeled coaxial nozzle. The
organic solvent acts as a precipitating agent and as a
modifier, enabling non-polar CO2 to remove the water.
High dispersion in the jet at the nozzle outlet facilitated
the rapid formation of dry particles of small size. The
plasmid DNA recovered 80% of its original supercoiled
state on reconstitution in water.

Inclusion complexes

Enhancing the solubility of drugs such as piroxicam
can be achieved in the formation of inclusion com-
plexes with cyclodextrins. Previous preparations of
non-polar drug inclusion complexes involved the use
of organic solvents, producing a large residual solvent
concentration in these inclusion complexes.[50] Cyclo-
dextrins have also been used for the entrapment of
volatile aromatic compounds after supercritical extrac-
tion.[51] Van Hees et al.[52] employed SCF-aided pro-
duction of piroxicam and b-cyclodextrin inclusion
complexes by exposing the physical mixture of
piroxicam-b-cyclodextrin (1 : 2.5 mol/mol) to SC CO2.
The optimum complex yield of 98.5% occurred after
6 hr of contact with SC CO2 at 15 MPa and 150�C.
On static mode operation, the depressurization of this
mixture occurred within 15 sec into a collection car-
tridge, where the contents were ground and homoge-
nized. The influence of temperature, pressure, and SC
CO2 exposure time to the complex was studied, and
it was determined that temperature and exposure time
predominantly governed the inclusion complex yield.
An increase in yields from 1.39% to 94% occurred
with a corresponding temperature increase from 50�C
to 150�C at a constant pressure of 45 MPa. Using an
organic, solvent-free, single-step SCF process, Bandi[53]

successfully formed budesonide–HPbCB inclusion
complexes.

Liposomes

Liposomes are lipid bilayer vesicles that are artificially
created to transport biological molecules and other
therapeutic agents. The requirement for large amounts
of organic solvents during production and the low
encapsulation efficiency of drug products are among
the limitations of liposomal production. These pro-
blems can be overcome by using SCF processing,
utilizing SC CO2 as a cosolvent for viable liposome
formation.

Frederiksen et al.[54] developed a laboratory-scale
method for the preparation of small liposomes by
encapsulating a solution of aqueous soluble fluorescein
isothiocyanate (FITC) dextran using SC CO2 as a sol-
vent. This system, comprised of two main sections,
contained a high-pressure unit where 1-palmitoyl-2-
oleoylphosphatidylcholine (POPC) and cholesterol
were dissolved in SC CO2. The second section, a low-
pressure unit, expanded and mixed the homogenous
SCF solution and aqueous solution containing the
marker, yielding liposomes. In comparison to the etha-
nol injection method of liposomal formation, the SCF
method required 15 times less organic solvent to get
the same encapsulation efficiency. The length and inner
diameter of the encapsulation capillary influenced the
encapsulation volume, encapsulation efficiency, and
average size of the liposomes. Thus the critical param-
eter for scaleup considerations of this SCF liposome
system is the encapsulation capillary dimension.

Preparations of liposomes via SCF processing are
designated as critical fluid liposomes (CFLs). CFLs
have successfully encapsulated hydrophobic drugs
such as taxoids, camptothecins, doxorubicin, vincris-
tine, and cisplatin.[55] In addition, stable paclitaxel
liposomes with a size of 150–250 nm were obtained.
Aphios Co.’s patent (US Patent 5,776,486) on Super-
FluidsTM CFL describes a method that is useful for
the nanoencapsulation of paclitaxel and campothecin in
aqueous liposomal formulations called TaxosomesTM

and CamposomesTM, respectively.

Polymer impregnation

SC CO2 used as a carrier of drug molecules into a poly-
mer matrix has a number of advantages such as the
plasticizing ability of CO2 (based on specific interac-
tions between CO2 and polymer moieties), which both
enhances the diffusion rates of drug molecules into the
polymer and facilitates solvent removal. Polymer plas-
ticization is accompanied by the swelling of the poly-
mer matrix, with a concomitant increase in the free
volume of the polymer. Moreover, SC CO2 can reduce
the melting temperature of semicrystalline polymers.
These effects are crucial to the impregnation and modi-
fication of polymeric materials.

Sheridan et al.[56] incorporated vascular endothelial
growth factor (VEGF) into three-dimensional porous
matrices of bioabsorbable materials without the use
of organic solvents or high temperatures. This gas
foaming process combined copolymers of lactide and
glycolide (PLGA 50 : 50, 75 : 25, and 85 : 15) with lyo-
philized VEGF and exposed the mixture to CO2 at
850 psi and 25�C for 24 hr followed by depressurization
at 340 psi/min. The VEGF incorporation efficiency
was 90% and 72% for the 85 : 15 and 75 : 25 PLGA,
respectively. The release profiles for 85 : 15 PLGA
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(84% released within the first 2 days) and 75 : 25 (60%
sustained release for 70 days) were quite different,
which was attributed to copolymer intrinsic viscosity
and porosity changes. Importantly, bioactivity studies
demonstrated that incorporated and released growth
factor retained more than 90% of its activity for the
75 : 25 PLGA. These polymeric scaffolds show great
promise in engineering new tissues and promoting
the vascularization of developing tissues.

Polymer fractionation

Current polymeric drug delivery applications employ
polymers that contain a mixture of molecular weight
fractions. SCF technology can provide a means to
narrow the molecular weight distribution of these poly-
mers. Selective extraction of low-molecular weight
polymers by SCFs has been observed previously where
the molecular weight distribution of a polymer in an
extraction column changes with respect to extraction
time. Saltzman et al. used supercritical propane to
separate the biocompatible poly (ethylene-co-vinyl
acetate) (EVAc) into narrow polydisperse fractions
between 1.4 and 1.7. The experiments studied antibody
release rate from the EVAc polymer matrix at various
molecular weight fractions. Low-molecular weight
fractions (Mn 12,500 and 22,900) released greater than
90% of the antibody during the first 5 days. Over the
same time period, the high-molecular weight fraction
(Mn 253,200) released less than 10% of the antibody.[57]

Scaleup of SCF-Based
Pharmaceutical Processes

Several pharmaceutical products, including drug
powders, drug polymorphs, polymeric microparticles,
polymeric nanoparticles, liposomes, and tissue engineer-
ing platforms, can be developed using SCF processes.
The successful scaleup of research scale operations to a
large scale is critical in the pharmaceutical application
of SCF processes. Such an implementation, although
challenging due to the good manufacturing practice
(GMP) and safety requirements for high-pressure pro-
cesses, has made significant advances in this area,
as reviewed by Clavier and Perrut.[58] It is anticipated
that SCF technology will be commercialized for several
pharmaceutical applications.

CONCLUSIONS

SCF processing offers many advantages over conven-
tional methods of extraction, drug particle formation,
and drug delivery system design. Reduction of poten-
tially harmful organic solvents and steps required for

product fabrication is among the many advantages
associated with SCF technology. This technology
should be considered a tool, rather than a panacea,
in attempts to provide solutions for areas discussed
within the article.
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INTRODUCTION

Surface-active agents (surfactants) are substances
which, at low concentrations, adsorb onto the surfaces
or interfaces of a system and alter the surface or inter-
facial free energy and the surface or interfacial tension.
Surface-active agents have a characteristic structure,
possessing both polar (hydrophilic) and non-polar
(hydrophobic) regions in the same molecule. Thus
surfactants are said to be amphipathic in nature. The
wide range of uses for surfactants in pharmaceutical
products and systems is the subject of this article.

PHYSICOCHEMICAL BACKGROUND

Surface and Interfacial Tension; Surface
and Interfacial Free Energy

Atoms and molecules at surfaces and interfaces possess
energies significantly different from those of the same
species in the bulk phase. The term ‘‘surface’’ is usually
reserved for the region between a condensed phase
(liquid or solid) and a gas phase or vacuum, while
the term ‘‘interface’’ is normally applied to the region
between two condensed phases.

In the case of a liquid–gas interface, molecules of
the liquid in the boundary can only develop attractive
cohesive forces with molecules situated below and
adjacent to them. They can develop attractive adhesive
forces with molecules of the gaseous phase. However at
the gas–liquid interface, these adhesive forces are quite
small. The net effect is that molecules at the surface of
the liquid have potential energies greater than those of
similar molecules in the interior of the liquid and
experience an inward force toward the bulk of liquid.
This force pulls the molecules of the interface together
and the surface contracts.

Thus, the surface of a liquid behaves as if it were in
a state of tension—the surface tension (g)—due to the
contracting force acting in all directions in the plane of
the surface.

In order to extend the surface of a liquid it is neces-
sary to bring molecules from the interior to the surface

against the inward pull. The work required to increase
the surface area by unit area is termed the surface free
energy.

At the interface between two condensed phases, the
dissimilar molecules in the adjacent layers facing each
other have potential energies greater than those of
similar molecules in the respective bulk phases. This
is due to the fact that cohesive forces between like
molecules tend to be stronger than adhesive forces
between dissimilar molecules. Thus the interfacial ten-
sion is the force per unit length existing at the interface
between two immiscible or partially miscible con-
densed phases and the interfacial free energy is the
work required to increase the interface by unit area.

Adsorption Phenomena

Adsorption may be defined as the process of enrich-
ment of one or more substances at a surface[1] or as
the taking up of one substance at the surface of
another.[2] It can occur at any type of interface. How-
ever, in the context of pharmaceutical systems the
interfaces where surfactant adsorption is important
are the gas–liquid, liquid–liquid, gas–solid, and
liquid–solid interfaces.

Adsorption at liquid–liquid and
liquid–gas interfaces

Considering a system of two immiscible phases (e.g.,
heptane and water), a surface-active molecule that is
adsorbed at the interface between the two liquids will
tend to orient itself with its hydrophilic end toward
the more polar liquid (water), and its hydrophobic
end toward the less polar liquid (heptane). Thus the
surfactant molecules replace water and/or heptane
molecules of the original interface. The interaction
across the interface is then between the hydrophilic
group of the surfactant and the water molecules on
one side of the interface, and between the hydrophobic
group of surfactant and heptane on the other side of
the interface. These interactions are much stronger
than the original interactions between the unlike mole-
cules of heptane and water; therefore the interfacial
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tension is significantly reduced by the adsorption of
surfactant at the interface (i.e., the inward pull for each
phase at the interface is reduced).

Air consists of molecules that are mainly non-polar.
Surface tension reduction by surfactants at the air–
aqueous interface occurs due to adsorption of surfactants
at the interface, with the hydrophilic end of the surfactant
oriented toward the liquid. The presence of the sur-
factant molecules reduces the net inward pull toward
the bulk liquid, and therefore reduces the surface tension.

The effect of a surfactant on the lowering of surface
tension is shown in Fig. 1. The surface tension is low-
ered even at low concentrations of surfactant. As the
surfactant concentration is increased, the surface layer
becomes saturated with surfactant molecules, and
micelles form within the bulk liquid as an alternative
way of shielding the hydrophobic portions of the sur-
factants from the aqueous environment; the surface
tension tends to a constant value. Micelles are small
aggregates of surfactant in which the surfactant mole-
cules are arranged in such a way that the hydrophobic
ends are shielded from the surrounding aqueous
environment. The concentration at which micelles first
appear in solution is termed the critical micelle concen-
tration (CMC).

Adsorption at solid–liquid interfaces

Adsorption of surfactant from an aqueous solution
onto a solid surface may involve specific chemical
interaction between the surfactant (adsorbate) and
the surface (adsorbent).

Common interactions that can occur[3] include:

1. An ion-exchange process
2. An ion-pairing interaction
3. Acid–base interaction via either hydrogen bond-

ing between substrate and adsorbate or Lewis
acid–Lewis base reaction

4. Adsorption by polarization of p electrons,
where the adsorbate contains electron-rich aro-
matic nuclei and the adsorbent has strongly
positive sites

5. Adsorption by dispersion forces, i.e., London–
van der Waals dispersion forces acting between
adsorbate and adsorbent

6. Hydrophobic bonding.

Contact Angles and the Wetting of Solids

A drop of liquid when placed on a flat, homogeneous
solid surface, comes to equilibrium, assuming a shape
which minimizes the total free energy of the system.
The angle between the liquid and the solid is called
the contact angle (y), the angle being measured
through the liquid (Fig. 2). The contact angle may be
calculated if the surface and interfacial tensions are
known from Young’s equation given in Eq. (1) or (2).

gSA ¼ gSL þ gLA cos y ð1Þ

or

cos y ¼ gSA � gSL

gLA

ð2Þ

where gLA is the surface tension of the liquid, gSL is the
interfacial tension existing between the solid and liquid
phases, and gSA is the surface tension (or surface free
energy) of the solid. If y < 90�, wetting of the solid
is said to take place. If y > 90�, wetting does not take
place. The term ‘‘wetting’’ refers to the displacement
from a surface of one fluid by another. It is most com-
monly applied to the displacement of air from a liquid
or solid surface by water or an aqueous solution. The
term ‘‘wetting agent’’ is applied to any substance that
increases the ability of water or an aqueous solution to
displace air from a liquid or solid surface.

For good wetting, cos y should be as close as possi-
ble to 1; that is, y should be as close as possible to 0.

CMC

Log c

30

60

γ  
(m

N
m

–
1
)

Fig. 1 Schematic plot of surface or interfacial tension (g) vs.
logarithm of the surfactant concentration (c).

A

γSA γSL

γLA

θ

B

γSAγ
SL

γLAθ

Fig. 2 Contact angles. In (A), y < 90�, and wetting of the
solid occurs; in (B), y > 90�, and wetting does not take place.
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From Young’s equation, it can be seen that if gLA or
gSL was minimized, cos y would be maximized, and
wetting would be promoted.

Contact angles of water on powders of pharmaceu-
tical importance are usually measured by preparing
disks of the powder by compression or melting.
However, compaction may change the surface, so mak-
ing the measured result of little relevance. Contact
angles on finely divided solids can also be determined
by packing the powder into a tube and measuring the
penetration of liquids into the packing.

Three types of wetting phenomena have been
described:[4] adhesional wetting, spreading wetting,
and immersional wetting.

The way in which a particular system behaves
depends on the interfacial energies between the solid
substrate and any contacting liquid, and between the
liquid and the second fluid (air). By manipulating these
factors, the wetting process can be controlled. This
may be achieved by the use of surfactants.

Modification of the wetting process by
the use of surfactants

The effect of surfactants on the wetting process is a
result of their adsorption at various interfaces with a
resulting alteration of interfacial tensions. As has been
noted from Young’s equation, the wetting process is
promoted if either gLA or gSL or both are reduced with
gSA remaining unchanged. Surfactants almost always
cause a reduction in gLA, however, the same cannot
be said for gSL and the effect on the interfacial tension
depends on the nature of the adsorption. Thus the
addition of a surface-active agent to the system does
not always promote wetting, and spreading may in fact
be made more difficult.[4]

If adsorption of the surfactant molecules at the
solid–liquid interface occurs in such a manner that they
are oriented with their polar ends toward the substrate
and hydrophobic ends toward the liquid, the wettabil-
ity of an aqueous solution is reduced. This orientation
of surfactants molecules at the surface occurs if they are
adsorbing to ionic or polar substrates (ion-exchange
or ion-pairing mechanism). However, at higher con-
centrations of surfactant, the surfactant ions adsorb
by hydrophobic interaction with the already adsorbed
layer, thus exposing their hydrophilic ends to the
solution in such a way that the surface becomes
more readily wetted. Thus, the contact angle may first
increase and subsequently decrease following the
addition of more surfactant to a solution. In contrast,
where adsorption occurs onto non-polar surfaces by,
for example, van der Waals attraction, the surfactant
molecules are oriented with their hydrophilic groups
toward the liquid, the hydrophilicity of the substrate
is increased, and it becomes more wettable.

The adsorption of surfactants onto solid surfaces is
important with respect to their detergent properties,
their use as wetting agents in solid pharmaceutical dos-
age forms, and as stabilizers for suspension formula-
tions. The mode of action of surfactants in each of
these systems is discussed further below.

Micellization

As mentioned previously, surfactant molecules
have the ability to form micelles in aqueous solution.
These micelles are colloidal-sized clusters of molecules.
Micellization is an alternative to interfacial adsorption
for removing hydrophobic groups from contact
with the aqueous environment, thereby reducing
the free energy of the system. In micelles, the hydro-
phobic groups are directed toward the center of the
surfactant aggregate. In cases where there is little
distortion of the surrounding solvent by the hydro-
phobic group, there is little tendency for micellization
to occur, such as in water when the hydrophobic group
of the surfactant is short or in the case of non-aqueous
solvents.

One of the most important applications of micelliza-
tion in the context of pharmaceuticals is their ability to
solubilize drugs of poor aqueous solubility.

Micelles are dynamic species; there is a constant
rapid interchange of surfactant molecules between
the micelle and the bulk solution. Micelles cannot,
therefore, be regarded as rigid structures with a defined
shape, although an average micellar shape may be
considered.

The main types of micelles recognized[3] are:

1. Small spherical
2. Elongated cylindrical, rodlike micelles with

hemispherical ends (prolate ellipsoids)
3. Large, flat lamellar micelles (disklike extended

oblate spheroids)
4. Vesicles, more or less spherical structures, con-

sisting of lamellar micelles arranged in one or
more concentric spheres.

In non-aqueous solvents, surfactants may form
‘‘inverted micelles’’ where the hydrophilic heads of
the surfactant molecules are present in the center of
the micelle with the hydrocarbon chains extending out-
ward into the solvent. Dipole–dipole interactions hold
the hydrophilic heads of the surfactant molecules
together in the core, and in certain cases hydrogen
bonding between head groups can also occur.

Micellar shape can be affected by changes in tem-
perature, concentration and the presence of added
electrolyte to the liquid phase. Changes in any of these
factors may affect micellar size, shape, and aggregation
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number (number of surfactant monomers in the
micelle).

Phase Behavior of Surfactants

Equilibrium phase structures

As the concentration of a surfactant solution is
increased, structures of the types depicted in Fig. 3
may be encountered.[5] At concentrations well above
the CMC, a more ordered structuring of the solution
occurs. Two main types of liquid crystalline phases
may be identified: the middle phase, M, exhibiting
a hexagonal array of indefinitely long, mutually paral-
lel rods; and the neat phase, G, with a lamellar struc-
ture. The liquid crystalline hexagonal phase, like the
micellar phase, can exist either in a normal or reverse
orientation. The order of phase structures formed
upon increasing surfactant concentration generally
follows a well defined sequence (Fig. 4) with a ‘‘mirror
plane’’ through the lamellar phase in such a way
that normal phase structures can be considered to
be ‘‘oil-in-water’’ and the reverse structures to be
‘‘water-in-oil.’’[5]

Modified phase structures

In addition to the equilibrium phase structures men-
tioned above, non-equilibrium surfactant phase struc-
tures exist thatare also finding applications in drug
delivery. Vesicular forms of surfactants are generally
formed by dispersing lamellar phases in an excess of
water (or non-aqueous polar solvents such as ethylene
glycol or dimethylformamide) or, in the case of
reversed vesicles, in an excess of oil. With most surfac-
tants, vesicles are non-equilibrium structures that will
eventually re-equilibrate back into the lamellar phases
from which they originated. Vesicles are structural
analogs of liposomes (discussed later); they are
approximately spherical structures and have the ability

to ‘‘solubilize’’ both lipid soluble and water soluble
agents.

Several of the phase structures produced by surfac-
tants have potential as carriers and vehicles for drugs
and also as targeting systems, used to direct the drug
to a specific site in the body.[5]

SURFACTANT CLASSIFICATION

Surfactant molecules may be classified based on the
nature of the hydrophilic group within the molecule.
The four main groups of surfactants are defined as
follows:

1. Anionic surfactants, where the hydrophilic
group carries a negative charge, such as car-
boxyl (RCOO�), sulphonate (RSO3

�) or sul-
phate (ROSO3

�).
Examples of pharmaceutical importance include
potassium laurate, CH3(CH2)10COO� Kþ, and
sodium lauryl sulphate, CH3(CH2)11SO4

� Naþ.
2. Cationic surfactants, where the hydrophilic

group carries a positive charge (e.g., quaternary
ammonium halides, R4NþCl�). Examples of
pharmaceutical importance include cetrimide,
a mixture consisting mainly of tetradecyl
(ca. 68%), dodecyl (ca. 22%), and hexadecyltri-
methylammonium bromides (ca. 7%), as well
as benzalkonium chloride, a mixture of alkyl-
benzyldimethylammonium chlorides of the gen-
eral formula [C6H5CH2Nþ(CH3)2R]Cl�, where
R represents a mixture of the alkyls from
C8H17 to C18H37.

3. Ampholytic surfactants (also called zwitterio-
nic surfactants), where the molecule contains,
or can potentially contain, both a negative and
a positive charge, (e.g., the sulfobetaines,
RNþ(CH3)2CH2CH2SO3

�). Examples of phar-
maceutical importance include N-Dodecyl-N,
N-Dimethylbetaine, C12H25N

þ(CH3)2CH2COO�.

Surfactant
Molecules

Spherical
Micelles

Rod-shaped
Micelles

Lamellar
Phase

Reverse
Hexagonal

Phase

Hexagonal
Phase

Reverse
Micelles

Fig. 3 Equilibrium phase structures of surfactant molecules. (From Ref.[5], reproduced by permission of the Royal Society of
Chemistry.)
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4. Nonionic surfactants, where the hydrophile car-
ries no charge but derives its water solubility
from highly polar groups such as hydroxyl
or polyoxyethylene (OCH2CH2O–) groups.
Examples of pharmaceutical importance include
polyoxyethylated glycol monoethers (e.g., cetoma-
crogol), sorbitan esters (Spans�) and polysorbates
(Tweens�).

Tables 1–4 in the article Surfactants in Pharmaceu-
tical Products and Systems in Volume 14 of the first
edition of this encyclopedia, together with the refer-
ences cited therein, give listings of some of the surfac-
tants most commonly used in pharmaceuticals, along
with the purpose(s) for which they are usually
employed.

SURFACTANT USES IN PHARMACEUTICAL
PREPARATIONS

Because of their unique functional properties, surfac-
tants find a wide range of uses in pharmaceutical pre-
parations. These include, depending on the type of
product, improving the solubility or stability of a drug
in a liquid preparation, stabilizing and modifying the
texture of a semisolid preparation, or altering the flow
properties of a granulate, thus aiding in the processing
of the final tablet dosage form. In addition to their use
as excipients to improve the physical and chemical
characteristics of the formulation, surfactants may be
included to improve the efficacy or bioperformance
of the product. The properties of surfactants are such
that they can alter the thermodynamic activity, solu-
bility, diffusion, disintegration, and dissolution rate
of a drug. Each of these parameters influence the
rate and extent of drug absorption. Furthermore, sur-
factants can exert direct effects on biological mem-
branes thus altering drug transport across the
membrane. The overall effect of inclusion of a surfac-
tant in a pharmaceutical formulation is complex and
may be beyond those initially intended. Surfactants
may reduce the effectiveness of antimicrobials or pre-
servatives included in a formulation.[6] They also have
the capacity to damage biological membranes.

LIQUID SYSTEMS

Solutions

Surfactants as solubilizing agents

Solubilization can be defined as ‘‘the preparation of
a thermodynamically stable isotropic solution of a
substance normally insoluble or very slightly soluble
in a given solvent by the introduction of an additional
amphiphilic component or components.’’[4] The
amphiphilic components (surfactants) must be intro-
duced at a concentration at or above their critical
micelle concentrations. Simple micellar systems (and
reverse micellar) as well as liquid crystalline phases
and vesicles referred to above are all capable of solubi-
lization. In liquid crystalline phases and vesicles, a ter-
nary system is formed on incorporation of the
solubilizate and thus these anisotropic systems are
not strictly in accordance with the definition given
above.[4]

Solubilization by micelles

The location of a solubilized molecule in a micelle is
determined primarily by the chemical structure of the
solubilizate. Solubilization can occur at a number of
different sites in a micelle:

1. On the surface, at the micelle–solvent interface,
2. Between the hydrophilic head groups,
3. In the palisades layer, i.e., between the hydro-

philic groups and the first few carbon atoms
of thehydrophobic groups that comprise the
outer regions of the micelle core,

4. More deeply in the palisades layer, and
5. In the micelle inner core.

In aqueous systems, non-polar additives such as
hydrocarbons tend to be intimately associated with
the hydrocarbon core of the micelle. Polar and semi-
polar materials, such as fatty acids and alcohols are
usually located in the palisades layer, the depth of pen-
etration depending on the ratio of polar to non-polar
structures in the solubilizate molecule.

Increasing surfactant concentration

H2O Micelle (L1) < Hexagonal (H1) < Lamellar (L0) < Reversed Hexagonal (H2) < Reversed Micelle (L2) Solid

'oil-in-water' 'water-in-oil''mirror plane'

Cubic (I1) Cubic (V1) Cubic (V2) Cubic (I2)

Fig. 4 Idealized phase sequence in surfactant-water systems. (From Ref.[5], reproduced by permission of the Royal Society of

Chemistry.)
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In reverse micelles (formed in non-polar solvent
systems containing surfactant), polar additives may
be solubilized in the core where a polar interaction of
head groups occurs.

A preferred location of the solubilizate molecule
within the micelle is largely dictated by chemical struc-
ture. However, solubilized systems are dynamic and
the location of molecules within the micelle changes
rapidly with time. Solubilization in surfactant aqueous
systems above the critical micelle concentration offers
one pathway for the formulation of poorly soluble
drugs.[6] From a quantitative point of view, the solubi-
lization process above the CMC may be considered to
involve a simple partition phenomenon between an
aqueous and a micellar phase. Thus the relationship
between surfactant concentration Cm and drug solubility
Ctot is given by Eq. (3).

Ctot ¼ Cs þ PCsCm ð3Þ

where Cs is the drug solubility in the absence of surface-
active agent and P is the distribution coefficient of drug
between the micelle and bulk phases. A plot of Ctot versus
Cm is linear with a slope of PCs, which is the solubilizing
capacity of the micelle.[7]

The effect of altering the pH of the vehicle, in the
case of a partly ionized drug will be to alter the appar-
ent partition coefficient. Thus the effect of increasing
the pH of a vehicle containing an acidic drug is to
reduce the proportion of drug in the micellar phase.
If the surfactant is a weak electrolyte, it may induce
a concentration-dependent change in pH thus altering
drug partitioning and solubility.[8]

In general the solubilizing capacity for surfactants
with the same hydrocarbon chain length increases in
the order anionic < cationic < non-ionic, the effect
being attributed to a corresponding increase in the area
per head group, leading to looser micelles with less
dense hydrocarbon cores which can accommodate
more solute.

The solubilizing capacity for a given surfactant
system is a complex function of the physicochemical
properties of the two components which, in turn, influ-
ence the location or sites where the drug is bound to
the micelle. The molar volume of the solubilizate
together with its lipophilicity are important factors,
the former reducing and the latter increasing solubili-
zation.[8]

Many pharmaceutical products contain a number of
solutes potentially capable of being solubilized within
the micellar phase. Thus competition can occur
between solutes resulting in an altered solubilizing
capacity. Furthermore, the addition of a second highly
solubilized component to form a mixed micellar system
may greatly alter the structure, size and solubilizing

capacity of the system, thereby greatly enhancing drug
solubility.

Solubilization has been used for many years in the
formulation of phenolic antiseptic and disinfectant
solutions. In the case of Cresol and Soap Solution
(Lysol) and Chloroxylenol Solution B.P., soap micelles
are used to solubilize the phenolic substances. The
soap (anionic surfactant) is formed by reaction of pot-
assium hydroxide with a suitable oil such as linseed oil
(in Cresol and Soap Solution) or castor oil (in Chlor-
oxylenol Solution). The solubilizing potential of sur-
factant solutions for hydrophobic species has also
been exploited in the design of cholelitholytic solvents
for gallstone dissolution with some limited success.

Stability of drugs in solubilized systems

Solubilization of a drug by incorporation into micelles
may affect its stability.[6] In the micelle, the molecular
environment of the drug molecules changes their prox-
imity and orientation with respect to each other, which
may affect activity. In a micelle, the drug molecules
may be protected from attacking species such as
hydronium or hydroxide ions and the stability of the
drug may be increased. The difference in environment
between the micellar and bulk aqueous phases may be
such that reaction rates may be radically changed by
the transfer of solute to micelles. Micellar systems
may be used to deliberately alter the rates and direc-
tions of chemical reactions.[6]

AB block copolymer micelles

It is well known that block copolymers in a selective
solvent (a good solvent for one block but a non-solvent
for the other) form a micellar structure through the
association of the insoluble segments.[9] In contrast
with micelles formed from low molecular weight sur-
factants, block copolymer micelles dissociate slowly
to free polymeric chains. They have a greater capacity
for solubilizing aromatic molecules and express lower
CMCs. The AB block copolymers are considered use-
ful vehicles for hydrophobic drugs.

Only a few block copolymers form micellar struc-
tures in aqueous milieu. One example is a series of
polyethylene oxide/polypropylene oxide/polyethylene
oxide block copolymers known as Pluronics (trade-
name) or poloxamers. The poloxamers have been used
widely in pharmaceuticals, particularly as emulsifiers
for intravenous lipids.[6] At low concentrations, polox-
amer monomers are thought to form monomolecular
micelles by a change in configuration in solution.[6]

At higher concentrations, aggregation of the monomo-
lecular micelles occurs. The aggregates so formed show
the ability to solubilize drugs and increase the stability
of solubilized materials. Poloxamers have low toxicity
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and their solubilization capabilities might prove useful
in the delivery of hydrophobic drugs, although multi-
molecular micelle formation with core-shell structure
is uncertain under physiological conditions.[10]

Other block copolymers have been prepared and
studied as formulation adjuvants for hydrophobic
drugs, e.g., poly(ethylene oxide)/poly(aspartic acid)
and poly (ethylene oxide)/poly(b-benzyl-L-asparate)
block copolymers have been used with adriamycin.[11,12]

Suspensions

If a suspension is to be produced by a dispersion
technique (as opposed to precipitation techniques),
surfactants may be used in the formulation to aid
dispersion of the solid particles in the liquid. This is
particularly important if the powder is not readily
wetted by the liquid vehicle. Surfactants can reduce
the interfacial tension between the solid particles and
the liquid vehicle. The advancing contact angle is
reduced, and wetting of the solid particles promoted.
Such a system is said to be deflocculated. The inclusion
of a surface-active agent to improve powder wettability
can often improve the bioavailability of the formu-
lation.

The forces at the surface of a particle affect the
degree of flocculation and agglomeration in a suspen-
sion. Particles dispersed in a liquid medium may
become charged in one of two main ways. Ionic species
present in solution may be adsorbed at the surface or,
alternatively charges on the surface may arise due to
ionization of groups (such as carboxyl groups for
example) which may be located at the surface. The
surface charge will influence the distribution of ions
in the aqueous medium surrounding the solid particles.
The result is the formation of what is known as an
‘‘electric double layer.’’ If the surface charge is posi-
tive, immediately adjacent to the surface will be a
region of tightly bound solvent molecules and negative
counterions. Thus, the first layer is tightly bound, while
the second layer (which still contains an excess of nega-
tive ions) is more diffuse.[13] As two particles approach
each other in aqueous medium, a weak attractive
force exists just beyond the range of the double-
layer-repulsive forces. This region is responsible for
the particle interaction termed ‘‘flocculation.’’

Flocculated particles are weakly bonded, settle rap-
idly, do not form a cake and so are easily resuspended.
For this reason it is frequently desirable to promote
flocculation in a suspension.

The inclusion of surfactants in the formulation is
one way of achieving what is known as ‘‘controlled
flocculation.’’ Surfactants can cause dispersed solids
to flocculate by a number of different mechanisms.[3]

The first is where there is an electrostatic attraction

of surfactant ions to oppositely charged sites on the
particle surface, resulting in a lowering of the electrical
energy barrier to the close approach of two particles to
each other. Flocculation may also occur by a bridging
mechanism. A long (usually polymeric) surfactant mol-
ecule containing functional groups at various sites may
adsorb onto sites on the surface of adjacent particles,
holding the particles together in a loose arrangement.
Alternatively if the surfactant molecules adsorb in such
a manner that the molecule extends into the liquid
phase, interaction of the extended portions of surfac-
tant molecules adsorbed to different particles result
in bridging of those particles.

Another method of employing surfactants to
achieve flocculation is to first treat the particles with
an ionic surfactant to disperse them. A readily soluble
electrolyte is then added which has the effect of com-
pressing the electrical double layer surrounding each
particle, allowing flocculation to occur. Subsequent
dilution of this type of system will redisperse it (due
to a decrease in electrolyte concentration).

Emulsions

Emulsification is one of the most important applica-
tions of surface-active agents in pharmaceutical
systems. The phenomenon has been extensively studied
and many books and chapters of books have been
devoted to the subject.

Macroemulsions are either oil in water (o/w) or
water in oil (w/o). The type of emulsion formed
depends largely on the emulsifying agent used; the pro-
cess and relative proportions of the oil and water
phases are less important. In general, o/w emulsions
are produced by emulsifying agents that are more sol-
uble in the water phase than in the oil phase, and w/o
emulsions are produced by emulsifying agents that are
more soluble in the oil phase. It is also possible to form
a multiple emulsion. For example, a small water or
aqueous solution droplet may be enclosed in a larger
oil droplet which is itself dispersed in an aqueous
phase. Such a system is referred to as a ‘‘water-in-oil-
in-water’’ (w/o/w) emulsion. It is also possible to from
an o/w/o emulsion.

Many medicinal agents which have an unpalatable
taste or texture can be made more acceptable for oral
administration when formulated as emulsions. Mineral-
oil-based laxatives, oil soluble vitamins and high-fat
nutritive preparations are frequently administered in
the form of o/w emulsions. It has been shown that in
some cases the absorption of drugs may be enhanced if
formulated as emulsions.[14] Emulsions (o/w) have also
been used for the intravenous administration of lipid
nutrients. Radiopaque emulsions have been used as
diagnostic agents in X-ray examinations.
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Emulsification is widely used in pharmaceutical pro-
ducts for external application such as lotions and
creams, and in aerosol products to form foams. Semi-
solid emulsified formulations are discussed below.

Based on the size of the dispersed particles or dro-
plets, emulsions may be classified[15] into

1. Macroemulsions, droplets �0.1–50 mm, opaque
emulsions

2. Microemulsions, droplets 10–100 nm, trans-
parent dispersions.

Stabilization of the dispersion of one immiscible
liquid in another requires the addition of an emulsify-
ing agent which is commonly a surfactant or a mixture
of surfactants.

In the formation of an emulsion, one of the two
immiscible liquids is broken up into droplets which
are dispersed in the other liquid. The dispersion of
one liquid in another immiscible liquid leads to a large
increase in interfacial free energy because of the
increase in the area of the interface. The emulsifying
agent stabilises the emulsion by adsorbing at the
liquid–liquid interface as an oriented interfacial film.
This film reduces the interfacial tension between the
liquids and also decreases the rate of coalescence of
the dispersed droplets by forming mechanical, steric
and/or electrical barriers around them.

A strong mechanical barrier lessens the chance of
droplets coalescing on collision. For maximum mech-
anical stability, the interfacial film of the adsorbed sur-
factants should be close packed with strong lateral
interactions. For this reason, a mixture of two or more
surfactants is commonly used as the emulsifying agent,
such as a combination of a water-soluble surfactant
and an oil-soluble surfactant. In pharmaceutical (o/w)
systems a mixture of a sorbitol ester (Span�) with a
polyoxyethyleneated sorbitol ester (Tween�) is often
used. The water soluble Tween tends to a have a great-
er interaction with the aqueous phase, its hydrophilic
group extending further into the water than that of
the non-oxyethyleneated ester. This is believed to
facilitate interaction of the hydrophobic groups of
the molecules, as they can approach each other more
closely in the interfacial film.

The interfacial film can also stabilize the emulsion
by producing repulsive electrical forces between
approaching droplets. This repulsion is due to surface
charge on the droplets. The surface charge effect is
believed to be important only in the case of o/w emul-
sions. The source of surface charge is the hydrophilic
head of the surfactant molecules which is oriented
toward the aqueous continuous phase. In emulsions
containing ionic surfactant molecules, the charge on
the disperse phase droplets is due to the amphipathic
ion. In the case of non-ionic surfactants, the charge

may arise either from adsorption of ions from the
aqueous phase or from frictional contact between drop-
lets and the aqueous phase. In the latter case, the phase
with the higher dielectric constant is positively
charged.[3]

Microemulsions

Microemulsions consist of large or ‘‘swollen’’ micelles,
containing an internal phase similar to that found in a
solubilized solution.[15] Unlike macroemulsions, they
appear as clear, transparent solutions. They tend to
be more thermodynamically stable than macroemul-
sions and can have essentially infinite lifetimes
assuming no change in composition, temperature and
pressure. This is in contrast to macroemulsions which,
although they may remain stable for long periods of
time, will ultimately undergo phase separation to
attain a minimum in free energy. Microemulsions can
generally be obtained by gentle mixing of the ingredi-
ents of the emulsion. In this respect, they differ from
macroemulsions which require intense agitation for
their formation. Microemulsions are usually prepared
with more than one surfactant or using a mixture of
surfactant and cosurfactant (e.g., a polar compound
of intermediate chain length).

Microemulsions have been studied as drug delivery
systems, in particular for topical and transdermal drug
delivery.[16,17]

Microspherical particles prepared by
emulsification processes

Emulsification–evaporation processes are widely used
in the preparation of polymer based microspherical
drug-loaded particulates. For example, hydrophobic
drug-loaded PLA (polylactic acid) or PGLA (polylac-
tide-co-glycolide) biodegradable microspheres are
often prepared from emulsions containing a non-
aqueous dispersed phase of dichloromethane contain-
ing the drug and polymer in an aqueous continuous
phase. For the preparation of hydrophilic drug loaded
microspheres a double-emulsion process may be neces-
sary. The nature of the surfactants used to stabilize
the emulsion phases can greatly influence the size,
size distribution, surface morphology, loading, drug
release, and bioperformance of the final multiparticu-
late product.

Aerosols

Surfactants are found in both solution and suspension
formulations of metered dose inhalers (MDIs). The
most common surfactants found in pressurised aerosol
preparations include sorbitan trioleate (Span 85),
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oleic acid, and lecithins at concentrations of 0.1–2.0%
(w/w). These agents are non-volatile liquids which
dissolve in the propellant blend. Their function in the
formulation is to provide lubrication for the metering
valves and, in the case of suspension formulations, to
maintain the disperse nature of the drug.

The three surfactants commonly used in chlorofluro-
carbon (CFC)-based MDI formulations are insoluble
in the CFC-replacement propellants, hydrofluoroalk-
ane (HFA) 134a and HFA 227. Possible formulation
alternatives involve the use of an adjuvant such as
ethanol to aid dissolution of the surfactant or a novel
surfactant. Several companies have investigated novel
materials among which are fluorosurfactants, poly-
oxyethylenes and drugs coated with surfactant.[18]

Controlled flocculation in metered-dose
aerosol suspensions

Controlled flocculation is a widely used technique for
stabilizing suspended systems. The aim is to alter par-
ticle surface charge or to achieve particle separation via
steric hindrance with the help of appropriate stabiliz-
ing excipients. However this is particularly difficult to
achieve in non-polar systems such as suspensions in
CFC (or HFA) propellants. Controlled flocculation
to optimise the stabilisation of MDIs has been recom-
mended by Ranucci et al.[19] but disputed by Hickey,
Dalby, and Byron.[20]

Liposomes

Liposomes are single- or multilayered phospholipids
vesicles. They are roughly spherical in shape and con-
sist of lipid bilayers alternating with aqueous regions.

Liposomes have shown potential as drug delivery
systems. The exact location of a drug molecule in a
liposome depends on its physicochemical composition
and the composition of the lipids. Water soluble drugs
may be included in the aqueous phase, and oil-soluble
drugs may be added to the membrane-forming phos-
pholipid. An extensive account of the pharmaceutical
use of liposomes is found in the article ‘‘Liposomes
as Pharmaceutical Dosage Forms,’’ by Y. Barenholz,
and D.J.A., Crommelin, Volume 9 of the first edition
of this encyclopedia.[21]

SEMISOLID SYSTEMS

Surfactants are major constituents of pharmaceutical,
cosmetic, and food semisolid formulations, many of
which are emulsions, either oil in water (o/w) or water
in oil (w/o). They are included for their stabilizing,

wetting, solubilizing, detergent and penetration-
enhancing properties.

Water-in-oil emulsions traditionally contain surfac-
tants of natural origin such as cholesterol, wool fat,
wool alcohols, lanolin, divalent salts of fatty acids
soaps, calcium oleate and/or synthetic agents of low
hydrophilic-lipophilic balance (HLB) (indicating high
lipophilicity), such as Spans (fatty acid esters of sorbi-
tan). An example of such a product is Oily Cream B.P.
which consists of a 1 : 1 mixture of wool alcohols and
water.

Oil-in-water creams, for topical use, generally con-
tain mixed emulsifiers/surfactants; one of which is a
water soluble surfactant with a high HLB, the other
being an amphiphile, usually a long chain fatty alcohol
(e.g., of chain length C14 to C18) or acid (e.g., palmitic
or stearic). The water soluble surfactant may be anio-
nic (e.g., sodium lauryl sulphate), cationic (e.g., cetri-
mide), or non-ionic (e.g., cetomacrogol, Tweens).

These mixed-surfactant systems are used not only
for their ability to form complex condensed films at
the liquid–liquid interface, enhancing the stability of
the emulsion, but also because of their ability to impart
‘‘body’’ to the product, resulting in a semisolid pro-
duct rather than a liquid. Mixed emulsifiers control
the consistency of a cream by forming a viscoelastic
network throughout the continuous phase of the emul-
sion. The network results from the interaction of
the mixed emulsifier with water, forming a liquid crys-
talline phase.

Foams

Emulsification is used in aerosol products to produce
foams which are generally formulated as o/w emul-
sions. The liquified propellant forms the disperse phase
of the emulsion, and the medication is usually in the
aqueous continuous phase. On discharge from the
pressurised container, the propellant vaporizes to form
bubbles which remain trapped within the aqueous
phase giving rise to a foam. These are referred to as
‘‘stable foam’’ products. Nonaqueous stable foams
may also be formulated, where the water is replaced
by various glycols such as polyethylene glycol. ‘‘Quick
breaking foams’’ result when the propellant is in the
external phase. The product is emitted as a foam and
collapses into a liquid.

Biological Effects on Percutaneous Absorption

Surfactants—traditionally common constituents and
stabilizers of topical vehicles, ranging from hydro-
phobic agents such as oleic acid to hydrophilic
sodium lauryl sulphate—have been tested as penetra-
tion enhancers to improve transdermal drug delivery.
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Ionic surfactants are thought to enhance transdermal
absorption by disordering the lipid layer of the stratum
corneum and by denaturation of keratin. The use of
penetration enhancers in general, and surfactants in
particular, in transdermal therapeutic systems has been
reviewed by Walters.[22]

SOLID DOSAGE FORMS

Surface-active agents have been widely shown to
enhance drug dissolution rates. This may be due to
wetting effects, resulting in increased surface area,
effects on solubility and effective diffusion coefficient
or a combination of effects. Consequently surfactants
have been included in tablet and capsule formulations
to improve wetting and deaggregation of drug particles
and thus increase the surface area of particles available
for dissolution.

This wetting effect is found to be operative at con-
centrations below the CMC. The effect of surfactants
on the dissolution of solids is complex. In addition to
effects on the available surface area, surfactants in
concentrations above the CMC can increase drug
solubility and hence the effective concentration gradi-
ent. However they also reduce the effective rate of drug
diffusion as a consequence of drug solubilization
within micelles. Models to quantify the effect of surfac-
tant concentration on drug dissolution have been
developed.[23] For solids whose dissolution is under sig-
nificant surface control, surfactants may further influ-
ence the dissolution process. In this regard the
enhancing effect of surfactants on the dissolution rate
of cholesterol has been widely studied.[24]

Hard Gelatin Capsules and Tablets

Wetting agents

Surfactants are used in capsule[25] and tablet formula-
tions as wetting agents to aid dissolution.

Lubricants, anti-adherents, and glidants

The primary function of tablet lubricants is to reduce
the friction arising at the interface of tablet and die
walls during compression and ejection. Lubricants also
possess antiadherent (prevention of sticking to the
punch and, to a lesser extent, to the die wall) and gli-
dant (improvement of flow characteristics of powders
or granulates) characteristics and are useful in the pro-
cessing of hard gelatin capsules.

Magnesium stearate is used extensively as a lubri-
cant in tablet manufacture. It is an example of a

‘‘boundary lubricant,’’ that is, the polar regions of
the molecule adhere to the metal surface of the die wall
(in tablet manufacture). Adsorption of magnesium
stearate to the powder or granule surfaces also pre-
vents agglomeration of the feed material and aids flow.

Lubricants may be classified as water-soluble or
water-insoluble. The latter are generally more effective
than water-soluble lubricants and can be used at a
lower concentration.[26] Common water-insoluble
lubricants (which are surfactants) include magnesium
stearate, calcium stearate, sodium stearate, and stearic
acid; water-soluble lubricants include sodium lauryl
sulphate and magnesium lauryl sulphate.

Sodium lauryl sulphate is used in the production of
hard gelatin capsules where it is added to the gelatin
solution during the preparation stage. The stainless
steel molds are lubricated prior to dipping into the
gelatin solution and sodium lauryl sulphate is added
to reduce the surface tension of the mix and cause
the mold pins to wet more uniformly.[27]

Solid Dispersion Systems

The bioavailability of hydrophobic drugs can be
increased by strategies designed to enhance the dissolu-
tion rate of the drug. This has been achieved in many
cases by forming a solid dispersion of the drug in a
suitable carrier, often a hydrophilic polymer such as
polyethylene glycol (PEG) or polyvinylpyrrolidone
(PVP). The drug is dispersed in the carrier by copreci-
pitation from a suitable solution containing both
drug and carrier, by melting both components
together, or by some other process involving a phase
change. By using relatively high concentrations of car-
rier and a rapid precipitating process, the drug may
form as an amorphous or molecularly dispersed high
energy phase in the carrier. A number of workers have
used surfactants as the carrier material to achieve this
enhanced dissolution effect. Among the surfactants
employed are polyoxyethylene stearate, Renex 650,
poloxamer 188, Texafor AIP deoxycholic acid, and
Tweens and Spans. Surfactants have also been added
to conventional drug–polymer solid dispersions to
further improve drug release properties. Sjokvist,
Nyström, and Aldén[28] found that the incorporation
of sodium dodecyl sulphate (1–2%) in griseofulvin
(3–10%)-PEG solid dispersions eliminated any traces
of crystalline drug, griseofulvin being present as a solid
solution. Other three-component solid dispersions
containing surfactants have also been reported
such as Tween 20-Griseofulvin-PEG and Tween 20-
Oxodipine-PEG.[29] Problems have been reported
however as to the physical stability of surfactant
containing systems, dissolution rates decreasing over
a 12-month period.[30]
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Matrix Systems

Drug release from non-disintegrating inert matrices,
fabricated from hydrophobic carriers such as poly-
ethylene, is improved by the presence of surfactants
in the dissolution medium. Drug release was shown
to be a function of the pore size distribution of the
matrix and the permeation pressure of the release
media defined by its surface tension and contact angle.
Inclusion of dioctyl sodium succinate, which reduced
the contact angle below 90�, greatly enhanced drug
release; increasing the concentration of polysorbate
in the range of 0.001–0.1% had the same effect.[31] Sur-
factants have also been included in matrix-type drug
delivery systems to aid penetration of the dissolution
medium thus increasing the rate and extent of drug
release.

Suppositories

Several non-ionic surface-active materials have been
developed as suppositories vehicles. Many of these
bases, known as water-dispersible bases, can be used
for the formulation of both water-soluble and oil-
soluble drugs.[32] The surfactants most commonly used
are thepolyoxyethylene sorbitan fatty acid esters
(Tweens), the polyoxyethylene stearates, and the sorbi-
tan fatty acidesters (Spans). These surfactants may be
used alone, blended, or with other suppository base
materials to yield a wide range of melting points and
consistencies.

Surface-active agents are widely used in combi-
nation with other suppository bases. The inclusion of
these agents in the formulation may improve the
wetting and water-absorption properties of the sup-
pository. In addition, emulsifying surfactants help to
keep insoluble substances suspended in a fatty base
suppository.[32]

The inclusion of a surfactant in the suppository for-
mulation may enhance the rectal absorption of drugs.
The effect has been attributed to the formation of
mixed micelles. It has been suggested that the presence
of the micelle facilitates the incorporation of the lipid
component of the mixed micelle into the biological
membrane. This lipid then enhances the fluidity and
permeability of the membrane to the poorly absorbed
drug. It appears that the colorectal mucous membrane
is more sensitive to the effects of mixed micelles than
the gastrointestinal membrane of the small intestine.

Surfactant Influence on Drug Absorption from
the Gastrointestinal Tract

In the context of oral dosage forms containing surfac-
tants, these agents may play a role in reducing the rate

of gastric emptying and retarding the movement of
drug to the absorption site by increasing the viscosity
of the formulation. This is thought to be especially true
of polyoxyethylene derivatives. Bile salts, which are
physiological surfactants, have been shown to affect
the rate of gastric emptying. The presence of bile salts
in the stomach has also been shown to affect ionic
movement across the gastric mucosa, thus increasing
the movement of hydrogen and chloride ions out of
the lumen.

Surfactants may also affect the rate and extent of
drug absorption by exerting an influence on the per-
meability of the biomembrane. Competitive binding
of the surfactant to the membrane protein is con-
sidered to be partially responsible for enhanced drug
absorption in many cases. Alternatively, the enhance-
ment may be due to allosteric rearrangement of the
membrane protein which is triggered by the binding
of one or more permeating species.

Nakanishi, Masada, and Nadai[33] studied the effect
of a range of surfactants on the rectal absorption of
sulphaguanidine and found absorption to be increased.
The increase was associated with histological changes
in rectal membrane, increasing the rectal permeability.
The same authors found that surfactants such as
sodium deoxycholate and sodium dodecyl sulphate
used together with the chelating agent EDTA could
increase the rectal absorption of macromolecules such
as inulin, insulin, and albumin.

The membrane effects of surfactants are explained
by a combination of membrane-surfactant binding,
disruption of membranes through solubilization into
lipoproteins, proteins, and mixed micelles, protein–
protein interactions, and selective solubilization of
some membrane components by the surfactant. The
structure of the surfactant may play a role in determin-
ing the range and extent of the influence of a particular
surfactant on drug absorption. It appears that the
greatest effect is achieved by molecules having a
C12–C16 hydrocarbon chain, polyoxyethylene chain
lengths between 10 and 20, and molecular areas
between 1.0 and 1.6 nm2.[4] These effects, in the case
of drugs of low aqueous solubility, are in addition to
the higher absorption rate, arising from an increase
in drug solubility.[34,35]

Surfactants, at high concentrations, exhibit some
toxicity and have the ability in many cases to disrupt
a membrane. Both ionic and non-ionic surfactants
have been shown to assist the breakdown of the
mucous layer covering the epithelium and at high con-
centrations are thought to interfere with the membrane
itself, which may lead to disruption of membrane
metabolism, particularly with regard to enzyme sys-
tems associated with the membrane. Adverse reactions
to drug formulation agents including surfactants have
been reviewed by Weiner and Bernstein.[36]
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DIRECT ACTIONS OF SURFACTANTS

Detergents

Detergents are surfactants that are used for the
removal of foreign matter from a solid surface. The
process involves many of the actions specific to surfac-
tant molecules. The surfactant requires good wetting
properties to ensure good contact with the solid sur-
face. It must also have the ability to remove dirt into
the bulk liquid. This is achieved by a lowering the
dirt–liquid and solid–liquid interfacial tensions, thus
reducing the work of adhesion between the dirt and
the solid and enabling the dirt to be readily detached.
Once detached, adsorption of surfactant at the dirt
particle surface prevents deposition, allowing the dirt
to be washed away. If the dirt is oily it may be emulsi-
fied or solubilized by the surfactant.

Antimicrobial Activity

Significant antimicrobial effects have been associated
with cationic surfactants, in particular the quaternary
compounds. The action mechanism of quaternary sur-
factants involves disruption of the cell membrane, pro-
tein denaturation, and enzyme inhibition. Quaternary
compounds are able to lyse cells at relatively low con-
centration, resulting in leakage of cell contents into the
surrounding medium. Quaternary ammonium and
some phosphonium surfactants are used as topical
disinfectants in commercial dermatological products,
in surgical hand scrubs, and in the irrigation of skin
wounds. The most commonly used quaternary com-
pounds employed for theirantimicrobial effects are
cetylpyridinium chloride, benzalkonium chloride,
benzethonium chloride and cetyltrimethylammonium
bromide.[37] Other surfactants, containing more than
one quaternary (or positively ionizable group) are among
the most active substances known in terms of anti-
microbial activity. Included in this group are dequali-
nium acetate and chlorhexidine gluconate which have
been used in throat lozenges and mouthwashes. The
lysis of cells can also occur in the presence of anionic
surfactants, although these are in general weaker in their
antimicrobial activity. A wide range of anionics, in parti-
cular sodium lauryl sulphate and its homologs, finds wide
application in mouthwashes.[37]

Respiratory Distress Syndrome (RDS)

In 1959, surfactant deficiency was identified as the
major pathogenic factor in respiratory distress syn-
drome in infants.[38] Pulmonary surfactant is a complex
mixture of phospholipids, neutral lipids, and specific
proteins which spread as a monolayer at the air-liquid

interfaces of the lung and lower surface tension at end-
expiration thus preventing alveolar collapse. If the
amount or quality of endogenous surfactant is inade-
quate, inspiratory pressure and the work of breathing
must increase in order to re-expand the alveoli with
each breath and permit adequate gas exchange. As
the infant grows tired, progressive respiratory failure
occurs.

Phosphatidylcholine is the major component of
endogenous surfactant, constituting about 60% of total
phospholipids, and dipalmitoylphosphatidylcholine
(DPPC) is the primary surface-tension lowering
phospholipid.

The surfactant replacement therapy treatment used
may be either ‘‘natural’’ or ‘‘artificial.’’ Natural sur-
factants are derived from bovine or porcine animal
lungs or human amniotic fluid. Synthetic or artificial
surfactants are composed of DPPC and spreading
agents such as unsaturated phosphatidylglycerol or
tyloxapol and hexadecanol.[39]

NATURALLY OCCURRING SURFACTANTS

Of the naturally occurring surfactants, the bile salts
and phospholipids are of particular importance.

Phospholipids

The phospholipids are widely found in biological mem-
branes and can be used as emulsifiers especially for
intravenous fat emulsions, and as a key component
of liposomes. The elucidation of factors governing
the solubilization of drugs in phospholipid dispersions
can provide some clues as to the biological role of
interactions with lipid systems in vivo.[4] Phospholipids
have been discussed above and in reference[21] in the
context of liposomes.

Bile Salts

Bile salts are carboxylic acids (C22–C28) with a cyclo-
pentenophenanthrene nucleus containing a branched
chain of 3–9 carbon atoms ending in a carboxyl group.
Structurally they form micelles which are different
from the conventional spherical micelles synonymous
with amphiphiles having a distinct hydrocarbon chain.
The hydrophobic feature of the bile salts is associated
with one surface of the steroid nucleus, and conse-
quently intermolecular association is much more
restricted. Primary and secondary micelles have been
proposed, the former consisting of two to four mole-
cules, the latter being composed of aggregates of the
primary micelles. The CMC is less distinct and is
highly dependent on the structure of the specific bile
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salt, in particular the number of hydroxy groups and
their orientation.

Many studies have been completed in order to
assess the effect of bile salts on the bioavailability of
poorly soluble drugs. Bile salts for example, have been
shown to enhance the absorption of sulphaguanidine
and urogastrone. Bile salts may also play a role in
enhancing the transport of a compound from the
lumen of the intestine to the systemic circulation. Such
absorption involves overcoming the resistance of the
aqueous boundary layer and the membrane epithelium
to the passage of the drug.

Bile salts readily form mixed micelles with lipid-like
molecules such as lecithins or fatty acids. These mixed
micelles are structurally very different from the simple
micelles and generally have a much greater solubilizing
capacity for hydrophobic molecules, both biological
and synthetic. The solubility of DDT, a non-polar,
water insoluble molecule, for example, in bile salt
micellar solution can be increased to a far greater
extent by the addition of unsaturated long chain fatty
acids, probably because of mixed micelle formation.

Saponins

Saponins are glycosides found in certain plants which
are characterized by their property of producing a
frothing aqueous solution. The term ‘‘saponin’’ is
derived from the Latin ‘‘sapo’’ meaning soap. Plant
materials containing saponins have been used for a
long time in many parts of the world for their detergent
properties, for example, in Europe, the root of Sapo-
naria officinalis and in South America the bark of
Quillaja saponaria.[40]

The saponin structure is either of the steroidal
(commonly tetracyclic triterpenoids) or pentacyclic tri-
terpenoid type. Triterpenoid saponins are found, for
example in Quillaia bark and in liquorice root. Quillaia
B.P. is defined as the dried inner part of the bark of
Quillaja saponaria and other species of Quillaja and
is used as an emulsifying agent. Liquorice, the root
of which also contains triterpenoid saponins, has long
been used in pharmacy as a flavoring agent, demulcent,
and mild expectorant.

Iscoms

Iscoms (Immune-stimulating complexes) are stable
complexes of cholesterol, phospholipid, and Quil A
(derived from Quillaja saponaria) in size ranges from
40 to 100 nm. They are promising carriers for antigens
in subunit vaccines. Iscoms are considered to be multi-
micellar structures, shaped and stabilized by hydro-
phobic interactions, electrostatic repulsion, steric
factors and possibly hydrogen bonds.[41] Protection

has been achieved after immunization with iscom-
based vaccines, against viruses like the Epstein–Barr
virus[42] and the measles virus.[43]

SURFACE ACTIVITY OF DRUGS

A large number of drug molecules exhibit surface
activity, that is, they tend to accumulate at interfaces,
depress surface tension and associate to form aggre-
gates in solution. Although the hydrophobic groups
of most drugs are aromatic, they still behave like typi-
cal surfactants (which possess flexible hydrophobic
chains), inasmuch as these aromatic groups have a high
degree of flexibility. (Drugs that exhibit association
characteristics typical of surface active agents and
may reduce surface tension are reviewed in Ref.[4].)

Most of the drugs form micelles at concentrations
that they do not attain in vivo. It is therefore their sur-
face activity, rather than their self-association tendency
which is more important biologically. Surface-active
drugs will tend to bind hydrophobically to proteins
and other macromolecules and to associate with other
amphipathic substances such as bile salts, phospholi-
pids, and receptors. As with other surface-active
agents, surface-active drugs may interact directly with
biological membranes. The possible biological implica-
tions of surface activity is discussed by Attwood and
Florence[4] in relation to the phenothiazine tranquilli-
sers and local anesthetics.
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Suspensions

Robert A. Nash
Consultant, Mahwah, New Jersey, U.S.A.

INTRODUCTION

A suspension is a particular class or type of dispersion
or dispersed system in which the internal or suspended
phase is dispersed uniformly by mechanical agitation
throughout the external phase (called the suspending
medium or vehicle). The internal phase, consisting of
a homogeneous or heterogeneous distribution of solid
particles having a specific size range, is maintained uni-
formly throughout the suspending vehicle with the aid
of a single or a particular combination of suspending
agent(s). In addition, unlike in a solution, the sus-
pended particles exhibit a minimum degree of solu-
bility in the external phase. In a colloidal suspension,
the solids are less than about 1 mm in size. In a coarse
suspension, they are larger than about 1 mm. The prac-
tical upper limit for individual suspendable solid parti-
cles in coarse suspensions suspensions is approximately
50–75 mm. When one or more types of solid particles
that constitute the internal phase are pharmaceutically
useful and/or physiologically active, the system is
known as a pharmaceutical suspension.

In an emulsion, the particles of the internal phase
are spherical or liquid droplets that are dispersed
throughout a liquid external phase. Even though the
particles may be liquid only at elevated temperatures
(50–80�C) and semisolid or rigid at room temperature,
as long as they appear spherical on careful microscopic
examination, they are generally considered to be emul-
sified rather than suspended. Thus, a clue to the pres-
ence of a suspended particle is its lack of sphericity
or its definitive lattice structure. Exceptions to this gen-
eral rule are spherical microspheres and related spheri-
cal solid microparticles.

CLASSIFICATION

Martin and Bustamante[1] list three general classes
of pharmaceutical suspensions: orally administered
(sometimes referred to as mixtures); externally applied
(topical lotions); and injectable (parenteral).

Oral Suspensions

The solids content of an oral suspension may vary con-
siderably. For example, antibiotic preparations may

contain 125–500 mg of active solid material in a 5-ml
(teaspoonful) dose, whereas a drop concentrate may
provide the same amount of insoluble drug in a 1- or
2-mL dose. Antacids and radiopaque suspensions con-
tain relatively high amounts of suspended material for
oral administration. The vehicle may be a syrup, a sor-
bitol solution, or a gum-thickened, water-containing
artificial sweetener because in addition to ingredients,
safety, taste, and mouthfeel are important formulation
considerations. In the case of limited shelf life (low
chemical stability of the insoluble drug), the dosage
form may be prepared as a dry granulation or powder
mixture that is reconstituted with water prior to use.

Topical Suspensions

Historically, the externally applied ‘‘shake lotion’’ is
the oldest example of a pharmaceutical suspension.
Calamine Lotion USP, as well as other dermatological
preparations, is closely associated with the technical
development of the pharmaceutical suspension.[2]

Because safety and toxicity considerations are most
readily dealt with in terms of dermatological accept-
ability, many useful suspending agents were first intro-
duced in topical formulations.[3] In addition, the
protective action and cosmetic properties of topical
lotions usually require the use of high concentrations of
the dispersed phase, often in excess of 20%. Therefore,
topical lotions represent the best example of suspensions
that exhibit low settling rates.[4] Various pharmaceutical
vehicles have been used in the preparation of topical
lotions, including diluted oil-in-water or water-in-oil
emulsion bases, determatological pastes, magmas, and
clay suspensions.

Parenteral Suspensions

The solids content of parenteral suspensions is usually
between 0.5 and 5.0%, except for insoluble forms of
penicillin, in which concentrations of the antibiotic
may exceed 30%. These sterile preparations are
designed for intramuscular, intradermal, intra-lesional,
intra-articular, or subcutaneous administration. The
viscosity of a parenteral suspension should be low
enough to facilitate injection. Common vehicles for
parenteral suspensions include preserved 0.9% saline
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solution or a parenterally acceptable vegetable oil. The
primary factor governing the selection of injectable
ingredients is safety. Ophthalmic suspensions that are
instilled into the eye must be prepared in a sterile
manner. The vehicle employed is essentially isotonic
and aqueous in composition.

UTILITY OF SUSPENSIONS

A suspension is often chosen as pharmaceutical dosage
form for drugs insoluble in water and aqueous fluids
at the dosage required for administration and when
attempts to solubilize the drug would compromise
stability and safety. For oral administration, the taste
of a bitter or unpleasant drug can often be masked
by choosing an insoluble form of the active drug.

An aqueous suspension is a useful oral dosage form
for administering insoluble or poorly soluble drugs.
The large surface area of the dispersed drug particles
often facilitate absorption. Unlike drug particles con-
tained in tablets or capsules, the dissolution of drug
particles in suspension and subsequent absorption
commence upon dilution in gastrointestinal fluids.
Finely divided particles dissolve faster and have higher
relative solubilities than do similar macroparticles.

The parenteral suspension is an ideal dosage form
for prolonged or ‘‘depot’’ release. In the administra-
tion of a drug as an aqueous or oleaginous suspension
into subcutaneous or muscular tissue, the drug is
deposited at the injection site. The depot acts as a
reservoir, slowly releasing drug at a rate related to both
the intrinsic aqueous solubility of the drug form and
the type of suspending vehicle, either aqueous or oily
for the purpose of maintaining prolonged systemic
absorption of the drug from the injection site.

HYDROPHILIC/HYDROPHOBIC SOLIDS

Insoluble solids, regardless of particle size, that have a
relatively low interfacial tension and are readily wetted
by water are called hydrophilic solids. These solids
include clays (bentonite, kaolin, talc, magnesium
aluminum silicate); bismuth salts, barium sulfate, car-
bonates, hydroxides, or oxides of calcium, magnesium,
zinc, and aluminum; and titanium dioxide. The hydro-
philicity of a powder surface can be investigated with
the help of moisture absorption studies in which the
solid particles are exposed to varying relative humid-
ities. Insoluble powders that absorb moisture below
relative humidities of 70–80% at room temperature
are said to be hydrophilic solids.

Fine insoluble solids that are not easily wetted by
water and have a relatively high interfacial tension
are referred to as hydrophobic solids. These include

a large number of low-density organic materials and
pharmaceutical substances, such as charcoal and sul-
fur. The hydrophobic nature of the latter group is
accentuated by entrapped air adsorbed on the surface
of these particles. Hydrophobic materials may be
wetted by oils and semipolar liquids and are called
lipophilic solids; conversely, hydrophilic materials
behave like lipophobic solids in oils.

Hydrophilic solids can be suspended easily in water
without the aid of a water-dispersible surfactant or
wetting agent, and conversely hydrophobic solids can
be suspended in oils and non-polar vehicles without the
use of lipid-soluble surfactants. The crystal density of
hydrophilic solids usually ranges from 1.5 to 6.9 g/cm3,
whereas the crystal density of hydrophobic solids usually
ranges from 0.9 to 2.2 g/cm3.

PARTICLE SIZE CONSIDERATIONS

The mean particle diameter and the particle size distri-
butions of suspended insoluble drugs are important
considerations in formulating stable pharmaceutical
suspensions. Hiestand[5] defines the lower limit of
coarse suspensions as those containing particles larger
than 0.1 mm. Except for a number of clays, oxides,
charcoal, and pigments, the average particle size of
most drugs and pharmaceutical rarely falls below
1 mm. Although most submicron inorganic excipients
appear to behave like hydrophilic solids, most insolu-
ble drugs and pharmaceutical excipients are usually
soft, organic, essentially crystalline hydrophobic solids
ranging in particle size from several microns to several
hundred or more.

Drug particle size is an important factor influencing
product appearance, settling rates, drug solubility,
in vivo absorption, resuspendability, and overall stabil-
ity of pharmaceutical suspensions. Insoluble drug par-
ticles are seldom uniform spheres or cubes, even after
size reduction and classification. Wide distributions
in particle size often lead to high-density suspensions.
Systems with widely differing particle shapes (plates,
needles, filaments, and prisms) frequently produce
low-density slurries. The growth over time of unprotec-
ted, slightly soluble drug solids and changes in their
particle size distribution in suspension are a serious
problem. Crystal growth of particles is usually attribu-
ted to one or more of the following mechanisms:

� ‘‘Oswalt ripening’’ or the growth of large particles
at the expense of smaller ones, because of a dif-
ference in solubility rates of different size particles.
For example, the increase in the solubility rate of
a 0.2-mm particle, is 13%. For a 2-mm particle, it is
1%, and for particles above 20 mm, it is negligible.
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� Crystal growth due to temperature fluctuations on
storage is of minor importance, unless suspensions
are subjected to temperature variations of 20�C or
more.

� A polymorphic form may change to another more
stable crystalline form; changes in crystal habit
may be related to the degree of solvation or
hydration.

� Crystal growth may also arise when the more ener-
getic amorphous or glassy forms of a drug exhibit
significantly higher initial solubility in water than
the corresponding crystalline forms.

� Size reduction by crushing and grinding can produce
particles whose different surfaces exhibit high and
low solubility rates. This effect can be related to dif-
ferences in the free surface energy introduced during
comminution (grinding).

Crystal growth and changes in particle size distri-
bution can generally be controlled by employing one
or several of the following procedures and techniques.

1. Selection of particles with a narrow range of
particle sizes, such as microcrystals between 1
and 10 mm.

2. Selection of a stable crystalline drug form that
usually exhibits lower solubility in water. The
crystalline form that is physically most stable
usually has the highest melting point.

3. High-energy milling should not be used during
particle size reduction. Microcrystals are best
formed by controlled precipitation techniques
or shock cooling.

4. A water-dispersible surfactant wetting agent
dissipates the free surface energy of particles
by reducing the interfacial tension between the
solid and the suspending vehicle.

5. A protective colloid, such as gelatin, gum, or a
cellulosic derivative, is used to form a film bar-
rier around the particles, inhibiting dissolution
and subsequent crystal growth.

6. The viscosity of the suspending vehicle is
increased to retard particle dissolution and sub-
sequent crystal growth.

7. Temperature extremes during product storage
(freeze–thaw conditioning) must not occur.

8. Supersaturation favors the formation of needle-
like crystals and should be avoided.

9. Rapid or shock cooling and high agitation favor
the formation of thin, small crystals and should
be avoided. Slow crystallization by evaporation
yields compact crystals.

10. Experimentation with different crystallizing sol-
vents is recommended to change crystal size
and shape.

11. Impurities and foreign substances during crys-
tallization affect the reproducibility and aggre-
gation potential of many drug particle systems.

12. Constant crystallizing conditions are essential.
Batch-to-batch variation in crystal size and
shape is often associated with poor control of
processing and crystallization procedures.

Variations in assay results can be avoided by the
preparation of homogeneous, well-mixed, or non-settling
fine particle suspensions (size 1–10mm). Particle size
reduction results in slow, more uniform settling rates.
The bioavailability of drugs is improved by reducing
the size of suspension particles. Furthermore, drug
particles smaller than 20mm produce less pain and
tissue irritation when injected parenterally. However,
fine particles may have a deleterious effect on chemical
stability because of their high dissolution rate.

Particle Size Reduction

Drug solids are easy to grind. Reduction to a particle
size of about 50–75 mm usually produces a free-flowing
powder. Solids containing particles smaller than 50 mm
tend to aggregate or agglomerate in the dry state. Fur-
thermore, below 10–50 mm, the increased free surface
energy, as evidenced by the cohesion of small particles,
becomes a factor interfering with further size reduction.
The powder may become damp, especially if there
is a tendency to attract moisture. Material tends to
‘‘ball up,’’ which indicates that the agglomerated
masses are larger than the individual particles con-
tained within.

As the pores between powder particles become
smaller with decreasing particle size, increases in
surface area facilitate liquid penetration. Aggregates
behave like hydrophobic solids, entrapping air and
becoming difficult to wet.

The most efficient method of producing fine parti-
cles is by dry milling prior to manufacture of the sus-
pension. Dispersion equipment, such as colloid mills
or homogenizers are normally used to wet-mill finished
suspensions to break up poorly wetted fine particle
aggregates or agglomerates. Among the several meth-
ods of producing small, reasonably uniform drug
particles are micropulverization, fluid energy grinding,
controlled precipitation, and spray drying. Fig. 1 illus-
trates the four basic types of size reduction equipment
used in the pharmaceutical industry to produce fine
powder particles.

Micropulverization

Micropulverization is one of the most rapid, con-
venient, and inexpensive methods of producing fine
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drug powders. The milling equipment includes ham-
mermills, micropulverizers, universal mills, end-runner
mills, and ball mills. Micropulverizers are highspeed
attrition or impact mills specially adapted for fine
grinding. Some mills are fitted with classifiers to facili-
tate particle separation by centrifugation. Because
ultrafine particles smaller than 10 mm are rarely pro-
duced, buildup of electrostatic charge on the surface
of milled powder is encountered only occasionally.
The main disadvantage of micropulverization is the
large distribution of particle sizes produced, normally
in the range of 10–50 mm or higher. Nevertheless, these
powders are satisfactory for the preparation of most
oral and topical suspensions.

Fluid energy grinding

The process of fluid energy grinding, also referred to as
jet milling or micronizing, is the most effective method
for reducing particles below 10 mm. The ultrafine parti-
cles are produced by the shearing action of high-
velocity streams of compressed air on particles in a
confined space. The main disadvantage of fluid energy
grinding is the high electrostatic charge built up on
the surfaces of the milled powder, which makes pow-
der classification and collection exceedingly difficult.

However, because it is important that a majority of
drug particles in parenteral suspensions are below
10 mm, fluid energy grinding is the most convenient
method for their production.

Controlled crystallization

A solvent that dissolves a solid readily at room tem-
perature may serve as a crystallizing medium when
mixed with another solvent in which the compound
is only sparingly soluble. A solution that is nearly satu-
rated at a temperature about 10�C below the boiling
point of the solvent combination is prepared in a tem-
perature ranging between 60 and 150�C. Separation of
microcrystals from such hot concentrated solutions is
commonly induced by cooling and stirring. However,
when supersaturation is obtained by agitation and
shock cooling of the hot solution and through the
rapid introduction of another cold miscible solvent in
which the drug is only sparingly soluble, formation
of minute crystalline particles (nucleates) proceeds
without appreciable crystal growth, and uniform
microcrystals of the drug are thus obtained. In
addition, ultrasonic methods have been used during
shock cooling to promote microcrystal formation.

Spray drying

Particles of microcrystalline size can also be obtained
by spray-drying procedures, resulting in a porous,
free-flowing, easily wetted, essentially monodispersed
powder. With proper control of process variables,
spherical particles are obtained that may be coated
with agents to aid suspension and promote stability.
However, the process is not normally considered for
the preparation of ultrafine powders.

PHYSICAL ASPECTS

Stability of Suspensions

The chemical stability of a drug in suspension is con-
trolled by the fact that the rate of degradation is
related to the concentration of the drug in aqueous
solution rather than to the total concentration of the
drug in the product. Generally, a suspended drug
decomposes only in solution as the solid phase gradually
dissolves; that is, a solution concentration equal to the
solubility of the drug is maintained. Drug degradation
in a suspension usually follows zero-order kinetics,
with the rate constant solely dependent on the satu-
ration solubility of the drug in solution. Reducing the
solubility of the suspended drug decreases the rate
of degradation. The constancy of potency may be
improved by selecting a pH value or range where the

A B

DC

Fig. 1 The four basic types of size reduction equipment used
to produce fine solid particles: (A) crushers and shredders;

(B) hammermills; (C) colloid mills; and (D) fluid energy mills.
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drug is least soluble or by replacing the drug with a less
soluble derivative or salt. Decomposition in suspen-
sions may also be described as a diffusion-controlled
process or by catalysis initiated by environmental
factors such as oxygen, light, and trace metals.

As a rule, the problem of suspension stability is
complicated by the fact that pharmaceutical suspen-
sions are affected at least as much by physical as by
chemical factors.

Because a suspension exists in more than one state
(liquid and solid), there are different ways in which
the system can undergo chemical or physical change.
Some of the more obvious difficulties involved in
stability predictions are based on the fact that simple
hydrostatic relationships (Stoke’s law, etc.) used to
define settling ratesassume a spherical, deflocculated,
free-falling particle that is not affected by particle–
particle or particle–vehicle interactions. Suspensions
that exhibit non-Newtonian floware difficult to define
in terms of the basic stability relationships. In addition,
suspensions that are described interms of a single
representative particle do not reflect theinfluence of
the entire particle size distribution.

Chemical stability predictions are sometimes com-
plicated by the difficulty of determining the pH value
of suspensions, which often changes because of surface
coating of electrodes and differences between bulk-
suspension and supernatant-vehicle readings. Acceler-
ated elevated temperature stability testing often has a
pronounced adverse effect on viscosity, particle solubil-
ity, and size distribution.

Deflocculated Suspensions

The empirical method of producing pharmaceutical
suspensions is based on an attempt to prepare a stable
deflocculated dispersion of a drug in a suitable suspen-
sion vehicle. In the past, a series of suspensions was
often prepared using different concentrations of a
favored suspending agent to identify the formulation
that would produce the most homogeneous looking
(‘‘smooth’’) and stable suspension. The finished prep-
aration was usually passed through a homogenizer or
colloid mill to improve the final dispersion. Smooth
looking viscous suspensions were produced; however,
after some time, the drug particles settled slowly, form-
ing a tightly packed sediment that was almost impos-
sible to resuspend even with vigorous shaking. Primary
particles or small aggregates, reaching the bottom of
the container during sedimentation (settling), slipped
past each other and produced compact layers of solids.
The interparticle interaction in such compact sedi-
ments is relatively high because the interparticle dis-
tances are small, and the weak van der Waals forces of
attraction, which decreases exponentially with distance,

are appreciable. Such conditions frequently lead to the
undersirable phenomenon of ‘‘caking or claying’’ and
require extensive agitation for resuspension.

The physical instability of these early deflocculated
suspensions led to other methods of producing physi-
cally stable pharmaceutical suspensions. For example,
the density of the vehicle was made to equal or
approach the crystal density of the suspended drug
particles. If the drug particles are small enough and
the vehicle sufficiently viscous, the particles remain
suspended indefinitely in accordance with Stokes’ law.
Because the crystal density of most organic drug parti-
cles lies somewhere between 1.1 and 1.5 g/cm3, the only
liquid vehicles for oral use with densities (at 25�C)
high enough to be considered are Sorbitol Solution
USP (1.29 g/cm3), Syrup USP (1.31 g/cm3), and high-
fructose corn syrup (1.41 g/cm3). In practice, however,
it is extremely difficult to prepare oral suspensions by
the matched-density technique alone because dilution
with water and other liquids reduces the vehicle den-
sity. Nevertheless, the use of high-density liquids as
suspending vehicles often has a beneficial effect on
physical stability.

The approximate settling velocities for non-floccu-
lated particles of various average size were determined
in the range of 0.2–200 mm at density differences
between solid particles and the suspending liquid of 0.2
and 2.0 g/cm3, respectively, with an absolute viscosity
of the suspending liquid between 1 and 1000 centipoise
(cP or mPa s). Terminal settling rates were calculated
by a method described by Carpenter[6] for two concen-
trations of suspended solids, namely less than 2 and
20% vol. According to the analysis, permanent-type
suspensions, which exhibit a settling viscosity of less
than 0.14 cm per year at 25�C, can be obtained with
a suspending liquid of a viscosity of ca 1000 cP, a
density difference of 0.2 g/cm3 or less and an average
particle size of the suspended solid of 0.2 mm. This is a
difficult set of criteria for most pharmaceutical suspen-
sions to meet.

Because the distribution of particle sizes in most
pharmaceutical suspension is generally above 1 mm,
deflocculated or peptized systems settle very slowly in
stages, with the larger particles settling more rapidly
than smaller ones. Ultimately, they form a tight, dense
sediment that is difficult to resuspend. When viewed
under a microscope, the dispersed suspension consists
of individual particles, showing no apparent association.

Deflocculated suspensions are produced by three
methods.

Mutual repulsion to large z-potential

This is best achieved by the adsorption of an electro-
lyte (KCI) or polyelectrolyte dispersant (sodium
hexametaphos-phate) on the surface of suspended
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particles to create a strong mutual repulsion between
the microsize suspended particles. For example, mod-
erate stability is achieved when the z-potential is
between �30 and �60 mV, and good to excellent physi-
cal stability is achieved when the z-potential is between
�60 and �100 mV. As the size and density of the sus-
pended particles increase beyond 1 mm and 1.0 g/cm3,
respectively, the effect of z-potential becomes less
important.

Adsorption of a smaller hydrophilic or lyophilic
colloid on larger suspended particles

When a strongly hydrated hydrophilic protective
colloid, such as gelatin, is adsorbed on the surface of
the suspended particles, the affinity for water exceeds
the mutual attraction of adjacent particles for each
other. The protective colloid and hydrogen-bonded
water molecules form a protective hydration layer
around each suspended particle.

Steric hindrance due to adsorption of an oriented
non-ionic surfactant or polyelectrolyte

Adsorption of a non-ionic polymer (gum or cellulosic)
or surfactant (polysorbate 80) of sufficient chain length
creates steric hindrance and prevents adjacent sus-
pended particles from coming close enough to join
each other. Steric stabilization has the advantage over
electrostatic stabilization in that it is relatively insensi-
tive to the presence of electrolyte in the aqueous
vehicle.

Because many pharmaceutical suspensions are not
capable of reaching a state of complete electrostatic
repulsion and producing and maintaining defloccu-
lated particles, the technique has been regarded as
unworkable by many investigators.[1,5]

Flocculated Suspensions

Matthews and Rhodes,[8] Haines and Martin,[7] Hie-
stand,[5] and Ecanow and co-workers[9,10] are credited-
with establishing the ‘‘structured particle’’ concept or
flocculated pharmaceutical suspension. The following
definitions should prove useful in avoding confusion
among three closely related terms: flocculation, agglom-
eration, and coagulation. The term aggregation can
apply to all three.

Flocculation refers to the formation of a loose
aggregation of discrete particles held together in a
networklike structure by physical adsorption of
macromolecules, bridging during chemical interaction
(precipitation), or when the longer-range van der
Waals forces of attraction exceed the shorter-range
forces of repulsion. The floccule referred to as a ‘‘stable
floc’’ usually contains varying amounts of entrapped
liquid medium or vehicle within the networklike struc-
ture (Table 1).

In agglomeration, a large number or mass of parti-
cles are closely bound together as aggregates in a dry
(air) or liquid state. Coagulation or severe overfloccu-
lation refers to the massing of particles in a liquid state
alone and sometimes in the form of a fluid gel struc-
ture. Aggregated particles of overflocculated systems,
including adsorbed surface films, are in surface contact
with each other, and each mass or coagula acts as
a unit. The particles of such coagulated systems are
held together by strong film-to-film bonds. Coagulated
suspensions, like deflocculated suspensions, tend to
‘‘cake’’ on standing.

Soon after milling and suspension, unless steps are
taken to prevent it, microsize particles tend to grow
with time. Because the solubility rate of unprotected
particles (Ostwald ripening) is higher than that of
large crystals, crystal growth is favored until a more
thermodynamically stable distribution of particles

Table 1 Suspension characteristics

Type f-Potential

Relative

settling

rate

Sediment volume

in vials at

equilibrium

Drainage

from vial Resuspendability

Agglomerated or coagulated 0 Non-uniform Low (lumpy) Poor Poor (may cake)

Overflocculated 0 Very high Very high Poor Good

Slightly over flocculated 0 High Moderate
to high

Fair Good

Slightly underflocculated 0 Moderate Moderate Good Good

Underflocculated 0 to þ10 mV Slow Moderate
to low

Good Fair

Deflocculated or peptized þ10 to þ30 mV Non-uniform Low (stratified) Good Poor

(cakes difficult to
resuspend)
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sizes is achieved. This phenomenon tends to promote
‘‘caking and cementing together’’ of particles.

The creation of a protective coat or boundary layer
(with a hydrophilic colloid) about such particles offers
the best protection to crystal growth. Because protec-
tive barriers may or may not flocculate, the substrate
particles, the sign (positive or negative), and the charge
potential on the particle surface (including a double
layer) govern the choice between flocculation or disper-
sion (deflocculation).

The processes involved in the formation of suspen-
sions are shown in Fig. 2. The flocculated state (C)
may be reached either directly by wetting and disper-
sing hydrophobic particles (A) with a suitable floccu-
lating surfactant, or indirectly by first wetting and
dispersing to produce a dispersed or peptized particle
(B) with a suitable surfactant and then flocculating
with a suitable agent such as a hydrophilic colloid or
polyelectrolyte.

In contrast to peptized or deflocculated particles,
flocculated suspensions (C), which are considered phar-
maceutically stable (although colloidally unstable),
can always be resuspended with gentle agitation.
Severe overflocculation, on the other hand, caused
by the addition of too much flocculating agent or by
prolonged exposure to extreme thermal conditions
(freeze–thaw cycles) tend to produce agglomerated or
coagulated irreversible systems (E). The term plaque
(platelike) is used to describe essentially flat agglomer-
ates, whereas the term coagula (clumplike) is reserved
for thicker, three-dimensional particle masses. In the
absence of a protective colloid, the process of crystal
growth is indicated by the arrow connecting (A) to (D).

Some authors[11] refer to the ‘‘stable floc’’ as the
partially flocculated state. Simply stated, the greater
the number of particle-to-particle contact points in
the cluster, the higher the degree of flocculation.

The main advantages of the stable floc are as
follows.

The aggregates tend to break up easily under the
application of moderate shear stress, such as gentle
agitation of a bottle or vial, or by the flow through a
smallorifice (hypodermic needle and/or syringe) and
reform an extended network of particles after the
force is removed. Flocculation, therefore, imparts a
structure to the suspension with virtually no increase
in viscosity (Fig. 3).

In contrast to peptized or deflocculated systems,
the stable floc settles rapidly, usually to a high sedi-
ment volume, and may be easily resuspended even after
standing for prolonged periods of storage time. The
settling rate is not rapid and maintain content uni-
formity with reasonable periodic agitation. The stable
floc can be produced by employing aseptic techniques,
using vehicle components that are safe for intramuscu-
lar injection.

Flocculated pharmaceutical suspensions are pre-
pared using several methods. The choice depends on
the properties of the drug and the class of suspension
desired. The following examples illustrate how suspen-
sions may be prepared by controlled flocculation
procedures:

1. The wetting agent, polysorbate 80 (not more
than 0.1–0.2% w/v of the final concentration),
is dissolved in approximately half the final vol-
ume of aqueous vehicle. An anionic surfactant,
such as Docusate Sodium USP, may be used
as a wetting agent. This agent is, however,
sensitive to pH and electrolyte concentration.

2. Ultrafine particles of the drug at the desired
final concentration are uniformily and carefully
spread over the surface of the vehicle, and the

Particle

1·10µ Range

> 10µ Range

Wetting and
Dispersion

Flocculation

Peptization or
Deflocculation

Agglomerate
or Coagulate

Agglomeration
or Coagulation

Boundary
Layer

Stable Floc

A

D

C

B

E

Crystal
Growth

Fig. 2 Processes involved in the formation of suspensions.

A B

Collodially
"stable"

Pharmaceutically
"stable"

Collodially
"unstable"

Close packing Porous

Sediments slowly to
small sediment volume
difficult to redisperse

Sediments rapidly to
large sediment volume
easily redispersed

Fig. 3 Characteristics of flocculated and deflocculated
suspensions. (From Ref.[5].)
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drug is permitted to be wetted undisturbed for
as long as 16 h (overnight).

3. The wetted slurry is passed through a fine wire
mesh screen (100 mesh size for ca 120 mm or
larger) to remove poorly wetted powder. A sin-
gle pass through a colloid mill can achieve the
same result.

4. The slurry concentrate of the drug is agitated
gently with an impeller-type mixer.

5. Small amounts of a 10% w/v solution of alumi-
num chloride hexahydrate are added dropwise,
to the drug slurry from a buret or dropping
pipette until the flocculation endpoint is reached
(zero z-potential). To determine the endpoint,
small samples are withdrawn and transferred
to a graduated cylinder, an equal amount of
vehicle is added to each, and the cylinders are
gently shaken and permitted to stand undis-
turbed. The sample with the highest ratio of
sediment to total suspension volume, exhibiting
a clear supernate and good drainage character-
istics is considered to be at the appropriate end-
point. Usually, no more than about 0.1–0.2%
aluminum chloride hexahydrate is be required to
achieve the flocculation endpoint. A 10% solu-
tion of calcium choride dihydrate may also be
used as the flocculating agent. In this case, 1–2%
of the calcium salt may be required for stable
floc formation. If the drug fails to flocculate in
the presence of polyvalent aluminum or calcium
ions, the water-insoluble drug particles are con-
sidered to be positively charged, and the pro-
cedure is repeated, this time using a polyvalent
anionic flocculating agent such as 10% w/v
sodium hexametaphosphate or 10% trisodium
citrate.

6. After the flocculation endpoint has been estab-
lished and verified, the other components
(preservative, colorant, flavor, buffer, etc.) are
added, dissolved in the liquid vehicle, and the
slurry is brought to final volume with liquid
vehicle.

Another popular method of preparing an oral sus-
pension consists of suspending the drug in a solution
of a hydrophilic colloid (gelatin or gum) or a diluted
magma of bentonite, attapulgite, or colloidal magne-
sium aluminum sililcate. The concentration of floccu-
lating agent suspended in water, sorbitol, or syrup
solution is between 0.1 and 1%. Overflocculation may
be reversed by the careful addition of small amounts
of a suitable surfactant or polyvalent deflocculating
agent. Because clays cannot be used in injectable pro-
ducts, two other methods are described here.

One method, specially useful for preparing physi-
cally stable ‘‘non-caking’’ suspensions, consists of

titrating concentrated aqueous solutions of soluble salt
forms of acidic or basic drugs with a corresponding
solution of a strong acid or a strong base. The water-
insoluble free acid or base is precipitated at the pH
of minimum solubility of the drug. The concentrations
of the reacting solutions and the order of addition may
be varied to produce an acceptable stable floc. If neces-
sary, the electrolyte thus formed during precipitation
may be reduced through slurry decantation or filtra-
tion to adjust tonicity and/or to maintain physical and
chemical stability. This procedure can also be carried
out under aseptic conditions.

A stable floc may also be produced by dispersing
insoluble particles in a turbid or hazy vehicle consisting
of finely dispersed or emulsified semipolar, liquid drop-
lets, which cause the droplets to be adsorbed on the
surface of the insoluble drug particles, resulting in a
stable floc. Turbid aqueous vehicles have been pre-
pared by the interaction of non-ionic surfactants and
preservatives. The concentration of surfactant and pre-
servative required for haze formation may be reduced
by the addition of small amounts of sorbitol to the
vehicle.

Structured Vehicle

Another technique for the preparation of a stable sus-
pension is based on the concept of the ‘‘structured
vehicle,’’ in which the viscosity of the preparation,
under static conditions of very low shear, on storage
approaches infinity. The vehicle is said to behave like
a ‘‘false body’’ that is able to maintain the suspended
particles in a state of more or less permanent suspension.

Structured vehicles are usually not considered for
the preparation of parenteral suspensions because,
owing to their high viscosity, such systems lack
sufficient syringe ability for ease of use.

Bingham-Type Plastic Flow

Vehicles that exhibit the unusual property of Bingham-
type plastic rheological flow are characterized by the
need to overcome a finite yield stress before flow is
initiated. Permanent suspension of most pharmaceuti-
cal systems requires yield-stress values of at least
2–5 Pa (20–50 dyn/cm2). Bingham plastic flow is rarely
produced by pharmaceutical gums and hydrophilic
colloids. National Formulary (NF) carbomers exhibit
a sufficiently high yield value at low solution con-
centration and low viscosity to produce permanent
suspensions. The carbomers, however, require a pH
value between 6 and 8 for maximum suspension per-
formance. The polymer is essentially incompatible
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with cationic resins, certain polyvalent ions, and high
concentrations of electrolytes.

Thixotropic Flow

Thixotropy is a rheological property that results in
yield stress on standing. Thixotropic flow is defined
as a reversible, time-dependent, isothermal gel–sol
transition. Thixotropic systems exhibit easy flow at
relatively high shear rates. However, when the shear
stress is removed, the system is slowly reformed into
a structured vehicle. The usual property of thixotropy
results from the breakdown and buildup of floccules
under stress. A small amount of particle settling takes
place until the system develops a sufficiently high yield
value. The primary advantage of thixotropic flow is
that it confers pourability under shear stress and vis-
cosity and sufficiently high yield stress when the shear
stress is removed at rest.

The concentrations of Bingham-type and thixo-
tropic suspending agents required to achieve a yield
stress of 10 Pa (100 dyn/cm2) is shown in Table 2.

Suspending agent systems such as a pseudoplastic
(sodium carboxymethylcellulose) in combination with
a clay (hydrated colloidal magnesium aluminum sili-
cate) or blends and coprecipitates of sodium carboxy-
methylcellulose and microcrystalline cellulose exhibit
some thixotropic flow characteristics. Other pseudo-
plastics such as hydroxyethylcellulose or hydroxy-
propyl methyl cellulose may be required to overcome
possible in compatibilities with sodium carboxymethyl-
cellulose.

Emulsion Base

An emulsion base or a waxy-type self-emulsifier to
develop structure or ‘‘false body’’ in suspension

systems is widely used in both pharmaceutical and
cosmetic systems. A dilute emulsion system is not often
considered for suspension purposes because of the
potential complexities involved in mixing emulsion
and suspension systems. The drug particles are dis-
persed in the primary emulsion component prior to
dilution with other vehicle components. Emulsifiers
that exhibit Bingham plastic or thixotropic flow char-
acteristics should have acceptable formulating proper-
ties (taste, stability, etc.).

FORMULATION OF SUSPENSIONS

During the preparation of physically stable pharma-
ceutical suspensions, a number of formulation compo-
nents are used to keep the solid particles in a state of
suspension (suspending agents), whereas other compo-
nents are part of the liquid vehicle itself and have other
functions in the dosage form.

1. Components of the suspending system

Wetting agents
Dispersants or deflocculating agents
Flocculating agents
Thickeners

2. Components of the suspending vehicle or exter-
nal phase

pH control agents and buffers
Osmotic agents
Coloring agents, flavors, and fragrances
Preservatives to control microbial growth

Wetting Agents

Wetting agents are surfactants that lower the inter-
facial tension and contact angle between solid particles
and the liquid vehicle. When the insoluble powder is
added to a liquid vehicle containing a wetting agent,
penetration of the liquid phase into the powder will
be sufficiently rapid to permit air to escape from the
particles. The resulting wetted particles either sink en
masse or separate with low-shear agitation. The best
range for wetting and spreading by non-ionic surfac-
tants is between a hydrophile–lipophile balance (HLB)
value of 7 and 10, although surfactants with values
higher than 10 are often used for this purpose. Com-
mon wetting agents and surfactants include: 1) anionic
type (docusate sodium and sodium lauryl sulfate) and
2) non-ionic type (polyoxyalkyl ethers, polyoxylakyl
phenyl ethers, polyoxy hydrogenated castor oil,
polyoxy sorbitan esters, and sorbitan esters).

Table 2 Concentration of suspending agents in water at
25�C required to achieve a yield value of 10 Pa

Agent Concentration (%)

Carbomer 941 0.1

Carbomer 934 0.2

Carrageenan 0.5

Carboxymethylcellulose 2.0

Xanthan gum 2.0

Algin 3.5

Magnesium aluminum silicate 5.0

Hydroxyethylcellulose 5.0

Guar gum 5.0

Tragacanth gum 5.0

(From B.F. Goodrich Specialty Chemicals, Cleveland, Ohio.)
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Deflocculants and Dispersing Agents

Unlike surfactants, these agents do not appreciably
lower surface and interfacial tension; thus, they have
little tendency to create foam or wet particles. Most
deflocculants, however, are not generally considered
safe for internal use, and as a result the only acceptable
dispersant for internal products is lecithin or a lecithin
derivative (naturally occurring mixture of phospha-
tides and phospholipids). Because lecithins vary in
water solubility and dispersibility characteristics,
proper control of product specifications must be main-
tained to obtain reproducibility.

Flocculating Agents

Primary flocculating agents are simple neutral electro-
lytes in solution that are capable of reducing the z-
potential of suspended charged particles to zero. Small
concentrations (0.01–1%) of neutral electrolytes, such
as sodium or potassium chloride, are often sufficient
to induce flocculation of weakly charged, water-insolu-
ble, organic non-electrolytes. In the case of highly
charged, insoluble polymers and polyelectrolyte spe-
cies, similar concentrations (0.01–1%) of water-soluble
divalent or trivalent ions, such as calcium salts, alums,
sulfates, citrates, and phosphates, may be required for
floc formation, depending on particle charge (positive
or negative). These salts are often used together as
pH buffers and flocculating agents.

Thickeners, Protective Colloids, and
Suspending Agents

Protective or hydrophilic colloids, such as gelatin,
natural gums, and cellulosic derivatives, that are
adsorbed on insoluble particles, increase the strength
of the hydration layer formed around suspended parti-
cles through hydrogen bonding and molecular interac-
tion. Because these agents do not reduce surface and
interfacial tension, they function best in the presence
of a wetting agent. Many of these agents are protective
colloids in low concentration (<0.1%) and viscosity
builders in higher concentrations (>0.1%). Suspending
agents commonly used in pharmaceutical suspensions
include:

� Cellulosics: sodium carboxymethylcellulose, micro-
crystalline cellulose (including coprecipitates and
blends of the two), hydroxyethylcellulose, hydroxy-
propyl cellulose, hydroxypropyl methylcellulose,
methylcellulose, starch, sodium starch glycolate,
and powdered cellulose

� Clays: attapulgite, bentonite, magnesium aluminum
silicate, kaolin, silicon dioxides

� Gums: acacia, agar, algins, carrageenan, guar,
pectin, tragacanth, xanthan

� Polymers: carbomers, polyvinyl alcohol, povidone,
polyethylene oxide

� Sugars: dextrin, maltitol, sucrose
� Others: aluminum monostearate, emulsifying waxes,

gelatin

The other agents used in pharmaceutical suspen-
sions (pH control agents, buffers, osmotic agents,
stabilizers, vehicles, colorants, flavors, fragrances, and
preservatives to control microbial growth) are not
discussed in this article.

STERILE SUSPENSIONS

Sterile suspensions (injectable and ophthalmic) have
characteristics that are not commonly shared by other
suspension systems, such as ease of resuspension, drain-
age, absence of foreign particulate matter and pyrogens,
and syringeability in the case of injectable suspensions.

The preparation of a sterile suspension is a difficult
manufacturing procedure. It requires strict attention
to detail during the final recrystallization of the active
drug substance, size reduction, and sterilization of
the active drug substance and the suspending vehicle,
aseptic wetting of the sterile drug powder with a por-
tion of the sterile vehicle, aseptic dispersion and milling
of the bulk sterile suspension, and aseptic filling of the
finished suspension into sterile containers.

Various procedures for the manufacture of sterile
suspensions have been reported by Akers et al.[12],
Grimes,[13] and Portnoff.[14] At present, there is no phar-
maceutically acceptable chemical agent that can be
added to the finished suspension to make it both sterile
and safe. Therefore, an elaborate program of sterility
checks at critical phases of the operation is required.

An important property of a good parenteral sus-
pension is syringeability; the ability of a parenteral
solution or suspension to pass easily through a
hypodermic needle, especially during the transfer of
a product from vial to hypodermic syringe prior to
injection. Increases in vehicle viscosity, vehicle density,
and size and concentration of suspended particles
make the transfer more difficult.

The most important of these features is probably
viscosity. Fortunately, in the case of parenteral suspen-
sions, viscosity is the easiest parameter to control.
The preparation of a stable floc contributes little to
the overall viscosity of the system (the so-called Ein-
stein relationship) and does not adversely influence syr-
ingeability. Although the individual particles are held
loosely together in large multiple aggregates, they are
easily broken up and reformed during the passage
from vial to syringe and syringe to injection site.
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Drainage, or the ability of the suspension to break
cleanly away from the inner walls of the primary
container-closure system, is another important charac-
teristics of a well-formulated parenteral suspension.
Deflocculated to flocculated systems show this pro-
perty, whereas overflocculated systems show some
degree of poor drainage, also called ‘‘buttermilk
appearance,’’ a term that aptly describes this unsightly
condition. Silicone coated containers, vials and plugs
with dimethicone improve drainage and help reverse
the tendency toward poor drainage by slightly over-
flocculated systems.

Resuspendability, or the ability to distribute settled
particles with a minimum of shaking, is an important
characteristic of parenteral suspensions. Stable, floccu-
lated parenteral suspensions that have been undisturbed
for long periods of storage time are easily resuspended.

COSMETIC SUSPENSIONS

Cosmetic suspensions are available in two types. The
first comprises pigmented products that are suspended
in essentially aqueous vehicles (liquid makeup, eye-
liners, mascara, and blusher). These products have a
high solids content, high density, impalpable powders,
and pigments permanently suspended in a primary oil-
in-water emulsion-type base or a complex system of
hydrophilic cellulose derivatives, clays, and/or poly-
meric film formers, in which the gelling and suspending
properties of the vehicle often are reinforced by a small
amount of a Bingham-type plastic such as carbomer.

The second type comprises pigment-containing nail
enamels. The coloring tints, pigments, pearls, and lakes
are suspended with the aid of an organophilic, thixo-
tropic gellant, such as stearalkonium hectorite in a
non-aqueous vehicle, containing butyl acetate, ethyl
acetate, and isopropyl alcohol solvents in which the
primary plasticized nitrocellulose and toluene sulfon-
amide—formaldehyde resin film formers are dissolved.
Nail enamel is an excellent example of a permanent
suspension in a non-aqueous vehicle.

TEST METHODS FOR PHARMACEUTICAL
SUSPENSIONS

Tingstad[15] reviewed test methods for determining
the physical stability of pharmaceutical suspensions.
The procedures outlined are designed to determine
the state of flocculation of a formulation. Because
there is more than one method of preparing stable sus-
pensions, the following test methods and performance
criteria were found useful for determining the stability
of both flocculated and dispersed systems.

Appearance

The appearance in a graduated glass cylinder or trans-
parent glass container is noted. The following ques-
tions were addressed: At equilibrium, is the color and
appearance of the sediment uniform? Are there breaks
or air pockets in the sediment? Is the residual drainage
above the sediment uniform and minimal, or is there
coagulated material adhering to the inside walls of
the container?

Photomicroscopic Examination

The microscope can be used to estimate and detect
changes in particle size distribution and crystal shape.
Its usefulness can be enhanced by attaching a Polaroid-
type camera to the microscope to permit rapid pro-
cessing of photomicrographs (Fig. 4). These can be
used, for example, to distinguish between flocculated
and non-flocculated particles and to determine changes
in the physical properties and stability. Sufficient fields
and samples should be examined to make these deter-
minations. Dilutions for microscopic examination
should be made with supernatant external phase rather
than with purified water. Individual particle size distri-
butions can be accurately determined, using suitable
electron instrumentation, for example, a Coulter
Multisizer II (an electrical sensing zone instrument
from Coulter Scientific Instruments, Hialeah, FL) or
the Elzone 280 PC systems (Particle Data, Elmhurst,
IL). General methods for particle size analysis are
given in Fig. 5.

Color, Odor, and Taste

These characteristics are especially important in orally
administered suspensions. Variation in color often

Fig. 4 Photomicrograph of a flocculated steroid suspension.
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indicates poor distribution and/or differences in par-
ticle size. Variations in taste, especially of active consti-
tuents, can often be attributed to changes in particle
size, crystal habit, and subsequent particle dissolution.
Changes in color, odor, and taste can also indicate
chemical instability.

Sedimentation Rate, Sediment Volume,
and Resuspendability

Simple, inexpensive, graduated cylinders (100–
1000 mL) are useful for determining the physical stab-
ility of suspensions. They can be used to determine
the settling rates of flocculated and non-flocculated
suspensions and the sediment height at equilibrium.
The falling height of the liquid—sediment interface
of the suspension is determined as a function of time,
and the sedimentation rate test is repeated periodically
during storage. The sediment volume at equilibrium
should be sufficiently large to support uniform resus-
pension with gentle agitation. The equilibrium sedi-
ment volume should be similar and reproducible
batch after batch.

Volumetric graduated cylinders are used to deter-
mine the ‘‘F’’ or flocculation ratio, a value that repre-
sents the ratio of the sediment volume to the original
suspension volume at a given time. It is used to mea-
sure the relative degree of flocculation and physical
stability of suspensions. A sufficiently wide graduated
cylinder should be used to overcome the ‘‘wall effect’’
which often influences the settling rate and equilibrium
sediment volume of flocculated suspensions. Small
graduated cylinders have a tendency to support sus-
pensions because of the adhesive forces acting between
the inner surface of the container and the suspended
particles.

Viscosity

A Brookfield viscometer with a helipath attachment
(Stoughton, MA) is a useful rheological instrument
for measuring the settling behavior and structure of
pharmaceutical suspensions and for characterizing
the properties and stability of flocculated suspensions.
The viscometer should be properly calibrated to mea-
sure the apparent viscosity of the suspension at equilib-
rium at a given temperature to establish suspension
reproducibility. Apparent viscosity, like pH, is an
exponential term, and therefore the log-apparent vis-
cosity is an appropriate way of reporting the results.

Density

Specific gravity or density of the suspension is an
important parameter. A decrease in density often indi-
cates the presence of entrapped air within the structure
of the suspension. Density measurements at a given
temperature should be made using well-mixed, uniform
suspensions; precision hydrometers facilitate such
measurements.

pH Value

The pH value of aqueous suspensions should be taken
at a given temperature and only after settling equilib-
rium has been reached, to minimize ‘‘pH drift’’ and
electrode surface coating with suspended particles.
Electrolyte should not be added to the external phase of
the suspension to stabilize the pH, because neutral elec-
trolytes disturb the physical stability of the suspension.

Freeze—Thaw Cycling

This is a useful guide to the physical stability of sus-
pensions. If freeze—thaw cycling or elevated tempera-
ture exposures are chosen for physical stability testing,
companion samples of a closely related marketed sus-
pension should be included in the testing protocol for
comparison purpose because pharmaceutical suspen-
sions are not normally designed to withstand tempera-
ture extremes during storage (15–30�C optimum).

Drug Content Uniformity

This important testing procedure is best performed using
either ‘‘unit of use’’ volume (e.g., 5 mL of oral liquid or a
spray actuation of an oral inhalation product) or sam-
pling from a well-mixed dispensing container from the
top, middle, and bottom of the suspension.

Screening

Aided sifting

Sedimentation by gravitation

Sedimentation by centrifugal force
Optical methods using visible light

Electronic optical methods

Coulter
counter

10–1 101 102 103 104 1051

Particle size in microns

Fig. 5 General methods for particle size analysis.
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Dissolution Testing

This technique[16] is still evolving. The favored approach
at present is to submerge a small, known amount of
suspension inside a secured Durapore (polyvinylidene
fluoride) membrane pouch (Millipore Products,
Bedford, MA) of suitable porosity in ‘‘teabag’’ fashion
in a suitable dissolution medium using the USP Method
1 Paddle Apparatus.[17] Optimization of experimental
conditions (rate of agitation, volume and type of
medium, temperature, etc.) must be established to
achieve reproducible results.

Particle Size Measurement

Recently,[18–20] with respect to the importance of
particle size distribution in terms of particle character-
ization and product physical stability testing, there has
been interest in newer light-scattering methods for
particle detection called photon correlation spectro-
scopy (PCS). PCS methods can be applied to both
micro-and nanosuspensions.

The information thus obtained from the use of such
equipment includes mean particle size, particle size dis-
tribution, particle concentration, molecular weight esti-
mation, polydispersity, particle shape, hydrodynamic
interactions, and aggregation mechanisms.

In addition,[21] there are several experimental options
available for particle size measurement alone. They
include single particle optical sensing (SPOS), laser
diffraction (LD), and ultrasound attenuation (UA).

Other Procedures

Assays for potency, preservative effectiveness, com-
patibility with primary container-closure system, off-
torque, simulated use testing, etc., should be handled
in a manner similar to that used for conventional
liquid solutions, with the provision that the container
is well-mixed prior to sampling.

NANOSUSPENSIONS

Pharmaceutical nanosuspensions[22] are usually very
finely dispersed solid drug particles in an aqueous
vehicle for either oral and topical use or for parenteral
and pulmonary administration. The key difference
from conventional suspensions is that the particle size
distribution of the solid particles in nanosuspensions
is usually less than 1 mm, with an average particle size
range between 200 and 600 nm.

The techniques used for preparing nanoparticles are
similar to those used to prepare more conventional
drug particles and include controlled precipitation,
ball milling using glass or zirconium oxide pearls, and
high-pressure homogenization.

Nanosuspensions can be sterilized for parenteral
use by using conventional steam sterilization in an
autoclave, g-irradiation, or membrane microfiltration
in certain situations.

The key to long-term physical stability of aqueous
nanosuspensions is the selection of a suitable water-
soluble surfactant or polymer as an external particle
stabilizer to prevent particle growth. Several potential
stabilizers are lecithin, phospholipids, poloxamers,
and polysorbates.

The physical stability of nanosuspensions may be
monitored with the use of electron microscopic analysis.

The major advantage of pharmaceutical nanosus-
pensions is their ability to increase the in vivo absorp-
tion of highly–water-insoluble drugs by dramatically
reduced particle size.
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Tablet Compression: Machine Theory, Design,
and Process Troubleshooting

Michael J. Bogda
Barr Laboratories, Inc., Woodcliff Lake, New Jersey, U.S.A.

INTRODUCTION

The most common method of drug delivery is the oral
solid dosage form, of which tablets and capsules are
predominant. The tablet is more widely accepted and
used compared to capsules for a number of reasons,
such as cost, tamper resistance, ease of handling and
packaging, ease of identification, and manufacturing
efficiency. Over the past several years, the issue of
tamper resistance has resulted in the conversion of most
over-the-counter drugs from capsules to predominantly
all tablets.

Pharmaceutical products have been manufactured
into compressed tablets for many years. During the
1950s, much research was devoted to the physics of
compression.[1,2] Since that time, the pharmaceutical
industry has attained a much greater understanding
of the compression process, which resulted in the
development of more robust pharmaceutical formula-
tions.[3–5] This has been achieved by the use of
instrumented tablet presses and sophisticated data col-
lection systems combined with the development of
mathematical models.

During this time, a significant portion of the devel-
opment work has been conducted on older equipment,
which has been retrofitted to measure compression
and ejection-force signals. Recent advances in the
design of tablet compression equipment has resulted
in higher-efficiency machines designed to optimize
compression efficiency, minimize tablet weight vari-
ation, and provide greater flexibility, allowing the pro-
duction of a greater range of products. However, the
modern sophisticated machines still employ the same
general concepts of operation: die fill, tablet com-
pression, tablet ejection, and tablet scrape-off. There-
fore, studies conducted on older equipment designed
to evaluate the compression characteristics of mate-
rials, can offer significant insight into material behavior.
However, modern machines provide greater accuracy
and efficiency as follows:

� Improved material feed systems.
� Improved cam design and material of construction.
� Multistage compression.
� Isolated design for quick cleaning and changeover.

� Improved force-measurement techniques.
� Introduction of electronics to provide force control.
� Integration of on-line weight, thickness, and hard-

ness test units providing weight feedback control
to the force control unit, and

� High-speed single-tablet sorting to reject out-of-
specification tablets.

Therefore, optimal product development can
typically be performed on these machines that offer
improved compression designs and material feed
systems.

This article provides the basic information neces-
sary to understand the general process of tablet forma-
tion. General machine design characteristics and tablet
press nomenclature are presented. Tablet press control
systems and process automation are discussed,
followed by process and product troubleshooting on
tablet compression equipment.

THE PROCESS OF TABLET FORMATION

The quality of a compressed tablet is determined by
material fill characteristics and compression behavior.
During compression, the rate at which tablets can be
produced can be limited due to non-uniform material
fill characteristics. Pending successful and reproducible
material fill (die fill), the powder mass must form a
coherent compact that stays intact upon ejection out
of the die. Therefore, tablet press performance can be
limited due to poor fill characteristics and/or poor
compression behavior.

Die fill characteristics depend upon material flow
properties that are primarily affected by particle size
and shape. Additionally, high interparticle friction
can have a detrimental effect on die fill characteristics
due to powder bridging and non-uniform flow charac-
teristics. A non-uniform particle size distribution may
also lead to material segregation resulting in unifor-
mity problems. Tablet presses employ volumetric filling
of the material into the die cavity. Most high-speed
tablet presses are equipped with force feeders, which
use rotating paddles to promote uniform die fill char-
acteristics. For certain materials, attention must be

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100200019
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 3611



Tablet– Tablet

paid to ensure that the action of the power feeder does
not cause overmixing or segregation of the material.

Upon proper die fill, one must consider whether the
material will form a tablet. The tableting characteris-
tics of powders depend on the viscoelastic properties
of the material. The process of compaction has been
defined as ‘‘the compression and consolidation of
a two-phase system due to an applied load.’’[6] The
quality of the compact depends on the compression
and consolidation of the powder mass, decompression
of the compact, ejection from the die, and subsequent
scrape-off from the lower punch. A schematic rep-
resentation of the compression process is shown in
Fig. 1. Because these viscoelastic properties are time
dependent, both the magnitude and the rate of appli-
cation (and release) of the compression force affect
tablet quality.

Compression and Consolidation

During compression, the bulk volume of the material is
reduced, resulting in the displacement of the gaseous
phase (air).[6] Further increasing the force leads to par-
ticle deformation and rearrangement. At this point, the
three principal modes of deformation are as follows:

1. Elastic deformation: A spontaneously reversi-
ble deformation of the compact in which, upon
removal of the load, the powder mass reverts
back to its original form. Most materials
undergo elastic deformation to some extent.
Compression of rubber would be by elastic
deformation.

2. Plastic deformation: After exceeding the
elastic limit of the material (yield point), the

deformation may become plastic, that is, the
particles undergo viscous flow. This is the pre-
dominant mechanism when the shear strength
between the particles is less than the tensile
or breaking strength. Plastic deformation is a
time-dependent process.

3. Brittle fracture: Upon exceeding the elastic
limit of the material (yield point), the particles
undergo brittle fracture if the shear strength
between the particles is greater than the tensile
or breaking strength. Under these conditions,
the larger particles are sheared and broken into
smaller particles.

The compression process includes these three
mechanisms. The individual characteristics of the
material under investigation determine the extent to
which each is active. Since some of these deformation
characteristics are time-dependent, machine character-
istics can have a major effect on tableting performance.
These characteristics determine the rate of force appli-
cation, dwell time (i.e., the time of maximum com-
pression force, which depends on the punch head flat
diameter and the tangential velocity), and the rate of
decompression (Fig. 1).

Typically for materials that undergo plastic defor-
mation, as machine speed is increased there is less time
for stress relaxation. Under these conditions, the
tablets may cap and laminate. However, capping and
lamination can be eliminated or minimized by slowing
down the compression process (reducing the machine
speed), lowering the rate of force application (larger
compression roller diameter), or increasing the time
of compression (multistage compression).

The final tablet properties are also affected by the
consolidation (i.e., bonding) mechanisms of the
powder which is influenced by its chemical nature,
the surface area of the contact points, contamination
(including film coatings such as magnesium stearate),
and interparticle distance. The predominant consoli-
dation mechanisms are listed below:[7–10]

� Mechanical theory: As the particles undergo
deformation, the particle boundaries intertwine to
form mechanical bonds.

� Intermolecular forces theory: van der Waals forces
bond the molecules together at the newly sheared
surfaces of the particle boundaries. Microcrystalline
cellulose is believed to undergo significant hydrogen
bonding during tablet compression.[11]

� Liquid-surface film theory: Thin liquid films form
which bond the particles together at the particle
surface. The energy of compression produces
melting or solution at the particle interface followed
by subsequent solidification or crystallization thus
resulting in the formation of bonded surfaces.
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Time

Ejection Scrape-off

Fig. 1 The compression process.
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Due to the applied pressure, the particles may melt
or dissolve. As the pressure is released, solidification
and crystallization occur.

The intermolecular forces theory and the liquid-
surface film theory are believed to be the major
bonding mechanisms in tablet compression. Many
pharmaceutical formulations require a certain level of
residual moisture to produce high quality tablets. The
role of moisture in the tableting process is supported
by the liquid-surface film theory.

During tablet formation, as load is applied to the
powder mass, plastic deformation and brittle fracture
create clean surfaces that are brought in intimate con-
tact by the applied load. These surfaces bond together
by a number of mechanisms such as those listed earlier.
Plastic deformation is believed to create the greatest
number of clean surfaces. Because it is time-dependent,
higher rates of force application should lead to the for-
mation of less new clean surfaces, resulting in weaker
tablets. Additionally, because tablet formation is
dependent upon the formation of clean new surfaces,
high concentrations or overmixing of materials that
form weak bonds result in weak tablets. Magnesium
stearate, for example, forms weak bonds and easily
wets surfaces. Therefore, overlubrication or overmix-
ing of magnesium stearate may lead to weak tablets.

Fragmentation (the creation of new clean surfaces)
continues at the same time at which bonding and den-
sification occur. A high quality tablet can be formed
only when the process of bonding and densification
exceeds fragmentation. The rates at which these func-
tions occur are dependent upon the rate at which the
forces are applied.

During compression, the powder compact typically
undergoes a temperature increase,[12,13] which depends
on frictional effects that are dependent, in turn, on the
specific material characteristics, the lubrication efficiency,
the magnitude and rate of application of the compression
forces, and the machine speed. Typical temperature
increases are between 4 and 30�C.[14] As the tablet tem-
perature rises, stress relaxation and plasticity increase,
while the elasticity decreases and strong tablets are
formed.[15] Therefore, compression of material, at ele-
vated temperature with increased ductility should result
in stronger tablets.

It is believed that under certain conditions precom-
pression is beneficial because it helps to remove
entrapped air[16] and extends dwell time, thereby
increasing the degree of stress relaxation and plastic
deformation[17] as well as the number of bonds, thus
increasing tablet strength. Additionally, by extending
the time of compression, precompression may provide
a gradual loading and unloading of force. However,
recent studies[18] suggest that a high level of precom-
pression (higher than that of the main compression)

may improve the tableting characteristics more than
conventional tableting where main compression
exceeds precompression. It is theorized that this effect
is due to the high initial compression force that raises
the tablet temperature, thereby increasing ductility
and allowing greater plastic deformation. Application
of the lower second compression force increases the
formation of particle–particle bonds while minimizing
particle-bond rupture, resulting in stronger tablets.

Decompression

After the compression and consolidation of the powder
in the die, the formed compact must be capable of
withstanding the stresses encountered during decom-
pression and tablet ejection.[19] The rate at which the
force is removed (dependent on the compression roller
diameter and the machine speed) can have a significant
effect on tablet quality. The same deformation charac-
teristics that come into play during compression play a
role during decompression.

After application of the maximum compression
force, the tablet undergoes elastic recovery. While the
tablet is constrained in the die, elastic recovery occurs
only in the axial direction. If the rate and degree of
elastic recovery are high, the tablet may cap or lami-
nate in the die due to rapid expansion in the radial
direction only. If the tablet undergoes brittle fracture
during decompression, the compact may form
failure plains due to the fracturing of the surfaces.
Tablets that do not cap or laminate are able to relieve
the developed stresses by plastic deformation. Since
plastic deformation is time-dependent, stress relaxation
is also time-dependent. Therefore, tablet fracture is
affected by rates of decompression (machine speed)
since the compact may not have sufficient time to
relieve the internal stresses created during decom-
pression. Formulations which contain significant con-
centrations of microcrystalline cellulose typically
form good compacts due to its plastic deformation
properties. However, if the machine speed and the
rate of tablet compression are significantly increased,
these formulations exhibit capping and lamination
tendencies.

The rate of decompression can also have an effect
on the ability of the compacts to consolidate (form
bonds). Based on the liquid-surface film theory, the
rate of crystallization or solidification should have an
effect on the strength of the bonded surfaces. The rate
of crystallization is affected by the pressure (and the
rate at which the pressure is removed). High decom-
pression rates should result in high rates of crystalliza-
tion. Typically, slower crystallization rates result in
stronger crystals. Therefore, if bonding occurs by these
mechanisms, lower machine speeds (lower rates of
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decompression and crystallization) should result in
stronger tablets.

Ejection

After decompression, the tablet remains in the die until
it is ejected. During this time, a residual die wall force
is exerted by the tablet on the die wall. Tablet ejection
is defined by three stages:[6]

1. The initial ejection peak force required to break
the tablet adhesion to the die wall. This force is
the highest force encountered during ejection
and occurs over a very short period of time.

2. The force required to push the tablet up the die
wall, which is typically lower than the ejection
peak force. However, inadequate lubrication
or damaged dies may result in slip-stick behav-
ior where the tablet continues to adhere and
break adhesions to the die wall surface. These
conditions typically result in tablet failure.

3. Declining forces as the tablet emerges from the die.

Inadequate lubrication typically results in high ejec-
tion forces and possibly tablet failure. Ejection forces
below 200 N are optimal, although forces up to
400 N are common. Ejection forces ranging between
400 and 800 N are considered high. Forces exceeding
800 N result in excessive heat build-up and could lead
to machine damage and product failure. Inadequate
lubrication can also result in striations along the tablet
side wall, and picking and sticking.

Tablets that undergo significant elastic recovery
upon decompression may exhibit capping upon ejec-
tion out of the die. Under these circumstances, the tab-
let builds up significant stress while in the die, which
can only be relieved in the axial direction. As the tablet
emerges from the die, its top portion can expand in
both the radial and axial directions while the portion
remaining in the die is confined. Shear stresses develop
along the edge of the die and result in tablet failure.

Scrape-Off

Tablet scrape-off occurs immediately after ejection.
Fig. 2 illustrates a tablet stripper on a rotary tablet
press. Typical forces during tablet scrape-off are 2 N
or less. Scrape-off forces of 6 N or higher result in
tablets sticking to the lower punches and subsequently
picking or, under extreme circumstances, shearing the
bottom of the tablet. Frequently, shearing of the lower
portions of the tablet due to scrape-off problems is
mistaken for capping. However, this can be easily
distinguished by examining the lower punches and
rotating the press manually.

At high machine speeds, scrape-off problems may
be encountered due to tablets backing up at the point
of discharge. Under many circumstances, specially
modified tablet strippers have proven to be beneficial
for shaped tablets by discharging the tablets off the
die table as quickly as possible (Fig. 2).

ROTARY TABLET PRESS DESIGN

Pharmaceutical tablets are generally produced on
rotary tablet presses (Fig. 3), where upper and lower
punches reside in the upper and lower turret, respect-
ively. The dies are inserted in the die table and secured
by die lock screws. The upper and lower turret and the
die table are precisely aligned. The movement of the

Standard Stripper

Modified
Stripper

Fig. 2 Tablet stripper.

Direction of Rotation

Recirculation
Channel

Excess
Material
Stripper

Die Table

Feed Frame

Tablet
Stripper

Fig. 3 Rotary tablet press (top view).
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punches is controlled by cam tracks and compression
rollers. As the entire assembly rotates, the upper and
lower punches move along the cam tracks to accomplish
die fill, tablet compression, ejection, and scrape-off.

Tablet Compression

Tablet compression can be separated into the two dis-
tinct yet equally important phases of die fill-weight
adjustment and tablet formation as shown in Fig. 4.
As die fill begins, the lower punch face is initially flush
with the die table surface as the lower punch enters the
overfill cam at the entry of the feeder. The lower punch
travels under the feeder and is pulled down by the
overfill cam. At this point the lower punch has passed
through approximately 50% of the feeder and the die
cavity contains more material than required.

After overfilling the die cavity, the lower punch is
adjusted to a constant height as it passes into the
weight-regulation unit. The constant height, known
as the fill depth, is measured as the distance between
the lower punch face and the die table surface. Since
die fill is volumetric, the constant height of the lower
punch in the weight-regulation unit provides a constant
volume of material. Therefore, the fill depth is affected
by the density of the granulation. Variation of granu-
lation density between batches results in different fill

depths, whereas variable granulation density within a
batch results in fluctuating fill depth requirements.

As the lower punch passes from the fill cam to the
weight-regulation cam, the excess material is pushed
back into the feeder and scraped off at the top of the
die table by the excess material stripper and directed
into a recirculation channel. On many modern presses,
the lower punch is lowered by approximately 2–4 mm
relative to the top of the die table after the excess
material stripper. This lowers the material away
from the top of the die table, minimizing uncontrolled
loss as the upper punch enters into the die cavity
after scrape-off. Under these circumstances the upper
punch does not contact the top of the material until
it enters into the die, minimizing material loss and
weight variation. Additionally, lowering the slug of
material away from the die table surface reduces
material loss due to the centrifugal force of the rotating
die table.

Overfilling of the die cavity is necessary to achieve
uniform tablet weights and to optimize machine run-
ning conditions. However, at times excessive overfilling
can lead to other problems such as excessive wear for
abrasive raw materials, particle size reduction for fri-
able granulations, material segregation, and overmix-
ing of lubricant. Therefore, the effect of different
machine running conditions must be evaluated for
each different product separately.

Start of
 Cycle

Fill
Cam

Direction of Rotation

Die
Fill

Position

Weight
Adjustment

Position

Weight
Regulation

Unit

Precompression
Main

Compression

Ejection
Cam

Ejection
and

Scrape-Off
Position

Fig. 4 Rotary press (sequences of compression).
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The material that is directed into the recirculation
channel is subsequently introduced back into the
feeder at the tablet stripper or at the inside edge of
the feeder. It is worth noting that the paddle in the fee-
der at the point of material entry rotates in the
opposite direction as the turret to aid in die fill and
induce flow back into the feeder.

Frequently the maximum machine speed may
depend on die fill characteristics due to excess tablet
weight variation at high machine speeds. However,
because the compression characteristics of most phar-
maceutical products exhibit viscoelastic properties,
the press speed may also have a major effect on the
compressibility of the material. For this reason,
the zability to compress a tablet adequately is often
the overriding factor to consider in tablet compression.

The process of tablet formation begins as the upper
punch is lowered directly into the die cavity after the
excess material stripper. As mentioned previously, it
is advantageous if the slug of material is lower than
the die table surface as the upper punch enters to mini-
mize uncontrolled material loss and weight variation.
After the upper punch enters into the die, the upper
and lower punches begin to move toward each other
as the punches ride along cam tracks toward the pre-
compression rollers. At the precompression stage, the
initial (and typically the lower) compression force is
applied. Traditionally, tablet presses were equipped
to apply a 20 kN maximum precompression force using
relatively small compression rollers (approximately
100-mm (4-in.) diameter rollers). However, to improve
flexibility, many modern rotary tablet presses are
equipped with identical precompression and main
compression force capabilities, allowing the application
of 80–100 kN forces using 250–300-mm-diameter com-
pression rollers.

After application of the precompression force, the
punches move toward the main compression rollers
where the final (main) force is applied. As the punches
impact the rollers, the compression force increases
until the punch head flat is tangent to the compression
roller and maximum force is applied (Fig. 1). The
applied compression force is a measured value and
depends on the distance between the punches and the
quantity of material in the die. After main com-
pression, the upper punch is pulled out of the die cavity
while the lower punch impacts the ejection cam to
begin the ejection process. As the die table continues
to rotate, the lower punch raises the tablet out of the
die cavity to eject the tablet to the point of scrape-off.

Press Design and Layout

Modern rotary tablet presses are typically designed in
separate machine sections (press zones). Typical sections

to provide separation and isolation of the compression
area from the other components are as follows:

� Upper cam section
� Compression section
� Lower cam section
� Lower mechanical section
� Electrical section

With the proper separation of these areas, only the
compression zone is exposed to material, thus reducing
cleaning and change-over time of the tablet press. In
addition to the machine sections, an understanding
of other machine subsystems is necessary, such as the
lubrication system and the diagnostic systems (safety
systems) to achieve optimal machine performance.

Modern rotary tablet presses are either single-sided
or double-sided. A single-sided machine has one feed-
ing station, one set of precompression and main com-
pression rollers, and one discharge station. These
machines produce one tablet per punch station per
die table revolution. A double-sided machine has two
feeding stations, two sets of precompression and main
compression rollers, and two discharge stations, and
produces two tablets per punch station per die table
revolution. The double-sided machine operates identi-
cally to the single-sided machine with the exception
that the excess material from the first feeding station
passes into the second feeding station. A double-sided
machine has a higher output than a single-sided
machine. Its pitch circle diameter is also greater, which
could result in weight uniformity and compressibility
issues.

Bilayer tablet presses employ the same general
design concepts as single-sided machines. Typically, a
double-sided machine can be converted to a bilayer
machine by replacing various cams. The material for
each layer is introduced separately into each feeder
and is removed from the die table to prevent contami-
nation.

Upper cam section

The upper cam section is typically shrouded and sealed
to prevent exposure of material. It consists of the upper
cam track, all upper compression rollers, and all
adjustments to the position of the upper compression
rollers. The primary components of the upper cam sec-
tion are as follows:

1. Upper punch removal/dwell cams: The upper
punches are loaded and removed from the
machine at this location. These cams typically
reside directly above the material feeder. In
many press designs, the upper punch dwell
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cam is designed to measure the tightness of the
upper punches in the turret. A spring loaded
cam designed to raise the upper punch slightly
(1–4 mm) is connected to a proximity sensor.
If the punches are too tight then the spring-
loaded cam falls instead of raising the upper
punches, thus tripping the proximity sensor
and shutting down the machine. In alternative
press designs, the upper punch tightness is mea-
sured in the upper-punch pull-up cam, typically
by a strain gauge measurement of the lifting
force.

2. Upper punch lowering cam: The upper punches
are lowered into the die cavity by the upper-
punch lowering cam. This cam is typically
CAD optimized to minimize the acceleration
and velocity of the upper punch as it enters into
the die cavity. In this way, the upper punch tra-
vels in a smooth and controlled manner as it
enters the die cavity, thus improving weight
uniformity.

3. Upper precompression and main compression
rollers insertion depth adjustments: Insertion
depth for both precompression and main com-
pression is adjusted in the upper cam section.
The insertion depth determines the location of
tablet formation in the die cavity relative to
the top of the die table as shown in Fig. 5. It
is measured as the distance at which the upper
punch enters into the die at the tangent between
the upper punch head and the compression
roller. Insertion depth can be varied between 2
and 6 mm on most machines and is typically
maintained between 3 and 4 mm. For precom-
pression and main compression, the insertion
depth should be maintained at approximately
the same position. On most modern rotary tab-
let presses, the adjustments for precompression
and main compression insertion depth are inde-
pendent. However, on many older designs, the
precompression roller is attached to the main
compression roller assembly and its position is
measured relative to the main compression
roller position. In this way, the ratio of precom-
pression to main compression remains constant
as machine adjustments are made.

4. Upper punch pull-up cam: After compression,
the upper punch enters into the upper-punch
pull-up cam, which removes the upper punch
from the die cavity. This cam provides an excel-
lent location to measure the upper punch pull-
up force that determines the tightness of the
upper punches. Compared to the upper punch
dwell cam, this location has the advantage of
determining the punch tightness not only in
the turret but also in the die cavity. Detection of

tight punches at this location prevents almost all
possibility of machine damage.

5. Cam material of construction: Both the upper
and lower cam sections use cams to guide the
punches while the turret rotates. These cams
are typically made of various materials such as
steel, bronze, or alloy. Most of the cam tracks
in the turret are designed to smoothly guide
the punches. Many modern rotary tablet presses
use polymer composite cams for non-impact
points. These cams have excellent qualities in
that they provide superior abrasion resistance
and have self-lubricating properties minimizing
cam and tool wear, heat generation, and noise,
and ultimately resulting in increased machine
speeds. However, cams that undergo impact
(e.g., ejection cam) and stress (e.g., weight-
regulation cam) require metal construction with
good impact resistance. For this purpose, an
aluminum–bronze alloy provides superior abra-
sion resistance and excellent impact strength.

Compression section

The compression section contains all components that
are exposed to the material, such as the material

Adjustment
of

Insertion Depth

Insertion
Depth

Edge
Thickness

Adjustment
of

Edge Thickness

Fig. 5 Rotary tablet press layout.
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hopper, the feeder, the excess material stripper, the
upper and lower turrets, the die table, and the tablet
stripper. Additionally, the dust-collection shrouds are
located in the compression section. Proper shrouding
of this area ensures that none of the upper and lower
punch heads, compression rollers, and cam tracks are
exposed to material. Proper maintenance and setup
of the compression section is critical for optimal press
performance. The primary components of the com-
pression section are explained in the following section:

Material Hopper. The material hopper is an integral
part of the feeding system as shown in Fig. 6.
Typically, it is capable of holding approximately
5–10 kg of material. Low level sensors are mounted
in the hopper to signal an alarm, shut off the machine
or activate a feeding mechanism to deliver more
material when the product falls below this level. The
material hopper should be symmetrical with steep dis-
charge angles to promote mass flow and prevent funnel
flow (rat holing) in the granulation. The discharge out-
let of the hopper should be as large as possible reach-
ing into the feeder to prevent material bridging.

On many machines the base of the hopper is equipped
with a valve to shut off material flow to the feeder if
necessary. Depending on the nature of the granulation,
the hopper valve can contribute to material bridging.
For materials with very poor flow characteristics, a slide
valve may be preferable to a butterfly valve.

Older generation machines typically employ large
hoppers, but more recent designs offer options to
install only a straight chute in place of a large overhead
hopper. This design minimizes poor flow behavior and
segregation due to funnel flow.

Gravity Feed Frame. Older machines typically employ
gravity feed frames which rely on gravitational and

turret rotational forces to achieve die fill. These feed
frames provide good performance for materials with
good flow properties but are typically limited to slow
machine speeds. On the other hand, gravity feeders
do not agitate the product and impart no energy.
Therefore, they offer advantages for products where
material segregation and overmixing are of concern.
For example, products that are sensitive to overblend-
ing of magnesium stearate (i.e., exhibit capping when
overblended) may exhibit improved compressibility
by using a gravity feeder as opposed to a force feeder.

Force Feeder. Force feeders are typically multichamber
and multipaddle feeders as shown in Fig. 6. These feeders
are critical to allow optimal press performance at high
machine speeds with minimal weight variation. For pro-
ducts with good flow properties, the feeder should move
the material from the overhead hopper to the dies with
minimal mixing. Most force feeders contain two or three
chambers and paddles. The three chamber/paddle sys-
tem typically performs better than the two chamber/
paddle designs. The top paddle and feed chamber are
connected directly to the hopper and move the material
from the overhead hopper to the filling chambers located
directly above the die cavities. The top chamber elimi-
nates the effect of the head pressure on material flow,
thus providing uniform die fill regardless of the quantity
of material in the hopper. Alternate systems offer level
sensors that are designed to provide a constant quantity
of material to the feeding chambers, thus also eliminating
the effect of head pressure on material flow.

The force feeder chambers contain material baffles
that function to prevent the material from randomly
packing in the chambers, which results in non-uniform
fill. Optimal systems provide minimal energy input and
minimal particle mixing while providing uniform fill.
The speed of the paddles can be sychronized with the
die table speed minimizing tablet weight variation. The
appropriate paddle speed can be determined by using a
force-control system that displays the standard deviation
of the compression force. The optimal feeder speed is
determined by adjusting the feeder speed to achieve the
lowest standard deviation in the compression force,
which corresponds to the least weight variation.

A rectangular paddle design is typically used to
minimize powder mixing in the feeder. However, for
materials with poor flow characteristics (bridging in
the hopper) due to interparticle friction, a round (or
wedge) paddle design can improve flow by forcing
interparticle slippage. Under these circumstances,
round paddles provide a mixing effect with possible
impact on uniformity, compressibility, and dissolution.

The feeder height above the die table surface is very
important to minimize product loss and prevent
scaling of low melting materials. The feeder height
is usually maintained between 0.05 and 0.10 mm

Chamber #2

Chamber #1

Chamber #3

Die Cavity

Die Table

Mechanical
Gear Drive

Train

Material Hopper

Low-Level Product Sensor

Variable
Feeder Speed
Adjustment

Fig. 6 Material feeding system.
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(0.002–0.004 in.). Very fine particles may require a
feeder height of 0.025 mm (0.001 in.).

Excess-Material Stripper. The excess-material stripper
is located immediately after the feeding system and
scrapes off the excess material on the die table after
weight adjustment. It is often overlooked during setup
although it is one of the most critical components of
the tablet press. A brass stripper is employed, which
sits flush on the die table under spring tension. The
material is scraped off just before the lowering cam.
The brass stripper directs the excess material into the
recirculation channel. A tail-over-die covers the die
cavity after scrape-off to the point of upper punch
entry. This design minimizes uncontrolled material loss
due to flinging of material out of the die cavity at high
rotational speeds.

Precompression and Main Compression Rollers. After
die fill and scrape-off, the punches rotate to the pre-
compression station where an initial force is applied
to the compact. The tablet is frequently partially
formed during the precompression stage. Sub-
sequently, the upper and lower punches move together
under the main compression rollers where the final tab-
let is formed. The main compression roller is usually
larger than the precompression roller. However, latest
advances suggest that similar sizes for precompression
and main compression rollers with the ability to apply
similar loads may result in optimal tablet formation.
The compression rollers are made of premium tool
steels and are surface hardened.

Because the compression characteristics of powders
are time-dependent (the exact extent of this depen-
dency depends on the primary modes of deformation),
the final tablet properties depend not only on
maximum compression forces but also on the rate at
which these forces (rate of deformation) are applied
and removed. On a rotary tablet press, the rate of
deformation is determined by the tangential velocity
of the punch and the compression roller diameters.
The tangential velocity of the punch is a product of
the press speed and the die table circumference (i.e.,
die table rpm � 3.14 � pitch circle diameter). As
the tangential velocity increases, the rates of com-
pression and decompression increase while the overall
compression time decreases. The roller diameter affects
both the rate of compression and decompression. As
the diameter increases, the rates of compression and
decompression decrease.

Optimal compression efficiency is achieved on
machines that offer multistage compression with high
precompression and main compression force flexibility
(typically 100 kN maximum). The roller diameters should
be as large as possible to provide the lowest possible
rates of compression and decompression. If compression

problems exist, the longest time for compression should
be allowed by running at low press speeds and running
on machines with a small pitch-circle diameter.

As mentioned previously, for certain types of pro-
ducts, precompression at a force level higher than that
of main compression may increase tablet hardness. The
author has found that for materials that primarily
undergo brittle fracture, application of a precompression
force higher than the main compression force can result
in a higher tablet hardness. However, this is typically not
the case for materials with elastic properties (e.g., pro-
ducts prone to capping and lamination) because these
products require gradual application of force to mini-
mize elastic recovery and allow stress relaxation.

Most heavy tonnage machines (80–100 kN capa-
bility for precompression and main compression) have
no mechanical linkage between the upper and lower
compression rollers. Therefore, for these machines,
movement of the upper punch insertion depth does
not result in an equal movement of the lower com-
pression roller position. The compression rollers are
typically mounted to a block assembly that is adjusted
by an eccentric or a vertical slide adjustment (Fig. 5).
An eccentric adjustment typically results in a slight
off-center alignment as the roller moves through all
of its possible positions, whereas a vertical slide adjust-
ment always maintains the roller along the center line.
On older rotary tablet presses the rollers are attached
to a rocker arm with one side fixed to the machine roof
or base. On the upper compression roller, the other
side of the rocker arm is mechanically linked to the
lower roller rocker arm. In this way, adjustment to
insertion depth results in simultaneous adjustment of
both the upper and lower roller positions. As with
the eccentric roller adjustment, rocker arm position
adjustment results in a slight off-center alignment as
the roller moves through all of its possible positions.

Although most rotary tablet presses operate by
maintaining fixed roller positions during compression,
some designs incorporate a compression compensator
system in which the counterforce for compression is
air pressure. This system compresses to a constant
force and allows roller movement when the preset force
is achieved. Under these conditions, potential exists to
increase the time that the force is maintained near
its peak value (approximately 90% of maximum).
Compression to a constant force should theoretically
provide a more uniform tablet hardness and more
uniform dissolution profiles while allowing a greater
variation in tablet thickness.

Tablet Stripper. The tablet stripper scrapes off the
tablets from the lower punch and directs them down
the discharge chute. On high-speed machines, special
attention must be paid to the tablet takeoff to prevent
tablet backup; modifications are necessary for shaped
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tablets, as shown in Fig. 2. On high-speed machines it
is critical to move the tablets off the die table as
quickly as possible. Under some circumstances, reposi-
tioning of the Plexiglas cover on the tablet stripper to
provide minimal clearance between the tablet and the
cover may prevent shingling of tablets. The height of
the lower punch at the point of scrape-off should always
be checked to verify that it is not below the die table
surface. Typically the lower punch should protrude
approximately 1–2 mm from the die table surface at
the point of scrape-off. For deep concave tablets, a pro-
trusion height above 2 mm may be necessary.

Tablet presses equipped with single-tablet rejection
capabilities reject tablets at the point of scrape-off.
Based on the compression force of the punch station,
single tablets are sorted by using a compressed-air
blow off or a mechanical fast gate. On single-sided
machines (36 stations) both systems work well for both
large and small tablets. However, double-sided, high-
speed machines may present difficulties for large
tablets at high press speeds.

Material Recirculation. Material is recirculated from
the center of the turret into the feed frame. Some press
designs include recessed recirculation channels to mini-
mize particle attrition and prevent excess material loss
to the vacuum system. It is critical not to recirculate
too much material because this can result in low pro-
duct yields and can have a detrimental effect on the
powder’s physical properties, which could result in
poor compressibility, uniformity, and final properties
(e.g., reduced dissolution rate).

The point of re-entry of the granulation into the fee-
der corresponds to the location where the lower punch
enters into the fill cam when it is flush with the die table
surface. Therefore, the material from the recirculation
channel is typically the material in contact with the
lower punch face and is the first material to be filled
for each die cavity. The effect of the material in the
recirculation channel should always be evaluated when
compression problems occur, which can be associated
with the lower punch. An example would be a
case where a granulation exhibits picking only on the
lower punch and not routinely on all tablet presses.
Additionally, this granulation is slightly underlubri-
cated, very friable, and undergoes minimal brittle frac-
ture. Previous experiments showed that, as particle size
decreases, ejection force and picking tendencies
increase. It was determined that, for this product,
excessive material recirculation resulted in a reduction
in particle size and an increase in picking tendencies.
However, the picking problem was seen only on the
lower punches because the reduced particle size
material came into direct contact only with the lower
punches. The problem was minimized by reducing
the amount of material in the recirculation channel

and redirecting the material from the recirculation
channel to incorporate it into the bulk of the material
in the feeder, thus preventing it from contacting the
lower punch directly.

Dust Extraction. Adequate dust extraction is neces-
sary to maintain high-speed operation for extended
periods of time. The entire compression area should
be shrouded to minimize dust infiltration into other
press areas. Effective dust extraction minimizes dust
and oil contamination on the surface of the tablets,
which could produce black specs. Insufficient dust
extraction results in excessive material build-up on
the lower and upper punches leading to tight punches.
However, the proper balance of dust extraction with-
out high levels of material loss must be determined.
If the dust extraction level is too high material could
be extracted from the die cavities and the recirculation
channel. Furthermore, the dust extraction systems pre-
ferentially removes the fine particles. Therefore, if the
granulation is a direct-compression blend where the
active constituent is of fine particle size, minimum dust
extraction levels combined with minimal recirculation
may be necessary to prevent a loss of active constitu-
ents (resulting in possible low assay).

Lower cam section

The lower cam section is completely sealed from the
compression section. It houses the lower compression
rollers, the entire lower cam track that guides the lower
punches as the turret rotates, and all adjustments for the
lower precompression and main compression roller
positions. Additionally, any motors necessary for auto-
matic machine adjustment are contained in this section.

Fill Cam. The fill cam is designed to lower the punch
to overfill the die cavity. Lower-punch fill cams are
typically available in a variety of sizes that are changed
depending on the final fill depth as determined by the
weight regulation cam. Press manufacturers rec-
ommend a fill cam in which the weight regulation
cam operates in the approximate center of the fill
cam. Typical fill cams have a range of approximately
10 mm with an increment range of 4 mm (e.g., 0–10,
4–14, 8–18, and 12–22 mm). Special-order or very shal-
low fill cams are also available (e.g., 0–6 mm). Alterna-
tively, some manufacturers offer a greater selection of
cams with a narrower range and lower increment
(e.g., 5.5 mm range with an increment of 2 mm). These
cams should offer greater precision in fill in certain
cases. However, with the narrower range, minor changes
in the granulation density could result in the necessity to
change fill cams throughout the course of the run.

Flexibility in fill cam options offers advantages for
specific problem areas. For example, if a material is
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very abrasive, a shallow fill cam should be chosen to
minimize the amount of material that is removed from
the feeder and subsequently returned to the feeder and
the recirculation channel. A deep fill cam can cause
overpacking of the feeder, which could result in jam-
ming, temperature increases, and overmixing of granu-
lation or lubricant.

Weight Regulation Cam. The lower punch travels
from the fill cam to the weight regulation cam, which
determines the final volume of material that remains
in the die cavity after scrape-off. Proper design and
operation of this unit is essential to ensure uniform
tablet weights. In general, the unit should operate in
a manner to ensure smooth punch travel minimizing
punch chatter as the lower punch is raised to a precise
and constant height.

The weight-regulation unit consists of several criti-
cal components that determine its efficiency of oper-
ation as shown in Fig. 7. The lower punch rides on
the dosing rail that maintains the lower punch at a con-
stant height at the final fill depth. In order to minimize
vertical movement (and subsequently punch chatter)
the head of the lower punch is held tight against the
lower dosing rail by the holding-down cam which is
spring loaded. To ensure that the holding-down cam
is tight against the head of the lower punch, a 1–5 mm
(0.04–0.20 in.) gap should be maintained between this
cam and the lower dosing cam when the lower punch
rests on the dosing cam. During press setup, the fit
can be easily checked by placing a lower punch in the
weight regulation unit and verifying the absence of
vertical movement of the punch. This function is critical
to minimize tablet weight variation at high speeds. On
many press designs, the weight regulation unit contains
a safety cam on its inside.

The lower dosing rail and holding-down cam should
always be made of a tough, abrasion-resistant material;
aluminum–bronze alloy is highly recommended. The
condition of the dosing rail and the holding-down
cam should be checked every 6 months to ensure opti-
mal performance. If significant wear is observed, the
cams should be replaced or, in the case of the holding-
down cam, reworked to provide a tight fit.

As the lower punch leaves the dosing unit, it is pulled
down slightly (approximately 2 mm) by the lowering
cam. Periodically the condition of the lowering cam
should be checked to ensure proper lowering of the
punch in order to minimize weight variation.

Many modern presses are equipped to measure the
tightness of the lower punches. This function is critical
to minimize machine damage as well as cam wear. As
mentioned above, excessive cam wear increases tablet
weight variation. Lower-punch tight sensors are typi-
cally mounted in either of the two locations. The tran-
sition cam from the fill cam to the weight regulation
unit is an ideal location to measure lower punch tight
forces because it is designed to raise the level of the
lower punch to the final dosing height. In addition,
the lowering cam can measure the counterforce to pull-
ing down the lower punch.

Lower Punch Brakes. Most rotary tablet presses are
equipped with lower-punch brakes that are Teflon
tipped and spring loaded to apply constant pressure
to the lower punches. Alternatively, some manufac-
turers apply pressure to a friction belt that provides
resistance on the lower punches. The lower-punch
brakes act as a ‘‘retention’’ system for holding the
lower punches in place during press setup. More
importantly, these systems help to minimize lower-
punch chatter at high press speeds thus minimizing
tablet weight variation. Some press manufacturers
use the lower punch seals to retain the lower punches.

Precompression and Main Compression Rails. The
precompression rail provides the transition support
for the lower punch from the weight regulation unit
to the precompresison roller, while the main com-
pression rail provides the transition support from the
precompression roller to the main compression roller.
The optimal press designs provide positive support with
these cams by ensuring that the lower punch head flat is
always in contact with the rail surface. In this way, there
is no abrupt vertical movement of the lower punch as it
passes to the compression rollers. Vertical movement of
the lower punch before precompression and between
the compression stations can cause the introduction
of air into the bottom of the compact, resulting in cap-
ping at the lower-punch face. Many presses rely on the
lower punch brakes or seals to prevent this type of
movement. Under these conditions, vertical movement

Safety
Rail

Holding
Down Cam

Lower Dosing Cam

Lower Punch
Gapping
(1–5mm)

Fig. 7 Weight regulation unit.
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of the lower punches will gradually occur as these com-
ponents wear causing periodic compression problems.

Adjustment of Lower Precompression and Main Com-
pression Roller Thickness. The position of the lower
compression rollers is adjusted from the lower cam sec-
tion. As shown in Fig. 8, the position of the lower roll-
ers relative to the upper rollers (i.e., insertion depth)
determines the tablet edge thickness. Typically, the
machine-control panel shows edge thickness on the
indicator. However, adjustment of the edge thickness
actually results in adjustment of the lower roller pos-
ition only. For machines that have no mechanical link
between the upper and lower compression rollers, the
tablet edge thickness indication on the control panel
is only valid at the specific insertion depth that was
set during edge thickness calibration. However, for
some of the electronic, fully automated machines, the
machine automatically moves the lower compression
roller during the insertion depth adjustment to main-
tain the same tablet edge thickness.

Ejection Rail. After compression the lower punch
impacts the ejection rail (or on some machines an ejection
roller). Upon impact the tablet is broken free from the die
side wall and begins to move up the die as the machine
rotates. The ejection rail should be made of a tough, abra-
sion resistant material such as aluminum bronze alloy.

Scrape-Off Rail. After riding up the ejection rail, the
lower punch rides on the scrape-off rail to provide a
constant height for tablet scrape-off. The height of the
lower punch scrape-off canbe adjusted to optimize the sin-
gle tablet rejection height or the tablet scrape-off height.

Force Overload System. Most tablet presses are
equipped with force overload systems designed to pre-
vent machine and punch damage. As stated previously,
the compression force is not a set value, rather a
measured value obtained from the fixed punch distance
and the quantity of material in the die. On most tablet
presses, a maximum allowable compression force can
be set. This force setting is actually the counterforce
to the measured compression force. If the compression
force exceeds this counterforce, the compression
assembly will back-off thus reducing the force. Most
tablet presses use a hydraulic, air, or spring-loaded sys-
tem on the lower compression assemblies (both pre-
compression and main compression). In these systems
the hydraulic or spring systems are calibrated to the
measured force in the die and move instantaneously
during an overload condition. Some of the more recent
rotary tablet presses use strain gauges to measure
the actual compression force for force overload
(as opposed to force control). In these systems, the
machine mechanically moves the compression assembly
when the measured force is exceeded. Therefore, since
these systems do not react as quickly as hydraulic, air,
or spring systems they typically include a safety margin
to initiate an overload condition prior to reaching the
actual set value (e.g., 95% of maximum entered value).

Lower mechanical section

The lower mechanical section houses the main drive
motor, the gearbox, the hydraulic pump, the lubri-
cation pump, and the signal wire distribution. Proper
venting and cooling of the lower mechanical section
is essential to prevent machine damage and minimize
heat generation. This section should be equipped with
a cooling system for products that are sensitive to heat
generation (e.g., contain low melting point components
that are prone to picking and sticking).

Electrical section

The electrical section contains all electrical controls
and components (e.g., programmable controllers,
relays, contacts, and fuses), the signal wire distribution,
and the integrated or remote force control systems. On
many machines the electrical section is connected to
the front of the press, thus minimizing space require-
ments. However, modern fully automated machines
use computers that may be sensitive to machine
vibration, dust, and heat. Therefore, these electronics
should be located remotely from the machine.

Lubrication system

Most high speed rotary tablet presses employ automatic
lubrication systems during operation. Effective punch
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Fig. 8 Force versus weight relationship.
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lubrication is essential for the movement of the punches
in the turret, in the cam tracks, and under the com-
pression rollers. Punch-lubrication systems allow high
speed operation over extended periods of time while
minimizing cam and tool wear and reducing heat
generation.

The lubrication pump is typically maintained in the
lower mechanical section and allows variation of both
the lubrication interval and time duration. The quan-
tity of oil delivered is normally determined by the oil
distribution nozzles connected to the distribution
manifolds. The upper punches are usually lubricated
on the punch head flat via a felt pad located in the
upper punch dwell cam or the upper punch lowering
cam. On many modern designs the upper punch barrel
is also lubricated. The punch barrel is lubricated via
radially drilled holes in the turret that transports oil
to the punches by rotational forces, or by overlubricat-
ing the punch neck and allowing gravity to transfer the
oil down the barrel. Because the upper punch shaft has
the greatest area of contact with the upper turret, lubri-
cation of the punch shaft is critical to allow high-speed
operation. Poor lubrication of this area can result in
heat generation and metal expansion, ultimately caus-
ing machine seizure and severe damage.

The lower punches are lubricated at the punch neck.
Oil distribution lines are frequently provided to lubri-
cate both sides of the punch neck. Subsequently, gravi-
tational forces distribute the oil over the head of the
punch. The lower punch barrel is typically lubricated
by radially drilled holes in the turret.

All presses equipped with punch-lubrication systems
require oil and dust seals to prevent oil contamination
in the product and dust contamination in the turret
punch sockets. These seals are normally double lipped,
designed to strip oil on one side and powder on the other.
As mentioned previously, some press designs use the lower
punch seals to retain the lower punches.

Inadequate punch lubrication can lead to excessive
heat generation, which could affect tablet properties.
An example is a granulation that primarily undergoes
elastic and plastic deformation. This product was nor-
mally run on a tablet press without an automatic lubri-
cation system. Production requirements resulted in
batch campaigning. At the beginning of the production
campaign, the punches were lubricated and placed into
the machine. Over the course of the first batch, the pro-
duct was easily maintained within tablet hardness and
thickness specifications. However, as the campaign
transitioned into batches two and three, tablet hard-
ness tended to increase while the thickness remained
constant. Machine adjustments were made to maintain
the hardness and thickness within specification, but in
the end the hardness could not be maintained below
the maximum limit without exceeding the thickness
specification. At this point the machine was inspected

and the lower punches were observed to be warm. They
were removed, cleaned, lubricated, and placed back in
the machine. Upon resuming production, the tablets
returned to their original characteristics. In this case,
the lack of a punch lubrication system combined with
batch campaigning (extended running conditions)
resulted in a temperature increase in the machine.
For this elastic material, the increased temperature
resulted in greater plasticity and more stress relaxation,
improving the compressibility of the product.
Although under many circumstances this effect would
be beneficial, in the present case the improved com-
pressibility resulted in out-of-specification product.
The problem was resolved by removing the punches
after each batch for cleaning and lubrication.

Instrumentation

Modern rotary production tablet presses are typically
equipped to measure precompression and main com-
pression forces. Additionally, measurement and moni-
toring of tablet ejection force can prove to be beneficial
for specific problem products and for production
troubleshooting. However, for most pharmaceutical
products proper product development and optimization
work eliminate the need to instrument a production
machine for ejection force. Rotary tablet presses can
also be equipped to measure both upper punch and
lower punch pull-down forces. These measurements
are primarily made to detect tight-running punches
and are necessary on production machines only if the
machine monitoring system uses direct force measure-
ment for these functions. Tablet scrape-off force can
also be measured, but this is only recommended on
development machines. Scrape-off forces are typically
below 6 N. Therefore, instrumentation of a tablet strip-
per requires highly sensitive instrumentation that is
easily damaged.

Precompression and main compression forces are
normally measured for the upper punches.[20,21] These
forces are typically measured using strain gauges
arranged in a full wheatstone bridge.[22] Strain gauges
are basically resistors applied to the metal surface in
a specific orientation. Under load, the member deflects
and the strain changes the resistance of the gauge. The
change in resistance is proportional to the applied force.
However, due to design differences, some machines
measure the lower compression forces as opposed to
upper compression forces. The compression force should
be measured as close to the compression event as pos-
sible. For the most accurate and reproducible readings,
the strain gauge should be in line with the compression
event as opposed to off center at a remote location. This
is easily accomplished on most rotary tablet presses by
using a shear pin to support the compression rollers.
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However, the pin must not be rotated when the position
of the compression rollers is changed. Therefore, this
system is ideally suited for machines that change roller
position by a vertical slide mechanism as opposed to an
eccentric mechanism. Shear pins are typically custom
manufactured, where quality depends not only on the
pin design but also on the strain gauge receptivity and
arrangement.

Many modern rotary tablet presses use off-the-shelf
load cells for force measurement. These load cells are
highly accurate, durable, and easily replaced and cali-
brated. However, the final accuracy and repeatability
of force measurement in the machine not only depend
on the quality of the load cell, but also on the design of
the compression assembly and the placement of the
load cell within the assembly.

Machines that utilize rocker arms with a mechanical
linkage between the upper and lower compression assem-
blies are normally instrumented by applying a strain
gauge to the upper rocker arm or to the mechanical link-
age connecting the assemblies. The point of strain gauge
application is ‘‘necked-down’’ to increase the sensitivity
of the member. These instrumented members should be
calibrated in the machine to account for the effect of
other machine members on the measured force.

The force measurement system (strain gauges or
load cells) should be calibrated on a yearly basis or
after the compression assembly has been disassembled
for any reason. The calibration should be made in the
machine to assure accuracy. It is typically performed
using a modified punch assembly and a calibrated load
cell that are rotated under the compression roller to
produce a load. The output of the machine force
measurement system is compared to the output of
the calibrated load cell. Many machine manufacturers
use this single-point calibration to modify the strain
gauge factor so that the two outputs are the same at
this load level. Subsequently, different load levels are
tested and the error between the machine force
measurement system and the calibrated load cell is
determined. Alternatively, loads can be applied to the
system ranging from the minimum to maximum com-
pression forces. The outputs from the calibrated load
cell and the machine force measurement system are
recorded and a linear regression is performed on the
data to calculate a new strain gauge factor across the
entire force measurement range. Subsequently, differ-
ent load levels are tested and the error between the
readings is calculated.

PRESS CONTROL AND AUTOMATION

Conventional rotary tablet presses are controlled by
periodically taking tablet samples from the discharge
chute and checking their tablet weight, thickness, and

hardness. If the tablet weight is outside of the estab-
lished control limit, the operator increases or decreases
the weight by adjusting the fill depth (increasing fill
depth increases tablet weight and decreasing fill depth
reduces tablet weight). If either the tablet hardness or
thickness requires adjustment, the operator typically
adjusts the tablet edge thickness on either main com-
pression or precompression. Since there is normally
an inverse relationship between the tablet hardness
and thickness, the operator usually reduces edge thick-
ness to increase tablet hardness (or decrease thickness)
or increases edge thickness to decrease tablet hardness
(or increase thickness).

Force and weight control systems use the same basic
concepts as conventional machines. Force control sys-
tems monitor the tablet compression force and adjust
the fill depth to maintain a constant force. Force con-
trol systems alone compensate for flow and density
variations in the granulation, providing a constant fill
quantity. Weight control systems, on the other hand,
work in conjunction with the force control system as
a secondary control loop and replace the manual func-
tion of the machine operator, periodically removing tab-
let samples to test tablet weight, thickness, and hardness.
If the weight control system indicates that the tablet
weight must be adjusted, the force control setpoint or
the tablet edge thickness is altered resulting in a change
in the fill depth from the force control system.

Force Control

During tablet compression, the distance between the
rollers remains constant unless a machine adjustment
is made to change tablet hardness or thickness.
Additionally, all tooling dimensions (tooling length
and die cavity size) are constant within established
standards. Under these conditions, for a specific
material of uniform density, if the same volume of
material is delivered to each die, the maximum mea-
sured compression force for each punch station is the
same. If, on the other hand, different volumes of
material are delivered to each die, the maximum
measured compression force for each punch station is
different. On this basis, adjustment of fill depth (fill
volume) to maintain a constant compression force
should result in a constant tablet weight. This concept
is the general basis of all rotary tablet press force
control systems.

The force control systems assume a linear relation-
ship between tablet weight and compression force for
a particular granulation, tooling set, and machine tab-
let edge thickness (i.e., distance between compression
rollers). By establishing the relationship between com-
pression force and tablet weight at a specific machine
tablet edge thickness (as shown in Fig. 8), a force
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control system is able to maintain a constant tablet
weight by maintaining a constant compression force.
Additionally, a force control system is capable of
monitoring every compression force and rejecting
tablets when the forces exceed specific established lim-
its (for both average forces and individual forces),
thereby essentially monitoring every tablet weight.

The first step in using a force control system is to
establish the force versus weight relationship to allow
calculation of the appropriate force control set points
which correspond to the desired weight control points.
Table 1 gives example of weight control points and tol-
erance limits for a theoretical product.

The tablet press is initially run at target conditions
to make the product within specifications. For
example, the tablets are made at target conditions of
100 mg at an average compression force of 10 kN.
After establishing this point, the fill depth is adjusted
to either increase or decrease the tablet weight and
the corresponding compression force is measured. In
the present example, the tablet weight was increased
to 103 mg and the average measured compression force
was approximately 13 kN. This procedure should be
repeated for several different tablet weights. The data
are used for regression analysis to calculate the
required force set points that correspond to the weight
control points as shown in Fig. 8 and Table 2.

As an alternative to performing regression analysis,
fill depth can be adjusted to achieve each average
weight requirement and the resultant compression
force can be recorded and set.

During normal production with the force control
system in operation as specified above, the tablet press
will operate to maintain the constant compression
force of 10 kN by adjusting the fill depth (Fig. 9). Most
force control systems do not require the user to input
the upper and lower force control limits for average
compression force that are typically set by the manu-
facturer within tighter tolerances than those demanded
by the weight requirements. The control system typi-
cally calculates the average compression force every
revolution and compares it to the force set point. If
the average measured compression force varies from

the set point of 10 kN (outside of the tolerance set by
the manufacturer) then the force control system adjusts
the fill depth to return the force to 10 kN. If the com-
pression force is outside the average tolerance limits
(below 7 kN or above 13 kN), the machine will shut
down and reject the tablets. This condition should cor-
respond to average tablet weights outside of the
97.0–103.0 mg limits. Typically, the force control sys-
tem is capable of adjusting the fill depth to maintain
the compression force well within the tolerance limits.
However, if the material has poor flow characteristics
and exhibits bridging followed by surging, the system
may be unable to compensate quickly enough to pre-
vent these out of control conditions.

During the entire operation, if any of the individual
measured compression forces goes outside of the indi-
vidual tolerance limits of 5 kN or 15 kN (correspond-
ing to individual tablet weights below 95 mg or above
105 mg), these individual tablets are rejected at the
point of tablet scrape-off. Some machine designs are
not effective at sorting individual tablets reliably and
reject multiple tablets if this condition occurs. For
most machine designs, the user can specify a maximum
number of individual tablets that can be sorted per
punch location or per batch before the machine shuts
down. Exceeding these maximum limits may indicate
a problem punch or excessive weight variation for the
batch, possibly related to a setup problem.

As described, a force control system maintaining a
constant compression force will adequately compen-
sate for variations in granulation density, thus provid-
ing more uniform tablet weights. However, operation
of this system still requires an operator to periodically
check tablet weight, thickness, and hardness. If during
a weight check the operator determines that the aver-
age tablet weight has gone beyond the control limit,
while the average compression force is still being main-
tained at its set point, the operator must take one of
the following actions:

� The system is placed in manual mode (shut-off
force control system) and the tablet weight adjusted
back to target by increasing or decreasing the fill

Table 1 Tablet weight-control points and tolerance limits

Item Description Specification (mg)

UTLWi
Upper tolerance limit of individual tablet weight 105.0

UTLW Upper tolerance limit of average tablet weight 103.0

UCLW Upper control limit of average tablet weight 101.5

TargetW Target of average tablet weight 100.0

LCLW Lower control limit of average tablet weight 98.5

LTLW Lower tolerance limit of average tablet weight 97.0

LTLWi
Lower tolerance limit of individual tablet weight 95.0
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depth as necessary. Once the weight is within
requirements, the force control set point is changed
(and all other limits by the same amount) to the
current value that is displayed and the machine is
returned to the automatic mode.

� While in the automatic mode, the force control set
point is increased or decreased to increase or decrease
the tablet weight, respectively. For example, by
increasing the force set point, the control system
increases fill depth to achieve the higher compression
force requirement thus increasing tablet weight. The
machine is allowed to stabilize and tablet weight is
checked. Adjustments are made until tablet weight
is within specifications.

� While in the automatic mode, the machine tablet
edge thickness is increased or decreased to increase
or decrease the tablet weight, respectively. For
example, by increasing the machine tablet edge
thickness, the measured compression force is
decreased. The force control system will then
increase fill depth to return the compression force
to its previous value thus increasing tablet weight.

Minor changes in the force to weight relationship
over the course of a compression run are common.
These may be due to changes in the compressibility

of the granulation or to changes in the machine over
the course of the run (such as temperature changes).

Tablet presses that use a compression compensator
system, which in turn compress to constant com-
pression forces and allow roller movement, operate
by the same control theories as those presented for
force control. However, these systems measure roller
displacement as opposed to compression force and
relate it to tablet weight.

Weight Control

Weight control, as a secondary control loop to force
control, allows automation of the tableting operation.
The weight control system (Fig. 10) maintains the same
limits as those presented for force control (Fig. 9). The
machine assumes the place of the operator and period-
ically samples the tablet press to determine the tablet
weight. The sampling requirements should be set to
the same interval and number of tablets as those
required for manual operation. Most weight feedback
systems measure individual tablet weights and calcu-
late the average weight for feed back purposes.

In the example given above, it is assumed that the
weight feedback system will measure 10 individual
tablet weights every 15 min. The force control system
is in operation and is maintaining the average com-
pression force at 10 kN. If during each 15 min. check,
the average weight of 10 tablets is within the average

Table 2 Force setpoints

Item Description Specification (kN)

UTLFi
Upper tolerance limit for individual compression force 15.0

UTLF Upper tolerance limit for average compression force 13.0

UCLF Upper control limit for average compression force 11.5

TargetF Target for average compression force 10.0

LCLF Lower control limit for average compression force 8.5

LTLF Lower tolerance limit for average compression force 7.0

LTLFi
Lower tolerance limit for individual compression force 5.0

UTL Fi = 15.0

UTL F = 13.0

LCL F =  8.5

LTL F =  7.0

LTL Fi=  5.0

UCL F = 11.5

Target F = 10.5
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Note 1: Adjustment region corresponds to weight control system. Force adjustment
typically occurs within a very narrow band width as shown in the shaded region.
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Fig. 9 Force control system.

UTLwi = 105.0

LTLwi =   95.0

Individual Reject Region

Individual Reject Region

Shutdown Region

Shutdown Region

Time

Adjustment Region

Adjustment RegionFo
rc

e 
(K

N
)

UTLw = 103.0

UCLw = 101.5

Targetw = 100.0

LCLw =  98.5

LTLw =   97.0

Fig. 10 Weight control system.
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control limits (Fig. 10), no machine adjustments from
the weight control system will be made. Alternatively,
if the average tablet weight goes beyond the average
control limits (above 101.5 mg or below 98.5 mg) the
weight control system will initiate a change in one of
the following ways depending on the machine:

Increase or decrease the force control setpoint to
increase or decrease the tablet weight, respectively.
The new force control set point is calculated by
means of the machine manufacturer’s control
algorithm. Typically after adjustment to the new
force control set point, the weight control system
should resample and verify that the average tablet
weight is now within the average control limits.

Increase or decrease the machine tablet edge thick-
ness to increase or decrease the tablet weight,
respectively. The new machine tablet edge thick-
ness setting is calculated by the manufacturer’s
algorithm. After the new setting has been made
and the fill depth adjusted to maintain constant
compression force, the weight control system
should resample and verify that the average tablet
weight is now within the average control limits.

The weight control systems that change the force
control setpoint result in a change of the compression
force throughout the run with a relatively constant tab-
let thickness. On the other hand, by changing the
machine tablet edge thickness, the compression force
remains relatively constant throughout the run while
the tablet thickness varies. Since these adjustments
are usually relatively small, both methods of machine
adjustment typically produce similar results.

If during any check the average tablet weight
exceeds the average tolerance limits (below 97 mg and
above 103 mg) or an individual tablet exceeds the indi-
vidual tolerance limits (below 95 mg and above
105 mg), the machine will shut off and reject the
tablets. It is important to note that individual tablet
weights exceeding the tolerance limits indicate that
the tablet rejection system is not functioning properly.

Control and Monitoring of
Weight/Thickness/Hardness

Tablet presses equipped to measure tablet weight,
thickness, and hardness use the same concepts for force
and weight control as presented here. These systems
offer the additional flexibility of testing and controlling
both tablet thickness and hardness. However, most
machine manufacturers and tablet manufacturers have
found that additional control of either tablet thickness
or hardness is both difficult and costly. It is cost effec-
tive to only monitor tablet thickness or hardness and

shut-off the machine if tolerance limits are exceeded.
In this way, fully automated operation is possible with-
out operator testing.

TROUBLESHOOTING

A proper understanding of a material’s compression
characteristics combined with a knowledge of tablet
compression equipment allows efficient troubleshoot-
ing of production problems. Although there is no sub-
stitute for a robust granulation, a product can be
optimized by examining all of the different machine
factors that can affect performance. By applying a vari-
ety of the concepts discussed here, a large variety of
processing problems can be eliminated.

Tablet Weight Variation

Excessive tablet weight variation can be caused by a
variety of factors. For many granulations, the inherent
poor flow characteristics of the material may be the rate
limiting step, and simply slowing down the machine may
reduce weight variation. Additionally, optimization of
the feeder paddle speeds to minimize the standard devi-
ation in the compression force should help to minimize
weight variation. If weight variation is excessive, the
following machine components should be examined:

� The tightness of the hold-down cam should be
examined to verify that it is not excessively worn
and is holding the lower punch tight against the
dosing cam. If the previous product resulted in tight
lower punches, premature wear may have occurred
on this cam, causing increased weight variation.

� The condition of the lower punch pull-down cam
should be examined to verify that it is not overly
worn and that it drops the lower punch to pull the
material in the die cavity below the die table surface.

� Both the condition and position of the excess
material stripper should be examined to assure that
it sits snug and level on the die table surface for
complete scrape-off.

� Different types of feeder paddles can be used to
promote flow (e.g., round feeder paddles are used
for materials that exhibit bridging). The feeder
speed should be optimized to minimize force and
weight variation.

� The best fill cam size is that where the fill depth is
centered in its range.

� A minimum amount of material recirculation is
necessary to provide steady flow and fill. Too much
recirculation can result in material back-up and
reduction in the granulation particle size. The recir-
culation channel must be free of obstructions (i.e.,
broken tablets).
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� If large tablets are being produced requiring deep
fill depths, then insertion depth should be increased.
Otherwise, as the punches pass from a deep fill to a
shallow insertion depth, the uncompressed granu-
lation will be pushed out of the die cavity resulting
in material loss.

Product Yield

Product yield can be affected by a number of factors.
Unfortunately, yield problems are not noticed until
after the loss occurs. However, by paying attention to
the following areas during setup, these problems can
be minimized:

� Excessive material loss can be avoided by ensuring
that the excess material stripper is flush against the
die table. Otherwise the material will be sucked into
the dust extraction system.

� The feed frame height should be maintained
between 0.05 and 0.10 mm (0.003–0.004 in.). For very
fine particle size granulation, the clearance should be
reduced to 0.025–0.05 mm (0.001–0.002 in.).

� The fill cam size should be reduced to minimize
overfilling and material recirculation.

� Material in the material recirculation channel
should be maintained at a minimal level. As more
material is recirculated, the likelihood for loss is
greater. The piece guiding the material from the
recirculation channel to the feeder must be properly
positioned.

� If the insertion depth is too shallow relative to the
fill depth, material will be pushed out of the die
and lost to the dust extraction system.

� Excessive feeder speeds cause excess material recir-
culation and increase material loss.

� It may be necessary to reduce press speed. As the
press speed is increased, the turret rotational forces will
sling more material to the outside of the turret from
both the recirculation channel and the die cavity.

Low Hardness

Tablet hardness is affected by many factors. For trou-
bleshooting purposes, it should be determined if the
low hardness is due to capping or non-compressibility.
For formulations that exhibit low hardness without
capping, the following guidelines are helpful:

� For multi-stage compression, a machine should be
equipped for both precompression and main com-
pression with large diameter rollers.

� The ratio of precompression to main compression
should be adjusted. For tablets that exhibit no

capping problems, both precompression and main
compression forces should be maximized.

� Press speed is reduced in order to increase total
compression time.

� Formulations sensitive to lubricant levels may exhi-
bit low hardness due to overmixing in the feeder. If
the formulation contains a significant quantity of
magnesium stearate or there is a shift in particle size
thus extending the lubricant differently, overmixing
can reduce tablet hardness. In this case, the feeder
speed should be reduced to a minimum.

Capping and Lamination

Tablet capping and lamination typically create the
most difficult problems, due to a variety of causes.
Identification of the cause often leads to the solution.
The basic concepts to alleviate these problems center
on minimizing elastic behavior while promoting plastic
deformation. Depending on the exact nature of the
problem, this can be achieved from a formulation per-
spective by modifying the formula to incorporate a
plastically deforming matrix, by adding components
to enhance bonding, or by increasing the moisture
level. Alternatively, from a machine perspective the
following guidelines should be followed:

� The rate of force application should be reduced by
applying the compression force as gradually as
possible. This can be accomplished by lowering
the press speed or using a machine with a small
pitch circle diameter.

� The ratio of precompression to main compression
should be modified with gradual application of
the precompression force followed by main com-
pression. A precompression force that is too high
can be harmful.

� The effect of reducing the compression force should
be evaluated. In many circumstances, overcompres-
sion of a granulation will result in failure.

� A machine with large compression-roller diameters
should be used to minimize the rate of force application.

� Die cavity wear must be investigated and the con-
dition of the die cavities examined. If the dies are
very worn, slip-stick behavior may occur during
tablet ejection resulting in tablet failure.

� Curled/damaged punches promote tablet capping.
Under these conditions the tools should be
reworked or replaced.

Picking and Sticking

Tablet picking and sticking problems are typically
related to formulation issues. However, in small scale
manufacturing these problems do not occur frequently.
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Regardless, once a product is approved, it is difficult to
make significant formulation changes. To minimize these
problems the following areas should be considered:

� Heat of compression: Excessive heat generation
during compression will increase the picking tend-
ency of a low melting material. Use of cooling sys-
tems for the compression section or lower
mechanical section may be helpful.

� Press speed: Lowering press speed and com-
pression force reduces heat generation. Lower press
speeds extend the contact time between the material
and the punch face.

� Precompression force: Elimination of precom-
pression may prevent picking. For example, some
materials pick if the compression force is too low.
Therefore, application of precompression at low
forces may result in tablet picking.

� Tool condition: The condition of press tooling
should always be evaluated when picking occurs.
Polishing the punches and application of various
coatings to the tools may help to eliminate picking
for certain materials.

� Start-up conditions: Start-up should always be
close to optimum conditions to prevent fouling
the punch faces. If maintaining the force above a
minimum is necessary to prevent picking, starting
up near aim conditions of compression force pre-
vents initial picking.

� Tablet stripper: The point of impact of the lower
punches should be repositioned relative to the tablet
stripper. Under many circumstances the stress of impact
on the stripper can cause failure and sticking in logos.

Tablet Jams and Chipping

Tablet jams and chipping at the stripper reduce tablet
quality and may contaminate the feeder resulting in
weight variation. High speed machines typically have
greater problems than slower machines. These prob-
lems are solved by focusing on the tablet stripper and
lower punch ejection height.

� Scrape-off height: For many tablet types (e.g.,
deep concave tablets) the height of the lower punch
at the point of scrape-off must be increased to
ensure that the tablet is removed completely from
the die when it impacts the tablet stripper.

� Modified tablet stripper: For shaped tablets, a
modified tablet stripper that removes the tablets
from the die table quickly prevents tablet back-up
and breakage.

� Height of plastic cover: If the tablets exhibit lay-
ering or shingling, the height of the stripper cover
should be lowered to just accommodate one tablet
between the cover and the die table.

� Tablet stripper: The impact point of the stripper
can cause chipping. Both the height and position
of the tablet stripper must be checked. Damaged
punches must be replaced or repaired.

� Air assist: If tablet jams cannot be eliminated by
modifying the tablet stripper, an air assist blow-
off at the tablet stripper may solve the problem.

� Static eliminator: In the production of lightweight
tablets in a low humidity environment, static electricity
may cause tablet back-up. In this case, installation of a
static eliminator will improve tablet discharge.

CONCLUSIONS

Optimal manufacturing of tablets requires good equip-
ment and materials. The equipment is only a tool to
achieve the final goal of high quality tablets. However,
if the materials have marginal flow and compressibility
problems, machine flexibility allows the production of
the highest quality product possible.
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INTRODUCTION

Near-infrared spectroscopy (NIRS) continues to grow in
importance as a useful analytical technique. It offers
unique potential as a rapid, non-destructive method of
quantitative and qualitative evaluation. NIRS has been
used extensively in the food and agricultural industries
for many years to determine moisture, protein, and starch
content in grains.[1] The pharmaceutical industry has
been cautiously slow to accept NIRS as a commonly used
technique, probably because of the absence of primary
absorption bands. In recent years, an increasing amount
of academic research is being carried out on the theory
behind NIR. The use of NIRS for pharmaceutical
applications has grown owing, in part, to technological
advances in instrumentation and software.

Several reviews[2–7] have been published recently,
attesting to its increasing popularity. Textbooks[8]

relating to pharmaceutical uses of NIRS are becoming
more common. Literature references pertaining to
pharmaceutical uses date back to the early 1980s.[9,10]

However, earlier NIR articles exist and were not taken
seriously by the pharmaceutical industry at the time. In
1966, Sinsheimer and Keuhnelian[11] reported quanti-
tative NIRS work with pharmaceutically active com-
pounds pressed into pellets.

NIRS involves the multidisciplinary approaches of
the analytical chemist, statistician, and computer
programmer. The word chemometrics refers to the
application of mathematical or statistical methods to
measurements made on chemical systems of varying
complexity. Chemometrics is defined[12] as the chemical
discipline that uses mathematical, statistical, and other
methods that apply formal logic to design or select
optimal measurement procedures and experiments, and
to provide maximum relevant chemical information by
analyzing chemical data.

Chemometrics has found widespread use in the
interpretation of analytical data and is relied on for
the development of NIRS methods.

In pharmaceutical applications, NIRS is more often
used as a secondary analytical technique than as a pri-
mary tool. As a secondary method, a reference method
is required to determine the reference component
values that are to be used in the NIR calibration.

The mathematical expression relating the component
property (or properties) to absorbance is called a cali-
bration model (also referred to as an algorithm). Using
sophisticated spectral software, the analyst can corre-
late sample spectra to laboratory data, develop a cali-
bration model, and apply that model to similar, new
samples to predict constituent properties.

THEORY

The NIR region of the electromagnetic spectrum is
from 800 to 2500 nm. The segment from 1100 to
2500, known as the Herschel region,[13] is the range
most often used in the analysis of pharmaceutical pro-
ducts. In the NIR region, the radiation can penetrate
compacted materials such as tablets, providing a vast
amount of spectral information about the sample.

The NIR region of the spectrum contains overtones
and combination bands that are primarily attributed to
hydrogen vibrations (OH, CH, NH). These overtones
and combination bands are much weaker than the fun-
damental vibrations, thus, the molar absorptivities are
much smaller than those of the corresponding infrared
bands. Smaller molar absorptivities allow the use of
undiluted samples and penetration of solid samples
with good results.

There are several notable differences among the
near-infrared region and other infrared regions of the
electromagnetic spectrum. Conventional infrared
instruments usually operate in the near-, mid-, or far-
infrared regions, depending on the energy source and
the detectors used. The wavelength range used for
the NIR is just beyond the visible end of the spectrum
and is referred to in terms of nanometers. Other
regions of the spectrum are referred to in terms of wave
numbers. Thus, the near-infrared region is 14,300–
4000 cm�1, the midinfrared range is 4000–200 cm�1,
and the far infrared is from 200–10 cm�1.

INSTRUMENTATION

NIRS instruments are typically designed as either
transmittance or reflectance, with some allowing the
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user to switch from one to the other. The difference
between the two instrument configurations lies in the
positioning of the sample and the detector(s). In trans-
mittance mode, the sample is placed between the
monochromator and the detector so that the entire
pathlength of the sample is integrated into the measure-
ment. Transmittance measurements require higher
frequency energy (800–1400 nm) because of the greater
depth of penetration into the sample.[14] In reflectance
mode, the monochromatic light is illuminated directly
onto the sample, and the reflected light is collected by
detectors positioned at 45� angles to the sample.

Advances in instrumentation have resulted in a wide
array of choices for analysts. These include instru-
ments for specific applications with custom sample
holders as well as general multiuse types. In the past
10 years, various patents have been issued for sample
holders,[15] sample supports,[16] and a fiber optic system
for dissolution.[17]

An extensive product review of recent NIR tech-
nology was published by Noble.[18] Enormous progress
has been achieved in chemometrics and computing
power, making many new applications possible. There
are dozens of manufacturers of NIR spectrophoto-
meters in the United States. There are many vendors
of sampling components and software packages for
data analysis. Research data of the most recent instru-
mentation and software are available directly on the
World Wide Web, as most manufacturers maintain a
Web site. There are numerous Internet[19] sites that
provide links to professional spectroscopy societies,
publishers of spectroscopy journals, and patents[20]

related to pharmaceutical uses of NIR.
The US FDA’s Division of Drug Analysis spon-

sored a cooperative study among manufacturers of
NIRS instruments and pharmaceutical manufacturers
to analyze a series of tablets, hard and soft gelatin cap-
sules, and powders. One goal of the study was to dem-
onstrate that a near-infrared scan was not unique
among manufacturers. Another reason for the study
was to establish FDA guidelines for the Instrument
Qualification and Performance Verification of NIR
instruments used in pharmaceutical analysis. Nine
manufacturers participated in the study and repre-
sented makers of numerous types of monochromators
(acousto-optical tunable filter or AOTF, dispersive and
Fourier transform-NIR or FT-NIR). Ciurzcak[21]

reported a detailed account of the study to compare
instrument performance in similar products, thus pro-
viding some comparative information to potential
buyers of NIR equipment. Ciurczak concluded that
the quality of the spectra depends on the mono-
chromator, and there is a range of noise variability
in both FT-NIR and dispersive-type instruments.
Examination of the spectra appearing in the report
indicated differences in photometric noise and in spectral

resolution (in certain regions) among instruments. One
of the manufacturers, Analytical Spectral Devices, Inc.,
Boulder, CO, was identified in the study as the source
of the donated spectra for the report and also provided
their data over the Internet.

DATA ANALYSIS AND CALIBRATION

Obtaining Sample Spectra

The process of scanning a sample is quite simple and
very rapid. The sample holder and surface must first
be gently cleaned of debris and a reference (usually
an internal ceramic Coor’s standard) scan taken. The
sample may then be placed in the sample holder, which
may hold one or more of a specific type of sample. The
sample is positioned, the lid closed, and the scan taken.
Scan times are usually approximately 40 s. If multiple
scans of the same sample are needed, the sample may
be removed and rescanned. Instrument software facil-
itates the process and allows the spectra to be named
and stored in data files.

Calibration

Calibration models are developed to determine the
relationship between calibration set spectra and the
constituent value of interest for those samples. Cali-
bration involves taking spectra from many samples
varying over the measurement range and also measur-
ing the desired parameters. A rugged chemometric
model for a complex sample may require hundreds to
thousands of samples taken from all possible situa-
tions, in and out of specification, that it may encoun-
ter. Samples selected for calibration must contain all
of the variables affecting the chemical and physical
properties of the samples to be analyzed. To character-
ize each source of variation, it is recommended that 15
to 20 samples be run for each variable. Application of
a math treatment, such as second derivative, prepares
the raw spectral data for use in a regression and sub-
sequent development of a calibration equation. This
type of treatment results in a data file that will yield
more information more easily than a raw data file.

Because NIR bands are mixtures of overtones and
combinations, the intensity of the absorbance at
particular wavelengths do not necessarily respond
linearly to a change in concentration. In the case of a
mixture, band mixing may further disrupt any linear
relationship between the intensity and the concen-
tration. These are the reasons why the simple
application of Beer’s law A ¼ ebc, where
A ¼ absorbance, e ¼ absorptivity, b ¼ path length,
and c ¼ concentration to NIR bands may not generate
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equations suitable for quantitation. Multiple
regression techniques help avoid this problem. Linear
calibration methods such as multiple linear regression
(MLR), principal component analysis (PCA), and
partial least-squares regression (PLS) are routinely
used in NIR analyses. The choice of regression tech-
nique is subjective, depending on many factors. For
further description of these techniques, see the
introduction to multivariate calibration methods by
Thomas.[22] Other chemometric techniques useful in
NIRS methods include BEAST bootstrap error-adjusted
single-sample technique (BEAST), a non-parametric
clustering algorithm used by Lodder and co-workers[23]

to detect capsule tampering by NIRS. Qualitative NIR
methods use pattern-recognition techniques to ‘‘train’’
the computer to identify an unknown material. Residual
variance methods and discriminant analyses (Mahalano-
bis distance) were described by Mark and Tunnell,[24]

and were compared by Gemperline and Boyer.[25]

Gerhausser and Kovar[26] reported strategies for optimi-
zation of spectral libraries and compared two pattern-
recognition methods to identify 117 drug substances.

Validation

Regardless of the mathematics used to interpret NIR
spectra, the method must still undergo a validation
process. The principal elements of ensuring linearity,
accuracy, selectivity, and reproducibility of a quanti-
tative method are required.

The validation process determines the amount of
error owing to variation among the values in the popu-
lation. It is used to check for the existence of a relation-
ship between the calibration set and the validation set.
Manufacturers of NIRS instrumentation include
software packages that allow the operator to predict
analytical results on data files that have been stored,
thus allowing for validation of the calibration equation
and testing for errors in the developed calibration.
This enables calibration equation performance testing
in terms of precision. The validity of these models
depends on the ability of the calibration set to accu-
rately represent the samples in the prediction set.

One source of prediction error is the inherent accu-
racy and precision of the reference analytical method
used. If the reference method produces erroneous
values that are consistently high or low, this bias will
be reflected in the prediction results. Other sources of
prediction error relate to the reproducibility, stability,
and repeatability of the NIR instrument. Reproduc-
ibility (precision) is validated by making repeated mea-
surements of the same sample and removing it between
runs. Small changes in conditions may occur owing to
multiple insertions of a sample onto the instrument.
Stability refers to similar changes that may occur over

a longer period (hours or days). Repeatability refers to
the instrument’s ability to generate consistent measure-
ments under the same conditions (without removing
the sample from the instrument) over a relatively short
period (seconds or minutes). All of these factors must
be addressed to ensure the validity of the NIR
calibration model.

Regulatory Issues

The American Society for Testing and Materials
(ASTM) recently published an official document[27]

providing a guide to spectroscopists for the multi-
variate calibration of infrared spectrometers. The scope
of the publication, entitled Standard Practices for
Infrared Multivariate Quantitative Analysis includes
a description of multivariate calibration methods for
the determination of physical or chemical characteris-
tics of materials. This document is the first official stan-
dard for the application of chemometric multivariate
analysis to near-infrared and infrared instruments.

Regulatory bodies around the world have given
approval for NIR methods for a variety of purposes.
In June 1995, the Medicines Control Agency (MCA)
granted approval to Glaxo Wellcome in the United
Kingdom for a NIR method for the identification
and assay of Zovirax� (acyclovir) tablets. This is
believed to be the first official approval for NIR
granted by the MCA as an assay method for tablets.

In Norway, Wieders Farmasoytiske A/S received
approval for the use of NIR as an alternative method
for identification, assay, and determination of moisture
content of paracetamol (acetaminophen) tablets. The
Norwegian Medicines Control Authority approved
the method in December 1996.

Other regulatory approvals are described in later
sections of this chapter.

CURRENT METHODS OF
TABLET EVALUATION

Official standards for the evaluation of tablets are
given by the U.S. Pharmacopeia (USP) and other com-
pendia and include uniformity of dosage units (weight
variation, content uniformity) and disintegration test-
ing. Unofficial tests include those for mechanical
strength (hardness, crushing strength) and resistance
to abrasion (friability). A major disadvantage of cur-
rent compendial methods of tablet evaluation is that
they are time-consuming and destructive in nature.
Once a test is performed on a sample, the integrity of
that sample is usually lost (with the exception of weight
testing) and no additional testing may be done on it.
For example, a traditional quantitative analysis such
as high-performance liquid chromatography (HPLC)
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typically calls for the tablet to be ground, followed
by dissolution and dilution in a suitable medium. A
significant amount of time and labor is required
to run each sample in duplicate or triplicate. Other
traditional methods of tablet evaluation also involve
time-consuming sample preparation, such as KBr
dilution for mid-infrared analysis.

The mechanical strength of a tablet plays an impor-
tant role in the development and control procedures.
Crushing strength is the most widely used test of mech-
anical strength. It is defined as the compression force
that, when applied diametrically to a tablet, just frac-
tures it.[28] Tablet hardness depends on the weight of
material and the space between the upper and lower
punches at the moment of compression. Inconsistent
hardness values are likely to result from variation in these
parameters. The fundamentals of powder compression
are given in a report by Leuenberger and Rohera.[29]

The Erweka hardness tester measures horizontal
crushing strength by applying a load at 90� to the long-
est axis. This type of hardness tester is subject to two
sources of inherent error: 1) the possibility of an incor-
rect zero and 2) a scale that does not accurately indi-
cate the true load applied. Other commercially used
instruments include the Strong-Cobb, Monsanto, and
Pfizer hardness testers. Variations in crushing strength
values obtained from different types of hardness testers
may be attributed to inaccuracies in instrument scale
values, incorrect zero adjustment, and varying methods
of applying the load. This necessitates calibration when
comparing results from different types of testers. The
physical dimensions and shape of the tablet may also
contribute to the property of crushing strength.

The conventional methods of hardness testing for
tablets also involve a subjective operator error. The scale
on the Erweka hardness tester is divided into segments of
0.25 kg units. Very often, the sample under evaluation
may produce a reading that falls between two divisions,
and it is up to the operator to decide on the result.

Tablet-coating processes are commonly used in the
pharmaceutical industry. Aqueous film coatings com-
posed of cellulose derivatives and other polymers are
useful for the control of dissolution of drug from the
tablet. Gravimetric analysis and HPLC are often used
to determine the endpoint of the coating process.

ADVANTAGES OF NIRS
TABLET EVALUATION

NIRS is a non-destructive method, thus, 100% inspec-
tion of batches is theoretically possible, allowing
better control of product uniformity. NIR is also
non-invasive, enabling subsequent evaluation of the
same tablets by another method. Samples may be
retained for further analysis by NIR or other methods,

allowing a direct correlation between tests. Economic
benefits are obvious for manufacturers, who may
increase profits per batch because of the need for fewer
retained samples. NIRS is particularly useful in the
early stages of product development when the supply
of the new drug is limited.

NIR analysis is rapid, requiring less than one minute
to analyze a single sample. Also, NIR analyses do not
require the use and ultimate disposal of organic solvents,
thereby reducing environmental waste. Advances in
instrumentation, fiber optics, and software offer many
options. Portable NIRS units are not uncommon.

Accelerated degradation samples may be analyzed
and returned to the associated storage condition at
each of the appropriate time intervals, thus drastically
reducing the number of samples taken from the batch.

Measurement of powders can take place directly
through the unopened glass jar or vial because glass
does not absorb in the NIR region. Direct measurement
through the container further reduces sampling errors,
which may be introduced when a sample is withdrawn.

Multiple components of a sample may be analyzed
simultaneously. A single spectrum can be obtained and
compared with several different calibration sets at the
same time, allowing the measurement of several constitu-
ents at one time. This saves considerable time and labor.

LIMITATIONS OF NIRS
TABLET EVALUATION

The initial calibration process for a substance or a pro-
duct can be quite detailed. A calibration equation is
needed for each constituent in the sample. NIR cali-
brations must be formulation-specific. The accuracy
of the NIR method cannot be better than the reference
method from which it was built. Ruggedness of the
models improves when all expected types of variation
are included in the model. Careful selection of
representative samples is imperative to the successful
performance of the calibration. The choice of math-
ematical models depends highly on the character of
the sample.

Another issue is that of transferability of the cali-
bration model among instruments. This has been a
significant obstacle to more widespread use of NIR
methods. Transferability is especially important to
multisite facilities, because it is needed to avoid time-
consuming recalibration procedures. Calibration errors
may occur among instruments because of slight differ-
ences in instrument response, especially if full-spectrum
multivariate models are used. Shenk and Westerhaus[30]

addressed the problem and proposed a standardization
algorithm, which was modified by others.[31,32]

Physical attributes of the tablets can affect the cali-
bration process. For example, scored tablets and those
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of differing geometries may produce more variable
NIR spectra than flat, unscored tablets. Work in our
laboratory[33] demonstrated a difference in NIR hard-
ness testing of scored Avicel�-based chlorpheniramine
tablets. Mixed calibration models composed of flat and
concave tablets gave variable hardness prediction
results, supporting the assertion that calibration models
should contain samples of homogeneous composition.

Borer and coworkers[34] published a useful evalua-
tion of sources of variability encountered in the NIR
analysis of drug products. Analysts involved in NIRS
method development should consider this report.
Parameters included in the study included.

1. instrument settings (number of scans averaged
per spectrum, iris opened or closed, frequency
of reference spectrum collection);

2. data treatment (segment value used for second-
derivative calculation); and

3. library design (total number of samples, number
of days required to complete the library).

BULK DRUG PROPERTIES

Raw Material Identification

NIRS is useful for the analysis of both raw materials
and finished dosage forms. Qualitative determination
of pharmaceutical raw materials using NIRS was
reported as early as 1982.[35] The largest variations in
commercially produced excipients and actives appear
to be in moisture content and particle size.[36,37] These
parameters may be monitored by NIRS with relative
ease. Incoming substances may be tested for immediate
identity confirmation on the receiving dock by insert-
ing a fiber optic probe directly into the barrel. Spectral
data for each lot of material purchased may be saved
and added to the growing spectral reference library.

The use of NIRS as an identification method
involves the establishment of a comprehensive library
containing the spectra of many compounds. The sample
is scanned and identified by finding the most similar item
in the library. Comparison of the sample spectrum to the
library reference spectrum is achieved by calculating (via
computer) the cosine of the angle between the vectors of
both spectra. This value is called the spectral match
value (SMV) and may range from �1 to þ1, with þ1
being a perfect match. Plugge and Van Der Vlies[38] uti-
lized the SMV for a NIR method of identification of
ampicillin trihydrate. In their work, an SMV of 0.9980
was established as a minimum value for positive identity
of ampicillin. The conformity index or CI is also calcu-
lated to establish the degree of conformity of a batch
to specifications. Conformity testing detects deviations
from normal processing by comparing the average batch

spectra with the library of a representative collection of
approved batches of the same material.

Particle Size

The measurement of particle size is a key issue in the
formulation of many pharmaceutical products. Particle
size distribution is known to directly influence physical
properties of powders, such as dissolution rate, powder
flow, bulk density, and compressibility. Conventional
methods of particle size measurement include sieve
analysis and laser diffractometry.[39]

Ciurczak and associates[40] reported a NIR method
of determination of particle size of pure, granular sub-
stances. The method is based on theories of reflected
light, in which reflectance increases as the particle size
decreases. The reference method was a low-angle laser
light-scattering (LALS) particle sizer (Malvern). The
researchers found linear results for particles above
85 mm, but less accurate results for smaller particles.

O’Neil, Jee, and Moffat[41] described a NIRS
method for measuring the median particle size of
numerous compounds and excipients. Malvern data
and NIR reflectance spectra of sieved fractions and
bulk samples were used to construct multiple linear
regression (MLR) and quadratic least-squares fit cali-
bration models. The same group[42] reported success
in measuring the cumulative percentage frequency par-
ticle size distribution of microcrystalline cellulose
(Avicel) using NIRS. This study compared the use of
three-wavelength MLR and principal component
regression (PCR), each model using Malvern and NIR
reflectance data. The PCR model produced smaller
SEPs, suggesting a more robust model than the MLR.

Frake and co-workers[43] extensively evaluated
numerous chemometric techniques for the NIRS pre-
diction of mass median particle size determination of
lactose monohydrate. Models evaluated in zero order
(untreated) and second derivative were MLR, PLS
(partial least squares), and ANN (artificial neural net-
work). The researchers concluded that there is more
than one way to treat data and achieve a good cali-
bration model. The group also confirms previous
observations that derivitization of data does not
remove ‘‘particle size effects’’ (previously thought to
contribute to baseline shift).

Other researchers[44] have also reported NIR par-
ticle size studies.

Polymorphism and Racemization

Many drugs have the ability to form several dis-
tinct crystalline forms or polymorphs. Although the
polymorphs are chemically identical, they are different
arrangements of molecules and may exhibit different

3634 Tablet Evaluation Using Near-Infrared Spectroscopy



Ta
bl

et
–T

ab
le

t

properties. Each polymorph may possess different energy
levels and ultimately affect the dissolution rate of the
compound. The infrared spectra of polymorphs may be
expected to vary owing to different arrangement of
functional groups (hydrogen bonding and polarization
may be affected). Traditional methods for the identifi-
cation of polymorphism are differential scanning
calorimetry (DSC) and X-ray crystallography. However,
these technique are destructive, and thus multiple runs of
the same sample are not possible. Ciurzcak[45] reported a
NIR method of identification of the polymorphs of
caffeine. Aldridge and co-workers[46] reported a NIR
method of detection of polymorphism in which pattern-
recognition methods were used to discriminate between
the desired polymorphic form of a drug substance and
another undesired polymorph. A significant outcome of
this work was the successful transfer of the calibration
between six other NIR instruments without the use of
multivariate calibration transfer algorithms.

Gimet and Luong[47] used NIRS to determine
whether the processing of a granulation resulted in
racemization. Others[48] have also reported the differ-
ential identification of optically active forms.

Moisture Content

The classic methods of water determination are Karl
Fischer (KF) titration, gas chromatography (GC), and
loss on drying (LOD). Using near-infrared methods,
the presence of water is indicated by a major NIR
absorption band at approximately 1920–1950 nm. The
absorption maximum and peak shape depend on
the degree of hydrogen bonding occurring within the
environment where the water is located. The stronger
the hydrogen bond, the longer the wavelength of the
NIR absorption maxima. A second band attributed
to water may appear at approximately 1450 nm and
is attributed to bound water.

The NIRS determination of moisture content has
been documented by numerous researchers.[49–51] Plugge
and Van Der Vlies[52] described a NIR method for ampi-
cillin, which measures eight quality control criteria:

� identity,
� water content,
� crystallinity,
� ampicillin content,
� fraction of anhydrous ampicillin,
� residual reagent,
� residual organic solvents, and
� residual starting material.

DeThomas and VonBargen[53] patented a NIR fiber
optic system for the measurement of moisture or ‘‘a
constituent’’ in a powder. Berntsson, and associates[54]

described a NIRS method to determine at-line moist-
ure content in bulk hard gelatin capsules. Capsules
were equilibrated at various humidities, and reference
moisture content was determined by loss on drying.

Zhou and co-workers[55] at Eli Lilly and Company
developed a NIRS method to determine moisture
content in a freeze-dried drug product using gas chro-
matography (GC) as the reference method. A standard
error of prediction (SEP) as low as 0.07% w/w was
obtained using the NIR method in the range of
0.1–5.7% water. At very low water levels, the workers
found the GC method to be more precise than the
NIR method.

Corti and co-workers[56] developed a NIRS method
to determine the water content of crushed ranitidine
chlorhydrate tablets. KF titration was used as the ref-
erence method. Higher NIRS errors were found with
the samples having a water content of less than 1%.

Dziki and coworkers[57] used NIRS to monitor the
mobility of water within the sarafloxacin crystal lattice.
The study involved the veterinary product sarafloxacin
in an aqueous granulation process. A failed lot of the
product was indistinguishable from an acceptable lot
using X-ray powder diffraction, midinfrared spec-
troscopy, differential scanning calorimetry (DSC),
and TGA. NIRS detected intermediate stages of water
absorption in the granulation and enabled the process
to be controlled.

An interesting report on NIR measurement of water
in skin was published recently by Martin[58] at Helene
Curtis, Inc. NIRS measurements indicated four types
of water contained in the skin. The workers presented
tentative assignments for the absorption bands:

� lipid bilayers (1875 nm),
� secondary and primary water on protein groups

(1909 and 1923 nm), and
� bulk water beneath the stratum corneum (1890nm).

Studies were performed in vivo on two volunteers
as well as in vitro using porcine skin. Although not
directly related to tablet evaluation, the work is
notable for its contribution to the transdermal delivery
of drugs, potential NIR prediction of drug penetration
through the skin, and conclusions regarding moisturi-
zer use on the skin.

PRODUCT EVALUATION

Identification and Potency

Reports describing NIR methods of identification of
solid and liquid dosage forms have increased in the
literature during the 1990s.[59–62] Earlier work has been
reviewed elsewhere (see Introduction). Virtually all
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new NIR methods include product identification in
the assay. Gottfries and co-workers[63] reported a
NIR method for the measurement of metaprolol in
controlled-release tablets. In their work, a comparison
was made between the diffuse reflectance and trans-
mission modes. The workers found better prediction
of tablet strength using transmission mode and rea-
soned that reflectance spectra are more sensitive to
the inhomogeneity of the material.

Ebube and coworkers[64] reported a NIR method
that can distinguish between three Avicel� products
owing to the varying particle sizes. The method was
also designed to predict tablet hardness and lubricant
concentration. Regardless of the small sample sizes
used, good results were obtained.

North, Young, and Leng[65] recently presented an
interesting comparison of NIR diffuse reflectance and
transmittance for the analysis of tablets. Tablets used
were of different drug content and size as well as
coated and uncoated. Both methods produced excel-
lent resolution of two tablet strengths. Uncoated and
coated tablets produced different spectra by reflec-
tance, but only a minimal difference was seen by trans-
mission. Of two drug peaks seen in the reflectance
spectra, only one band was observed in transmission
because no transmission through the tablet occurred
in the region of the second peak. Both methods pro-
duced difference in spectra as a result of difference in
tablet size and surface curvature.

Merckle and Kovar[66] reported an assay of effer-
vescent tablets (intact and powdered) by NIRS in
transmittance and reflectance modes. Results of quan-
titative determination of acetylsalicylic acid (ASA) and
ASA in combination with ascorbic acid and/or parace-
tamol were comparable in both transmittance and
reflectance modes. Corti and associates[67] described a
NIR transmittance analysis of coated tablets, using
both whole and milled tablets.

Brashear and coworkers[68] developed a diffuse
reflectance NIRS method to quantify lomefloxacin and
polyethyleneglycol (PEG) within a polymeric implant.
The properties of pore-forming excipients such as
PEG are known to affect the rate of drug release from
a matrix.

Sondermann and Kovar[69] described a study using
NIRS for the identification of ‘‘ecstasy’’ street samples.
Ecstasy tablets may contain either N-methyl-3,4-
methylendioxyamphetamine (MDMA) or N-ethyl-3,4-
methylendioxyamphetamine (MDE) as well as other
amphetamine derivatives. In addition, various excipients
were present, and non-standardized production pro-
cedures contributed to inhomogeneous tablets. The
authors researchers included a broad range of excipients
in their calibration work and succeeded in constructing
three PLS models for identification.

Identity testing of blister packaged
tablets/supplies for clinical trials

A non-invasive NIR method was reported by Dempster
et al.[70] for the identification of tablets within blister
packages. The method identified and discriminated
various potencies of an experimental drug, placebo
tablets, and clinical comparator tablets.

Aldridge and coworkers[71] described a NIRS
method for non-destructive identification of blister-
packaged tablets. The NIR method drastically reduced
the assay time required by the previous TLC method.
The TLC method required a full day to analyze 40
tablets, compared with the NIR method, which
analyzed 10 tablets in 7 min.

Detection of adulteration

Lodder, Selby, and Hieftje[72] reported a NIR method
of detection of capsule tampering. Several non-
prescription products were selected for the study and
tested with and without the addition of various
adulterants. The NIR method provided a rapid, non-
invasive way to screen products for known foreign
substances. One limitation of the NIR method is the
inability to predict which substances might be present
in a product. Although the NIR spectra of many adul-
terants may be present in the spectral library, there is
the possibility that a new, unknown substance could
be added to a product and not detected as an error
in the NIR product spectrum.

Product development

In the drug-discovery field, chemists can use NIR to
monitor the progress of reactions. Hearn and co-
workers[73] reported a NIR method to monitor the
preparation of compounds for screening as antituber-
culosis drugs. The reaction of isonicotinic acid
hydrazide (INH) with carbonyl compounds in the
preparation of Schiff bases was followed. Forbes,
Persinger, and Smith[74] described a NIR conformance
test method to assay and identify two chemical inter-
mediates used in the manufacture of Loracarbef, a
carbacephalosporin.

Bauer, Dziki, and Quick[75] used NIRS to investigate
the problem of dissolution failure in an erythromycin
tablet formulation. The technique enabled the group
to identify the presence of a dehydrated dihydrate pro-
duced during formulation. The dihydrate was found to
gradually bind with magnesium hydroxide in the tablet
formulation, thus delaying the process of dissolution.
The use of NIR facilitated the development of a humidi-
fying process that reversed the binding and increased the
dissolution rate.
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Quality Control Parameters

Tablet hardness

It has been shown[76,77] that the NIR signal varies with
a change in compression force. In other words, changes
in tablet hardness result in an alteration in the NIR
spectra of the sample. Presumably, increasing the com-
pression force during the tableting process causes the
tablet to be smoother as well as harder, thus causing
less light scattering, leading to a greater absorbance
and higher baseline. NIR hardness testing of tablets
can be performed at the same time as other parameters
such as identity, moisture content, and coating thickness.

Further work by Kirsch and Drennen[78] on NIR
hardness testing has explored the use of various math-
ematical models for calibration. Other researchers have
also reported NIR methods for the measurement of
tablet hardness.[64,79]

Tablet coating

NIRS has been used to determine tablet-coating and
core thickness. Kirsch and Drennen[80] evaluated the
use of NIR at-line to monitor film coating in a Wurster
column. The method was successful at predicting coat-
ing thickness of two coating formulations at various
intervals during the process and was less time-consuming
than wet chemical methods. Earlier work by Kirsch and
Drennen[81] described a NIR method to determine film-
coating parameters of theophylline tablets. Increasing
coating thickness, corresponded to increased NIR absor-
bance in certain regions of the spectrum. Calibration
models were developed for tablet hardness, coating
thickness and the prediction of time to 50% dissolution.

Buchanan and coworkers[82] at Merck reported a
NIR method for evaluating a new coating-thickness
manufacturing process. A precision film-coating process
was tested whereby an immediate-release drug-active
coating surrounded an extended-release active-drug
core. The NIR method enabled the evaluation to
proceed more quickly and less expensively than did the
reference HPLC method. The implementation of the
NIR method allowed rapid evaluation of tablets and
assisted in identifying ‘‘dead zones’’ in the Wurster
column, thus allowing immediate correction and revision
of the process.

Determination of degradation products

Drennen and Lodder[83] reported a non-destructive
NIRS method to monitor the decomposition of
aspirin. In contrast to the multi step HPLC assay for
salicylic acid and the USP identity tests for aspirin,
the NIR method involved a 90 s scan of individual
intact aspirin tablets. The workers correlated changes

in spectra to the mass of water absorbed, the mass of
salicylic acid formed, and the time the tablets spent
in a hydrator.

Shimoyama and coworkers[84] reported a NIR
analysis of photodegradation of poly(methyl meth-
acrylate) using an in situ fiber optic device. This type
of technology from a related discipline is notable as a
potential application for pharmaceutical systems.

Characterization of powder blends
and blend homogeneity

Powder blending is a fundamental step in the process
of manufacturing pharmaceutical products. Only a
homogeneous mixture can be properly subdivided to
provide uniform doses of the active ingredients. The
current procedures for monitoring blend uniformity
require that the blending process be stopped at defined
intervals to obtain samples of the blend. The samples
are collected from different locations in the blending
vessel using a sample thief. The samples are then sent
to a laboratory and analyzed using traditional methods
such as HPLC or UV until the active components are
within specification for that formulation. This approach
requires a significant amount of time and labor and may
be subject to errors induced by sampling methods.

NIRS has been shown by several researchers to be
useful for evaluating the powder-mixing process. Wargo
and Drennen[85] demonstrated the use of a NIR method
to determine homogeneity of powder blends.

In 1995, the European Patent Office granted a
patent to Dr. Paul K. Aldridge, Pfizer Central
Research, Groton, CT, for an apparatus[86] for mixing
and detecting on-line homogeneity. The apparatus
involves the use of a diffuse-reflectance fiber optic
probe interfaced on-line with a V-blender. Sekulic
and co-workers[87] at Pfizer described the use of this
apparatus for on-line monitoring of powder blend
homogeneity. An 8-quart twin-shell V-blender was
interfaced with a fiber optic probe at the axis of
rotation. Spectra were collected at prescribed intervals,
and data analysis was performed using a series of
commercial software. Variability in the NIR spectra
as a function of time was measured, and it was shown
that this variability reached a minimum level sooner
than what traditional blending times suggest.
DeMaesschalck et al.[88] used the NIR on-line method
described in article by the Sekulic and associates to
design an approach for deciding when the blend is
homogeneous. They calculated the average standard
deviation between spectra taken at each time and used
the dissimilarity between each new measurement and
the ideal mixture spectrum to monitor changes in the
mixture during the blending process.

Scientists at Merck were issued a U.S. patent in
1996 for a method[89] of measuring the homogeneity
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of tablets using NIR. It can be used to monitor the
pharmaceutical material during the tableting process
(powder mix, granular mix, and compressed tablets).

CONCLUSIONS

NIRS has proven to be a fast, reliable, and cost-saving
method for numerous applications in the pharmaceuti-
cal industry. It is no longer the esoteric method it was
once believed to be. The pharmaceutical industry has
learned a great deal about NIRS from the agricultural
and food industries. Concepts and techniques have
been borrowed and fitted to the needs of pharmaceuti-
cal scientists. Users in all disciplines face common
issue, such as calibration transfer, moisture contami-
nation, particle size, and the rigors of calibrating mul-
tiple constituents.

NIRS possesses a great and, as yet, incompletely
exploited potential in the area of identity testing of
drug substances. It has already begun to replace
traditional compendial methods of quality control. It
has gained recognition from the FDA. and other regu-
latory agencies, a signal to skeptics that NIRS is a solid
alternative to traditional methods of analysis. Aggres-
sive workers in the field are moving to develop and
receive approval for NIR methods that bypass the tra-
ditional reference methods. A greater understanding of
the mathematics involved with NIR analyses has
contributed to the wider use of NIR methods. Small
companies that wish to use NIR analyses may find it
wise to contract out their work to groups with more
expertise because initial startup can be expensive and
initial calibration work may be time-consuming.

We confidently predict that NIRS will rapidly
become an established and standard method for many
types of pharmaceutical analyses.
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INTRODUCTION

The best new therapeutic entity in the world is of little
value without an appropriate delivery system. Tableted
drug delivery systems can range from relatively simple
immediate-release formulations to complex extended-
or modified-release dosage forms. The most important
role of a drug delivery system is to get the drug ‘‘deliv-
ered’’ to the site of action in sufficient amount and at
the appropriate rate; however, it must also meet a
number of other essential criteria. These include physi-
cal and chemical stability, ability to be economically
mass produced in a manner that assures the proper
amount of drug in each and every dosage unit and in
each batch produced, and, as far as possible, patient
acceptability (for example, reasonable size and shape,
taste, color, etc., to encourage patients to take the drug
and thus comply with the prescribed dosing regimen).

The discovery of new therapeutic entities always
initiates excitement, but the contributions of the for-
mulation specialist are either not well understood or
are often taken for granted and thus remain ‘‘unsung.’’
However, the drug and its delivery system cannot be
separated. The general design criteria for tablets are
given as follows:

1. Optimal drug dissolution and, hence, avail-
ability from the dosage form for absorption
consistent with intended use (i.e., immediate or
extended release).

2. Accuracy and uniformity of drug content.
3. Stability, including the stability of the drug

substance, the overall tablet formulation, dis-
integration, and the rate and extent of drug
dissolution from the tablet for an extended
period.

4. Patient acceptability. As much as possible, the
finished product should have an attractive
appearance, including color, size, taste, etc., as
applicable, in order to maximize patent
acceptability and encourage compliance with
the prescribed dosing regimen.

5. Manufacturability. The formulation design should
allow for the efficient, cost-effective, practical pro-
duction of the required batches.

That tablets can be formulated to uniquely meet
these criteria accounts for their emergence as the most
prevalent oral solid dosage form. Although several
different types of tablets may be distinguished, they
are mostly made by compression, intended to be swal-
lowed whole and designed for immediate release. This
paper presents a systematic approach to the design and
formulation of immediate-release compressed tablets.

MODERN TABLET FORMULATION DESIGN
AND MANUFACTURE

Tablet dosage forms have to satisfy a unique design
compromise. The desired properties of rapid or con-
trolled disintegration and dissolution of the primary
constituent particles must be balanced with the manu-
facturability and esthetics of a solid compact resistant
to mechanical attrition.

Excipients are critical to the design of the delivery
system and play a major role in determining its quality
and performance.[1] They may be selected to enhance
stability (antioxidants, UV absorbers), optimize or
modify drug release (disintegrants, hydrophilic poly-
mers, wetting agents, biodegradable polymers), provide
essential manufacturing technology functions (binders,
glidants, lubricants), enhance patient acceptance (fla-
vors), or aid in product identification (colorants). Thus
a tablet formulation is not a random combination of
ingredients, but rather a carefully thought out, rational
formulation designed to satisfy the above criteria.

A long list of possible excipients is available to the
formulation scientist, but certain external factors
such as cost, functional reliability, availability, and
international acceptance govern their selection. For
example, although the official compendia provide
standards for identity and purity of excipients, mono-
graphs may not provide tests to assure their functionality.
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For instance, the NF monograph for Compressible
Sugar provides no test for compressibility. The mono-
graph for Lactose USP does not address the many
particle size and tableting grades meeting monograph
standards. The NF monograph for Pregelatinized
Starch refers to grades that are ‘‘compressible and
flowable in character,’’ but provides no specifications
or tests for these properties. Nor do the monograph
tests for disintegrants and lubricants necessarily relate
to their functionality. The need to provide functional-
ity tests or tests for properties clearly related to func-
tionality may be as important as controlling identity
and purity.[2] This point has been made even more
apparent in recent years with the emergence of mul-
tiple sources of such modern excipients as direct-
compression filler-binders and the various classes of
‘‘super’’ disintegrants.

A major problem currently being faced by multina-
tional firms and others who market in the international
arena, is the lack of universal acceptability of excipi-
ents in different countries. The selection of excipients
for international markets is often a compromise
between functional efficacy, local restrictions, and cost
and availability in the countries where the product is to
be made. In recent years, the globalization of the phar-
maceutical industry has brought about an intense
interest in developing harmonized pharmacopeial
excipient standards, Good Manufacturing Practices
(GMP) for excipient manufacture, and safety evalu-
ation guidelines for new excipients to eliminate or
avoid trade barriers between different countries.[3]

The International Pharmaceuticals Excipients Council
(IPEC), which consists of producers, users, and phar-
maceutical scientists, was launched in 1991 to assist
regulatory authorities in the United States, Japan,
and Europe with harmonization. The separate organi-
zations later formed in the United States (IPEC-
Americas), Europe (IPEC-Europe), and Japan (JPEC)
are now known as TriPEC and include, as of 1993,
more than 100 excipient and pharmaceutical firms.[3]

PREFORMULATION

The objective of preformulation studies is to develop a
portfolio of information about the drug substance to
serve as a set of parameters against which detailed
formulation design can be carried out. Preformulation
investigations are designed to identify those physico-
chemical properties of drug substances and excipients
that may influence the formulation design, method of
manufacture, and pharmacokinetic-biopharmaceutical
properties of the resulting product.

Following is a generalized preformulation protocol
appropriate for tablet dosage forms. For certain tests,
it is assumed that the drug substance is multisourced

(a previously new chemical entity whose patent has
expired and which is available to the generic market)
for which a USP monograph exists.

Identity and Purity

The study of any drug substance must start with the
determination of identity and purity. Such tests are
necessary to identify degradents and contaminants
and may include organoleptic tests for color, odor,
and taste. Purity tests can be found in the USP for
almost all marketed compounds. Alternative methods
can be employed only if they are validated against
the USP procedure. Tests other than potency, which
can help to identify or determine the purity of com-
pounds, are melting point, specific rotation, pH, heavy
metals, residue on ignition, etc. Impurities can
occasionally affect stability, and metal contamination
can catalyze chemical reactions. Impurities can also
alter the color of drug substances. Techniques can be
utilized to give a quantitative estimate of impurities
such as the impurity index (II) and the homogeneity
index (HI). An ordinary impurity test can be found
in the USP that estimates impurities by thin-layer chro-
matography (TLC).

Crystal Properties and Polymorphism

Many drug substances appear in more than one
polymorphic form. The form is determined by certain
conditions during the crystallization step. Occasionally
drug substances are precipitated in such a way that
molecules do not organize themselves in any set pat-
tern, resulting in an amorphous powder. It is also pos-
sible for solids to entrap solvents stoichiometrically to
form solvates.

Even though they are chemically identical, the differ-
ent polymorphic forms of a compound are associated
with different free energies, and, therefore, have different
physical properties that can impact significantly on pro-
duct performance.[4] These include differences in solu-
bility and dissolution rate (affecting bioavailability),
solid-state stability (affecting potency), deformation
characteristics (affecting compactibility), and particle
size and shape (affecting powder density and flow
properties). The form with the lowest energy is more
stable than the others. Although the other polymorphs
are thus energetically unfavored, if kept dry, they may
persist indefinitely and are called ‘‘metastable.’’ A meta-
stable form may be preferred, particularly for its ability
to dissolve more rapidly.

Polymorphic transformation can take place during
pharmaceutical processing, such as particle size reduc-
tion, wet granulation, drying, and even during the com-
paction process.[5] Tests employed to determine crystal
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properties include differential thermal analysis (DTA),
differential scanning calorimetry (DSC), and X-ray dif-
fraction.[4] See also the article Thermal Analysis of Drugs
and Drug Products by D. Giron in this encyclopedia.

Particle Size, Shape, and Surface Area

Probably no characteristics of a drug substance are
more important than particle characteristics in deter-
mining its performance in a formulation. This is parti-
cularly true in those cases where the drug is a poorly
soluble non-electrolyte or a free acid form with poor
solubility at low pH values. Such drugs are likely to
exhibit dissolution-rate-limited absorption, and if
dissolution does not take place rapidly enough, a
therapeutic concentration in the body fluids may never
be achieved, the peak plasma concentration may be
significantly delayed, or much of the drug may bypass
that region of the gastrointestinal (GI) tract where
absorption is best. Particle size reduction (e.g., micro-
nization) is often utilized to enhance dissolution rate.
Small particles present a larger surface area per unit
weight to the dissolution media and hence dissolve
more rapidly than large particles. Particle size and
surface area are two of the most important properties
determining the solubility rate of a drug and thus
potentially its bioavailability. There are numerous
examples of bioavailability problems and bioinequiva-
lence due to the inappropriate particle size of the drug
substance.

Particle size and shape also play an extremely impor-
tant role in the homogeneity of powder blends and the
unblending of powders in a mixer. Segregation in hand-
ling or during the compaction process has a significant
effect on the content uniformity of the finished pro-
ducts. Particle size can also affect the stability of a drug
substance in that it governs the surface area available
for oxidation and hydrolysis. Surface area is critical
for interaction with excipients in tablet dosage forms
and can greatly affect stability. Methods to determine
particle size and shape include light microscopy, scan-
ning electron microscopy, sieve analysis, and various
electronic sensing-zone particle counters. Methods
available for surface area measurement include air
permeability and various gas adsorption techniques.

Bulk Powder Properties

Bulk powder properties are extremely important in
pharmaceutical processing.[6] Knowledge of the true
and bulk densities of the drug substance as well as of
the excipients is extremely useful in

� Providing perspective as to the size of the final tablet
and the size and type of processing equipment needed,

� Anticipating problems in the physical mixing of
powders and the homogeneity of intermediate and
final products because significant differences in true
densities can result in segregation,

� Anticipating problems in flow properties, since that
property is affected by density, and

� Identifying differences in different lots and raw
materials from different suppliers because different
polymorphic forms can be expected to exhibit
different true densities.

A comparison of true particle density, apparent
particle density, and bulk density can provide infor-
mation on total porosity, interparticle porosity, and
intraparticle porosity. Methods include true particle
density measurements via helium pycnometry, mercury
intrusion porosimetry, and poured and tapped bulk
density.

The influence of sorbed moisture on chemical sta-
bility and the flow and compaction of powders and
granulations is well established. The moisture content
and hygroscopicity of excipients is particularly impor-
tant as total product processing as well as finished
product stability can be affected. Hygroscopicity,
moisture-sorption isotherms, and equilibrium moisture
content can be determined by thermogravimetric
analysis and Karl Fisher titration methods.

The compactibility of relatively large-dose drug sub-
stances and formulations is another important property.
Compactibility is of less concern for smaller-dose drugs
for which direct compression fillers may be able to com-
pensate for a lack of ability to form mechanically strong
compacts. An instrumented tablet press[7] or compaction
simulator[8] may be used to assess the relationship
between the mechanical strength of the compact and
the force (or pressure) employed to form the tablet. This
relationship is the easiest of all compaction measure-
ments to establish and provides important information
on the ability of the material to form practical compacts.
Measures of compact mechanical strength include hard-
ness (or crushing force), tensile strength, and friability.
Other more complex studies, more easily and perhaps
best done using a compaction simulator, include
measurement of the work or energy of compaction,
pressure–density (Athy–Heckel) analysis, strain-rate
sensitivity, and elastic recovery.[9] The Athy–Heckel
analysis can provide information on deformation mech-
anism and give an estimate of the mean yield pressure of
the material.[10] A comparison of yield pressures determ-
ined at different punch speeds can give information on
the strain-rate sensitivity of the material.[11] If the major
components of the formulation (including the drug)
are strain-rate sensitive, the tablets produced on a
high-speed production press may exhibit lamination or
capping. Excessive elastic recovery may also indicate
such tablet failure. The Hiestand indices (bonding and

Tablet Formulation 3643



Tablet– Tablet

brittle fracture) may be used to assess the compactibility
of materials under laboratory conditions.[12]

For the evaluation of flow properties the following
test methods may be used:

� Angle of repose
� Minimum orifice diameter
� Carr index
� Flow rate and
� Direct observation of weight variation during

tableting runs.

The ultimate goal of flow analysis is to identify the
powder or powder blend that provides the least weight
variation in the finished tablet. The more fluid the pow-
der is, the more efficiently and reproducibly it should fill
the die cavities of a tablet press. This more efficient and
reproducible die fill should be reflected in increased tab-
let weights and reduced intertablet weight variation.[13]

Solubility and Permeability

In many cases, the rate of dissolution in gastrointes-
tinal fluids is the rate-limiting step in absorption. The bio-
equivalence requirements established by the FDA define
low solubility as ‘‘ . . .<5 mg/mL in water, and slow
dissolution rate to be <50% in 30 minutes.’’[14] However,
the solubility of a drug should be considered together
with its dose; that is, even a very poorly soluble drug hav-
ing a sufficiently small therapeutic dose may completely
dissolve under physiological conditions. Thus, Amidon
et al.[15] have defined a ‘‘high solubility’’ drug as one
which at the highest human dose is soluble in 250 ml
(or less) water throughout the physiological pH range
(1–8) at 37�C. A ‘‘low solubility’’ drug is thus one which
requires more than 250 ml of water to dissolve the largest
human dose at any pH within the physiological range.
The likelihood of having bioavailability problems
requires both a consideration of the dose and a solubility
volume of the drug and its permeability. Amidon et al.[15]

created a Biopharmaceutics Drug Classification System
(BCS) based on estimates of these two parameters:

1. Class I: High solubility and high permeability
2. Class II: Low solubility and high permeability
3. Class III: High solubility and low permeability
4. Class IV: Low solubility and low permeability

A jejunal permeability of at least 2–4 � 10�4 cm/s,
measured in humans by an intubation technique, is
considered ‘‘high permeability.’’ For many substances,
this permeability corresponds to a fraction absorbed of
90% or better. The classification system provides a
logical basis for estimating the risk of bioavailability
problems. For example, Class I drugs (e.g., propranolol

HCl, metoprolol tartrate) are expected to exhibit few
bioavailability problems. On the other hand, Class II
drugs (e.g., piroxicam) are more likely to exhibit
dissolution-rate-limited absorption problems. Class III
drugs (e.g., atenolol) are more likely to be prone to
absorption (permeability) rate-limited absorption.
Class IV drugs (low solubility–low permeability)
present formidable obstacles to bioavailability. An in
vitro–in vivo correlation (IVIVC) is expected only in
the case of Class II drugs. An IVIVC could be expected
for Class I drugs if the dissolution rate is slower than
the gastric emptying the rate. With a sufficiently
rapidly dissolving Class I drug, little or no IVIVC is
expected because gastric emptying (not dissolution)
would be the rate limiting step. Little or no IVIVC is
expected for Class III or Class IV drugs.

The FDA has adopted the BCS in developing a
guidance that provides relaxed policies on scale-up
and postapproval changes of immediate-release oral
solid dosage forms (SUPAC-IR). For certain changes,
requirements depend on the drug class, with the most
liberal policies for Class I drugs, less liberal policies
for Classes II and III drugs, and the least 1iberal poli-
cies for Class IV drugs. First issued as a draft on Nov.
29, 1994 for comment,[16,17] a revised version was
published in the Federal Register on Nov. 30, 1995.

The intrinsic dissolution rate (IDR) of drugs is fre-
quently measured in preformulation tests by the rotating
disk method or Wood’s apparatus.[18] An automated
IDR system, based on a modification of a standard
dissolution apparatus, allows for attachment to the stir-
rer of a die in which the pure drug has been compressed
with the tablet face flush with the bottom surface of the
die.[19] The IDR may be used to detect different poly-
morphs as well as to judge the risk of a drug exhibiting
dissolution-rate-limited absorption. Kaplan[20] suggested
that an IDR of higher than 1 mg cm�2 min�1 indicated
that dissolution-related absorption problems were
unlikely, whereas an IDR lower than 0.1 mg cm�2 min�1

indicated dissolution-rate-limited absorption.

Drug-Excipient Compatibility Studies

A knowledge of the interaction of drugs and excipients
is essential in the initial formulation of a product. It
may also be necessary later on during processing
scale-up, when problems arise, to determine if incom-
patibilities exist which affect manufacturing or sta-
bility. Drug-excipient interactions are often directly
related to the moisture present in one or another of
the components or to the humidity to which the formu-
lation is exposed during processing or storage. These
studies are always carried out at accelerated tempera-
ture and humidity conditions, even though it must be
recognized that some interactions are physical (melting
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and volatilization) and not chemical and that acceler-
ated aging may not be predictive. Tests for excipient-
drug interactions are usually conducted on blends of
the pure drug and excipient in ratios similar to those
in the final dosage form. For example, excipient-
to-drug ratios are higher for filler-binders than for lubri-
cants and disintegrating agents. These studies are often
performed with the help of a factorial or fractional-
factorial experimental design.[21] Powders are physically
mixed and may be granulated or compacted to acceler-
ate any possible interaction. Samples can be exposed in
open pans or sealed in bottles or vials to mimic product
packaging. Evaluation of samples includes:

1. Visual inspection for changes in color or texture.
2. Both HPLC and TLC are commonly employed

with unstressed samples being used as controls.
In general, only qualitative results are important
initially.

3. Differential thermal analysis is applied and the
appearance or disappearance of one or more
peaks is noted. Isothermal microcalorimetry
can also be employed as well as a thermal
activity monitor (TAM) technique.

Compatibility studies are essential in characterizing
both raw materials and finished formulations. It has
been argued that binary drug-excipient screening stu-
dies are inefficient, unrealistic, and ignore processing
variables. A better approach may be to carefully select
potential excipients based on known chemistry and
published compatibility data, and perform miniformu-
lation stability studies.[22]

Formulation Design

Based on the preformulation information, decisions
can be made regarding formulation design and process

strategy. Initial guidance may be provided by the
proposed dose. Relatively low-dose drugs can often
be tableted by direct compression, a term that is
applied to the process by which tablets are compressed
directly from blends of the active ingredient and suit-
able excipients. No wet or dry granulation is required,
although the drug may occasionally be sprayed out of
solution onto one of the excipients to ensure uniform
dispersion of drug in very low dosage. Larger doses
of poorly compactible drugs may be granulated prior
to tableting. The process steps required and the choice
of excipients are often governed by other properties of
the drug.

Analysis of Critical Variables
and Formulation Development

Based on the analysis of the preformulation data, likely
excipients are selected and small batches may be pro-
duced. The number and size of the batches depend
on the availability of the drug substance. The batches
are intended to assess the feasibility of the formulation,
including the types and levels of excipients, as well as
the process and its operational variables, such as order
of addition, mixing times, compression force, granu-
lation time, etc. The goal is to develop a formulation
and process that meets the criteria set forth earlier
under Objectives.

MANUFACTURE

Traditionally, tablets have been made by granulation,
a process that imparts two primary requisites to
formulations: compactibility and fluidity. Both wet
granulation and dry granulation (slugging or roll com-
paction) are used (Table 1). Regardless of whether
tablets are made by direct compression or granulation,

Table 1 Typical unit operations involved in wet granulation, dry granulation, and direct compression

Wet granulation Dry granulation Direct compression

Milling and mixing of
drugs and excipients

Milling and mixing of drugs and excipients Milling and mixing
of drugs and excipients

Preparation of binder solution Compression into slugs or roll compaction Compression of tablets

Wet massing by addition of binder
solution or granulating solvent

Milling and screening of
slugs and compacted powder

Screening of wet mass Mixing with lubricant and disintegrant

Drying of the wet granules Compression of tablets

Screening of the dry granules

Blending with lubricants and disintegrant

to produce ‘‘running powder’’

Compression of tablets
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the first steps, milling and mixing, are the same; the
subsequent steps differ.

The wet massing of powders is typically carried out
in high-shear mixers prior to wet screening. The wet
granules are often dried in fluidized-bed equipment,
enhancing the efficiency of the process. Alternatively,
wet granulation may be carried out in fluid-bed drier-
granulators in which the liquid phase is sprayed onto
fluidized powders while the hot air flow dries the gran-
ules. This process reduces the number of handling steps
and the time and space needed for granulation; it can
be automated. The advantages and disadvantages of
wet granulation are given in Table 2. (See also Granu-
lations, H.G. Kristensen and T. Schaeffer, Vol. 7, 1st
Ed.; pp. 121–160, of this encyclopedia).

Regardless of the granulation method, the compara-
tive simplicity of the direct compression process offers
obvious advantages, such as

1. Economy
2. Elimination of heat and moisture
3. Optimization of tablet disintegration
4. Stability

The most obvious advantage of direct compression
is its greater economy, owing to reduced processing
time, less equipment and space required, less process
validation, and lower energy utilization. Generally,
only blending and compression are required, although
prior micronization of the drug may be needed. Unlike
wet granulation, processing does not require heat or
moisture, which can be detrimental to drug stability.
Moreover, direct compression avoids the high pres-
sures associated with slugging or roll compaction. In

addition, disintegration is optimized because directly
compressed tablets produce primary particles upon
disintegration, rather than granules, which must deag-
gregate to liberate primary particles. Finally, direct
compression tablets often exhibit fewer long-term pro-
blems of chemical stability or changes in dissolution.

Although there are many significant advantages of
direct compression over granulation, there also are
important limitations:

1. Uniform blending and prevention of unblending
of low-dose drugs.

2. Fillers often are costlier than fillers used in
granulation.

3. Physical properties and functional specifications
are more critical; properties of raw materials
must be defined and carefully controlled.

4. Limitations in producing colored tablets.
5. Dust problems.
6. Limitations in the dilution capacity of fillet-

binders.
7. More sensitive to lubricant softening and over-

mixing than granulations.

Limitations in the dilution capacity of excipients
can make the direct compression of large-dose, poorly
compactible drugs impractical. Lubrication is often a
compromise between the amount and type needed for
adequate lubrication and their adverse effect on com-
pactibility. Content uniformity is of greater concern
in direct compression tableting, particularly with low-
dose drugs. Since the drug is not ‘‘locked’’ into gran-
ules, direct compression blends are subject to unmixing
in subsequent processing steps. In addition, drugs are

Table 2 Advantages and disadvantages of wet granulation

Advantages Disadvantages

Enhances fluidity and compactibility.
suitable for high-dose drugs with

poor flow and/or compactibility

Each unit process brings
its own set of complications

Reduces air entrapment The large number of unit
processes increases
the chances of problems

Reduces dustiness Difficult to control and validate

Provides for the addition of a

liquid phase (wet granulation) suited to
dispersion of low-dose drugs in
solution to ensure content uniformity

Potential adverse effects

of temperature, time, and
rate of drying on drug stability
and distribution during drying

Enhances wettability of powders

through hydrophilization (wet granulation)

Overall more costly than direct

compression in terms of space,
time, and equipment requirements

Permits handling of powders
without loss of blend quality
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often micronized prior to blending to enhance their
dissolution rate, and the resulting high surface-to-mass
ratios may lead to difficulty in flowing and mixing due
to surface interactions. Another important limitation is
that unlike granulation, which tends to compensate for
variability in excipients, direct compression is heavily
dependent upon reproducible properties of the excipi-
ents (and the drug). Raw material standards must be
carefully defined and address functionality. Lot-to-lot
variations in both the drug and the excipients must
be avoided. The cost of raw materials and their testing
is higher in direct compression.

Thus, direct-compression tableting requires care-
ful attention to the choice of excipients, appropriate
flow properties, and blend homogeneity, and to
the interplay of formulation and process variables
that can affect both compactibility and drug dissolu-
tion. (See also Direct Compression Tableting, R.F.
Shangraw, Vol. 4, 1st Ed.; pp. 85–106, of this ency-
clopedia.)

Excipients

The design of the formulation and selection of excipients
is especially critical in tablet dosage forms. Products can
vary from a relatively simple aspirin tablet containing
aspirin and starch to more complex systems that might
contain fillers, binders, disintegrating agents, glidants,
lubricants, and coating agents. Modified release intro-
duces even more complexity. The appropriate selection
of excipients and their concentration are clearly critical
to both the ability to manufacture tablets as well as to
their performance as a drug delivery system. Since others
have illuminated the various excipient classes in great
detail, references are provided in Table 3.

Manufacturability

Excipients function to provide compactibility, lubri-
cation, flow properties, disintegration efficiency,
wetting, etc. Poor choice of excipients may give rise

Table 3 Excipients literature

Excipient class References

General Rudnic, E.; Kottke, M. Tablet dosage forms.
In Modern Pharmaceutics, 3rd Ed.; Banker, G.,

Rhodes, C., Eds.; Marcel Dekker, Inc.:
New York, 1996; 333.

Diluents and fillers Czeisler, J.; Perlman, K. Encyclopedia of
Pharmaceutical Technology; Swarbrick, J.,

Boylan, J., Eds.; Marcel Dekker, Inc.:
New York, 1991; Vol. 4, 37.

Binders Kristensen, H. Encyclopedia of Pharmaceutical
Technology; Swarbrick, J., Boylan, J., Eds.;
Marcel Dekker, Inc.: New York, 1988; Vol. 1, 415.

Disintegrants Shangraw, R.; Mitrevej, A.; Shah, M. Pharm.
Tech. 1980; 4 (10), 49. Augsburger, L.L.;
Brzeczko, A.W.; Shah, U.; Hahm, H.
Encyclopedia of Pharmaceutical Technology;

Swarbrick, J., Boylan, J., Eds.; Marcel Dekker, Inc.:
New York, 2001; Vol. 20, Suppl. 3.

Lubricants and glidants Zanowiak, P. Encyclopedia of Pharmaceutical
Technology; Swarbrick, J., Boylan, J., Eds.;

Marcel Dekker, Inc.: New York, 1994; Vol. 9, 87.

Film coating agents Radebaugh, G. Encyclopedia of Pharmaceutical
Technology; Swarbrick, J., Boylan, J., Eds.;
Marcel Dekker, Inc.: New York, 1993; Vol. 6, 1.

Controlled-release agents Chien, Y. Encyclopedia of Pharmaceutical
Technology; Swarbrick, J., Boylan, J., Eds.;
Marcel Dekker, Inc.: New York, 1990; Vol. 3, 281.

Coloring agents Woznicki, E.; Schoneker, D. Encyclopedia of
Pharmaceutical Technology; Swarbrick, J., Boylan, J., Eds.;

Marcel Dekker, Inc.: New York, 1990; Vol. 3, 65.

Flavor modifiers Adjei, A., et al. Encyclopedia of Pharmaceutical
Technology; Swarbrick, J., Boylan, J., Eds.;
Marcel Dekker, Inc.: New York, 1993, Vol. 6, 101.
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to poor characteristics (hardness, appearance), which
can be important in packaging, storage, and patient
acceptance. Problems with excipients may arise from
variations in source or lot, particularly in formulations
made by direct compression. Examples of excipient
problems include variation in performance between
Hoc cellulose and microcrystalline cellulose relative
to particle size, flow, and compactibility, or different
polymorphic forms of sorbitol (a, b and g) resulting
in tablet hardening. Differences in lactose particle size
and modification (spray-dried or anhydrous) can pro-
vide differences in surface areas over which a lubricant
is distributed. Anhydrous lactose hydrates at high
humidities with increase in size.

Biopharmaceutics

The formulation of a tablet can affect its bioavailabil-
ity. Particular care should be given to low-dose poorly
soluble drugs, especially those that are micronized.
Drugs with low water solubility should never be for-
mulated solely with insoluble fillers, including calcium
salts (calcium sulfate, calcium phosphate) which are
only soluble at very low pH. Differences in solution
rate between hydrated and non-hydrated forms of
calcium salts as well as between dibasic and tribasic
forms may also be important. In some cases, excipients
complex with drug substances such as calcium salts
with tetracycline. Varying the ratio of soluble to
insoluble fillers in tablets can significantly alter the
dissolution pattern of poorly soluble drugs (weak acids
and non-electrolytes), but has little effect on weak
bases, which are soluble in gastric fluids.

The type and amount of disintegrating agent can also
be important. Differences in source (corn, potato, rice)
as well as variations in amylopectin–amylose ratios
result in variable disintegration times. The fact that
starch included within granules is not as effective as
starch added between granules has led to tablets with
good disintegration but poor dissolution. Incorporation
of super-disintegrants (crospovidone, croscarmellose,
sodium starch glycolate) has improved dissolution from
both direct-compression and wet-granulation formula-
tions. Both croscarmellose and sodium starch glycolate
can complex with small amounts of cationic drugs in
water, but not in physiologic fluids.[23]

The type and amount of binder used in granulations
affects dissolution rates. Many binders are hydrophilic
polymers whose solubility and solubility rate depend
upon molecular weight. Quality control tests such as
viscosity may be necessary as part of raw material test-
ing of polymeric substances. However, an advantage of
the granulation process is that it results in a wetting of
drug surfaces, which enhances drug dissolution once
the granules have disintegrated. Wetting agents such
as sodium lauryl sulfate can significantly improve the

dissolution of drugs of poor water solubility formu-
lated into direct compression tablets.

Perhaps the greatest source of concern in excipients
is with lubricants, particularly magnesium stearate,
which is not only hydrophobic but also has a laminar
crystal structure. When blended with other ingredients,
it tends to make them hydrophobic by delaminating to
coat their surfaces. The problems with magnesium
stearate are thus highly process dependent. For
example, blending time differences of as little as
2 min can significantly alter the dissolution pattern of
finished tablets. Because direct-compression formula-
tions have a higher specific surface area, the same
amount of magnesium stearate blended for the same
length of time makes direct-compression tablet
matrices more hydrophobic than matrices made from
granulations. The degree of shear imparted by different
mixers during processing significantly affects the distri-
bution of magnesium stearate.[24] The characteristics of
magnesium stearate vary from supplier to supplier and
sometime within the same supplier.[25] It is essential to
draft raw material specifications and strictly adhere to
Standard Operating Procedures (SOPs) during the
manufacture of products containing this lubricant.
Establishing purchasing specifications beyond those
listed in the National Formulary, such as bulk and
tap density, powder fluidity, particle size, surface area,
degree of hydration, and morphology is desirable.

THE EFFECTS OF MANUFACTURING
PROCESSES ON FORMULATIONS

Numerous unit processes are involved in making
tablets, including particle size reduction and sizing,
blending, granulating, drying, compaction, and (fre-
quently) coating. Various factors associated with these
processes can seriously affect content uniformity, bio-
availability, or stability. Some of these are given in
the following list:

1. Particle Size Reduction

– Non-uniform particle size can lead to segre-
gation problems

– Development of electrostatic forces inhibits
complete blending

– Changing the crystalline state can affect
solubility

2. Blending

– Non-homogeneous distribution of drug sub-
stance is the result of poor blending or
unblending

– Overblending of lubricant lowers dissolution
rates and affects compactibility
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3. Granulation

– Non-homogeneous distribution of binder
and drug substance gives drug-rich or
drug-poor fines

– Decomposition of drug substance due to
residual moisture

– Uneven granule size (too many or to few
fines) leads to compaction or uniformity
problems

4. Tableting

– Uneven compaction pressures affect dissolu-
tion

– Loss of mix quality in hopper and feed
frame gives poor content uniformity

– Additional shearing of lubricant in feed
frame lowers dissolution rates

5. Coating

– Non-uniform or incomplete coverage of
tablets and beads results in different dissolu-
tion patterns

When validating new equipment or procedures, the
sampling techniques must reflect the quality of the
material being tested, the blend of powders, moisture
in granulation, or coating integrity.

Another potential source of problems in manu-
facturing is reprocessing or reworking. Reworking
may be required when finished products fail to meet
hardness, content uniformity, disintegration, dis-
solution, or appearance specifications. Reworking
procedures must be in writing and are often part of
New Drug Applications (NDAs) and Abbreviated
New Drug Applications (ANDAs). Although prac-
ticed less today than in past years, given the high cost
of some drug substances, reworking continues to be
justified, but may involve the following problems:
overdistribution of lubricant leading to poor com-
pactibility and dissolution; distribution of particles
of coating in the reprocessed tablet may lower the
dissolution rate; and loss in compactibility due to
work hardening of direct-compression fillers, parti-
cularly at higher initial compaction pressures.
Reworking is less likely to cause dissolution problems
with water-soluble drugs.

SYSTEMATIC FORMULATION DEVELOPMENT

Previously, pharmaceutical experimenters were rarely
afforded the luxury of using expanded experimental
designs. Time and manpower constraints, imposed by

an ever-quickening pace to market, have prevented
the thorough examination and full understanding of
most commercial formulations. Although the pace of
formulating pharmaceutical systems has not lessened
recently, a rapid turnaround means formulators must
quickly gather information and base final decisions
on that information. The window for error is narrower,
and the formulator can no longer afford to use empiri-
cally gathered data to obtain the critical dosage form
information needed for a marketable formulation.
Systematic development approaches are also desirable
to provide data in anticipation of the use of SUPAC
(scale up and postapproval changes) regulatory poli-
cies by providing for the establishment of a research
database that can help justify such changes to regulat-
ory agencies.

Enormous progress has been made in the direction
of systematic formulation development through the
use of such statistical tools as multivariate analysis
and response surface methodology, and artificial intel-
ligence.

Experimental Design

In the long term, an efficient experimental design saves
time and avoids costly mistakes, and some pharmaceu-
tical firms have departments devoted to the prep-
aration of experimental designs and their analysis. If
a statistician is not available, a myriad of commercial
experimental-design software packages are on the mar-
ket (SAS, JMP, STATGRAPHICS, DESIGN
EXPERT) with which a formulator can design experi-
ments on a personal computer. These same packages
can also aid in data analysis and presentation.

The early phase of such a statistical experimental
design approach may include screening designs such as
two-level full or fractional factorial designs or Plackett-
Burman designs. The number of experimental runs is
reduced by intentionally confounding some experimental
effects. Ultimately, the screening design narrows the
number of potential variables for further study.

The latter phase of such as a central experimental
design approach might include response surface meth-
odologies to optimize a formulation such as a central
composite or Box-Behnken design. Such methods
allow experimenters to assess the effects of several
variables at one time without having to study every
possible unique combination of variables. This way, a
systematic identification of critical variables and an
optimization of the formulation and process can be
obtained. Response surfaces are generated, which give
formulators a graphic demonstration of the effect of
variables on various responses, such as drug dissolu-
tion. The designs and models available to experimen-
ters are numerous and the proper choice depends on
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the number of variables and the possible responses.
General references for experimental design can be
consulted as well as design software manuals, if a
statistician is not available for advice.

Artificial Intelligence Approaches

Among the artificial intelligence approaches that have
been used to provide support for the formulation
process are expert systems and artificial neural net-
works. An expert system (ES) is an intelligent com-
puter program that attempts to capture the expertise
of specialists who have knowledge and experience in
a well-defined domain. They are designed to simulate
an expert’s problem solving process. Developed more
than 20 years ago for other applications, expert
systems are a relatively new idea in pharmaceutical
technology. In rule-based systems, the knowledge is
highly structured and often represented as a set of rules
that express the relationship between several pieces of
information in the form of conditional statements.
These statements specify actions to be taken or advice
to be followed. Such systems can shorten development
time, simplify formulations, provide the rationale for
decisions taken in arriving at a formulation, serve as
excellent teaching tools for novices, and accumulate
and preserve the knowledge and experience of experts.
ESs suffer from the limitation that they are not cre-
ative. They can only deal with situations that have
been anticipated. They must be designed to handle
every contingency. Examples include expert systems
developed for formulating tablets,[26] for process trou-
bleshooting,[27] and for the selection of a mixer.[28]

Used in other disciplines for about 40 years, arti-
ficial neural networks (ANNs), like ESs, have only
recently been applied to pharmaceutical development.
ANNs are computer-based programs that attempt to
simulate certain functions of the biological brain, such
as learning, generalizing, or abstracting from experi-
ence. They have the ability to discern relationships or
patterns in response to exposure to facts (‘‘learning.’’).
ANN models may be viewed simply as multiple non-
linear regression models. Through ANNs, the data
and information generated during experimental work
may be transformed relatively easily into knowledge
that would enable the formulator to at least construct
a few domain specific rules, even though confined, for
future cases. However, ANN effectiveness is limited by
the training data selected. One limitation is that, in
most cases, ANNs lack explanation capability and
there is difficulty in obtaining justification for results.
Examples of applications to product development
include predicting model granulation and tablet
characteristics from knowledge of material and pro-
cess variables,[29] and predicting drug release from

immediate release formulations.[30] The development
of a hybrid system, i.e., an Expert Network, that inte-
grates ANNs and ESs has the potential of taking
advantage of the strengths of both ANNs and ESs
and avoiding the weaknesses of either.[31,32]

Formulation Development

Whether working in a large established laboratory or a
small research organization, formulators are well advised
to take an overall look at the development process
to assess the most rational approach to their particular
needs and resources. Among many approaches to
rational tablet formulation, the strategy used by research-
ers at the University of Maryland in collaboration with
FDA scientists[33] examines the drug product develop-
ment process in light of the SUPAC guidance.

This generalized plan focuses on the assessment the
possible influence of formulation and processing vari-
ables on bioavailability and manufacture. The research
protocol is best visualized by the flow chart in Fig. 1.
The model begins with the preformulation stage
wherein information is obtained on the physicochemical
and biopharmaceutic properties of the drug. One out-
come of the preformulation study should be the identi-
fication of the biopharmaceutic class (BCS) in which the
drug falls since this will provide important guidance in
making formulation decisions. For multisourced drugs,
the different sources are considered. The preformulation

Preformulation

Multiple
Drug
Sources

Scale-Up

Biostudy

SUPAC
Recommended
Ranges

Small Scale
Manufacture

Critical
Variables
Analysis

Dissolution Profiles

Bioavailability Study
In Vivo - In Vitro
Relationship

In Process Analysis
Dissolution
Response Surfaces
Formulation Selection

Experimental Design

Biopharmaceutic/
Pharmacokinetic Profile

Physicochemical
Characterization

Fig. 1 A research model used in a University of Maryland
and FDA collaborative research program. (From Ref.[33].)
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study results in a portfolio of information, which
provides guidance in formulation design and in the
development of appropriate hypotheses to be tested
and the critical variables studies that follow.

In the critical variables analysis phase, a statistical
experimental design is created (e.g., factorial, Box–
Behnken) intended to assess critical formulation and
process variables in relatively small-scale manufacture.
In these studies, the ranges of composition variables
are chosen to at least encompass those noted in the
recommendations of the AAPS–FDA Workshop on
Scale-up of Immediate Release Oral Solid Dosage
Forms or SUPAC. This phase is usually preceded by
a development phase during which variables and levels
to be studied are determined and the exact method of
manufacture is established. Experimental formulations
are assessed at least in terms of dissolution perform-
ance, content uniformity, and weight variation. On
the basis of these studies, the specific formulations to
be manufactured for biostudy are selected.

In the small-scale clinical manufacturing phase, for-
mulations are manufactured under GMP conditions
for possible clinical testing. These will be manufactured
on a larger scale than those in the previous phases.
Anexperimental design is chosen; however, if some of
the variables can be eliminated based on the earlier
experiments, the number of formulations produced
may be reduced.

The intent of the biostudy phase is to establish an
in vitro–in vivo relationship. If an appropriate corre-
lation can be established, dissolution may serve as a
surrogate for biostudies in the interpretation of what is
significant and what is not among the variables studied.

In the scale-up phase, larger runs of formulations
are manufactured. The formulations are selected to
determine if the larger scale will enhance the signifi-
cance of certain variables.

The statistical analysis of the data provides the
opportunity to predict changes in dissolution perform-
ance resulting from incremental changes in one or
more formulation or process variable at a time (e.g.,
the level of an excipient or the time of mixing).

The development model presented here may differ
from some formulation research programs in that bio-
studies may not be performed on small-scale batches.
The major advantage of early biostudies is the poten-
tial for early IVIVC and subsequent surrogate use of
dissolution testing in further work. Scale-up and
pilot-plant roles in formulation changes, while not
covered thoroughly here, are reviewed by Racz.[34]
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Tablet Manufacture

Norman Anthony Armstrong
Welsh School of Pharmacy, Cardiff University, Cardiff, U.K.

INTRODUCTION

The compressed tablet is by far the most widely used
dosage form, having advantages for both producer
and user. However, the manufacture of tablets can be
a complex process, since only a few raw materials
inherently possess those properties which are necessary
for the production of tablets of satisfactory quality.
Hence some preliminary treatment and/or incor-
poration of excipients in the formulation is usually
needed. Tablet manufacture is a paradox. Considerable
ingenuity and formulation expertise are required to
transform a mass of particles into a low porosity mass.
Yet, after the tablet has been ingested, the requirement
then is usually for the tablet to release its active
ingredient as rapidly as possible, and further ingenuity
is needed to bring this about.

Tablets are solid preparations each of which con-
tains a single dose of one or more active ingredients.
They are obtained by compressing uniform volumes
of particles, and are almost always intended for oral
administration.

The earliest reference to a dosage form resembling
the tablet is to be found in tenth century Arabic medi-
cal literature. Drug particles were compressed between
the ends of engraved ebony rods, force being applied
by means of a hammer. Details of the tabletting pro-
cess, as it is now known, were first published in 1843
when William Brockedon was granted British Patent
9977 for ‘‘manufacturing pills and medicinal lozenges
by causing materials when in a state of granulation,
dust or powder, to be made into form and solidified
by pressure in dies.’’ In this case, too, force was applied
by a hammer. Potassium bicarbonate was the first
pharmaceutical substance to be so treated.

The use of compressed pills, as they were then
known, increased rapidly. It is likely that the term
‘‘tablet’’ for this dosage form was first used in the
United States in the 1870s. Power-driven presses
replaced Brockedon’s hammer, and by 1874 there
existed both rotary and excentric presses, which in
their mode of operation were fundamentally similar to
those in use at the present time. The tablet lent itself
to mass manufacture by mechanical means, in contrast
to the slower labour-intensive production of older solid
dosage forms such as the pill. It is impractical for
individual pharmacists to produce small quantities

of tablets on a commercial scale, and this led to the
concentration of pharmaceutical manufacture in rela-
tively few industrial sites.

A monograph for Glyceryl Trinitrate Tablets was
included in the British Pharmacopoeia of 1885, but
no other tablet monograph appeared there until
1945. This was not due to lack of popularity of the dos-
age form itself, but rather the absence of suitable meth-
ods of quality control that were applicable to tablets.

The tablet did not meet with universal approval. In
1895 an editorial in the Pharmaceutical Journal in the
United Kingdom described the tablet as ‘‘one of the
evils suffered by legitimate pharmacy,’’ and predicted
that tablets ‘‘have had their day.’’[1] Not withstanding
such a prediction, the usage of tablets has continued to
increase. The 2000 edition of the British Pharmaco-
poeia contains 320 monographs for tablets, far in
excess of any other dosage form.

The tablet is the most popular dosage form because
it provides advantages for all concerned in the pro-
duction and consumption of medicinal products.
Though the initial capital outlay for the manufacturer
of tablets is considerable, they can be produced at a
much higher rate than any other dosage form, tablet
presses capable of producing about one million tablets
per hour being available. Furthermore, the fact that
the tablet is a dry dosage form promotes stability,
and in general, tablets have shelf lives measured in
years. They are also convenient to transport in bulk,
since they contain relatively small proportions of exci-
pients unlike, for example, oral liquids.

From the viewpoint of the pharmacist, tablets are
easy to dispense, while the patient receives a concen-
trated and readily transportable and consumed dosage
form. Furthermore, if properly prepared, tablets pro-
vide a uniformity of dosage greater than that of most
other medicines, and appropriate coating can mask
unpleasant tastes and improve patient acceptance.

The tablet also provides a versatile drug delivery
system. Though most tablets are intended to be swal-
lowed intact, the same basic manufacturing process,
associated with appropriate formulation, provides
medicines for sublingual, buccal, rectal, and vaginal
administration, together with lozenges, soluble, dis-
persible, and effervescent tablets. In addition, techni-
ques that can delay or otherwise modify the release
of the active ingredient from the tablet are available.
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Naturally tablets only possess these advantages if
they are properly formulated and manufactured. A well-
prepared tablet should possess the following qualities:

1. It should, within permitted limits, contain the
stated dose of drug.

2. It should be sufficiently strong to withstand the
stresses of manufacture, transport, and handling
so as to reach the patient intact.

3. It should deliver its dose of drug at the site and
at the speed required.

4. Its size, taste, and appearance should not
detract from its acceptability by the patient.

TABLET COMPRESSION

All tablets are made by a process of compression.
Solid, in the form of relatively small particles, is con-
tained in a die and a compressing force of several
tonnes is applied to it by means of punches. The shape
of the die governs the cross-sectional shape of the tab-
let, and the distance between the punch tips at the
point of maximum compression governs its thickness.
The conformation of the tablet faces, usually flat or
convex, is a reflection of those of the punches.

The tip of the lower punch moves up and down
within the die, but never actually leaves it. The upper
punch descends to penetrate the die and apply the
compressive force. It is then withdrawn to permit ejec-
tion of the tablet, brought about by an upward move-
ment of the lower punch.

There are two types of tablet press. The excentric
press has one die and one pair of punches. The rotary
press has a larger number of dies which are fitted, with
their corresponding punches, into a rotating turret.

Irrespective of the type of press that is used, the pro-
cess of tablet compression can be divided into three
stages, as shown in Fig. 1.

Stage 1. Filling

The lower punch falls within the die, leaving a cavity
into which particulate matter flows under the influence

of gravity from a hopper. Though tablets are usually
described in terms of weight, the die is filled by a volu-
metric process. The volume is determined by the depth
to which the lower punch descends in the die. Unless
this volume is filled reproducibly on each occasion,
then the mass of the tablet will vary, and with it the
drug content of each tablet. Therefore, uniform filling
is essential. However, it must be borne in mind that
the die cavity has a cross-section of only a few milli-
metres, and only a fraction of a second is available
for filling each die. It therefore follows that the parti-
cles must flow easily and reproducibly.

Stage 2. Compression

The upper punch descends, and its tip enters the
die, confining the particles. The distance separating
the punch faces decreases, either by movement of the
upper punch alone (as in excentric presses) or by move-
ment of both punches (as happens in rotary presses).
The porosity of the contents of the die is progressively
reduced, and the particles are forced into ever-closer
proximity to each other. This process is facilitated by
the particles fragmenting and/or deforming. Once the
particles are close enough together, interparticulate
forces then cause the individual particles to aggregate,
forming a tablet. The magnitude of the force is gov-
erned by the minimum distance separating the punch
faces. Therefore, a second essential property of the par-
ticles is that they cohere under the influence of a com-
pressive force. It is also essential that this coherence be
maintained when the compressing force is removed.

Stage 3. Ejection

The upper punch is withdrawn from the die, and so the
force being applied to the tablet is removed. The effect
of this might be to cause the deformed particles to
return to their former shape, which would result in a
decrease in interparticulate contact and hence tablet
strength. It is essential that this does not occur. As
the upper punch leaves the die, the lower punch moves
upwards, pushing the tablet before it. During the com-
pression stage, the particles are forced into intimate
contact with the interior die wall. It follows that
attempts to remove the tablet will be opposed by fric-
tional forces and so successful ejection demands lack of
adhesion between the tablet and the diewall.

Therefore in summary, for a particulate solid to be
successfully transformed into tablets, three key proper-
ties need to be present:

1. Good particle flow.
2. The ability of the particles to cohere under the

influence of a compressing force. This coherence

Tablet
Upper punch

Die

Lower punch

Compression

Ejection

Filling

Fig. 1 Cycle of operations of an excentric tablet press.
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must be retained after the compressing force has
been removed.

3. The ability of the tablet to be ejected from the die
after the compressing force has been removed.

Few powders possess all these essentials and some
possess none of them. Thus, before successful tablet-
ting can take place, some preliminary treatment with
the addition of one or more excipients is almost
invariably needed.

METHODS OF TABLET PRODUCTION

The pretreatment that is usually necessary takes the
form of granulation. The process of granulation is
essentially one of size enlargement, and it serves several
purposes in the tablet manufacturing process:

1. It improves flow by increasing particle size,
since large particles flow more readily than
small ones.

2. It improves compression characteristics, adding
to the cohesive strength of the tablet.

3. Once a homogeneous mixture has been achieved,
segregation is prevented, since particles that are
stuck together cannot separate.

4. It reduces dust.

Both wet and dry granulation techniques are
available.

Tablet Manufacture by Wet Granulation

This is the traditional method of pretreatment of solids
prior to tabletting. Despite its complexity and inherent
disadvantages, even now about half the tablets pro-
duced worldwide are manufactured by this process.
Its essence is that particles of active ingredient, with
a diluent if necessary, are stuck together using an
adhesive, the latter usually being water-based. The
result is a granular product which flows more readily
and has an improved ability to cohere during com-
pression.

A flow diagram of the wet granulation process
together with appropriate excipients is shown in Fig. 2.

The diluent

The first stage in the wet granulation process is often a
dry mixing stage in which the active component is
mixed with a diluent. Many drugs need to be adminis-
tered in doses of only a few milligrams or even less, yet
a tablet that weighs less than about 50 mg is difficult
for the patient to handle conveniently. It is therefore

necessary to increase the bulk of such a tablet with a
diluent. Some commonly used diluents are listed in
Table 1.

The ideal diluent would be both chemically and
physiologically inert, and would not interfere with
the bioavailability of the active ingredient. It should
also be inexpensive and be easily tabletted since, if the
proportion of active ingredient is small, the overall tablet-
ting properties of the mixture are largely governed by
those of the diluent.

Lactose is by far the most frequently used diluent
for solid dosage forms. An inexpensive disaccharide
obtained as a by-product of the cheese industry; it is
available in a number of forms, though a-Lactose
monohydrate is the variety that is normally used as
the diluent in tablets made by wet granulation. It is
freely albeit slowly soluble in water and as such it is
a suitable diluent for active ingredients of low water
solubility. Lactose is a non-reducing sugar, and is
reasonably inert. It can take part in the Maillard reac-
tion when mixed with substances containing primary
amine groups, giving highly colored products, and thus
its use is contraindicated in such formulations.[2]

Probably the second most commonly used diluent
in the wet granulation process is dibasic calcium
phosphate. This substance is virtually insoluble in
water and hence is always used in conjunction with a
disintegrating agent. Its properties have been reviewed
by Carstensen and Ertell.[3]

Mixing

The purpose of the mixing stage is to ensure that the
powder blend and hence the resulting tablets are
homogeneous in content. A random mixture is defined
as one where the probability of sampling a given type
of particle is proportional to the number of such parti-
cles in the total mixture. Thus, the aim is to produce a

Active ingredient(s) Diluent

Binder Wetting Water

Granulation

Drying

Sieving

Glidant
lubricant

Mixing Disintegrating agent

Compression

Mixing

Fig. 2 The wet granulation process of tablet manufacture.
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mixture such that when a sample is removed, the
relative proportions of the components of that sample
are the same as in the mixture as a whole.

Unlike molecules in a fluid, which in time will mix
spontaneously by a diffusion mechanism, powder par-
ticles do not mix spontaneously but remain in their
relative positions. Therefore before mixing can occur,
energy must be put into the system. This causes the
powder bed to dilate or expand, the particles separate
from one another and this leads to relative motion
among them.

It might be intuitively expected that the randomness
of a mixture will progressively increase with time, but

this is not always the case. Under certain conditions,
an optimum mixing time occurs, beyond which the
mixture shows a tendency to separate back into its
components. This process is known as segregation.
Segregation is particularly likely to occur in mixtures
where the components differ markedly in size, with dif-
ferences in shape and density as secondary factors. It is
especially likely to occur if regular patterns of move-
ment are set up in the mixing device, and for this
reason, mixers are designed so that an irregular mixing
motion occurs.[4]

Although in general a size difference between com-
ponents can lead to segregation, a situation where

Table 1 Tablet diluents

Diluent Comments

Calcium carbonate Insoluble in water (Cal-Carb�, Millicarb�, Pharma-Carb�, Sturcal�)

Calcium phosphate, dibasic Insoluble in water, good flow properties, available in dihydrate
and anhydrous forms (Cyfos�, Calstar�, Calipharm�, Emcompress�)

Calcium phosphate, tribasic Insoluble in water (Tricafos�, Tri-Cal�, Tri-Tab�)

Calcium sulfate Insoluble in water (Cal-Tab�, Compactrol�)

Cellulose, microcrystalline Good compression properties, may not need lubricant, can act as
disintegrant (Avicel�, Emcocel�, Vivacel�)

Cellulose, microcrystalline silicified Combination of microcrystalline cellulose and silica (Prosolv�)

Cellulose, powdered (Elcema�, Solka-Floc�)

Dextrates (Emdex�)

Dextrose Hygroscopic, reducing sugar (Tabfine�)

Fructose (Fructofin�)

Lactitol (Finlac�)

Lactose monohydrate The most commonly used diluent. Inexpensive, takes part in Maillard

reaction (Fast-Flo�, Lactochem�, Microtose�, Pharmatose�,
Tablettose�, Zeparox�)

Magnesium carbonate

Maltitol (Maltisorb�, Maltit�)

Maltodextrin (Glycidex�, Lycatab�, Maltrin�)

Maltose (Advantose�)

Mannitol Freely soluble in water, negative heat of solution and therefore
cool taste, popular for chewable tablets, non-cariogenic (Pearlitol�)

Sodium chloride Freely soluble in water, used in solution tablets

Sorbitol

Starch Also acts as disintegrating agent, may give soft tablets

Starch, pregelatinized Also acts as disintegrating agent. (Lycatab�, Pharma-Gel�, Pre-Jel�,
Sepistab�, Starch 1500�, Starx 1500�)

Sucrose Freely soluble in water, sweet taste, hygroscopic, used in lozenges in
conjunction with lactose

Sugar, compressible (Dipac�, Nutab�)

Sugar, confectioner’s

Sugar spheres (Nu-Core�, Nu-Pareil�)

Talc

Xylitol Negative heat of solution, cool taste (Xylifin�, Xylitab�)

Proprietary names are given in parentheses.

3656 Tablet Manufacture



Ta
bl

et
–T

ab
le

t

there is a large difference in sizes between components
may be beneficial. In such circumstances, small parti-
cles of one component can become trapped in irregula-
rities in the surface of the larger component. These are
not random mixtures, as the particles of the two com-
ponents cannot behave independently. This concept is
called ‘‘ordered mixing’’ and it has found applicability
in the manufacture of solid dosage forms containing
small quantities of highly potent active ingredients[5]

(see the article on Blenders and Blending in this encyc-
lopedia).

Granulation

The underlying process of size enlargement in wet
granulation is achieved by either one or both of two
different mechanisms. Firstly, adjacent solid particles
may be stuck together using an adhesive. Such sub-
stances are known as binders or granulating agents.
Secondly, dissolution of the solid in the granulating
liquid can occur, followed by evaporation of the liquid
phase of the latter. This will result in the deposition
of dissolved material on particle surfaces, forming
so-called crystal bridges. The occurrence of this mech-
anism will depend on the solubility of the solids in the
liquid phase. Thus, sucrose will form crystal bridges
with an aqueous granulating fluid, whereas calcium
phosphate will not.

The process and underlying mechanisms of granu-
lation have been fully described by Sherrington and
Oliver.[6] Details of commonly used binders are given
in Table 2. They are often natural or synthetic poly-
mers and are usually added as aqueous solutions or
dispersions. Alternatively, they can be mixed with the
other solids in the formulation in the dry state, water
then being added.

If the active ingredient is unstable in the presence of
water, then a granulation process using non-aqueous
liquids can be used. The usual granulating system in
such cases is povidone dissolved in isopropanol. The
extra costs and environmental problems posed by the
use of a volatile and flammable liquid are disincentives
to the use of non-aqueous granulation.

The traditional piece of granulating apparatus is the
shear granulator. Its function is to homogeneously
incorporate an adhesive and viscous liquid such as
starch paste into a mass of dry powder to form
agglomerates. It follows that a considerable shearing
force needs to be exerted. The mixed solids are loaded
into the bowl of the mixer, and the liquid added with
agitation. The damp solid is then forced through a
relatively coarse screen (about 1–2 mm), often by means
of oscillating bars, to give discrete granules. The pro-
gression of the granulation process can be monitored
by measuring the electrical power consumption by
the granulator, and hence optimum granulation times

can be established. Ertell et al. have shown that the size
of the granulator and the mixing time can be major
influences on the physical properties and dissolution
rate of the resulting tablets.[7]

As described above, the wet granulation process is a
long and hence expensive procedure, which has been
improved by the introduction of high-speed mixer
granulators. These have agitator and chopping blades,
which enable mixing, wet massing, and granulation to
take place in the same piece of apparatus. In such
devices, the granulation process takes place extremely
rapidly, and hence the establishment of optimum
granulation times is even more important.

A further technique is fluid-bed granulation. Air is
passed into the powder bed from below. This causes
the particle, of powder to form a suspension in the
air and gives effective mixing. The granulating fluid
is then sprayed over the particles, which adhere on col-
lision and they are then dried in the heated air stream.

The wet granulation process, apparatus, and phar-
maceutical applications have been comprehensively
reviewed by Kristensen and Schaefer[8] (see the article
on Tablet Granulation in this encyclopedia).

Drying

After the process of granulation, the product exists as a
wet mass from which the liquid must be removed, since
the presence of water leads to the impairment of flow
properties, and perhaps to chemical instability. Water
is usually removed by evaporation for which energy
is needed. This is normally provided as heat, though
microwave energy is being increasingly used for drying
in tablet manufacture.

The essential constituents of an effective piece of
drying equipment are a heat supply to increase the
temperature and thereby reduce relative humidity, a
device for removal of evaporated water and a means
of minimizing the distance that water molecules must
diffuse before they can be evaporated.

The fluidized bed drier is the most commonly used
device for drying tablet granules. The solid is fluidized
from below by a jet of hot air, and so each granule
becomes separated from its neighbors. The air provides
an effective means of heat transfer, as well as of remov-
ing water vapor. The speed of the drying process is
governed by the distance that water molecules must
diffuse before they arrive at the evaporative surface.
Since the wet granules are present as individual units,
the maximum distance over which diffusion occurs is
equal to the radius of a granule. Hence, fluidized bed
drying is a rapid process.

The temperature of the bed can be precisely con-
trolled, and a free-flowing product results. The resem-
blance to fluid-bed granulation will be apparent,
and apparatus based on the fluidized bed principle is
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available in which mixing, granulation, and drying
take place in the same chamber.

Although the apparent turbulence of the air stream
may give rise to interparticulate collisions and hence
attrition, this is not usually a severe problem. However,
the rapid movement of particles in a hot, dry atmos-
phere can lead to the development of static electrical
discharges. Suitable precautions must therefore be
taken, especially if flammable liquids have been used
in the granulation process.

A more traditional means of drying is the tray drier.
Hot air flows over a series of shelves on which the wet
material is spread. Compared to the fluidized bed drier,
the solid–air interface is smaller, and water molecules

may have to diffuse through the whole thickness of
the solid layer before the evaporative surface is
reached. Thinner layers give quicker evaporation, but
this would reduce the overall capacity of the drier.
Thus, the drying process is slower in a tray drier than
in a fluidized bed drier.

As water diffuses through the bed of solid, it will
carry with it any components of the formulation that
are soluble in it. This will lead to a non-uniform distri-
bution of these components in the solid. This is not
usually a problem with fluidized bed drying, but with
tray drying, significant differences in composition can
occur between the upper and lower surfaces of the
solid bed. This can give rise to non-uniform drug

Table 2 Binders used in the wet granulation process

Binder

Concentration in the

granulating fluid (% w/v) Comments

Acacia mucilage Up to 20 Yields very hard granules

Alginic acid 1–5

Carbomer 5–10 (Carbopol�)

Carboxymethylcellulose calcium 5–15 (Nymcel�)

Carboxymethylcellulose sodium 5–15 (Nymcel�)

Cellulose, microcrystalline (Avicel�, Emcocel�, Vivacel�)

Powdered cellulose (Elcema�, Solka Floc�)

Ethyl cellulose 1–3 (Aquacoat�)

Gelatin 5–20 Forms gel in cold water, therefore
warm solution used, strong adhesive

Glucose, liquid Up to 50 Strong adhesive, hygroscopic

Guar gum 1–10

Hydroxyethyl cellulose 2–6 (Cellosize�)

Hydroxypropyl cellulose 2–6 (Klucel�, Methocel�)

Hydroxypropyl cellulose—low-substituted 5–25

Hydroxypropylmethyl cellulose 2–5 (Methocel�, Pharmacoat�)

Magnesium aluminum silicate 2–10 (Pharmasorb�, Veegum�)

Maltodextrin 2–10 (Glucidex�, Lycatab�, Maltrin�)

Methylcellulose 1–5 (Celacol�, Methocel�)

Polydextrose (Litesse�)

Polyethylene oxide 5 (Polyox�)

Povidone 0.5–5 Also known as PVP or polyvinylpyrrolidone.
Soluble in water and some organic solvents, can
be used for non-aqueous granulation, very

commonly used, synthetic material (Kollidon�,
Plasdone�)

Sodium alginate 1–3 (Manucol�)

Starch paste 5–25 Very commonly used

Starch, pregelatinized 5–10 (Lycatab�, Pharma-Gel�, Pre-Jel�, Sepistab�,
Starch 1500�, Starx 1500�)

Sucrose (syrup) Up to 70 Hygroscopic, tablets may harden on storage

Water Suitable for solids that are freely soluble in water

Proprietary names are given in parentheses.
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content and, if the migrating species is colored,
variation in the appearance of the product.[9,10]

Microwaves are being increasingly employed in the
pharmaceutical industry for drying purposes. The inci-
dent microwave radiation (frequencies of 2450 and
960 MHz are used) causes electrons in substances such
as water to resonate, which in turn generates heat and
causes the water to evaporate. The water vapor is
removed under vacuum, and hence the product dries
rapidly at a relatively low temperature. As the bed of
solid is stationary, particle attrition does not occur,
and dust formation is minimized.

Second mixing stage

When the drying process is complete, it is likely that
the product will have cohered into relatively large
masses, especially if tray drying has been used. The
dried material is therefore passed through a sieve
(usually 250–700 mm) to break up aggregates and to
give a relatively uniformly sized granule. A second
mixing stage now follows in which several important
ingredients of the formulation are added.

The glidant

The formation of granules from the original powder
particles may have improved flow sufficiently for uni-
form die filling to be achieved. However, if flow is still
not good enough, a glidant (also known as an anticak-
ing agent) can be added to improve flow still further.

The most frequently used glidant is colloidal silicon
dioxide, which has a mean size of about 20 nm. It is
thought to act by lodging in the surface irregularities
of the granule, forming a more rounded structure
and hence reducing interparticulate friction. Colloidal
silica has the added advantage of acting as a moisture
scavenger. Residual water in the formulation is bound
to the silica, thereby providing a drier environment for
the other ingredients.

Methods of assessing glidant action have been
reviewed by Augsburger and Shangraw.[11] Lerk et al.
showed that a concentration of 0.2% colloidal silica
in a tablet formulation had no effect on tablet crushing
strength. However, higher concentrations reduced
crushing strength especially when associated with pro-
longed mixing times.[12] Some commonly used glidants
are shown in Table 3.

The lubricant

When the tablet formulation is compressed, the sides
of the tablet are brought into intimate contact with
the die wall. The tablet must then be ejected from the
die, involving the movement of the side of the tablet
relative to the die wall. Therefore, friction between
the tablet and the die wall must be overcome. With
materials such as lactose, friction resistance can be
considerable, and it may be impossible to remove the
tablet from the die without damage to the tablet or
to the tablet press. Therefore, a lubricant is almost
invariably included in a tablet formulation. A lubricant
is a substance that deforms easily when sheared
between two surfaces, and hence when interposed
between the tablet and the die wall, provides a readily
deformable film.[13] Details of some tablet lubricants
are shown in Table 4.

Inadequate lubrication can often be recognized by
vertical scratches on the sides of the tablet. It may also
lead to a build-up of solid on the punch faces, which in
turn gives a matt, dimpled appearance to the face of
the tablet, a phenomenon known as picking.

In practice, magnesium stearate is by far the most
frequently used tablet lubricant, and is extremely effec-
tive. Its activity, as with other metallic salts of fatty
acids, is believed to derive from adhesion of the polar
metallic portion of the molecule to the powder particle
surface. As a consequence, the hydrocarbon portion
of the molecule becomes oriented away from the
surface.[14] Thus, a non-polar layer is presented to

Table 3 Tablet glidants

Glidant Concentration in tablet (%) Comments

Calcium silicate 0.5–2

Cellulose, powdered 1–2 (Elcema�, Solka Floc�)

Magnesium carbonate 1–3

Magnesium oxide 1–3

Magnesium silicate 0.5–2

Silicon dioxide, colloidal 0.05–0.5 Excellent glidant (Aerosil�, Cab-o-Sil�)

Starch 2–10

Talc 1–10 Insoluble in water but not hydrophobic

Proprietary names are given in parentheses.
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adjacent powder particles and structures such as the
press tooling. It is from the formation of this non-polar
layer that the advantages and disadvantages of the use
of magnesium stearate in a tabletarise.

To act as an effective lubricant in a tablet, the lubri-
cant must be dispersed over the surface of the powder
particles or granules. The more complete this layer, the
more effective the lubricant action will be. However,
this has two deleterious consequences. The first is that
each powder particle presents a hydrophobic and
hence water repellent exterior. It is well known that
the presence of a lubricant based on fatty acids slows
disintegration and dissolution, and has been shown
to cause bioavailability problems.

The second consequence is that direct contact
between powder particles is, at least in part, replaced
by contact between adjacent hydrocarbon layers. Since
these by definition have low shear strength, it is not
surprising that interparticulate bonding is reduced
and hence the tablet structure is weakened. Reduction
in tablet strength is particularly marked with sub-
stances such as microcrystalline cellulose that undergo
deformation on compression, since although the parti-
cles may change shape, the hydrocarbon layer remains
intact. Substances which fragment on compression suf-
fer a smaller reduction in strength, since new surface,

uncontaminated by lubricant, is created as the particles
break up. This new surface can then take part in inter-
particulate bonding.[15]

All these factors, both positive and negative, are
consequences of the attrition of particles of lubricant
and their spreading around the exterior surface of the
other components of the tablet. Therefore, any proces-
sing factor that can affect lubricant attrition or the
completeness of the film might be expected to influence
tablet disintegration, dissolution, bioavailability, and
physical strength. The mixing process is extremely
important here, and mixing time, mixer type, and batch
size[16] have all been shown to influence tablet proper-
ties. Thus, there is a need to establish a minimum lubri-
cant concentration and an optimum mixing time
within which adequate lubrication is achieved without
the development of undesirable tablet characteristics.
To ensure batch-to-batch uniformity, the parameters
of the mixing process such as type of mixer, batch size,
and mixing time must be kept as constant as possible.
A mixing time of 2–5 min usually suffices to give
adequate lubrication.[17]

The water repellent properties of hydrocarbon
based lubricants can be countered to a certain extent
by the inclusion of a wetting agent such as sodium
lauryl sulfate into the formulation. Such materials

Table 4 Tablet lubricants

Lubricant Concentration in tablet (wt%) Comments

Calcium stearate 0.5–2 Water insoluble

Fumaric acid 5 Water soluble

Glyceryl behenate 0.5–4 Water insoluble

Glyceryl palmitostearate 0.5–5.0 Water insoluble (Precirol�)

Hydrogenated vegetable oil 1–6 Water insoluble, may be used in conjunction
with talc (Lubritab�, Sterotex�)

Magnesium lauryl sulfate 1–2 Soluble in warm water

Magnesium stearate 0.25–5 Water insoluble, excellent lubricant, reduces
tablet strength, prolongs disintegration

and dissolution times

Polyethylene glycol 4000 or 6000 2–5 Soluble in water, moderately effective, also
known as macrogols (Carbowax�)

Sodium lauryl sulfate 1–2 Water soluble, moderate lubricant, but good
wetting properties, often employed in

conjunction with stearates (Empicol�, Stearowet C�)

Sodium stearyl fumarate 0.5–2.0 Sparingly soluble in cold water, soluble in
hot water (Pruv�)

Starch 2–10 Moderate lubricant

Stearic acid 1–3 Water insoluble

Talc 1–10 Insoluble in water but not hydrophobic.
A moderate lubricant

Zinc stearate 0.5–2 Water insoluble

Proprietary names are given in parentheses.
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themselves can have a limited lubricant action. Mix-
tures of stearates and lauryl sulfates are commercially
available.

Sodium stearyl fumarate has been used as an alter-
native for magnesium stearate. It has about the same
lubricating effect, and causes similar tablet strength
reduction and prolongation of disintegration time.[18]

Lubricants based on fatty acids, because of their low
water solubility, are unsuitable for tablets which must
be dissolved in water before use. Polyethylene glycol
6000 (macrogol 6000) is soluble in water, but its lubri-
cant activity is limited. Magnesium lauryl sulfate has
been suggested as a water-soluble substitute for mag-
nesium stearate. In addition to its lubricant action, this
substance, like sodium lauryl sulfate, is an effective
wetting agent.[19]

It must be stressed that the functions of a glidant
and lubricant in a tablet formulation are totally differ-
ent. A few materials, e.g. talc, can act as both glidant
and lubricant, but usually two different excipients are
needed. Thus, although colloidal silicon dioxide is an
excellent glidant, it has no lubricant activity. Con-
versely, magnesium stearate, despite its popularity as
a lubricant, can hinder rather than promote flow.

The disintegrating agent

Strongly coherent particles are essential for the pro-
duction of robust tablets, which will have high physical
strength and low porosity. However, before it can be
absorbed in the gastrointestinal tract, the active
ingredient must dissolve, and a physically strong tablet
is an impediment to dissolution. Therefore, tablet for-
mulations often include a disintegrating agent, which
when it comes into contact with water, disrupts the
tablet structure and leads to fragmentation. A larger
surface area is thus exposed to the dissolving fluid
and dissolution is facilitated. Tablets which contain a
large proportion of solids that are freely soluble in
water have less need of a disintegrating agent, since
such tablets tend to erode from their exterior surfaces
rather than disintegrate. Details of some tablet disinte-
grating agents are given in Table 5.

For many years, starch was the disintegrating agent
of choice. Recently, however, so-called ‘‘super disinte-
grants’’ have been introduced, which markedly reduce
tablet disintegration time. Such substances include
croscarmellose, crospovidone, polacrilin potassium,
and sodium starch glycolate.[20]

The disintegrating agent may be mixed with other
powders prior to wetting with the granulating fluid
(intragranular) or at the second mixing stage (extragra-
nular), or both. Shotton and Leonard found that while
extragranular disintegrating agents caused the tablet to
disintegrate quicker, intragranular disintegrants not

only broke down the tablet but also the constituent
granules, giving a finer product.[21]

The mechanism of action of disintegrating agents
has been the subject of some debate.[22] Some sub-
stances such as starch swell when they come into con-
tact with water, and disruption of the tablet structure
has been attributed to this. However, other effective
disintegrants do not swell in this way, and are believed
to act by providing a network of hydrophilic pathways
inside the tablet through which water can diffuse. Irres-
pective of the precise mechanism of disintegration, it is
clear that water uptake into the tablet must be the first
step in the disintegration process.[23]

Addition of wetting agents such as sodium lauryl
sulfate or sodium docusate can assist this water
penetration by lowering the surface tension, and
they are often used in conjunction with hydrophobic
lubricants such as magnesium stearate (see the article
on Tablet Disintegrants and Disintegration in this
encyclopedia).

Tablet Manufacture by Dry Granulation

Although widely used, the wet granulation method of
tablet manufacture suffers from several disadvantages.
Water is the usual granulating fluid, and this exposes
tablet ingredients to the danger of hydrolysis. Further-
more, the granulating fluid has to be removed, usually
by heating. In addition to the energy costs that are
incurred, the elevated temperature will accelerate any
hydrolytic reaction that might be taking place.

Dry granulation is an alternative method that can
be used, and this process is shown in Fig. 3. The com-
ponents of the formulation are compressed in the dry
state. If sufficient bonding strength cannot be achieved
by compression alone, a binder is added, also in the
dry state.

The initial compression stage can take place by one
of two methods. The first uses a conventional tablet
press, a process often referred to as ‘‘slugging.’’
Because the components of the formulation will not
have the necessary attributes for producing good
tablets, the tablets produced at this stage (the slugs)
will not be of acceptable quality, especially as regards
to appearance and weight uniformity. The slugs are
then broken down to form a granular product, which
after sieving can then be compressed again to give sat-
isfactory tablets. Malkowska and Khan showed that
the ease of compressibility of the formulation at the
second compression was inversely proportional to the
pressure used at the slugging stage, implying that slug-
ging at high pressure should be avoided.[24]

A second method of compression is to use a roller
compactor. The powder mixture is passed between
two contra-rotating cylindrical rollers to form a cake,
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which as before is broken down to a product of granu-
lar size and then recompressed. Both methods require
the addition of a lubricant prior to the first com-
pression stage, though more lubricant will probably
be needed before the second compression.

Tablet Manufacture by
Direct Compression

Both wet and dry granulation methods of tablet
manufacture are complex multistage processes, but
are necessary to convert the components of the formu-
lation into a state that can be readily compressed into
acceptable tablets. If, however, a major component of
the formulation already possesses the necessary degree
of fluidity and compressibility, granulation would be
unnecessary. This is the basis of the direct compression
method of tablet manufacture.[25]

The key component here is the diluent. This must
not only possess those properties which are necessary
for satisfactory tablet formulation, but also retain
those properties when mixed with the other constitu-
ents of the formulation such as the active ingredient.

The process of direct compression is shown in
Fig. 4. The ingredients are mixed together and then
compressed. Almost invariably a lubricant must be
added, and a glidant and a disintegrating agent
included when necessary. The process does not involve
the use of a liquid, and hence a drying stage with its
attendant energy costs is avoided.

Details of some direct compression diluents are
given in Table 6. The majority of these are available
from only one supplier, though the two most fre-
quently used—spray-dried lactose and microcrystalline
cellulose—are available from several sources.

In view of the apparent simplicity of this method
of tablet manufacture and the number of suitable

Table 5 Tablet disintegrating agents

Disintegrating agent Concentration in tablet (wt%) Comments

Alginic acid 2–10

Carbon dioxide Created in situ in effervescent tablets

Carboxymethylcellulose calcium 1–15 (Nymcel�)

Carboxymethylcellulose sodium 1–5 (Nymcel�)

Cellulose, microcrystalline Up to 10 Directly compressible, some lubricant
properties (Avicel�, Emcocel�, Vivacel�)

Cellulose, powdered 5–15 Solka Floc�

Croscarmellose sodium 0.5–5 (Ac–di-Sol�, Solutab�)

Crospovidone 2–5 (Kollidon CL�, Polyplasdone XL�)

Docusate sodium 0.5–1 Acts primarily as a wetting agent

Guar gum 2–8

Hydroxypropyl cellulose—low-substituted 5–25

Magnesium aluminum silicate 2–10 (Veegum�)

Methylcellulose 2–10

Polacrilin potassium 2–10 Cation exchange resin
(Amberlite IRP88�)

Poloxamer 5–10

Povidone 0.5–5 (Kollidon�, Plasdone�)

Sodium alginate 2.5–10 (Manucol�)

Sodium glycine carbonate Source of carbon dioxide for
effervescent tablets

Sodium lauryl sulfate 0.5–2 Primarily a wetting agent but
aids disintegration (Empicol�)

Sodium starch glycolate 2–8 (Explotab�, Primojel�)

Starch 2–10 Potato and maize starches are

most frequently used

Starch, pregelatinized 5–10 (Lycatab�, Pharma-Gel�, Pre-Jel�,
Sepistab�, Starch 1500�, Starx 1500�)

Proprietary names are given in parentheses.
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diluents that are commercially available, it is perhaps
surprising that techniques of tablet manufacture
involving granulation are still so widely used. Direct
compression can, of course, only be used when a diluent
is required by the formulation, i.e., the active ingredient
must be relatively potent. Direct compression can offer
significant savings in energy, equipment, and material
handling costs. Against this must be set higher ingredi-
ent costs, since direct compression diluents are more
expensive than other diluents.

There are, however, other factors which must be
considered. In wet granulation, the properties of the
individual drug and diluent particles are, at least to a
certain extent, hidden by the binder, whereas in direct
compression, the original particles are still present.
Therefore, in the latter technique, a premium is placed
on batch-to-batch consistency of particulate properties
such as size and shape for both drug and diluent. In a
direct compression formulation, the components can
behave as individual particles, and therefore there is
a danger that these can segregate after mixing and
prior to compression. In a granulation process, the
particles are bound together and so segregation is less
likely to happen. Furthermore, the reduction in dust
formation brought about by granulation cannot occur
in direct compression.

The true direct compression process as described
earlier almost invariably applies to formulations con-
taining potent active ingredients and where the direct
compression properties derive from the diluent. A
few substances do possess adequate flow and cohesive
properties without the need for pretreatment. These
are usually crystalline inorganic salts such as sodium
chloride and potassium chloride. Direct compression
forms of less potent active ingredients are available
e.g., paracetamol and ascorbic acid. These can be
directly compressed into tablets, perhaps after the
addition of a lubricant. However, such substances are
more accurately described as ‘‘pre-granulated,’’ in that
the granulation process—either wet granulation or
precompression—has been carried out by the excipient
manufacturer.

THE BEHAVIOR OF PARTICLES UNDER
A COMPRESSIVE LOAD

All tablet manufacture can be regarded as the appli-
cation of pressure to a population of particles enclosed
in a confined space. An understanding of particle
behavior under such conditions is therefore the key to
understanding the formation and properties of tablets.

Application of a Force to Particles in a Die

Attractive forces exist between any two solid bodies.
These forces may be non-specific, e.g., van der Waal’s
forces, or may be more specific in nature, e.g., brought
about by molecules exhibiting intermolecular hydrogen
bonds. However, irrespective of their nature, it is these
forces acting among a large population of particles
that enable a coherent tablet to be formed.[26] Their
magnitude depends directly on the particle mass and
inversely on the square of the distance separating
the particles. It follows, therefore, that with small
particles of small mass, a tablet will only be formed
when adjacent particles are forced into intimate
contact with each other. This contact is brought about
by the application of force.

A representation of what may happen to an indi-
vidual particle when a force is applied to it can be
obtained by considering what happens to a spring
when subjected to a load that is applied and then
removed. This is shown in Fig. 5. Although the ana-
logy of a powder under compression to a spring under-
going elongation is not exact, it does provide useful
comparisons. The load is termed the stress and the
change in length the strain.

Initially there is a rectilinear relationship between
stress and strain, and if the stress is removed, the spring
returns to its original length. This is elastic behavior

Active ingredient(s) Diluent

Glidant Mixing

Compression

Lubricant

Disintegrating agent

Fig. 4 The direct compression process of tablet manufacture.

Active ingredient(s)

(Binder)

Diluent

Mixing

First compression
(by tablet press or roller compactor)

Glidant
lubricant Mixing

Second compression

Disintegrating agent

Sieving

Lubricant

Comminution

Fig. 3 The dry granulation process of tablet manufacture.
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and is completely reversible. The spring is said to obey
Hooke’s law and the reciprocal of the slope of this por-
tion of the curve is Young’s Modulus for the spring.

If the stress is further increased, eventually a point is
reached when the straight-line relationship is lost. This
is termed the elastic limit. If stresses in excess of the
elastic limit are applied and then removed, the spring
will not return to its original length. Thus, a fraction
of the change in length is permanent or irreversible,
and this is termed plastic behavior. Further increase
in load will result in more and more plastic deformation

until eventually the load is so great that the breaking
point of the spring is reached and it snaps. Now, con-
sider now a number of particles constrained in the die
of a tablet press and to which a progressively increasing
force is applied. A series of events can then occur, per-
haps sequentially but there is a greater likelihood that
some overlap will occur.

The particles will undergo rearrangement to form a
less porous structure. This will take place at very low
forces, the particles sliding past each other. This stage
will usually be associated with some fragmentation, as
the rough surfaces move relatively to one another and
asperities are abraded away.

The particles have now reached the stage where
relative movement becomes impossible, although the
porosity of the powder bed may still be considerable.
A further increase in applied force can then induce
elastic deformation, plastic deformation, or fragmen-
tation. Which of these alternatives predominates will
depend on the properties of the material involved,
but the net result will be a further decrease in porosity,
and an increase in interparticulate contact.

If only elastic deformation has occurred, then when
the compressing force is removed, the particles will

Table 6 Direct compression tablet diluents

Diluent Proprietary name Comments

Calcium phosphate, dibasic Emcompress�, Di-Tab� Good flow properties, high density,
insoluble in water

Calcium phosphate, tribasic Tri-Tab� Insoluble in water

Calcium sulfate Compactrol� Insoluble in water

Cellulose, microcrystalline Avicel�, Emcocel�, Vivacel� Highly compressible, low bulk density,
acts as disintegrant

Cellulose, powdered Elcema�

Dextrates Emdex�

Lactitol Finlac� DC

Lactose

Anhydrous alpha Pharmatose DCL30� Good flow properties
Anhydrous beta Pharmatose DCL21�

Spray-dried Fast-Flo�, Zeparox�,

Pharmatose DCL11�

Lactose-cellulose coprocessed mixture Cellactose�

Maltodextrin Lycatab�, Maltrin� Fairly soluble in water,
slight lubricant effect

Mannitol Pearlitol� Freely soluble in water,
negative heat of solution

Sorbitol Neosorb�

Starch, pregelatinized starch Starch 1500�, Starx 1500� Disintegrant

Sucrose–maltodextrin coprecipitate Des-Tab�, Dipac�, Nu-Tab� Good flow properties,

moisture sensitive

Xylitol Xylitab� Freely soluble in water,
negative heat of solution

Stress

Strain Elastic limit

Breaking point

Permanent
deformation

Hookean deformation

Slope = (Young's modulus−1)

Fig. 5 Stress–strain relationships.
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return to their former shape. The additional inter-
particulate contact caused by compression will be lost
and a coherent tablet will not be formed Fig. 6.

If, however, the elastic limit has been passed, then as
the force is removed, not all the increased interparticu-
late contact will be lost, cohesion will be retained and a
tablet will be formed. Thus, from the point of view of
forming a robust tablet, substances with low elastic
limits, which undergo plastic deformation at low com-
pressive forces, are preferable to more elastic bodies.

If consolidation of the powder mass is brought
about by fragmentation, then a large number of points
of interparticulate contact are created, from which the
strength of the tablet derives. In this case, removal of
the compressing force should have no effect on tablet
strength, since there is no way the fragments can
recombine into the original particles. However, purely
fragmentary consolidation is unlikely to have occurred,
and so the effect of removal of the force on deformed
particles must still be considered.

Force Transmission through a Powder Bed

Consider as before a group of particles in the die of an
excentric tablet press. Force is applied by means of the
descending upper punch and because the lower punch
is passive, the force will be transmitted to it through
the powder bed. The distribution of force within the
powder bed was investigated by Train, who embedded
force transducers (q.v.) in a relatively large mass of
powder.[27] He found that the diminution of force did
not proceed uniformly on descent through the bed,
but formed a much more complex pattern. This was
caused by the forces being transmitted to and reflected
from the die wall. Significant features are zones of high
force at the periphery near the moving punch, and

much lower in the powder mass on its vertical axis.
On the other hand, low force zones occur on the same
axis but much nearer to the moving punch Fig. 7.
Train’s findings were later confirmed by Charlton
and Newton using gamma-ray attenuation.[28]

The consequences of such a force distribution on
tablet strength can be profound. Particle deformation,
whether elastic or plastic, will be proportional to the
force applied, and as has been discussed, this defor-
mation is an essential preliminary to the formation of
the interparticulate bonds on which tablet integrity
depends. Thus, the porosity of the tablet, and hence
its strength, will vary within the tablet. The weakest
points in the tablet structure will be those that receive
the lowest force i.e., on the face of the tablet
adjacent to the stationary punch and on the central
axis near to the moving punch. Thus, because of its
non-uniform density, some parts of a tablet are stron-
ger than others.

It should be noted that this discussion assumes that
only one punch is actively applying the force to the
powder mass while the other is stationary and passive.
This is true in the case of an excentric press, but with a
rotary tablet press, both punches move and hence both
exert forces on the powder bed. The force distribution
so obtained is thus different from that shown in Fig. 7,
and results in two low density zones near the faces of
the tablet and a high density zone in approximately
the centre of the powder mass.

The effect of the removal of the compressing force
must now be considered. Elastic recovery will occur
to a greater or lesser extent, which will result in a
reduction in the strength of interparticulate bonds
and an overall weakening of the tablet. It therefore
follows that if a tablet is to be disrupted by elastic
recovery, this is most likely to occur at its weakest
point. This is just below the top surface, and is the
phenomenon often encountered in tablet manufacture
known as lamination or capping. With this explanation
in mind, some effects associated with capping, and some
causes and pragmatic solutions to the problem can now
be explained.

Capping was for many years considered to be due
to the entrapment of air in the tablet, and even the

Plastic deformation
Particles remain deformed
Cohesion maintained

Elastic deformation
Particles return to former shape
Cohesion lost

Particles
remain
fragmented

Particles
deform
under
load

Particles
fragment
under
load

Compressive load applied

Compressive load removed

Fig. 6 Elasticity and plasticity in a particulate mass.

Low density
zones

High density
zones

Fig. 7 Density distribution in a compact prepared on an
excentric tablet press.
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production of tablets in vacuo which still capped did
little to dispel this theory. Neither did this suggestion
explain why air should cause the fracture just below
the face of the tablet. However, by considering the
non-uniform density distribution in the tablet, it can
be seen that the weakness is not caused by the presence
of air per se, but rather the relative absence of solid in
those parts of the tablet that have high porosity.[29] As
compression proceeds, it follows that the pores in the
tablet structure are filled with air at a progressively ele-
vated pressure, and this will obviously assist disruption
of the tablet when the compressing force is removed.
Thus, any factor which obstructs the expulsion of air
from the powder mass during compression will exacer-
bate capping, though it is not the fundamental cause.
Such factors include the clearance between punch
and die, the speed at which the force is applied, and
the presence of small particles, which makes passage
of air through the tablet more tortuous.[30]

Any applied stress that exceeds the breaking
strength of the tablet will also cause the tablet to break
at its weakest point. A number of stresses occur when
the tablet is removed from the die after compression.
The die may become worn at the point in the die where
the tablet is compressed, i.e., the die is fractionally
wider at this point than elsewhere. Thus, when the
tablet is ejected, it is forced through an aperture, the
diameter of which is slightly less than that of the tablet
itself. This will obviously stress the tablet, and the
interparticulate bonds may be overcome at their weak-
est point. Also as the tablet is extruded from the die,
elastic expansion will occur not just in an axial but in
a radial direction. The latter occurs progressively, i.e.,
one segment of tablet is free to expand while the one
below is still constrained by the die. Bond disruption
will be an inevitable consequence.

CHARACTERIZATION OF THE
COMPACTION PROCESS

A range of parameters has been devised which
attempts to describe the process of powder compac-
tion, both to elucidate principles and also to enable
predictions to be made regarding compaction proper-
ties. The majority of these depend on the availability
of methods of accurately measuring applied force
and punch position.

Measurement of Applied Force
and Punch Movement

The aim of any tabletting process is to produce tablets
that are of satisfactory quality. Virtually all tablet
properties e.g., porosity, physical strength, disintegration

time, dissolution time are dependent in some way on
the force that is applied by the punches to the particles
in the die.

Considerable research on tablet properties was
performed for many years, but until a method of
accurately measuring compression force was available,
meaningful studies could not be carried out.

The key to progress in this field was the introduc-
tion of the so-called instrumented tablet press by
Higuchi and others in the mid 1950s,[31] in which force
transducers were fitted to the press to measure the
applied load. This revolutionized research into the
tabletting process and in addition has lead to the devel-
opment of presses with automatic tablet weight
control, since the mass of particles in the die governs
the force detected by the transducer[32] (see the article
on Automation of Tablet Presses in this encyclopedia).

A force transducer is also known as a strain gauge.
In its simplest form, the strain gauge is a network of
wires through which an electric current is passed. The
wires are bonded very securely to a component of the
press, e.g., the upper punch. If a force is applied to
the punch, it deforms. The magnitude of the defor-
mation (the strain) is governed by a combination of
the magnitude of the force (the stress) and the value
of Young’s modulus for the material from which the
punch is made. The wire of the strain gauge is also
deformed, and hence its electrical resistance changes.
If the gauge is incorporated into a Wheatstone bridge
circuit, then a small change in voltage results. The size
of the signal from the strain gauge is proportional to
the amount of deformation, which in turn is a function
of the applied force. Hence, after amplification and
appropriate calibration, the voltage changes can be
expressed in terms of the applied force. Signals from
the transducers can be fed into an oscilloscope or chart
recorder, or stored electronically and subsequently
manipulated by computer.

A further advance was the fitting of displacement
transducers to tablet presses. These too give out an
electrical signal, the magnitude of which is governed
by the position of a sensing device in relation to a fixed
reference point, and in this way punch movement can
be measured. As before, these signals can be amplified,
recorded, and stored. If the outputs of the force and
displacement transducers are combined, the applied
force at a given point in time, and punch position at
the same instant can be established.

Instrumentation of rotary presses is more difficult
than that for an excentric press if transducers are to
be fitted directly to the punches. Since the turret of
the press rotates, a fixed connection between trans-
ducers and the recording device is impracticable.
Alternatives to fixed connections are slip rings and
radiotelemetry. A further option is to fit transducers
to points of the press remote from the punches and
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which do not rotate. Techniques for fitting transducers
to both excentric and rotary tablet presses, their
calibration, and applications of the information
derived from instrumented presses have been reviewed
by Watt.[33]

Fig. 8 shows the output from force and displace-
ment transducers fitted to both punches of an excentric
tablet press. The upper punch describes an approxi-
mately sinusoidal path as it descends to penetrate the
die (point A) and then rises after the compression event
has taken place, leaving the die at point B. The lower
punch remains motionless during the compression
event and then rises to eject the tablet from the die
(point C).

As the upper punch enters the die and comes into
contact with the particles, the height of the bed of par-
ticles is reduced and hence porosity decreases. Initially
porosity reduction is brought about by particle
rearrangement. This requires a very low force which
is probably not detectable by the force transducers,
the output of which remains zero. The upper punch
then encounters a resistance to its motion (point D)
as further consolidation by rearrangement becomes
impossible. Hence, the output of the upper punch force
transducer rises, slowly at first and then more rapidly.
Particles are deformed and/or fragmented during this
stage to form a coherent tablet. Force is transmitted
to the lower punch, and a similar rise is detected by
transducers there. As maximum upper punch pen-
etration is achieved (point E), force maxima are
detected on both punches (points F and G), that on
the lower punch being less than that on the upper.

Once the maxima have occurred, the upper punch
begins to rise, and the force detected on both punches
falls. That on the upper punch returns to zero as
contact is lost between the ascending punch and the
top surface of the tablet (point H). That on the lower

punch does not fall to zero until ejection is complete
(point J). The greater the ejection force, the greater
the need for a lubricant in the formulation.

The reason why the lower punch maximum force is
less than that of the upper punch is because a fraction
of the force applied by the upper punch is transmitted
to the die wall, where it results in die wall friction. This
is reduced by the presence of a lubricant. Hence, the
ratio between lower punch maximum force and upper
punch maximum force, often called the R value, is used
as the basis of comparison between lubricants.[34] R has
a maximum value of unity and lubricants based on
stearates usually exhibit R values greater than 0.95.

The time that elapses from point D to point F is
known as the consolidation time. This is the time inter-
val when a force is detectable at the upper punch. The
contact time is the period when the upper punch is in
contact with the original particles or the tablet (point
D to point H). The residence time is the period when
a force is detected at the lower punch (point D to point
J), which ends on tablet ejection.

Transducer output from a rotary tablet press differs
in two aspects. Firstly, the lower punch plays an active
role in the compression event and moves upwards as
the upper punch moves downwards. The second differ-
ence is small but important. Because of the sinusoidal
movement of the upper punch in an excentric press,
the punch speed is only zero at the instant when it
reverses direction (point E). Punches on a rotary press
have a flat area on the punch head. As the punches
pass under or over the pressure rolls, the flat area
dictates that there is no punch movement. The period
during which this occurs is called the dwell time, and
though it only lasts a fraction of a second, it can have
a major effect on the consolidation process.[35,36]

Tablet Strength Profiles

The physical strength of a tablet is dependent on the
extent and strength of interparticulate bonds and these
in turn are related to the compressive force which
is applied. Therefore, the relationship between the
applied force and some parameter related to tablet
strength is a good indication of the ease with which
a given substance will form satisfactory tablets, and
may also give an insight into the compaction mech-
anism of the solid and its mechanical properties.

The strength is usually assessed as the force required
to fracture a tablet in a defined direction e.g., its diam-
eter. This has traditionally been referred to as the
‘‘hardness’’ of the tablet, which is incorrect termi-
nology in this context. In material science, hardness
is a surface property related to resistance to inden-
tation. Terms such as physical strength or mechanical
strength are more appropriate.

F

G

D H
Time

Lower punch
force

Lower punch
movement

Upper punch
movement

Upper punch
force

A B
E

C

J

Fig. 8 Force and displacement data from an instrumented
excentric tablet press.
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The compression force is measured using an instru-
mented tablet press as described earlier. The physical
strength of the tablet is measured with crushing
apparatus such as that described in most current phar-
macopoeias. The results are conventionally presented
graphically with compression force as the abscissa
and strength as the ordinate.

This technique is satisfactory when comparing
tablets of the same size and shape, such as in-process
control. However, if virtually identical tablets are not
being tested, problems may arise. The force is some-
times expressed as the compression pressure, obtained
by dividing the force by the cross-sectional area of the
punch. This is valid if the punch has a flat surface, the
area of which can be easily calculated; but in practice
this is often not the case, and conversion between
compression force and compression pressure involves
assumptions regarding the area of the punch face,
which may not be valid.

The physical strength of a tablet is also dependent
on its dimensions. In the construction of a force-
strength profile, all tablets will have the same cross-
sectional area as the same tooling will have been used.
However, as the compressive force is changed, so will
the tablet height. Hence, comparisons made on the
basis of breaking strength will not be truly valid.

This problem has been circumvented in part by the
calculation of the tensile strength of the tablet. The
most commonly used formula is shown in Eq. (1),
introduced by Rudnick, Hunter, and Holden[37] and
Fell and Newton.[38]

Ts ¼ 2P=Pdt ð1Þ

where Ts is the tensile strength of the tablet (MPa), P
the crushing strength (N), d the tablet diameter (m),
and t the tablet thickness (m).

This equation applies to cylindrical tablets which
have a diameter and whose height is constant over
the whole tablet surface. Newton et al. have attempted
to extend the concept of tensile strength to tablets that
are not cylindrical.[39]

Confusion can often arise in the units that are used
to express compression force or pressure and the
strength of the tablet. Table 7 gives examples of units
that have been used recently for the axes of tablet
strength profiles. Comparison between different tablet
formulations would be greatly facilitated if authors
used and journal editors insisted on the use of the SI
system of units. The SI unit of length is the meter, that
of force the Newton and that of pressure the Pascal.
The unit for physical strength is the Newton and that
of tensile strength calculated from Eq. (1) is the Pascal.

Relationships between Tablet Porosity and
Compression Force or Pressure

Fig. 8 shows the movement of both the upper and
lower punches of the tablet press in relation to fixed
reference points and from these data, the distance
separating the two punch faces can be calculated. If
both punch faces are in contact with the tablet, it
follows that the distance of their separation is equal
to the height of the tablet (h). Consequently, if the
cross-sectional area of the die (a), the tablet weight (w)
and the true density of the solid from which the tablet
is made (r) are all known, the porosity of the tablet (Z)
can be calculated from Eq. (2).

e ¼ 1 � ðw=ahrÞ ð2Þ

For cylindrical tablets, Eq. (2) becomes Eq. (3)

e ¼ 1 � ð4w=Pd2hrÞ ð3Þ

As the applied force (or pressure) being applied at
the same moment in time can also be determined from
Fig. 8, it follows that a relationship between force and
porosity can be constructed.

A typical relationship is shown in Fig. 9. As force
is increased from zero, the porosity of the tablet
falls rapidly, but then further increase in force has a
progressively smaller effect. The porosity value at

Table 7 Some units used for the construction of tablet strength profiles

Abscissa parameter Unit Ordinate parameter Unit

Force kg Crushing strength (hardness) kg
lb Strong-Cobb units
kN N

N kp

Pressure Kg cm�2 Tensile strength Kg cm�2

Pa Pa
MPa MPa

lbin�2
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which the curve becomes virtually horizontal is depen-
dent on the solid being compressed. Substances that
deform plastically typically give tablets of lower
porosity than those which fragment.

Many equations have been derived in attempts to
provide a mathematical expression of Fig. 9. These
have been reviewed by Kawakita and Ludde.[40] It
must be stressed that such equations are simply math-
ematical descriptions of the data, and they have no
underlying physical significance.

The most widely used of these equations is the
Heckel relationship:[41]

ln 1=ð1 � DÞ ¼ kP þ A ð4Þ

where D is the relative density of the tablet and hence
(1 � D) is the porosity, P is the applied pressure, and
k and A are constants.

This equation predicts that a graph of ln 1/(1 � D)
against P should yield a straight line of slope k and
intercept A. Heckel surmised that the greater the slope,
the greater degree of plasticity in the solid being com-
pressed. Hersey and Rees[42] defined the reciprocal of k
to be the mean yield pressure of the solid.

Fig. 10 shows a typical Heckel diagram. Deviations
from linearity often occur at low and high pressures.
These are to be expected. At low pressures, reduction
in porosity is largely by particle rearrangement, and
thus the true consolidation mechanism, i.e., fragmen-
tation or deformation, will be a minor component of
the total consolidation process. At high pressures,
porosity can become very low and hence its reciprocal
becomes a very large number.

However, the real problem with Heckel plots is
identifying a truly rectilinear section. When pressure–
porosity diagrams were first devised, instrumented

tablet presses were not widely available. The height
of the tablet was measured after ejection from the die
and thus the net change in height was a combination
of height reduction by consolidation and a height
increase by elastic expansion. Furthermore, the typical
plot comprised only a small number of points, and an
apparently rectilinear zone could be identified. With
improvements in instrumentation and in particular
linkage to a computer, Heckel plots of several hundred
points became feasible with tablet height measure-
ments being made before ejection from the die. In the
author’s experience, the more points there are on a
pressure–porosity diagram, the more difficult it is to
identify a truly rectilinear section.

Paronen and Ilkka have surveyed the use of the
Heckel and other compression equations and have
drawn attention to difficulties in their interpretation.[43]

Force–Displacement Curves

Fig. 8 shows how force and punch displacement
change with time. It is therefore possible to determine
both the force and displacement values at any given
point in time, and from this, a force–displacement
curve can be constructed. Usually the force is plotted
as the ordinate and displacement as the abscissa
Fig. 11.

The area enclosed by the curve has the units of force
(Newtons) multiplied by distance (metres), which is
dimensionally equivalent to work or energy (in Joules).
Therefore, the force–displacement curve has been used
to calculate the work consumed in the compression of
a solid.[44]

Further refinement of this technique has enabled
estimates of elasticity and plasticity of the solid to be

Porosity

Pressure

Fig. 9 A force-porosity diagram.

Pressure

ln 1/(1– D)

Fig. 10 Pressure and porosity data plotted according to the

Heckel equation.
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made. If the particles were totally non-elastic, then as
soon as the upper punch reached its maximum pen-
etration and began to rise again, contact would be lost
with the tablet. Therefore, the force recorded by trans-
ducers fitted to the upper punch would instantly fall to
zero. This clearly does not happen, as demonstrated by
the upper punch force values after maximum punch
penetration in Fig. 8. This can only mean that as the
upper punch ascends, the tablet expands elastically,
keeping in contact with the punch face. Thus, the area
ABC in Fig. 11 represents the work expended on com-
pressing the solid, and area DBC is the work delivered
back to the upper punch by the expanding tablet. The
difference between these two areas (i.e., ABD) has been
termed the ‘‘Net work’’ of compression.

Use of this technique has shown that the presence
of a granulating agent causes a marked increase in
the plasticity of the powder mass, with a consequent
increase in cohesion and tablet strength. The film of
granulating agent between the particles can be
regarded as a highly viscous liquid with a large yield
value. Application of a force in excess of the yield value
causes granules to deform, and this becomes perma-
nent when the force is reduced to below the yield
value.[45] A somewhat similar mechanism is believed
to account for the properties of some direct-com-
pression tablet diluents, e.g., spray-dried lactose, which
consists of small crystalline masses embedded in an
amorphous and more easily deformed matrix.

The force–displacement curve has been extensively
used to characterize the compression event. However,
it depends on the availability of sensitive and properly
calibrated transducers. Even small inaccuracies in
measuring displacement at high force values can have
a profound effect on the resultant value of the area
under the curve. Ragnarsson has provided a very
thorough review of the uses and potential pitfalls of
the force–displacement curve.[46]

Time-Dependent Effects

It has long been known that for some formulations,
changing the speed of operation of the tablet press or
changing the type of press can have a profound effect
on tablet quality. Such circumstances may arise, for
example, when changing from a slow excentric press
in formulation development to a high speed rotary in
production.

As described earlier, diagrams of transducer output
against time enable parameters such as contact time
and dwell time to be defined Fig. 8. Also the slope of
the displacement–time diagram equals the speed of the
punch and the slope of the force–time diagram is the
rate of change of the force. If the operating speed
of the press is altered, there is a proportional change
in all of these.

Such considerations are important because the
consolidation of many substances is time-dependent.
Fragmentation can be regarded as a virtually instan-
taneous process. However, substances that undergo
deformation behave in a viscoelastic manner, and the
time over which the compression force is applied can
be crucial. As the time over which they are compressed
is reduced, such materials show less consolidation and
this in turn can affect the physical strength of the tab-
let. For example, Armstrong and Palfrey[47] studied the
effects of punch speed change on the tablet strength of
four direct compression diluents. Though tablet
strength was reduced in all cases, solids such as modi-
fied starch suffered the greatest reduction. Roberts and
Rowe investigated the relative sensitivity of the yield
pressures of a range of solids to changes in com-
pression speed, and again found that those solids
which deformed on compression showed the greatest
change.[48]

The rate of consolidation in an excentric press is
governed by the speed at which the upper punch moves
into the die. This in turn is governed by the lengths of
the excentric arms of the press and its speed of oper-
ation. In a rotary press, punch speed is governed by
the diameter of the die table, the diameter of the press-
ure roll, the geometry of the punch head, and the speed
of operation. Formulae for the calculation of punch
speeds at any point of the compression cycle for both
types of press have been derived.[49,50]

It is important to distinguish the punch speed from
the output of the press. Though rotary presses have a
much higher output than excentric presses, this largely
derives from their multiplicity of punch stations. It
does not necessarily follow that their punch speeds
during compaction are significantly greater.[51]

If the work of compression in Joules is divided by
the time in seconds over which compression occurs,
then the power of compression (in Watts) is obtained.
An alternative method of calculating power of

B

Displacement
D CA

Force

Fig. 11 A force-displacement curve.
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compression is to multiply the force by the punch
speed when that force was applied. This too can be
obtained from the data in Fig. 8. This permits the com-
pression events on different presses to be compared.[49]

ARTICLES OF FURTHER INTEREST

Drying and Dryers, p. 1435.
Tablet Manufacture by Direct Compression, p. 3673.
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Tablet Manufacture by Direct Compression

Norman Anthony Armstrong
Welsh School of Pharmacy, Cardiff University, Cardiff, U.K.

INTRODUCTION

All tablets are made by compressing a particulate solid
between two punches in a die of a tablet press. For an
active ingredient to be transformed into tablets of
satisfactory quality, the formulation must have three
essential attributes.

First, the formulation must flow into the die space of
the tablet press sufficiently rapidly and in a reproduc-
ible manner. Otherwise, unacceptable variation in tab-
let weight and content of active ingredient will ensue.

Second, the particles in the formulation must cohere
when subject to a compressing force, and that coher-
ence should remain after the compressive force has
been removed.

Third, after the compression event is complete, it
must be possible for the tablet to be removed from the
press without damage to either the tablet or the press.

Very few active ingredients possess all three of these
essentials and some possess none of them. Hence some
preliminary treatment is almost invariably necessary.

METHODS OF TABLET MANUFACTURES

There are three methods of tablet manufacture
designed to confer these essential attributes to a tablet
formulation. Wet granulation and direct compression
are the most important, with dry granulation (also
known as precompression or slugging) used in some
circumstances. Fig. 1 shows the processes of wet granu-
lation and direct compression broken down into their
constituent stages.

The relative simplicity of the direct compression
process is immediately apparent.

Ease of removal of the tablet from the press is,
in theory at least, readily achieved. Friction occurs
between the tablet and the die and punches of the
press, which can be overcome by including a lubricant
in the formulation. Hence every formulation, irrespec-
tive of the method of manufacture, will include a
lubricant. This will usually be a metallic salt of a fatty
acid such as magnesium stearate.

The other two prerequisites—flow and cohesion—
can only be achieved by more elaborate techniques
and are in fact the reasons why the wet and dry granu-
lation processes were devised.

As part of its complexity, wet granulation involves
the addition of a liquid (usually water), followed by
its removal, normally by evaporation. In addition to
the energy requirements of this drying process, the
presence of water might bring about hydrolysis of
the active ingredient, which will be exacerbated at the
elevated temperatures used for drying.

If a major component of the formulation such as the
diluent were to possess the necessary degrees of fluidity
and compressibility, granulation would be unnecessary.
This is the basis of the direct compression method of
tablet manufacture.

Prior to the early 1960s, there were very few
materials which possessed these properties. Little and
Mitchell[1] in their text Tablet Making, cite sodium
chloride and bromide, potassium chlorate, bicarbonate
and iodide, ammonium chloride, and hexamine as
having properties which permit tabletting without some
form of prior treatment. No reference is made by name
to the process of direct compression.

At about the same time, two materials were intro-
duced that were specifically designed to act as tablet
diluents and would not require preliminary treatment.
These were spray-dried lactose and microcrystalline
cellulose, introduced in 1962 and 1964, respectively.
These two substances can be said to have initiated
the ‘‘direct compression revolution.’’ Since that time,
a wide range of direct compression tablet diluents
has become available. The properties of some of these
materials will be reviewed later in this article.

It is important to distinguish between true direct
compression diluents (i.e., excipients) and active ingre-
dients which are available in a direct compression
form. These are usually high dose materials such as
aspirin, paracetamol, and ascorbic acid. They can be
directly compressed into tablets, the only pretreatment
being mixing with a lubricant and perhaps a disintegrat-
ing agent. However, such substances are more accurately
described as ‘‘pregranulated’’ since the granulation
process, either wet or dry, will have been carried out
by the excipient manufacturer. It is likely that such mate-
rials will contain a binder. For example, ascorbic acid
pregranulated with either starch or hydroxypropyl cellu-
lose is commercially available.[2]

The perceived advantages of the direct compression
process of tablet manufacture have given rise to a
considerable body of literature. Between 1970 and
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the end of 2000, there were 598 references to ‘‘direct
compression’’ in the index of International Pharma-
ceutical Abstracts. It has been estimated that today,
some 40 years after the introduction of diluents specifi-
cally designed for direct compression, about 50% of
worldwide tablet production is made by this method.[2]

The question must be asked why a process which has
so many apparent advantages and for which suitable
materials seem to be plentifully available has not made
a greater impact. An innate conservatism in the phar-
maceutical industry is perhaps a factor, but cannot
be the complete answer. It is interesting to consider
as an analogy that the process of film coating of
tablets, coincidentally introduced at about the same
time as direct compression, has practically totally
replaced the sugar-coating technique. This shows that
a new process can achieve significant and relatively
speedy penetration into an industrial environment if
it represents a major step forward.

Wet Granulation Process: Advantages
and Disadvantages

The wet granulation process is the traditional method
of manufacture and is frequently used in the pharma-
ceutical industry. Expertise in wet granulation is widely
available, as is the required equipment. The process
improves flow and cohesion, reduces dust and cross-
contamination, and permits the handling of powder
blends without loss of homogeneity.

Though it has been practiced for many years and
therefore may be perceived as an ‘‘old-fashioned’’ pro-
cess, it must be borne in mind that the wet granulation
process has itself undergone a transformation in recent
decades. High-speed mixer–granulators, fluidized bed

granulation and drying, and an ever-increasing use of
automation have served to make wet granulation a much
more efficient and economic process than it once was.[3]

Nevertheless, the wet granulation process still retains
many inherent disadvantages. Problems include choice
and method of addition of the binder, and the effect of
drying time and temperature on drug stability and its
distribution within the solid mass.

Direct Compression Process: Advantages
and Disadvantages

The most striking feature of the direct compression
process is its simplicity and hence economy. Less
equipment is required and the number of stages in the
process, each of which will require validation, is greatly
reduced. There are also lower labor costs, reduced
processing time, and lower power consumption.

An important advantage of the direct compression
process is that it is a dry procedure with no need for
a drying stage. Thus, exposure to water and the ele-
vated temperatures needed to remove that water are
avoided, resulting in a decreased risk of deterioration
of the active ingredient.

A further advantage of direct compression is that
tablets disintegrate into their primary particles rather
than granular aggregates. The resultant increase in
surface area available for dissolution should result in
faster drug release.

The primary limitation on the use of direct com-
pression is that it depends on the fluidity and compress-
ibility of a tablet diluent. Therefore, it cannot be used
for low potency, high dose active ingredients where
the inclusion of sufficient diluent in the formulation
to permit direct compression would lead to unaccepta-
bly large tablets. Thus, active ingredients such as para-
cetamol and aspirin do not lend themselves to the direct
compression process. However, as stated earlier, such
ingredients are often available in pregranulated form.

Paradoxically, one of the root causes of difficulties
in the direct compression process is its simplicity. It
must be regarded as a process in its own right, albeit
a simple one, rather than a simplified form of the wet
granulation process. The key point to grasp is that
wet granulation produces what is in effect a new raw
material, i.e., the granule. Minor variations in the
properties of the constituents of that granule are
covered up by ‘‘submerging’’ them in a mass of binder.
This is not so with direct compression. The properties
of each particle of every constituent remain essentially
unchanged. There is thus a greater need for within-
batch and between-batch consistency.

There is also the possibility of segregation of the con-
stituents of the formulation after a homogeneous blend
of active ingredient and excipients has been achieved.

Active
ingredient

Active
ingredient

Diluent Mixing Diluent

Lubricant Mixing

Binder Glidant

Water Wetting Disintegrating
agent

Granulation Compression

Drying

Sieving
Lubricant

Glidant Mixing

Disintegrating
agent Compression

A B

Fig. 1 Comparison of the (A) wet granulation and (B) direct

compression processes of tablet manufacture.
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In a wet granulated product, particles are stuck
together by the binder and so there is a much reduced
chance of segregation. Because segregation is princi-
pally a function of differences in particle size between
active ingredients and excipients, it is desirable that
the size of the direct compression diluent matches that
of the drug. This may not always be feasible.

The simplicity of the direct compression process
should obviously bring financial benefits. However, it
must be borne in mind that direct compression tablet
diluents are considerably more expensive than conven-
tional diluents such as a-lactose monohydrate.

Regulatory considerations also play a part in a
decision whether or not to use the direct compression
process. Several years may elapse between the finalizing
of a tablet formulation and its marketing. During this
period, stability testing of the product will have occurred.
The formulator must be confident that a chosen direct
compression diluent will still be available for a consider-
able time after product marketing; otherwise reformula-
tion with all its attendant delay and expense will be
required. A number of direct compression diluents have
been marketed that were withdrawn after only a few
years because of lack of market penetration.

Progression of product development will be accom-
panied by scale-up of the manufacturing process of the
active ingredient to commercial proportions. This may
bring about changes in the physical properties of the
active ingredient. As stated earlier, the wet granulation
process can mask minor changes in physical properties,
but this masking cannot occur in direct compression.

For these reasons, direct compression has been most
widely adopted by manufacturers of generic (i.e., non-
innovative) pharmaceuticals. During the time when the
active ingredient is covered by patent protection,
its optimum manufacturing process will have been
achieved, and so subsequent batch-to-batch variation
in its physical properties ought then to be minimal.

FACTORS INFLUENCING THE CHOICE OF A
DIRECT COMPRESSION TABLET DILUENT

A wide range of substances is or has been marketed as
direct compression tablet diluents. In general, these are
commonly occurring materials whose properties have
been modified in such a way to give the fluidity and
compressibility demanded by the direct compression
process. Many direct compression diluents are aggre-
gates of primary particles. For example, an aqueous
slurry of a-lactose monohydrate is spray-dried to
give an agglomerated product that flows better and is
more compressible than the parent substance. A
second example is the acid hydrolysis of a-wood
cellulose to yield particles containing bundles of micro-
crystals of cellulose. These can cohere by means of

hydrogen bonds to give extremely strong tablets of
microcrystalline cellulose.

Most direct compression diluents are available from
only one source, but a few can be obtained from more
than one manufacturer. If multiple sources are avail-
able, they will be offered under individual registered
names. For example, microcrystalline cellulose is avail-
able under a number of brand names such as Avicel�

(FMC Corporation), Emcocel� (Edward Mendell),
and Vivacel� (J. Rettenmaier). Chemical properties
of such materials will be similar if not completely
identical, especially if there are pharmacopeial stan-
dards for identity and purity. However, it cannot be
assumed that products from different manufacturers
will have the similar physical properties which will
govern their performance in the tabletting process.

Each brand will probably be accompanied by
promotional literature to assist the sale of the product.
It is customary to describe its properties adjectivally,
e.g., ‘‘excellent flow,’’ ‘‘superior compressibility,’’ and
to present data referring to that material alone. Hence
comparison between different excipients can be some-
times extremely difficult.

Several authors have listed the attributes of the
‘‘ideal’’ direct compression diluent.[2,4] However, it
must always be borne in mind that the diluent will
invariably form part of a multicomponent mixture.
At the very least, the diluent will be mixed with the
active ingredient, and almost invariably a lubricant will
also be present. The greater the proportion of active
ingredient in the formulation, the less influence the
diluent will have on the properties of the tablet.

One of the difficulties that beset the product devel-
oper is the lack of meaningful tests by which excipients
(including direct compression diluents) can be assessed.
This has led to the development of the so-called ‘‘func-
tionality tests.’’ Some functionality tests that have been
suggested (e.g., particle size, surface area) are in fact
physical test methods being carried out under closely
defined conditions.[5] The relation of such a test to the
actual function of the excipient needs to be established.
After this link has been made, a more suitable title for
these tests might be ‘‘functionality-related tests.’’[6]

Nevertheless, it is useful to consider some of the
desirable properties of a direct compression diluent and
how these properties can be appropriately measured.

Properties Required of a Direct
Compression Diluent

Fluidity

Good flow is a prerequisite for any tablet formulation to
ensure uniformity of tablet weight, which in turn contri-
butes to uniformity of content. Flow can be measured by
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methods such as angle of repose, flow through an orifice,
and by using flow cells, but more meaningful data can be
obtained by measuring the uniformity of weight of the
tablets themselves. Flow properties can often be
improved by the inclusion of a glidant in the formulation.

Ease of mixing and lack of segregation

Achievement of a homogeneous mixture of active
ingredient and diluent is essential to obtain tablets with
an acceptable uniformity of content of active ingredi-
ent. As stated earlier, there is a risk of segregation in
a direct compression mixture, because the components
are not stuck together as they are in wet granulation.
The main cause of segregation is differences in the
particle size of components, with differences in shape
and density being secondary factors.[7] Hence it is
desirable that there should not be differences between
the particle sizes of active ingredient and diluent. It is
unlikely that the size of the active ingredient particles
can be changed to match those of the diluent, so the
reverse is desirable. Thus, the ideal direct compression
diluent should be available in a range of sizes.

An alternative approach is to use the concept of
ordered mixing in which fine particles of the active
ingredient are dispersed over the surface of much lar-
ger diluent particles.[8] This is only feasible with potent
drugs when the diluent will comprise by far the major
component of the formulation.

Compression pressure–tablet strength profile

This is the relationship between the compression
pressure applied to the formulation and the physical
strength of the resulting tablets. It would seem to be a
most important piece of information, yet its derivation
is by no means straightforward. Also comparison of
data derived by different researchers is often difficult.

If such data are presented graphically, either force
or pressure can be used as the abscissa. Unless the
cross-sectional dimensions of the tablet are known,
interconversion between force and pressure is impos-
sible. Furthermore, a wide variety of units of force
and pressure have been used (Table 1), which again
makes comparisons difficult if not impossible.

The physical strength of the tablet usually forms the
ordinate of a graph. The variety of units used for this is
also shown in Table 1. Here too interconversion can be
extremely difficult. The breaking strength of a tablet is
dependent on its physical dimensions. It is therefore
logical to use some measure of strength that is inde-
pendent of tablet size. Therefore the tensile strength
of the tablet is often calculated according to Eq. (1).[10]

T s ¼ 2P=Pdt ð1Þ

where Ts is the tensile strength of the tablet (MPa), P is
the crushing strength (N), d is the tablet diameter (m),
and t is the tablet thickness (m).

Use of this equation presupposes that the tablet is
circular in cross-section and of uniform thickness,
i.e., it is cylindrical. Pitt et al. have attempted to extend
the concept of tensile strength to tablets which are not
cylindrical.[11]

Even though comparison is often difficult, it would
be rendered considerably easier if the units used
conformed to the SI system of weights and measures.
Thus, the meter, newton, and pascal should be used
as the units of length, force, and pressure, respectively.

Capacity or dilution potential

By definition, direct compression diluents are intended
to be mixed with other ingredients. Therefore, not
only should the pressure–tablet strength profile of the
diluent be determined, but also should those of
mixtures of the diluent with an active ingredient.
The capacity of a direct compression diluent is the
proportion of another ingredient that can be mixed
with it while still obtaining tablets of acceptable qual-
ity. The definition of ‘‘acceptable’’ will depend on the
purpose for which the tablets are required.

The magnitude of the effect that a given active
ingredient will have on tablet properties will clearly
depend on the tabletting properties of that substance.
If it is also capable of direct compression, then the effect
will not be great. If, however, it is a substance that is dif-
ficult to compress into tablets, then it will cause a
marked deterioration in tablet quality when mixed with
the diluent. Therefore, for a reliable test of capacity, the
direct compression diluent should be mixed with a
‘‘standard’’ substance and tabletted under standard-
ized conditions. The pressure–strength profiles of the
mixtures can then be constructed. Paracetamol[12,13]

and ascorbic acid[9] have been used as standards.

Table 1 Some units used for the construction of tablet

strength profiles

Abscissa Ordinate

Parameter Unit Parameter Unit

Force kg
lb

Crushing strength
(hardness)

kg
Strong-Cobb

kN units
N N

kp

Pressure kg cm�2 Tensile strength kg cm�2

Pa Pa
Mpa MPa

lb in.�2

(From Ref.[9].)
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A method of quantitatively assessing the capacity of a
direct compression diluent has been devised by Minchom
and Armstrong[12] who adapted a concept originally
introduced by Malkowska and Khan.[14] Tablets contain-
ing only diluent were prepared over a range of com-
pression pressures, their strengths were measured, and a
pressure–strength profile was constructed. A mixture of
diluent plus active ingredient was then compressed under
identical conditions, tablet strengths were determined,
and the profile was constructed as before (Fig. 2).

The profiles were then fitted by regression analysis
to quadratic equations, and integration of these equa-
tions between limits (in this case pressures of 100 and
300 MPa) gave the area under the curves. Thus, the
change in tablet strength brought about by the
addition of the active ingredient is given by the ratio
B/(A þ B). Details of the application of this method
to mixtures of direct compression lactose and ascorbic
acid are shown in Table 2.[9] The technique has been
developed further by Habib et al.[15]

The effect of the active ingredient on flow properties
can be determined at the same time by calculating the
uniformity of weight of the tablets used to prepare
pressure–strength profiles.

Reworking

A faulty batch of tablets can sometimes be recovered
by grinding up the tablets and recompressing them, a
process which is known as reworking and is analogous
to the dry granulation method of tablet manufacture.
This can sometimes cause problems with a direct com-
pression formulation. Many direct compression diluent
particles are in the form of aggregates, e.g., spray-dried
lactose is composed of small crystals of lactose embed-
ded in amorphous lactose. If these aggregates are
compressed, their structure may be broken down to
such an extent that subsequent recompression will
result in impaired tablet quality.

The technique of Malkowska and Khan,[14] used as
described before to determine the capacity of a direct
compression diluent, was originally developed as a
method of expressing the ability of a formulation to be
reworked. Referring to Fig. 2, the upper curve represents
the strength of tablets prepared without reworking and
the lower curve is the strength of reworked tablets. The
reworking index is calculated from the ratio of the areas
under the curves as described previously.

The mechanism of consolidation

A fundamental property of a solid is the mechanism by
which it consolidates under the influence of a com-
pressing force. There are two principal mechanisms—
fragmentation and deformation—though most solids
will show a mixture of the two with one mechanism
predominating. The mechanism can have a major
influence on tablet properties.

The effect of compression speed on tablet quality is
dependent on the consolidation mechanism. Fragmen-
tation can be regarded as a virtually instantaneous pro-
cess. Thus, solids which consolidate by fragmentation
show little dependence, if any, on the speed at which
the consolidation pressure is applied. Deformation on
the other hand is time-dependent. It takes a finite time
for deformation to occur, and at high rates of punch
movement, not enough time may be available for the
full effect of the pressure to be exerted. Changes in
punch speed can arise by changing the speed of the tab-
let press or by changing from a relatively slow-speed
excentric press to a high-speed rotary. It must be
stressed that the key parameter is punch speed rather
than production rate.[16] Roberts and Rowe[17] derived
a parameter that they called the strain rate sensitivity.
This classifies substances according to how tablet strength
is affected by changes in punch speed. Details of some of
the substances investigated by Roberts and Rowe are
shown in Table 3, and many of these are direct com-
pression diluents.

The practical implications of this work are shown
in Table 4.[18] As punch speed is increased, the strength

Tensile
strength
(MPa)

Compression pressure (MPa)
0 100 200 300 400

A

B

Fig. 2 Calculation of the capacity of a direct compression
diluent. (From Ref.[9].)

Table 2 Areas under pressure–tablet
strength profiles for mixtures of ascorbic
acid and direct compression lactitol

Ascorbic acid

concentration (%) Area ratio

0 1.00

20.0 0.75

33.3 0.47

42.9 0.35

50.0 0.32

55.8 0.27

60.0 0.20

(From Ref.[9].)
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of tablets of dicalcium phosphate is only marginally
affected, whereas those made of starch suffer a severe
reduction in their strength. As punch speed is increased,
speed-sensitive materials give a progressively more
porous and hence weaker tablet. It follows that in any
report on the tabletting properties of a diluent, the type
of press and its speed of operation should be stated.

A second area in which consolidation mechanism is
important is in the sensitivity of diluents to the effects
of lubricants. In general, addition of a lubricant such
as magnesium stearate causes a reduction in tablet
breaking strength. As the diluent is mixed with the
lubricant, each diluent particle becomes coated with a
thin film of lubricant which interferes with interparti-
culate bonding. However, if fragmentation is the
primary method of consolidation, new surface that is
uncontaminated by lubricant is continually generated,
and so bonding is less affected. Thus, factors which
affect the distribution of the lubricant over the diluent
surface may have an influence on tablet strength, the
magnitude of which depends on the predominant
consolidation mechanism. Such factors include mixer
design and mixing time and speed.[19] It follows
that the lubricant, its concentration, and method of

incorporation should be stated in any publication
relating to direct compression diluents.

TABLET DILUENTS USED IN
DIRECT COMPRESSION

A wide variety of materials have been used as direct
compression diluents, and this has given rise to a con-
siderable literature. Many research reports originate
with organizations marketing a specific diluent, or
are derived from work sponsored by that organization.
Such publications will obviously report data and results
relevant to that one diluent.

However, there are some publications which seek to
compare a range of diluents, and these are particularly
valuable.[20,21] Perhaps, the most comprehensive review
of direct compression diluents has been published by
Bolhuis and Chowhan.[2] Monographs of many direct
compression diluents are to be found in the Handbook
of Pharmaceutical Excipients, which contains details
of the physical properties of these substances.[22]

Direct compression diluents are often commonly
occurring substances which have been physically
modified to give the necessary degree of fluidity and
compressibility. They are most conveniently classified
according to their source, viz.:

� Cellulose and cellulose derivatives.
� Inorganic materials.
� Polyols.
� Starch and starch derivatives.
� Sugars.
� Mixtures and coprocessed products.

Information on some direct compression diluents is
given in Table 5.

Cellulose and Cellulose Derivatives

Since its introduction as a direct compression diluent
in 1964, microcrystalline cellulose has become a phar-
maceutical excipient of great importance. It consists

Table 3 Strain rate sensitivities of powders

Substance

Strain rate

sensitivity (%)

Calcium phosphate 0

Calcium carbonate 0

Heavy magnesium carbonate 0

Paracetamol DC 1.8

Paracetamol 10.6

Lactose 16.2

Tablettose 19.2

Anhydrous lactose 20.3

Avicel PH101 38.9

Sodium chloride 39.9

Mannitol 46.4

Maize starch 49.3

(From Ref.[17].)

Table 4 Tablet tensile strengths (MPa) produced by a compression pressure of 80 MPa on an

excentric press

Press speed

(tablets per minute)

Dicalcium

phosphate Lactose

Microcrystalline

cellulose Starch 1500

20 0.63 0.77 5.4 0.28

40 0.62 0.76 5.2 0.25

160 0.60 0.68 3.9 0.15

% reduction 5.0 12 28 47

(From Ref.[18].)
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Table 5 Direct compression diluents, their proprietary names, and their manufacturers

Diluent Proprietary name Manufacturer

Cellulose and cellulose derivatives

Cellulose, microcrystalline Avicel� FMC
Emcocel� Penwest
Vivacel� Rettenmaier

Cellulose, powdered Solka-Floc� Degussa

Elcema� Penwest

Cellulose, silicified microcrystalline Prosolv� Penwest

Inorganic materials

Calcium phosphate, dibasic anhydrous Dicafos-A� Budenheim

Calcium phosphate, dibasic dihydrate Calstar� FMC
Dicafos� Budenheim
Emcompress� Penwest

Di-Tab� Stauffer

Calcium phosphate, tribasic Tricafos� Budenheim
Tricompress� Penwest
Tri-Tab� Rhone-Poulenc

Calcium sulphate Compactrol� Penwest

Polyols

Xylitol Xylitab� Xyrofin

Lactitol Finlac� Xyrofin

Mannitol Pearlitol� Roquette

Sorbitol Neosorb� Roquette

Sorbitol Instant� Merck

Starch and starch derivatives

Starch, pregelatinized Starch 1500�

Starx 1500� Colorcon

Modified rice starch Primotab� Avebe

Granulated corn starch Sepistab ST200 Seppic

Sugars

Compressible sugar Destab Desmo
Dipac Amstar

Nutab Ingredient
Technology

Sugartab Penwest

Dextrates Emdex� Penwest

Celutab� Penick and Ford

Lactose

Agglomerated Tablettose Meggle
Pharmatose DCL15� DMV

Anhydrous a Pharmatose DCL30� DMV

Anhydrous b Pharmatose DCL21� DMV
Anhydrous DT Sheffield

Spray-dried Fast-Flo� Foremost

Zeparox� Borculo
Pharmatose DCL11� DMV

Mixtures and coprocessed products

Anhydrous lactose–anhydrous lactitol Pharmatose DCL40� DMV

Calcium sulphate–microcrystalline cellulose Cel-O-Cal FMC

Lactose–cellulose Cellactose� Meggle

Lactose–starch Starlac� Roquette

Lactose–povidone Ludipress� BASF
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of aggregates of microcrystals and is isolated from
a-wood cellulose by acid hydrolysis.

When compressed, microcrystalline cellulose particles
deform plastically and the surfaces thus brought into
contact unite by hydrogen bonding. Because tablets
made from microcrystalline cellulose are extremely
strong, there is a high dilution potential and they can
withstand weakening caused by lubricants.[19] In fact,
microcrystalline cellulose tablets exhibit such a low
coefficient of friction that they may need no lubricant.
Fluidity of microcrystalline cellulose is low and the
addition of a glidant may be necessary. Its bulk density
is also low. Unlike many direct compression diluents, it
is available in a wide range of particle sizes.

Microcrystalline cellulose is available from several
different sources. These can exhibit a range of table-
tting properties, and so the substitution of one brand
of microcrystalline cellulose by another must be
approached with caution.[23] Microcrystalline cellulose
is quite hygroscopic, and its tabletting properties are
dependent on its moisture content, with water causing
the interparticulate hydrogen bonds to weaken. There-
fore, comparisons between different brands must also
take the moisture content into account.[24]

Powdered cellulose has been used as a direct com-
pression diluent. Though it forms hard tablets, fluidity
is poor and dilution potential is low. Like microcrystal-
line cellulose it has some self-lubricating properties,
but addition of a lubricant is usually necessary, causing
a marked reduction in tablet strength.[25]

Silicified microcrystalline cellulose is a coprocessed
mixture of microcrystalline cellulose and 2% colloidal
silicon dioxide, which has improved flow and binding
properties compared to microcrystalline cellulose itself.[26]

Inorganic Materials

The most widely used inorganic direct compression
diluent is calcium phosphate. It is available in several
forms, but the unmilled (i.e., coarse) dibasic dihydrate
(CaHPO4 � 2H2O) is the most frequently used. It has
good flow and binding properties. Consolidation is

principally by fragmentation, so although a lubricant
is needed, tablet strength loss is low.[19] It is non-
hygroscopic at humidities up to 80%, and due to its
hydrophilic nature, dicalcium phosphate dihydrate
tablets are rapidly penetrated by water on immersion.
Despite this, the tablets do not disintegrate because they
are almost insoluble in water.[27] Dicalcium phosphate
dihydrate is, however, soluble in acidic media such as
gastric juice.

The water of hydration is relatively easily lost from
dibasic calcium phosphate dihydrate, and this may
have consequences for the stability of products contain-
ing it.[28]

Anhydrous dibasic calcium phosphate and calcium
triphosphate can also be used for direct compression.
The latter is actually a mixture of calcium phosphates
including tricalcium orthophosphate [Ca3(PO4)2] and
hydroxyapatite [Ca5(OH)(PO4)3]. The preparation and
properties of calcium phosphates have been reviewed
by Carstensen and Ertell,[29] and their tabletting proper-
ties have been studied by Bryan and McAllister.[30]

A direct compression diluent based on calcium
sulphate is also available.[31]

Polyols

Several solid polyols can be used as direct compression
diluents, usually after some physical modification. Most
such polyols can be obtained from natural sources, but
are usually manufactured by hydrogenation of the
parent sugar molecule. Some properties of polyols,
together with comparative data for lactose and sucrose,
are shown in Table 6.

Sorbitol

This is probably the most commonly used polyol in
tablet manufacture. It is freely soluble in water,
producing strong tablets. Its negative heat of solution,
which produces a cooling effect in the mouth, makes it
particularly useful in chewable tablets and ‘‘sugar-
free’’ confectionary. Furthermore, most polyols are

Table 6 Properties of some polyols

Solubility in water Melting point Heat of solution
Water content at

Sweetness

(g per 100 cm3) (�C) (J g�1) 55% RH 75% RH 100% RH (sucrose = 100)

Lactitol 170 180 �54 0.0 0.1 37.2 35

Mannitol 18 167 �121 0.5 0.5 83.7 50

Sorbitol 200 110 �113 6.4 10.4 122.2 60

Xylitol 160 94 �153 0.1 0.1 70.6 100

Lactose 22 201 �18 0.8 0.8 7.0 15

Sucrose 200 160 �17 1.0 1.0 38.0 100
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non-cariogenic, which increases their usefulness in this
area. It is hygroscopic, and shows an appreciable
increase in moisture content with attendant impairment
of flow properties when exposed to relative humidities
in excess of 65%. At very high humidities, sorbitol
absorbs enough water to bring about dissolution.

Sorbitol can exist in four crystalline forms. Guyot-
Hermann, Leblanc, and Draguet-Brugmans[32] com-
pared 11 commercially available varieties of sorbitol,
and found three of these four forms to be present.
g-Sorbitol was found to be the most useful as a tablet
diluent. The method of manufacture has also been
shown to affect tabletting properties, differences being
attributed to variations in particle shape and surface
properties. Spray-dried varieties of sorbitol are avail-
able as direct compression diluents which are claimed
to have overcome problems associated with the differ-
ent crystalline forms.[33]

Mannitol

Mannitol is an isomer of sorbitol. Like the latter, it has
a negative heat of solution which makes it a useful
excipient for chewable tablets and lozenges. It is less
hygroscopic than sorbitol and has about one-tenth of
the solubility in water. Similarly to sorbitol, several
polymorphic forms are available which differ in their
ability to form tablets.[34] However, unmodified manni-
tol cannot be used for direct compression because of
poor flow and binding properties. Directly compress-
ible forms are available in a range of particle sizes
which are reported to produce excellent tablets.

Lactitol and xylitol

These are both commercially available in forms suit-
able for direct compression with good flow and binding
properties. The former is a water-granulated product
of microcrystalline aggregates.[35] A similar form of
xylitol is available, and in the case of xylitol, there
are also products pregranulated with either polydex-
trose or carboxymethyl cellulose.[36] Both substances
are highly soluble in water with negative heats of
solution.

Starch and Starch Derivatives

Starch is a very widely used tablet excipient, but in its
natural state, it does not possess the fluidity and bind-
ing characteristics needed as a tablet diluent. The
major consolidation mechanism of starch is by defor-
mation with a high elastic component.[37] In addition,
starch shows a high degree of lubricant sensitivity.[19]

Pregelatinized starch, often referred to as Starch
1500, contains about 80% unmodified starch, 5% free

amylose, and 15% free amylopectin. Though it has
been described as a direct compression diluent,[38]

tablets made from pregelatinized starch show low
physical strength. The principal application of pregela-
tinized starch in tablet formulation is as a disintegrat-
ing agent. It retains the disintegrating ability of natural
starch without the deleterious effects on flow and
tablet strength that natural starch would bring about.

Sugars

Lactose

Lactose is a naturally occurring disaccharide contain-
ing one galactose unit and one dextrose unit. It is a
constituent of all forms of mammalian milk, but is
produced commercially from cow’s milk, usually as a
by-product of the cheese industry. Lactose can exist
in two isomeric forms, a-lactose and b-lactose, and
can be either crystalline or amorphous. Crystalline
a-lactose occurs in both monohydrate and anhydrous
forms, but b-lactose only exists in the anhydrous form.
The temperature of crystallization is the principal
determinant of which form is obtained.[39]

Though crystallinea-lactose monohydrate is the most
common tablet diluent, it is usually used in granulated
rather than in direct compression formulations. Neither
its flow properties nor its binding properties are good
enough to form satisfactory tablets without preliminary
treatment. Bonding properties are improved by conver-
sion into aggregates of a-lactose monohydrate crystals
by fluid bed granulation. This product is virtually free
from amorphous lactose.[40]

Spray-dried lactose was the first direct compression
diluent to be introduced.[41] It had a major impact on
tabletting technology and it is still widely used. Spray
drying an aqueous suspension of lactose yields a
product that largely consists of crystals of a-lactose
monohydrate (about 80%) held together in a glass of
amorphous material (about 20%). Spray-dried lactose
exhibits excellent flow properties due to the spherical
shape of the aggregates. However, its ability to form
strong tablets is limited and it has low dilution poten-
tial, so it is primarily used in tablets in which it forms
the major ingredient. Fragmentation is the major
consolidation mechanism, and so tablet strength is
not significantly affected by lubricants. Spray-dried
lactose can be obtained from several manufacturers
whose products differ slightly. A comparative study
of spray-dried lactoses from a number of sources has
been published by Whiteman and Yarwood.[21]

Anhydrous lactose is primarily anhydrous b-lactose
with up to about 25% anhydrous a-lactose. It consists of
agglomerates of fine crystals produced by roller drying a
solution of a-lactose monohydrate. Flow properties are
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good, and tablet strength was found to be superior to
other lactose products.[21] Anhydrous b-lactose is
much more soluble than the a-isomer, and extended
disintegration times of tablets made from anhydrous
lactose have been attributed to the presence of
anhydrous a-lactose in the roller dried product.[42]

Anhydrous a-lactose can be produced by thermal
or chemical dehydration of a-lactose monohydrate.
During this process, the starting material changes from
single crystals to aggregates of anhydrous a-lactose
particles. Flowability and binding properties are good,
but slow dissolution of tablets made from anhydrous
a-lactose has proved a major limitation to its use.[42]

Sucrose

A non-reducing disaccharide obtained from vegetable
sources, sucrose is a widely used pharmaceutical excipi-
ent. Because it is more hygroscopic than lactose, it is
used less in solid dosage forms. The compactability
of pure sucrose is poor, but modified forms of sucrose
for direct compression are available. These are collec-
tively termed ‘‘compressible sugar,’’ and may contain,
depending on source, starch, maltodextrin, or invert
sugar, together with a lubricant. Several different types
of compressible sugar have been compared.[43] The
minor components obviously played a major role in
tablet formation, since significant differences were
obtained between varieties. Compressible sugar is often
used for lozenges and chewable tablets—because of
the high solubility of sucrose, tablets tend to dissolve
rather than disintegrate.

Dextrose and dextrates

Dextrose does not lend itself to direct compression.
However, a spray-crystallized product, the major
constituent of which is dextrose, is used in direct com-
pression. This is known as dextrates, and is produced
by the partial hydrolysis of starch. It consists of about
90% dextrose, together with about 5% maltose and
higher polysaccharides.[44] Though both hydrated and
anhydrous forms of dextrates have been described,
only the former is commercially available. Dextrose
is freely soluble in water and is highly hygroscopic,
and hence its use in atmospheres of high humidity
may cause problems. Because of its sweet taste and
negative heat of solution, it is recommended for use
in chewable tablets.

Mixtures and Coprocessed Products

Though numerous direct compression diluents are
available, none is ideal. For example, spray-dried
lactose flows easily but forms relatively weak tablets,

whereas the fluidity of microcrystalline cellulose is
poor yet it forms extremely strong tablets. It is under-
standable, therefore, that the possibilities of combining
diluents have been considered, the aim being to com-
bine the advantages of both components without their
disadvantages.

The compaction properties of mixtures have been
reviewed by Fell,[45] who concluded that the relation-
ship between the tabletting properties of a mixture
could only rarely be predicted from knowledge of
the same properties of the individual components.
Nevertheless, some success has been achieved.[46]

In recent years, a number of coprocessed excipient
combinations have been marketed, which undoubtedly
possess advantages over physical mixtures of the same
components. Such materials include mixtures of
lactose and povidone,[47] cellulose and lactose,[48] and
anhydrous lactose and anhydrous lactitol. A disadvan-
tage of this approach is that the relative proportions of
the components are fixed, and such a combination may
not be universally optimal.
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Tablet Press Instrumentation

Michael Levin
Metropolitan Computing Corporation, East Hanover, New Jersey, U.S.A.

INTRODUCTION

This article is designed to facilitate the understanding
of the general principles of tablet press instrumentation
and the benefits thereof by the formulators, process
engineers, validation specialists, and quality assurance
personnel, as well as production floor supervisors
who would like to understand the basic standards
and techniques of getting information about their
tableting process.

HISTORY OF TABLET PRESS
INSTRUMENTATION

In 1952–1954 Higuchi and his group[1] have instrumen-
ted upper and lower compression, ejection, and punch
displacement on an eccentric tablet press, and pio-
neered the modern study of compaction process. This
work was followed by Nelson[2,3] who was the member
of the original group.

In 1966, a U.S. patent was granted to Knoechel
and co-workers[4] for force measurement on a tablet
press. This patent was followed by two seminal articles
in Journal of Pharmaceutical Sciences on the practical
applications of instrumented rotary tablet machines.[5,6]

A number of other patents related to press instrumen-
tation and control followed from 1973 on ward.[7–15]

Despite the availability of published designs for
instrumenting rotary presses, much of the early work
on compaction properties of materials was done on
instrumented single punch eccentric presses primarily,
due to the relative ease of sensor installation, as well as
availability of punch displacement measurement.[16–18]

In mid-1980s, custom-made press monitoring
systems were described,[19,20] and the first commercial
instrumentation packages became available, including
both the systems for product development and press
control. The first personal computer-based tablet press
monitor was sold in 1987, and the first Microsoft
Windows-based press instrumentation package in 1995.

A new era of compaction research has begun
with the introduction of an instrumented compaction
simulator[21] in 1976, while a compaction simulator
patent was issued as recently as 1996.[22]

A new generation of ‘‘compaction simulators’’ was
born when a mechanical press replicator was patented
in the year 2000.[23]

A good exposé of the early stages of press instru-
mentation and resulting research is presented in review
articles by Schwartz,[24] Marshall,[25] and Jones.[26] A
comprehensive review can be found in a relatively
recent paper by Çelik and Ruegger.[27]

For other historical information on the press
instrumentation, the reader is encouraged to peruse
Ridgeway Watt’s[28] volume. There have been a
number of papers published on various disparate
instrumentation topics, and in a recent volume by
Muños-Ruiz and Vromans,[29] there are two good arti-
cles on the subject—but, unfortunately, they deal with
marginal issues of single station press and instrumen-
ted punch only.

DATA ACQUISITION PRINCIPLES: FROM
TRANSDUCERS TO COMPUTERS

To monitor and control a tablet press, certain sensors
must be installed at specific locations on the machine.
These sensors are called transducers. In general, a
transducer is a device that converts energy from one
form to another (e.g., force to voltage). Tablet press
transducers typically measure applied force, turret
speed, or punch position. Because the signals coming
from such transducers are normally in millivolts,
they need to be amplified and then converted to
digital form in order to be processed by a data acqui-
sition system.

Piezoelectric Gages

Historically, high impedance piezoelectric transducers
that employ quartz crystals were used in early stages
of press instrumentation. When subject to stress, the
crystal accumulates electrostatic charge that is directly
proportional to the applied force. Both low and
(more modern) high impedance piezoelectric gages
have high-frequency response, but may exhibit signal
drifting due to charge leakage (approximately 0.04%
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decay per second can be seen in modern piezoelectric
transducers). Nowadays, the preferred way of instru-
menting tablet presses is with strain gages.

Strain Gages

Strain gages are foil, wire, or semiconductor devices
that convert pressure or force into electrical voltage.
When a stress is applied to a thin wire, it becomes
longer and thinner. Both factors contribute to
increased electrical resistance. If an electrical current
is sent through this wire, it will be affected by the
changes in the resistance of the conduit. This principle
is used in strain gage-based transducers. Foil gages,
known for robust application range, useful nominal
resistance, and reliable sensitivity control, are most
commonly used for instrumentation of compression,
precompression, and ejection forces. Semiconductor-
based strain gages are inherently more sensitive but
suffer from high electrical noise and temperature sensi-
tivity. Such gages are not commonly used in tablet
press instrumentation except for measurement of
die-wall pressure and take-off forces.

Wheatstone Bridge

Wheatstone bridge (Fig. 1) is a special arrangement of
strain gages that is used to ensure signal balancing. The
‘‘full’’ bridge is composed of two pairs of resistors in a
circle, with two parallel branches used for input and
two for signal output. By applying the so-called exci-
tation voltage (typically, 10 V DC) to the bridge input
and changing the resistance of different ‘‘legs’’ of the
bridge by adding special resistors, we can make sure
that there is a zero output voltage when no load is
applied to the transducer. This is called zero balance.

Once the bridge is balanced, a small perturbation in
the resistance of any ‘‘leg’’ of the bridge results in a
non-zero signal output.

The output of the Wheatstone bridge is normally
expressed in millivolts per volt of excitation per unit
of applied force. For example, sensitivity of 0.2 mV/
V/kN means that applying, say, 10 kN force and
10 V excitation will produce 20 mV output. To utilize
such output, it usually needs to be amplified several
hundred times to reach units of volts.

Another important function of the bridge is balanc-
ing of temperature effects. Although individual strain
gages are sensitive to temperature fluctuations, Wheat-
stone bridge arrangement provides for temperature
sensitivity compensation, so that the resulting trans-
ducer is no longer changing its output to any signifi-
cant degree when it heats up.

Because the output of these bridges is in the
range of millivolts, the cables utilized to carry the sig-
nal are normally shielded with a braided or foil-lined
sheath around individual wires. The shield, as a
rule, is connected to the amplifier, but never touches
the actual instrumented equipment (i.e., tablet press).
If this rule is violated, a ground loop may generate
electrical noise and present a dangerous electrical
shock hazard.

Gage Factor

The gage factor is a specific characteristic of a strain
gage. It is calculated as the change in resistance relative
to unit strain that has caused this change. Strain gages
that are commonly used for tablet press instrumen-
tation are made from copper–nickel alloy and have a
gage factor of about 2. In a typical bending beam
application (such as compression roll transducer),
one side of the beam experiences tension while the
other side undergoes compression. By mounting two
gages on each side, the sensitivity of the transducer
can be doubled.

Strain gages have to be bonded to areas of machine
parts that are most sensitive to applied force. Such
areas can be identified with the use of polarized light
technique that ‘‘points out’’ the stress distribution.

Manufacturing a Force Transducer

Usually, instrumentation designs are proprietary and
specific detail drawings are held in fiducial capacity.
Each force transducer is custom designed for a parti-
cular machine part. Overall specifications are taken
from the actual party and/or manufacturer approved
drawings.

Duplicate steel members, such as pins and cams, are
normally made from A2 tool steel in a fully annealed

 Screw
terminals

RS1
RS2

RS3RS4

∆ V to DA
system

IEX

Fig. 1 A typical Wheatstone bridge arrangement of strain
gages.
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(softened) state. Original machine parts are first
annealed, if required. The member is then machined,
hardened to Rockwell 60–64, tested, and finally,
ground to specified dimensions.

It is highly advantageous to determine stress
distribution using polarized light beams identifying the
areas of maximum strain yet avoiding areas of uneven
strain.

A typical procedure of transducer manufacturing in
a professional gaging lab might be as follows. Foil
type strain gages are bonded to the steel member utiliz-
ing a high-performance 100% solid epoxy system
adhesive under controlled heating rate conditions.
After intrabridge wiring is completed using solid
conductor wiring (to prevent electrical noise), multi-
strand wire cabling with a combination of foil and
braided insulation is connected to the bridge. Wire
anchoring is achieved utilizing epoxy adhesive and
protected with a combination of latex-based adhesives
and/or epoxy resins. Lead wire cabling is protected
by Teflon outer shield, as well as inner braided wire
shield. The Teflon to steel joint is sealed with epoxy
but should not be subject to stresses that would cause
the cable to kink or yield in such a way as to expose the
inner braided wire shield. Protective coatings are
then applied and final postcure heating is performed
for at least 2 hr at a temperature approximately
50�C above the transducer normal operating tempera-
ture (approximately 175 or 105 �C). A silicon-based
adhesive, such as RTV, is used to fill large cavities
while maintaining a low modulus of elasticity, prevent-
ing undue influence upon the actual strain measure-
ment. The coating is resilient to moderate mechanical
abrasion, as well as most solvents, oils, cleaners, etc.
It is not intended for protection against penetrating
sharp objects.

A high-quality connector is then attached to the
cable. The next step is to perform offset zeroing with
fixed, 1% precision, low-temperature coefficient resis-
tors, followed by NIST (National Institute for
Standards and Technology) traceable calibration.

It is worth noting that, in general, the duplicate
members are not made of corrosion-resistant steel,
because high tensile strength and ability to be easily
machined are required. Prior to storage, the surface
should be treated like any high-grade tablet press
punch steel will be treated; a thin coating of oil should
be used after wiping with alcohol.

Load Cells

In some cases, where appropriate, a load cell can be
used in place of bonded strain gages.

A load cell is a strain gage bridge in an enclosure
forming a complete transducer device.

Like any properly made transducer, it produces an
output signal proportional to the applied load. Unlike
custom-made transducers that require application of
strain gages directly to press parts, load cells are self-
contained and can be placed on a press in specially
machined cavities to be easily replaced or serviced.
As a drawback, load cells generally are less sensitive
or less suited to measure the absolute force than
custom-made strain gage transducers. Load cells can
be used on punch holders in a single station press.
Another example of load cell use is a die assembly
for calibration of existing traducers on a press.

Linear Variable Differential
Transformer

Linear variable differential transformer (LVDT,
Fig. 2) is a device that produces voltage proportional
to the position of a core rod inside a cylinder body.
It measures displacement or a position of an object
relative to some predefined zero location. On tablet
presses, LVDTs are used to measure punch displace-
ment and in-die thickness. They generally have very
high precision and accuracy, but there are numerous
practical concerns regarding improper mounting or
maintenance of such transducers on tablet presses.

Proximity Switch

Proximity switch (Fig. 3) is a non-contact electromag-
netic pickup device that senses the presence of metal.

Fig. 2 Linear variable differential transformer (LVDT).
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On tablet presses, it is widely used to detect the beginning
of a turret revolution, to identify stations and to facilitate
peak detection in tablet force control applications.

Instrumentation Amplifier
and Signal Conditioning

Signal conditioning involves primarily an amplifier
that provides the excitation voltage, as well as gain (a
factor used in converting millivolt output of the strain
gage bridge to the volt-based range of the input of the
data acquisition device).

Instrumentation amplifier is different from other
types of amplifiers in that the signal from each side
of the transducer bridge is amplified separately and
then the difference between the two amplified signals
is, in turn, amplified. As a result, noise from both sides
of the sensors is reduced.

Some instrumentation amplifiers also offer filter
functionality. A filter circuit combines resistors and
capacitors that act to block the undesirable frequen-
cies. It is a fact, however, that a good transducer
should provide a clean signal. Use of analog or digital
filters may cause the loss of some important portions
of the signal that one is attempting to measure. Fre-
quency filters may cause the measured compression
force peak, for example, to be skewed toward the trail-
ing edge of the peak and can yield a lower than actual
peak force.

Because filters distort the signal, they must be
avoided unless absolutely necessary. In many cases,
better electronics may make filter use obsolete. For
example, the so-called antialiasing filter that is used
to condition a high-frequency signal for a slow sam-
pling rate is generally not required for tablet press
applications if modern fast speed data acquisition
devices are used for signal processing.

In addition to amplification, excitation, and filter-
ing, signal-conditioning devices may provide isolation,
voltage division, surge protection, and current-to-
voltage conversion.

Instrumentation Terms: Definitions

Several important terms may be now defined with
respect to transducers and signal conditioning:

� Full Scale (FS): The total interval over which a
transducer is intended to operate. Also, it can define
the output from transducer when the maximum
load is applied.

� Excitation: The voltage applied to the input
terminals of a strain gage bridge.

� Accuracy: The closeness with which a measure-
ment approaches the true value of a variable being
measured. It defines the error of reading. Good tab-
let press transducers have at least 1% accuracy
(with this level of accuracy, for example, a com-
pression force transducer with 50 kN FS will pro-
duce at most an error of 500 N).

� Precision: Reproducibility of a measurement, i.e.,
how much successive readings of the same fixed
value of a variable differ from one another. If a per-
son is shooting darts, for example, the accuracy is
determined by how close to the bull’s eye the darts
have landed, while the precision will be indicated by
how close the darts are to each other.

� Resolution: The smallest change in measured
value that the instrument can detect.

� Dynamic range of a transducer: The difference
between the maximal FS level and the lowest detect-
able signal. Measured in decibels (dB), it indicates
the ratio of signal maximum to minimum levels:

dB ¼ 10 log10ðSmax=SminÞ

Some press sensors may have a rather narrow
dynamic range not necessarily correlated with accu-
racy. For example, a very accurate compression roll
pin designed to measure 50 kN force may not detect
5 kN signal.

� Calibration: Comparison of transducer outputs at
standard test loads to output of a known standard
at the same load levels. A line representing the best
fit to data is called a calibration graph.

� Calibration factor: A load value in engineering
units that a transducer will indicate for each volt
of output, after amplifier gain and balance. Cali-
bration factor is usually expressed in relation to FS.

� Shunt calibration: A procedure of transducer testing
when a resistor with a known value is connected to
one leg of the bridge. The output should correspond
to the voltage specified in the calibration certificate. If
itdoes not, something is wrong and the transducer needs
to be inspected for possible damage or recalibrated.

� Sensitivity: The ratio of a change in measurement
value to a change in measured variable. For example,

Fig. 3 Proximity switch.
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if a person ate a 1 lb steak and the bathroom scale
shows 2 lb increase in the body weight, then the
scale can be called as insensitive (ratio is far from
unity).

� Traceability: The step-by-step transfer process by
which the transducer calibration can be related to
primary standards. During any calibration process,
transducer is compared to a known standard.
National or international institutions usually pre-
scribe the standards. In the United States, such gov-
erning body is the NIST.

� Measurement errors: Any discrepancies between the
measured values and the reported results over the
entire FS. Such errors include, but are not limited to:

� Nonlinearity: The maximum deviation of the
calibration points from a regression line (best
fit to the data), expressed as a percentage of
the rated FS output and measured on increas-
ing load only.

� Repeatability: The maximum difference
between transducer output readings for repeated
applied loads under identical loading and
environmental conditions. It indicates the ability
of an instrument to give identical results in suc-
cessive readings.

� Hysteresis: The maximum difference between
transducer output readings for the same
applied load. One reading is obtained by
increasing the load from zero and the other
reading is obtained by decreasing the load from
the rated FS load. Measurements should be
taken as rapidly as possible to minimize creep.

� Return to zero: The difference in two readings:
one, at no load, and the second one, after the
FS load was applied and removed.

A good transducer is one with the combined (or
maximum) error of less than 1% of the FS.

Analog-to-Digital Converters

In order to convey analog output (in volts) from a
transducer to a computer, it has to be converted into
a sequence of binary digital numbers. Modern analog-
to-digital converter (ADC) boards are sophisticated
high-speed electronic devices that are classified by the
input resolution, as well as the range of input voltages
and sampling rates.

Resolution of an ADC board is measured in bits.
Bit (abbreviation for binary unit) is a unit of infor-
mation equal to one binary decision (such as ‘‘yes or
no,’’ ‘‘on or off’’). A 12-bit system provides a resolu-
tion of one part in 212 ¼ 4096, or approximately
0.025% of FS. Likewise, 16 bits correspond to one

part in 216 ¼ 65,536, or approximately 0.0015% of
FS (for tablet press applications, such resolution is
usually excessive).

Thus, resolution of ADC board limits not only the
dynamic range but also the overall system accuracy.
Alternatively, a higher resolution may be required
to retain a certain level of accuracy within a given
dynamic range. For example, a 0.5% accurate trans-
ducer with 80 dB dynamic range requires at least
12-bit ADC resolution.

Amplifying a low-level signal by 10 or 100 times
increases the effective resolution by more than 3 and
6 bits, respectively. On the other hand, increasing an
ADC resolution cannot benefit the overall system
accuracy if other components, such as amplifier or
transducer, have a lower resolution.

When an input signal change is smaller than the sys-
tem’s minimum resolution, then that event will go
undetected. For example, for an FS of 10 V (corre-
sponding to, say, a compression transducer output of
50 kN), using a 12-bit ADC, any signal that does not
exceed 2.44 mV (12.2 N) will not be seen by the system.

The ADC boards also differ by the effective sam-
pling rate range. Sampling rate speed is measured in
Hertz (times per second). The signals coming from a
tablet press have a frequency of not more that 100 Hz
(compression events per second). To avoid aliasing (los-
ing resolution of the incoming signal due to slow sam-
pling rate), the sampling rate should be at least twice
the highest frequency of the signal. Most ADC boards
used for data collection in tableting applications have
a sampling rate of 5–20 times larger than signal fre-
quency. That is why antialiasing filters are not required.

Computers and Data Acquisition Software

Overall accuracy of a data acquisition system is
determined by the worst-case error of all its compo-
nents. One should be aware of the fact that most sys-
tem errors come neither from transducers (0.5%–1%
accuracy) nor from A/D converters (0.025% accuracy)
but from the software analyzing the data (round-off
errors, improper sampling rate, or algorithms).

The speed and capacity of a data acquisition system
depend on the computer’s processor and hard drive
specifications. The real-time data from transducers is
streamlined to both the screen (for monitoring) and
the disk (for replay and analysis). Generally speaking,
‘‘real-time’’ processing means reporting any change in
the phenomena under study as it happens. Interest-
ingly, but a high-speed data collection from a tablet
press and a bookkeeping home finance program used
on a monthly basis to balance the checkbook can both
be related to as ‘‘real-time’’ software. The difference is
in the time frames. For a tablet press, we are collecting
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data that need to be sampled and processed in milli-
seconds (a typical compression event may take 25 msec),
while for home bookkeeping once a month will do.

Most vendors supplying transducers, signal con-
ditioning, and computer hardware adhere to practical
standards, e.g., there are some accepted norms for
strain gage factors, combined errors, sensitivity, ADC
resolution, and sampling rate. The difference between
vendors is apparent when we compare software
because there are no universally established standards
of user interface. Yet the hardware is ‘‘transparent’’
(i.e., invisible) to the end user—day in and day out
the user is facing the screen, keyboard, and mouse.
The ease of software use, bug-free analysis of signals
coming from transducers, reliability of statistical
computations, quality of graphs and reports, and vali-
datability of the system—all of the above contribute to
the quality of the data acquisition software.

Proper validation tests of a data acquisition system
should include calculation of an overall system error
when the input is known and controlled (e.g., an NIST
traceable signal generator providing a sinusoidal signal
with a known amplitude and frequency, to simulate
compression events on a press). Comparing the output
(for example, peak heights as reported by the software)
to the known input, the overall system error can be
reliably established.

TABLET PRESS INSTRUMENTATION FOR
PRODUCT AND PROCESS DEVELOPMENT

R&D Grade Instrumentation

In a production environment, typical tablet weight
control mechanism is driven by signals that are coming
from a compression force transducer. Strain gages may
be installed on a column connecting the upper and
lower compression wheel assemblies. This transducer
measures what is generally known as ‘‘main com-
pression,’’ i.e., a diluted average of the forces acting
on the upper and lower punches. Alternatively, a load
cell may be positioned in some convenient location to
register a transmitted compression force. It is measured
away from the force application axis, and some force is
lost in the transmission. The resulting measurement
may be adequate for tablet weight control, but, even if
properly calibrated, it does not represent the absolute
value of the compression force.

The R&D grade instrumentation, in contrast,
requires placing the strain gages as close to the punch
tips as possible in a vertical alignment with the direc-
tion of force application.[30] In practice, it means plac-
ing the gages in a compression roll pin, so that the
resulting measurement would reflect the absolute force.
Thus, we can differentiate between the force on the

upper and lower punch, and moreover, we can com-
pare readings of the compression force from different
tablet presses.

Compression Force Measurement

On a typical R&D grade compression transducer, a
compression roll pin is machined with incisions made
for placing strain gages (Fig. 4). The actual form of
these cavities constitutes the very art of the transducer
design that is usually proprietary and is based on the
know-how of instrumentation vendor.

It hast to be noted that there could be an upper or
lower instrumented compression roll pin.

The resulting measurement of a compression force
is highly correlated with a variety of tablet properties.
As compression increases, so does tablet hardness and
weight (at constant thickness and true density), along
with a force required to eject a tablet. Many variables
affect the force of compression: press settings, press
speed, punch length variation, punch wear, and dam-
age, formulation and excipient properties.

Precompression Force Measurement

Similar to instrumented compression pin, there is a
way to instrument an upper or lower instrumented pre-
compression roll pin. Precompression, if it exists on
a press, is used for de-aerating and initial tamping
of the powder mass in the die and usually helps to
achieve the desired hardness without capping or
lamination.[30–31] The force of precompression is nor-
mally a fraction of the compression force.

Ejection Force Measurement

There are many ways to instrument an ejection cam. A
preferred arrangement of strain gages (the so-called
‘‘shear force’’ design) does not require any discontinui-
ties in the cam surface, and, most importantly, it
provides for a very good linearity of the resulting
signal (Fig. 5).

Fig. 4 Compression force transducer.
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Tablet– Tablet Larger ejection forces may lead to an increased wear
on tooling and eject cam surface. Ejection force may
also be used to evaluate the effectiveness of lubrication
(of both the press and the product) and punch sticking.
Sensitivity and linearity of an ejection transducer are
design dependent: shear force designs are always pref-
erable over split cam or cantilevered beam designs.

Take-Off Force Measurement

Take-off force is monitored by mounting a strain gage
to a cantilever beam on a press feed frame (in front of
the take-off blade, Fig. 6). It is done to measure adhesion
of tablets to lower punch face. Such adhesion is indica-
tive of underlubricated granulation, poor tooling face
design, die-wall binding, and tablet capping.[32,33]

Speed Measurement and
Station ID Determination

Station identification and press speed are usually
obtained by means of a revolution counter (proximity

switch). It is installed on the press in order to mark the
beginning of a turret revolution and thus enable sta-
tion identification and speed calculations by system
software.

In addition, a linear arrangement of proximity
switches can mark the beginning and end of a com-
pression event (information that is vital for tablet
weight controllers) and also indicate missing punches.

Other points of instrumentation on a tablet press
are as follows:

� A rotary press pull-up cam can be instrumented to
measure the upper punch pull-up force (the force
required to pull up the upper punch from the die).
Likewise, the lower punch pull-down force is mea-
sured on a bolt holding the pull-down cam.[34] It
is useful in determining the smoothness of press
operation (extent of lubrication, cleanliness of the
machine, and long batch fatigue buildup).

� Punch displacement measurements are easily done
on a single station press by attaching LVDT to
the punch. On a rotary press, such measurements
can be done by means of slip ring, telemetry, or
instrumented punch. Punch displacement profiles
may be used in conjunction with compression force
to estimate work of compression and work of
expansion (measure of elasticity). Because capping
tendency increases with the punch penetration
depth, it may be desirable to monitor actual punch
movement into the die. The shape of a force–
displacement curve is an indication of the relative
elasticity or plasticity of the material; whereas plas-
tic deformation is desirable for stronger tablets,
excess plasticity usually results in tablets that tend
to cap and laminate.[35–37]

� Radial and axial die-wall force measurements also
provide an insight into the compaction mechanism
of the material and may indicate a die-wall binding
(sticking) that is, in effect, a negative pull on lower
punch. The radial die-wall pressure due to friction
is material-specific and is more evenly distributed
inside the die with an addition of a lubricant.[38–44]

Instrumentation of the die presents a technological
challenge because pressure is distributed non-
linearly with respect to tablet position inside the
die and depends on tablet thickness.[45,46]

� In-die temperature can be monitored for heat-
sensitive formulation, such as ibuprofen.[47,48]

Instrumented Punch

Several vendors offer instrumented punch, i.e., a punch
that has strain gages and other instrumentation built-in.
The data are then accumulated or transmitted viaFig. 6 Instrumented take-off bar.

Fig. 5 Instrumented ejection cam.
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telemetry to a stationary computer. Such devices are
versatile enough to report compression forces and
either punch displacement or acceleration, and, at least
in theory, they can be easily moved from press to
press.[49,50] However, one should keep in mind that
each instrumented punch is limited to one size and
shape of the tooling, and is limited to one station, com-
pared to roll pin instrumentation that reports data for
all stations and any tooling. In addition, instrumented
punches are either rather cumbersome to install, or else
they report a useless measurement of punch accelera-
tion instead of punch displacement. Attempts to calcu-
late displacement from acceleration so far could not be
validated.

Single Punch Press for R&D

Single punch eccentric presses are often used in early
stages of formulation development because they do
not require a large amount of powder. Another benefit
is that they allow relatively inexpensive measurements
of die forces and punch displacement (there is no
rotation of die table and therefore no need to use
expensive telemetry methods). This is the primary rea-
son why so much basic research and product develop-
ment were done on eccentric machines.[51] Negative
considerations are that a special tooling is required
(usually, F tooling), and also that speed of compaction
is too slow compared to rotary presses. As it will be
seen later, the speed is a crucial factor in tableting pro-
cess and therefore the results obtained on single punch
presses do not directly correlate with tablets made on
rotary machines.

Benefits of Press Instrumentation

Among many benefits of press instrumentation, formu-
lation fingerprinting is perhaps the most obvious.
Compressibility and ejection profiles, as well as dissolu-
tion and disintegration curves related to compression
force, are unique for each formulation and can be
used as a batch record. For process optimization, one
can include compression or precompression force and
speed factors in experimental design. Compactibility
and ejection profiles can be used for excipient and
lubricant evaluation. Other useful product develop-
ment and optimization tools include response surface,
Heckel, and force–thickness plots.

Scientifically reliable process scale-up cannot be
achieved without instrumentation data providing
scale-up parameters such as dwell time, density, and
energy of a tablet.

In a pilot plant and on the production floor, proper
instrumentation can be used for press troubleshooting,
to warn about tooling irregularities, worn-out cams,

sticking punches, underlubricated dies, and so on.
Finally, instrumentation is widely used for tablet
weight control.

Instrumentation for Formulation
Development

Much of the current body of knowledge about com-
paction properties of pharmaceutical materials came
from instrumented tablet presses.[52–56] Many tablet
properties, such as tensile strength (hardness) and
porosity can be predicted from force profiles.[57–59]

Work of compaction (a scale-up parameter) can be
obtained with proper instrumentation.[60,61] Infor-
mation about the plasticity of materials can be derived
from force–time curves.[62–64]

The phenomenon studied with the help of instru-
mentation is the so-called ‘‘lag time’’ (the time differ-
ence between peak of compression and maximum
punch penetration). The extent of this lag is indicative
of compaction mechanisms of the powder being com-
pressed.[65,66]

Typical waveform

Let us have a look at the actual waveforms that one
may obtain from an instrumented tablet press (Fig. 7).
The black proximity switch trace that marks the begin-
ning of a revolution should be noticed. On this press,
precompression and compression events coincide in
time (they relate to different punches, of course). They
are followed by the ejection and take-off.

Compactibility profile

When the average tablet hardness is plotted against
the average compression peak force, we get the so-
called compactibility profile that allows us to compare
different formulations or different processing speeds.
Referring to Fig. 8, which formulation is better? Well,
formulation No. 2 makes harder tablets for the same
compression force, and this would mean less wear
and tear on the production press is required to achieve
desired hardness. On the other hand, if the hardness
tolerance limits are exceptionally narrow, the steeper
slope of formulation No. 2 may be a detriment.

Lubricant profile

A certain quantity of lubricant must be present in the
granulation to reduce the friction that occurs at the
die wall as the tablet is being ejected, as well as to pre-
vent sticking of the tablet to the face of the punches.
Without instrumented ejection cam and take-off bar,
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no objective estimate of an optimal lubricant level is
possible, and the ‘‘best’’ formulation is usually the last
one prepared.

The plot shown in Fig. 9 will help a formulator to
determine the optimal amount of lubricant. Obviously,
one would try to minimize the ejection force (again, to
reduce wear and tear on the ejection cam of the pro-
duction press), and yet to avoid the pitfalls of having
too much lubricant in the formulation.

Because of the natural association of lubricant
properties with lipophilic materials, formulations con-
taining high levels of lubricant can show retarded dis-
solution of the active ingredient and the slow
dissolution rate could adversely affect the in vivo bio-
availability of the drug.

Lubricant study

Another important use of ejection force transducer
is the evaluation of lubricants (either different chemi-
cally, or similar lubricants coming from different
vendors).

As shown in Fig. 10, the preferred lubricant is No. 1
as it results in a smaller ejection force. Early lubricant
studies are a must. When lubricant problems occur
later on in the scale-up process, corrective measures
not only require additional materials and development
time, but may also require a supplement of an
approved new drug application (NDA).

Response surface plot

Formulation and process optimization can be done
statistically with the use of experimental design for esti-
mates of the best processing parameters and excipient
and lubricant levels. Controllable variables in tableting
are mainly the precompression and compression forces
and tablet press speed, as well as the formulation
component levels. Response variables include the ejec-
tion force, tablet hardness and friability, dissolution
rate, and drug stability. The purpose of an experi-
mental design is to perform a series of experiments in

Fig. 7 Typical compression, precompression, and ejection waveforms.

Formulation 2 = 2.2 + 0.486 x
Formulation 1 = 3.9 + 0.305 x

Formulation 1

Formulation 2

8
5

7

9

11

13

15

17

19

12 16 20 24 28 32 36

H
ar

dn
es

s,
 k

P

Compression, kN

Fig. 8 Compactibility profile.
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order to determine some levels of factors that will
allow us to achieve an optimal level of dependent vari-
ables. The experiments should be designed so as to
minimize effort and maximize statistical reliability of
the results. Published work in this area deals mostly
with response surface designs that produce a predictor
polynomial equation for each response variable under
consideration. A multidimensional surface is then
searched for the best ranges of factor variables that,
when plugged in the equations, result in the optimal
value of the responses. In this plot (Fig. 11), the opti-
mal (highest) hardness is obtained when the com-
pression force is in the range 3000–4000 lb with as
much MCC in the formulation as possible.[67]

Compactibility study—elastic recovery

Many powders, especially with viscoelastic compaction
mechanism, such as starch or avicel, exhibit large
degree of stress relaxation (with time-dependent defor-
mation).

If you monitor punch displacement and com-
pression force, you can make pretty accurate assess-
ment of the compactibility of your material. If
LVDTs are attached to both upper and lower punches,
it is possible to actually measure in-die thickness of the
tablet at various compression levels. In Fig. 12, one can
see how the tablet thickness rapidly decreases in the
compression stage and then gains some thickness dur-
ing the decompression stage of the tableting cycle. The
degree of this increase in thickness is indicative of
the elastic recovery as the pressure is removed from
the tablet.

Elastic recovery and work of compaction were stud-
ied extensively using instrumented tablet presses.[68]

Compactibility study—Heckel plot

In 1961 Heckel[69,70] postulated a linear relationship
between the logarithm of relative porosity (inverse den-
sity) of a powder and the applied pressure. The slope of
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the linear regression is the Heckel constant, a material-
dependent parameter inversely proportional to the
mean yield pressure (the minimum pressure required
to cause plastic deformation of the material undergoing
compression). Large values of the Heckel constant
indicate susceptibility to plastic deformation at low
pressures, when the tablet strength depends on the par-
ticle size of the original powder. The intercept of the
line indicates the degree of densification by particle
rearrangement (Fig. 13).

TABLET PRESS INSTRUMENTATION FOR
PROCESS TROUBLESHOOTING

Typical problems in tableting include weight variation,
capping, lamination, tooling irregularities, die binding,
picking, and sticking. Most of such problems can be
detected and/or resolved using proper instrumentation.

Upper and Lower Compression

Fig. 14 shows a typical set of upper and lower com-
pression profiles. One can see that the lower trace is
smaller than the upper. On a single station press, only
the upper punch is usually moving, and the difference
is caused, mainly, by the friction of the compressed
powder inside the die.

On a rotary press, both punches are moving and
therefore the friction of the punches inside the turret
and the die causes the difference. The lower punch fits
the turret with a larger standard clearance compared to
the upper punch. In addition, the lower punch is never
leaving the die, while the upper punch leaves and enters
the die with each stroke. This results in a compara-
tively better alignment and lower friction. The close
fit of the upper punch does not allow it to penetrate
the die smoothly and this can cause the increase in fric-
tion. Thus, an excessive difference between the two
peaks may indicate an underlubricated die or some
punch misalignment problem.

Histogram of Punch Performance

Similar irregularities in punch tolerances become even
more visible on a bar histogram where each bar corre-
sponds to peak force produced by each punch (Fig. 15).
As the new revolution arrives, the bar lengths are
adjusted. If a particular bar persists in being taller or
smaller than the rest, it means the presence of a long
or short punch.

Press Monitor—Real-Time Screen

On this real-time screen (Fig. 16), one can clearly see
that there is an abnormal ejection event in the first sta-
tion after the proximity switch. This is a clear indi-
cation of a sticking punch or a similar problem. In
addition, the first compression peak is somewhat taller
than others. This may be caused by a long punch.

TABLET PRESS INSTRUMENTATION
FOR PROCESS SCALE-UP

Scale-Up Factors

One of the main practical questions facing formulators
during development and scale-up is: Will a particular
formulation sustain the required high rate of com-
pression force application in a production press with-
out lamination or capping? Usually, such questions
are never answered with sufficient credibility, especially
when only a small amount of material is available and
any trial and error approach may result in costly
mistakes along the scale-up path.[71]

As formulations are moved from small-scale
research presses to high-speed machines, potential
scale-up problems can be eliminated by simulation of
production conditions in the formulation development
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Fig. 14 Upper and lower compression force vs. time.
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lab. One way to eliminate potential scale-up problems
is to develop formulations that are very robust with
respect to processing conditions. A comprehensive
database of excipients detailing their material proper-
ties may be indispensable for this purpose. However,
in practical terms, this cannot be achieved without
some means of testing in production environment
and, because the initial drug substance is usually avail-
able in small quantities, some form of simulation is
required on a small scale. Studies of tableting process
on a class of equipment, generally known as compac-
tion simulators, are designed to facilitate the develop-
ment of robust formulations. However, simulators
are rarely used to simulate tablet presses for reasons
that will be explained later.

In any process transfer from one tablet press to
another, one may aim to preserve mechanical proper-
ties of a tablet (density, and, by extension, energy
used to obtain it) as well as its bioavailability (e.g.,

dissolution that may be affected by porosity). How-
ever, a formulation that was successfully developed
on a single station or small rotary press may not stand
up to the challenges of scale-up because tablets that
were meeting all specifications in the lab or clinical
studies may exhibit capping or lamination at higher
speeds.[72,73]

Compression force magnitude and the rate of force
application are the most important variables in tablet-
ing scale-up.

Force factor

The compression force is the dominant factor of the
tableting process. It is directly related to tablet hard-
ness and friability, and is correlated with the phenom-
ena of lamination and capping.

It was also shown to have effect on disintegration
times and dissolution profile.

Fig. 16 Real-time screen.

Fig. 15 Histogram of compres-
sion force per punch.
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Speed factor

As the punch speed increases, so does the porosity of
tablets and their propensity to capping and lamination.
The tensile strength of compacts tends to decrease with
faster speeds, especially for plastic and viscoelastic
materials, such as starch, lactose, avicel, ibuprofen, or
paracetamol. Such materials have the tendency to
cap or laminate at higher speeds.[74–88]

The notions of dwell time and contact time, to be
discussed in detail later, are the common indicators
of press speed and the rate of force application.

Force profile factor

In addition to the level of force and the rate of force
application, the shape of the compression force vs. time
curve is of a paramount importance because it directly
affects tablet properties such as hardness and friability.
It is a known fact that the compression part of the
compression cycle (during the ‘‘rise time’’ of the
force–time profile) is 6–15 times more important than
the decompression part as a factor contributing to cap-
ping and lamination. On the other hand, reducing the
decompression part of the cycle results in the increase
of tablet hardness by reducing the extent of elastic
recovery.[89] Alternatively, reducing the compression
part of the cycle results in no change of tablet strength
for viscoelastic materials and increased hardness for
brittle materials.

Other Considerations

Numerous other factors may affect the scale-up pro-
cess. The quality of the measurements, variation in
tooling, powder properties, and tablet weight are some
of those factors.

� Instrumentation grade
� Measurement of speed
� Measurements of mechanical strength
� Tooling variation
� Powder flow variation
� Excipient/raw material variation
� Tablet weight variation

Dwell Time and Contact Time

Matching tablet press speed (rpm) of the research and
production presses has, of course, no meaning, because
of different number of stations and pitch circle diam-
eter. It is vital, therefore, to translate the rpm into
dwell time or contact time.

Many investigators have reported the effect of dwell
times and strain rate sensitivity on the compaction of

various excipients, especially viscoelastic materials.[90–94]

There are at least two definitions of dwell time in practice
today.

Functional definitions

Functionally, the effective dwell time (EDT) at 90%
level can be defined as the time it taken by the force–
time curve to traverse the 90% of the peak height. Like-
wise, the effective contact time (ECT) is the time
between points at 10% of the peak height. The shape
of the force curve depends, as we know, on the defor-
mation mechanisms of the powder and therefore, all
other variables being equal, EDT and ECT will be dif-
ferent for brittle and plastic materials. Although some-
what useful for material characterization, such
variables should not be confused with the universally
accepted definitions of contact time (time of contact)
and dwell time (time of immobility).

Mechanical definitions

Mechanical Definitions of dwell and contact times dis-
regard material properties and concentrate on press
and punch geometry (Fig. 17). Contact time can be
defined as the time the punch is in contact with the
compression wheel. Dwell time is defined as the time
the flat portion of punch head is in contact with
the compression wheel (time at maximum punch dis-
placement, or time when the punch does not move in
vertical direction). In dwell time calculations, the
length of the punch head flat and horizontal compo-
nent of punch speed (as determined by RPM and pitch
circle diameter) are used. In case of a round head tool-
ing, the dwell time, as defined here, is zero. But it
should be kept in mind that mechanical definition is
given here as a convention, a yardstick, or a common
measure, to compare press speeds for different presses,
and its absolute value is meaningless. A proposed con-
vention to quantify linear speed of a press is to use an

Fig. 17 Dwell time and contact time—mechanical defini-
tions.
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Industrial Pharmaceutical Technology (IPT) Type B
tooling with a known punch head flat as a standard
for press speed comparisons.

In what follows, we will use the mechanical, rather
than functional, definitions because they serve as an
objective material-independent measure of compaction
speed.

Dwell time comparison for different presses

Comparing the dwell time ranges for a number of
presses can be a gratifying experience. Here one can
see that even for the same brand name, there is a wide
distribution of ranges. It has to be noted that proper
scale-up will be possible only when the ranges overlap.
Dwell time range may also be used to classify or ident-
ify tableting equipment. The dwell time ranges vary
considerably in various tablet presses. As shown in
Fig. 18, Manesty Betapress is positioned well within
the range of production speeds of the high-speed
presses. That is, probably, why this press is often used
for R&D work. On the other hand, small presses such
as Korsch PH106 or Piccola do not even come close to
benchmark production speeds of 6 msec–15 msec in
terms of dwell time. The MCC PressterTM can reach
the production dwell times while making one tablet
at a time.

Dwell time vs. production rate

For a benchmark production speed of 100,000 tablets
per hour (Fig. 19), dwell time distribution follows an
inverse power relationship, which is expected because
dwell time is a reciprocal function of the press speed.
In general, all production presses should be qualified
with respect to dwell and contact times per benchmark
output. Ideally, product development must be done on
a laboratory press that can match (in terms of the dwell
time) the target production output.

Dimensional Analysis of Tableting Process

Dimensional analysis is a method for producing
dimensionless numbers that completely characterize
the process. It is widely used in many areas, including
chemical engineering and pharmaceutical industry.[71]

Because all the dimensionless numbers necessary to
describe the process in similar systems must have the
same numerical value,[95] matching such values on dif-
ferent scales is a sure way to success in any scale-up
operation. This dimensionless space in which the mea-
surements are presented or measured will make the
process scale invariant.

In tableting applications, the process scale-up
involves different speeds of production in what is essen-
tially the same unit volume (die cavity in which the
compaction takes place). Thus, one of the conditions
of the theory of models (similar geometric space) is
met. However, there are still kinematic and dynamic
parameters that need to be investigated and matched
for any process transfer.

Scientifically sound approach would be to use the
results of the dimensional analysis to model a parti-
cular production environment to facilitate the

Fig. 18 Dwell time comparison for
different presses.

Fig. 19 Dwell time vs. production rate.
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scale-up of tableting process, by matching several
major factors, such as compression force and rate of
its application (punch velocity and displacement) in
their dimensionless equivalent form.[96]

TABLET PRESS AND COMPACTION
SIMULATORS

It can be seen that, as a rule, tablets are formulated at
speeds that are very slow compared to production. If
simulation of a production press is required to mini-
mize the scale-up effort, some way of speeding up the
tableting process in development is required. Once
the linear speed of the punch is attained, the rate of
force application (i.e., the instantaneous change in
compression) should also be matched. This is, of
course, an infinitely more difficult task.

Hydraulic Compaction Simulator

A small number of devices known as compaction simu-
lators exist in the world. Invented more than 20 years
ago, they become popular in basic compaction
research. A wealth of studies have been generated in
the last 20 years.[97–117]

Compaction simulators (Fig. 20) were designed to
mimic the compression cycle of any prescribed shape
by using hydraulic control mechanisms that are driving
a set of two punches (upper and lower) in and out of the
die. All hydraulic compaction simulators are similar in
design and construction. A compaction simulator con-
sists of several main units: the load frame (column sup-
ports and crossheads with punches), the hydraulic unit
(pumps and actuators that move the crossheads), and
the control unit (electronic console and computer).
Usually, a simulator accepts F tooling only, but can be
retrofitted to use standard IPT B tooling. Under com-
puter control, the hydraulic actuators maintain load,
position, and strain associated with each punch.

The simulation can be achieved by one of the two
procedures: matching either the force (load control) or
the movement of punches (position control) at any given
moment of time. Thus, when running a simulator, one
has a choice: to mimic the force/time path (compression
profile) or the motion of the punches (punch displace-
ment curves). It is impossible to mimic both at the same
time on any hydraulic compaction simulator.

Load control profile

Matching the force–time profile of a production tablet
press is the primary goal of any tablet press simulation.
However, the rate of force application and the shape of
the resulting signal are not usually known in advance.

The compression profile (force vs. time) is impossible to
calculate theoretically because it has a different shape
for different materials and tooling.

Using an instrumented punch to collect force data is
cumbersome because it is limited to a particular punch
size and shape. Recalculation to pressure values is not
always adequate. One can, however, monitor and
record force waveform from a properly calibrated
R&D grade compression transducer. Once the pro-
duction press brand, model, speed, and tooling are
specified, a waveform can be recorded and then fed into
hydraulic simulator.

This approach is impractical for formulation devel-
opment work because one would need to record force
waveform on a rotary press using formulation similar
to the one being developed. Usually, there is no such
powder available and the actual formulation being
developed is available in limited quantities.

Position control profile

Because load control profiles are not practical, users
of hydraulic compaction simulators overwhelmingly
prefer to utilize punch displacement profiles in hope
that, once the punches are forced to move in the same

Fig. 20 Schematic depiction of a compaction simulator.
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pattern as in the production press, the force–time curve
will follow. For example, a recently built laboratory
compaction simulator does not have a force control
functionality at all.[118]

There are three possible sources of the punch
position trace:

� Prerecorded data
� Artificial profiles
� Theoretical profiles

To obtain a position control profile from any tablet
press, one has to record the movement of the punches
using LVDT. Besides the technological challenge that
this objective may present, the punch movements on
a press depend on many factors, including brand name
and model of the press, speed of the turret, shape of
punches and die, size and shape of the tablet, and most
importantly, compaction properties of the powder. The
problem with this is that data from production presses
are inevitably obtained using material other than the
one being developed. It is a vicious circle: the profiles
before developing a formulation and the formulation
before obtaining punch displacement profiles are needed.

Many compaction studies were done on compaction
simulators using artificial punch displacement profiles,
for example, the so-called ‘‘single-ended’’ profile, i.e.,
when the lower punch is stationary (like in a single
station press). Other studies were using a ‘‘saw tooth’’
profile, i.e., a constant speed profile where punch dis-
placement speed is constant at any given time interval
under load. It is obvious that such profiles have noth-
ing to do with simulation, although they provide a
degree of uniformity for basic compaction studies.
The very name ‘‘compaction simulator’’ is a misnomer
as is acknowledged by a number of researchers in the
field. The machine is best described as a compaction
research system because it is well suited for the basic
compaction studies (densification and bonding proper-
ties of materials).

To simulate tablet presses, compaction simulator
users most frequently employ the theoretical position
control profiles. Theoretical path is calculated from
the geometry of the press and punches, using the radius
of the compression roll, the radius of the curvature of
the punch head rim, the radius of the ‘‘pitch circle’’
(distance between turret and punch axes), and the tur-
ret angular velocity.[119]

The resulting sinusoidal equation is used in order to
‘‘simulate’’ punch movement in a tablet press.

In practice, theoretical and actual punch displace-
ment profiles on a rotary press have very little in
common because the theoretical profile does not
account for several mechanical factors, such as punch
head flat. Moreover, the punch movement equation
was derived for a punch moving in and out of an

empty die. The effect of material resistance to pressure
and elastic recovery is not accounted for in the equa-
tion. The discrepancies between the calculated and real
punch movements are rather striking.[120–122]

In addition, it was shown that the lower and upper
punches may not move synchronously. Moreover,
maximum force does not coincide in time with the
minimum punch gap.[123] These and other considera-
tions (press deformation, contact time, etc.) make the
effort of simulating a production press on a hydraulic
compaction simulator rather impractical. That is why,
to quote from a paper by Muller and Augsburger,[124]

‘‘Although compaction simulator have been designed
to mimic the displacement time behavior of any tablet
press, they rarely have been used in that fashion.’’

Literature sources reporting the use of compaction
simulators in simulating actual tablet presses are rather
scarce. Some studies suggest that, for whatever reason,
tablets made on a Manesty Betapress were significantly
softer than those made on a compaction simulator
using the theoretical Betapress punch displacement
profiles.[120,125]

To summarize, one can say that hydraulic compac-
tion simulators are ideally suited for basic compaction
research but are not very practical for simulation of
production presses.

Tablet Press Replicator: The PressterTM

Recently, a new type of machine was introduced to
mimic production presses on a small scale. Known
under a brand name of ‘‘Presster’’—kind of an
agglomeration of the words ‘‘press,’’ ‘‘presto,’’ and
‘‘tester’’—this machine can be classified as a mechan-
ical compaction simulator.

The PressterTM is a high-speed single station press
that is also a tablet press simulator (Fig. 21). It was
designed to simulate production presses without any
use of hydraulic controls, and, consequently, there is
no need to feed in any artificial, theoretical, or prere-
corded punch displacement profiles. Built around a lin-
ear carriage that moves a set of punches and a die
between two compression rolls, it can mimic press
geometry by matching the compression wheels match
press speed using a variable speed motor drive match
tablet weight and thickness by adjusting depth of fill
and the distance between the rolls match tooling by
installing standard IPT or any special tooling.

Thus, using mechanical similarity, all of the scale-up
fact are matched, namely, the compression force,
the speed, and the shape of the force profile. To use
Presster, first a production press to be simulate should
be selected, and the compression wheels with a match-
ing diameter should be installed. Then, production
speed should be selected in terms of tablets per hour,
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RPM, or dwell time. The PressterTM will mimic the
selected production press speed and compression force
profile and will allow us to make one tablet at a time.

As a high-speed single station press, mechanical
compaction simulator will be able to plot compres-
sibility profiles, Heckel graphs, calculate work of compac-
tion, and virtually any other imaginable variable that is of
interest to formulators. Tensile strength of tablets made
on a Betapress and The PressterTM was similar.[126]

Precompression and ejection steps of the tableting
cycle can be included in simulation. Some current lim-
itations of Presster should be pointed out: It will
neither follow any artificial punch movement profile,
nor will it address, at least in its present implemen-
tation, the issues of feeding and die fill at high speeds,
or speed-related temperature fluctuations.

PRESS INSTRUMENTATION AND CONTROL
ON THE PRODUCTION FLOOR

Tablet Weight Control and Tablet
Force Control

To keep tablet weight within the prescribed tolerance lim-
its, the required instrumentation includes compression

transducer and several proximity switches for station
identification and pinpointing the compression event.
Tablet weight controller can be just one, albeit a major,
unit of a larger press automation system. Press auto-
mation system may include:

� Tablet weight control
� Material handling interface
� Feeding system
� Collection system
� Packaging system
� Supervisory control (SCADA) station

The latter can be a computer positioned on the
supervisor’s desk that monitors the performance of
each press on the production floor, with timely status
report for each batch.

There are many reasons why it is imperative to con-
trol tablet weight variation:

� Production costs are lowered because there is less
waste

� Productivity is increased because there is a better
equipment utilization

� Batch-to-batch variability is minimized for obvious
reasons

Fig. 21 Tablet press replicator: The PressterTM.
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When the cost of each out-of-spec wasted tablet is
significant, the savings produced by weight control
quickly add up. Product quality is improved when
there is less of a chance to get an out-of-spec tablet
into the acceptable batch. Last, but not least, is the
improved safety because the automated process requires
less human intervention.

Control mechanisms

For constant tablet thickness, in a small target area of
tablet weight, compression force is directly propor-
tional to tablet weight. Force control systems maintain
compression force within prescribed limits by adjusting
the depth of fill cam. The limits are established empiri-
cally for each formulation recipe.

Alternatively, a weight control system would require
an expressed correlation between force and tablet
weight. A few tablets at different force levels can be
made to correlate the resulting tablet weights with
the force values. Next, one can express tablet weight
tolerance limits in terms of the compression force.
The weight control system can adjust the dosing to
keep the tablet weight within the desired limits. For
this control theory to work consistently, one needs to
recalibrate force–weight relationship periodically, as
the powder properties and tablet mechanical condition
can vary in time.

Control functions include alarm and shutdown
(when any individual force peak or revolution average
exceeds preset limits), force or weight control (usually
done on revolution average only), and rejection of
out-of-spec tablets. With a mechanical gate, usually
several tablets are rejected at a time, with the bad tablet
being rejected along with the adjacent good tablets.
With a fast pneumatic–air stream rejection mechanism,
the control system can pinpoint and reject one bad
tablet only.

Control criteria

Control decisions are usually done as follows:

1. Adjust depth of fill cam if revolution average is
outside some redefined acceptable limits.

2. Reject each tablet that exceeds individual limits
or if the press speed slows down beyond some
level.

3. Sound an alarm if the same station repeatedly
produces bad tablets or if revolution average
exceeds alarm limits.

4. Shut down the press if any tablet is made with
a force exceeding the shutdown limits, or if
revolution average is outside the shutdown
limits.

Control algorithms

One-point control is a description of a control when
any deviation of the compression force from a preset
target level results in a corrective action of the dosing
cam. This action can be proportional (P) to the devia-
tion from the target, or it could be correlated with
the integral (I) of the deviation over some time, or it
could be tied in with the rate of change (D, for deriva-
tive) of the compression force. This would correspond
to proportional, integral, or derivative control types,
respectively. There also can be a combination of the
control types. Thus, one can have P, I, P þ I,
P þ D, and P þ I þ D, control algorithms.

Alternatively, a two-point control is enacted when
the compression force is outside an acceptable band
outlined by the upper and lower tolerance limits. Thus,
there are separate control limits, rejection limits, alarm
limits, and shutdown limits, and no respective action is
taken when the signal is inside these limits.

Strictly speaking, one-point control can be viewed
as a special case of the two-point control when the
bandwidth of the control limits is tightened to
approach zero.

Control Systems

Original equipment manufacturer (OEM)
control systems

Almost each tablet press manufacturer offers a system
that is designed to control the press. Some of these sys-
tems are very sophisticated devices that monitor and
control a vast array of tableting functions. If, however,
there are several brand names on the production floor,
any standards in the control system implementation
for different manufacturers should not be expected.
Likewise, software interfaces exhibit quite a range of
user-friendliness.

In one brand name press, tablet weight control is
achieved by regulating the dosing cam based on powder
bed thickness in the precompression cycle. This clever
approach is possible because precompression force is
kept relatively constant by means of pneumatic com-
pensating mechanism. Under these conditions, tablet
weight is directly proportional to thickness. The sub-
sequent compression cycle can be done to constant
thickness, like on any other press.

Generic control systems

An alternative to OEM control systems is generic con-
trollers that may offer plug-in compatibility with the
brand name controllers and may provide a degree of
standardization.
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However, such generic controllers may lack the degree
of sophistication and versatility of the controllers that are
made by the press manufacturers. One thing to keep in
mind is that not all control systems are created equal,
but all control systems use the same principles.

A decent tablet weight control system should be
based on product recipes, provide instant display of
compression force distribution, control charts and
batch reports on demand, archiving data for sub-
sequent analysis or documentation, give some measure
of standardization, be fully compliant with current vali-
dation requirements, and provide a multilevel security,
e.g., password protection for operator and supervisor

when they need to change recipes, etc. Some examples
of displays, available to operators of instrumented pro-
duction presses equipped with controllers, follow.

Recipe example

In Fig. 22, an example of a typical control recipe with
dosing cam adjustment, rejection, alarm, and shut-
down limits expressed as a percent deviation from
the target tablet weight is shown. The software then
converts all values into the corresponding compression
force levels for control purposes.

Fig. 22 Recipe example.

Fig. 23 Statistical process control

X-bar chart.
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Bar histogram

This chart is similar to one used in tablet press moni-
toring for press troubleshooting (Fig. 15). It is vital
for any production press operator.

Control chart

Control chart is a simple graph of peak compression
force vs. time. Each point on the chart corresponds
to the average of N tablets made, with N ranging from
1 to several revolutions. The horizontal lines would
indicate the control limits.

Statistical process control chart

Statistical process control (SPC) chart (Fig. 23) of the
averages is another ‘‘must have’’ real-time display.
Each point on the chart represents a revolution aver-
age of the compression forces or corresponding tablet
weights. The limit lines are calculated at one standard
deviation of the mean, and there are certain rules that
are used to determine when and if the process gets out
of control. These rules are available in any textbook on
the SPC.
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Tablet Testing

Saeed A. Qureshi
Health Products and Food Branch, Health Canada, Sir F.G. Banting Research Centre,
Ottawa, Ontario, Canada

INTRODUCTION

A tablet is perhaps the oldest and most common phar-
maceutical dosage form. Its popularity is due to its
convenience in the administration of a drug without
the help or supervision of a health care practitioner,
thus providing patients’ freedom and a very cost-
effective means of providing a reproducible medication.
A tablet seldom consists of only the active ingredient. In
fact, a tablet represents a mixture of one or more active
ingredient(s) with a number of ‘‘inactive’’ ingredients or
excipients. There are many reasons for formulating a
tablet product with excipients, ranging from manage-
ment of small dosage amounts of active ingredient to
esthetic reasons of color and shape of a product.
However, the most fundamental and critical objective
of a tablet product is to provide/deliver the active
ingredient accurately and reproducibly. Therefore, from
this perspective, a tablet is now commonly considered
as a drug delivery device. There has also been an
increased emphasis in developing tablets that provide,
unlike the conventional-release tablets that are of
fast disintegrating/release characteristics, controlled
disintegration/release process of the active ingredient.
These tablet products are therefore known by different
names, such as slow-, extended-, controlled-, sustained-,
or delayed-release tablets to reflect their drug release
characteristics. These modified drug release products
provide further convenience to patients by reduced
frequency of drug administration, e.g., once a day
instead of three doses per day, thus increasing chance
of compliance as well. However, for establishing the
quality of a tablet product, the fundamentals remain
the same, i.e., to ascertain that the product delivers
the intended active ingredient in an accurate and
reproducible manner. Therefore, tablet testing can be
broadly divided into three aspects or categories:

1. Confirmation of the nature of the active ingredi-
ent and the product (identity, quantity, impuri-
ties, integrity, etc.).

2. Establishing pharmaceutical availability of the
active moiety both in vitro and in vivo in
humans and, if required, also in animals.

3. Establishing stability profiles to achieve shelf
life.

This article provides an overview of the current
techniques used for this purpose and discussion of
the generally accepted standards. Using conventional-
release products as a model product and North
American standards/specifications, logistics of conduct-
ing testing and the general practices and instrumen-
tation used are described. Relevant references are also
provided[1–4] for further and specific details of testing
products and possible differences in national and
regional guidelines.

TESTING OF NATURE OF THE TABLET
PRODUCTS

In this category, one seeks to establish whether the
tablets are within specifications, for example, the nat-
ure of the active ingredient (identification), expected
amount (assay), purity (related compounds), and uni-
formity of the amount of drug from tablet to tablet
(uniformity of dosage units). Commonly these testing
procedures are described in pharmacopeias under a
specific name, for example, the names given in parent-
heses are referred to as the USP (U.S. Pharmacopeia)
terminology. In addition to these tests, some other tests
such as friability, hardness, disintegration, etc. are also
conducted and are described below. Although a num-
ber of procedures could be described for individual
tests, most emphasis will be given to procedures
described in the pharmacopeias because these are
usually relatively simpler to conduct and are generally
recognized around the world.

Identification

The first and foremost important test in tablet testing is
to establish that the tablets contain the labeled active
ingredient. For this purpose, usually a fixed number
of tablets, e.g., 10–20, are ground and extracted with
appropriate solvent extraction. The extract, with or
without a concentration step, is usually chromatographed
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along with an authentic standard solution. The iden-
tity of drug is confirmed based on similarity of ultra-
violet (UV) spectrum and/or retention times using
chromatographic analysis. This test is generally quali-
tative in nature. More sophisticated techniques such
as chromatographic techniques with or without cou-
pling with mass-spectrometry may be used. However,
for routine quality control purposes, the simpler tech-
niques such as thin layer chromatography (TLC) or
high-performance liquid chromatography (HPLC)
with UV detection are mostly employed.

Assay

One may assume that this test as a quantitative version
of the identification test. Again, 10–20 tablets are
ground and the active ingredient is dissolved or extracted
in a suitable solvent using the described procedure.
The concentration of the extracted solution is determ-
ined using a specific and validated spectroscopic or
chromatographic method against a solution of reference
standard. These results are reported as percent of
expected/labeled value. Although the specifications for
assay results differ from product to product, generally
the expected range for individual active ingredient is to
be within 90%–110% of the labeled amount.

Uniformity of Dosage Units

This test is conducted to establish consistency in the
content of active ingredient from tablet to tablet. There
are generally two approaches taken in establishing this:
weight variation or content uniformity.

If the active ingredient represents not less than 50%
weight of the tablet and greater than 50 mg, then one
may establish uniformity of dosage units using the
weight variation method. A sample of 10 tablets are
weighed individually and results of these weighing
are recorded.

In the case of the content uniformity approach, a
sample of 10 tablets are individually analyzed using
the analytical method described under the assay pro-
cedure. It is mandatory to use content uniformity for
tablets with less than 50 mg of active ingredient and/
or representing less than 50% total mass of the tablets.
The content uniformity approach is preferred over the
weight variation approach as it more precisely reflects
the variation of the active ingredient from tablet to
tablet.

The required specification for this test is that uni-
formity of dosage unit should be within a range of
85%–115% with a relative standard deviation of less
than or equal to 6%.

Impurities

The impurities present in a tablet product may fall
under different categories, such as: foreign substances
that are introduced by contamination or adulteration;
toxic impurities that have significant undesirable bio-
logical activity, even as a minor component, and
require individual identification and quantitation by
specific tests; concomitant components that are charac-
teristic of many bulk pharmaceutical preparations, but
are not considered as impurities, for example, optical
and geometrical isomers; ordinary impurities are those
that are innocuous by virtue of having no significant
biological activity in the amount present. These impu-
rities may arise out of the synthesis, preparation, and/
or degradation of the product.

Generally, most of the impurity profile is established
from bulk pharmaceutical material (the raw material).
However, from the finished product perspective, pro-
ducts are only analyzed to the extent of toxic impuri-
ties. In this case, usually it must be established that
product is either free from the specific impurities or
the impurities are within acceptable specifications.

Friability

This test is intended to determine, under defined con-
ditions, the friability of uncoated tablets, the phenom-
enon whereby tablet surfaces are damaged and/or
show evidence of lamination or breakage when sub-
jected to mechanical shock or attrition. Commercially
available apparatuses known as friabilators are used
for the test. Basically, it consists of a drum with diam-
eter between 283 mm and 291 mm and having width of
36 mm–40 mm, made of transparent plastic material
(Fig. 1). The drum is attached to the horizontal axis
of a device that rotates at 25�1 rpm. The tablets are
tumbled at each turn of the drum by a curve projection
with an inside radius of 75.5 mm–85.5 mm that extends

Rotation

Tablets

Fig. 1 Schematic of friability testing apparatus.
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from middle of the drum to outer wall. Thus, at each
turn, the tablets roll or slide and fall onto the drum
wall or onto each other. Usually, a sample of 10 tablets
are tested at a time, unless tablet weight is 0.65 g or
less, where 20 tablets are tested. After 100 turns, the
tablet samples are evaluated by weighing. If the
reduction in the total mass of the tablets is more than
1%, the tablets fail the friability test. Generally, the test
is done once. If cracked, cleaved, or broken tablets are
obvious, then the sample also fails the test.

Hardness Testing

A tablet requires a certain amount of mechanical
strength to withstand the shocks of handling in its
manufacturing, packing, shipping, and dispensing. As
discussed before, hardness and friability are most com-
mon measures used to evaluate tablet strength. The
need for testing hardness or crushing strength, in
addition to friability, may be explained with an ana-
logy that friability determines how fragile a tablet is.
If a tablet is more fragile than expected, then the
friability test will detect its substandard quality. How-
ever, on the other hand, if the tablets are more robust
than desired, a friability test would not detect this
deficiency. It is the tablet hardness test that will detect
the deficiency.

The most widely used apparatus to measure tablet
hardness is the Schleuniger apparatus. This, and other
newer electrically operated test equipment, eliminates
the operator variability inherent in the measurement
using older apparatuses.[5]

Generally, the force required to break a tablet may
be expressed in either kilograms or pounds. It is of
critical importance to note that because as results will
vary with the specific make and type of the test appa-
ratus used, direct comparison of results obtained on
different types of apparatuses cannot be made. Thus,
the same instrument must be used consistently
throughout a particular study.

Disintegration Test

A disintegration test is a test to establish how fast a
tablet disintegrates into aggregates and/or finer parti-
cles. The test assumes that if product disintegrates
within a short period of time, such as within 5 min,
then the drug would be released as expected and one
should not anticipate a problem in the quality of a
drug product. Although this test is in use for some pro-
ducts in pharmacopeias, its use is generally diminishing
in favor of drug dissolution testing, which is described
later in this article.

When required, the test is conducted using a spe-
cially designed instrument known as disintegration

apparatus. A schematic representation of the appa-
ratus is shown in Fig. 2. The apparatus employs a
basket of six tubes with a base of metal sieve. A tablet
is placed in each tube and is held in place by a plastic
weight. The six-tube assembly, containing six tablets, is
suspended using a hanger with a mechanism of vertical
motion at a fixed speed. While hanging the six-tube
assembly on the hanger, the assembly is moved in
vertical motion in water or a buffer solution. The time
for disintegration of each tablet is recorded and should
meet the required time specification.

PHARMACEUTICAL AVAILABILITY

Checking the quality of drug products using chemical
analyses, as described above, ensures that the product
is of acceptable quality in its contents. However, this
does not guarantee that the active ingredient in the
product will be released in an acceptable manner.
There are a number of factors, such as particle size,
crystalline form, and compression during manufactur-
ing that, individually or collectively, can severely
impact the release of drug from a product thus affect-
ing its efficacy. That is why drug release characteristics
must be evaluated and established. The quality assur-
ance around this concept represents one of the major
components of product development and later for
quality assurance purposes. The gold standard to
establish drug release characteristics of a product is

Fig. 2 Schematic of a tablet disintegration apparatus.
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based on an in vivo study, i.e., testing bioavailability
(BA) of the drugs in humans.

Furthermore, in reality, changes in product formu-
lation and manufacturing are anticipated and in many
cases are unavoidable, for example, if there is a change
in ingredient from the supplier, or change in a manu-
facturing component or facility itself. However, such
changes create concern about the impact on the drug
release profile and thus the safety and efficacy of the
product. The only ‘‘gold standard’’ analytical test is
to conduct a BA study to establish the similarity of
the new product to the earlier (or the reference)
version. However, conducting such BA studies is often
one of the most expensive and time-consuming pro-
cesses in the manufacturing of a product. In addition
to the cost and time considerations, ethical concerns
also limit the conduct of these studies in humans.

Thus, because of cost, time, and ethical considera-
tions, it is not always possible to conduct drug release
studies in humans, and an in vitro drug release evalu-
ation test is the most desirable alternative. For this
purpose, a dissolution test for tablet products has been
developed and has become a tool for both product
development and quality assurance. The test is con-
ducted routinely at every stage of drug product
development, during the manufacturing and postma-
nufacturing stages. A relatively detailed description
of the concepts concerning pharmaceutical availability
is presented here along with the issues and difficulties
of the current approaches so that the reader may be
aware of the directions of future development.

In Vivo Drug Release Assessment

To assess release characteristics, one would require to
determine BA and/or bioequivalence (BE) characteris-
tics of a product. Both BA and BE areas are subdisci-
plines of pharmacokinetic studies. Therefore, one
would require to have some familiarity with the basic
principle of pharmacokinetics. For the purpose of this
article, the necessary pharmacokinetic concepts are
described below. For further details see Refs.[6,7].

Bioavailability Studies

When a drug is absorbed from the gastrointestinal (GI)
tract into the blood stream (systemic circulation), it is
distributed throughout the body that results in reach-
ing at the site(s) of its action. Concurrent to distri-
bution, drug elimination from the blood due to
metabolism or excretion to urine commences. There-
fore, at any given time, drug levels in the blood are
the net result of this absorption and elimination pro-
cesses. In the initial phase, the rate and extent of drug
absorption is greater than that for the elimination;

therefore, the absorption phase dominates, while at
later times when all the drug is absorbed, it is the elim-
ination process that dominates. Although exceptions
exist, a typical observed blood drug concentration pro-
file after dosing is shown in Fig. 3. From the analytical
chemistry perspective, commonly it is not the blood,
but the extracted plasma or serum that is analyzed
and is used to reflect drug levels in blood.

The time to reach the maximum plasma drug con-
centration (Cmax) is termed as Tmax. The slope reflect-
ing the increase of drug levels in the initial plasma
drug profile represents rate of appearance/delivery of
drug to the systemic circulation. Depending on the nat-
ure of the product, the rate of delivery could be critical.
The slope reflecting the decrease of drug levels in the
terminal phase of plasma drug concentration repre-
sents rate of elimination of drug from the systemic cir-
culation. If one were to draw the curve shown in Fig. 3
on a semilogarithmic scale, i.e., time vs. log(plasma
drug concentration), then the terminal portion of the
curve becomes a straight line, as the elimination rate
is usually exponential. This rate of elimination is repre-
sented by a parameter ke and is commonly known as
elimination rate constant. These parameters, collec-
tively or individually determine the rate of absorp-
tion/appearance of drug into systemic circulation.

Another important parameter is the area under the
plasma concentration–time curve (AUC). It reflects the
extent of drug absorption. From a product quality
aspect, knowledge of the described pharmacokinetic
parameters is important. Utilizing these parameters,
one would establish drug release characteristics of a
tablet in vivo.

Calculation of pharmacokinetic parameters

Obviously Cmax and Tmax are observational and
determined directly from experimental results or the
curve. Generally, AUC is determined using the trap-
ezoidal rule, as the arithmetic sum of average plasma
concentration at two sampling times divided by the

Fig. 3 Plasma drug concentration–time profile.
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differences in sampling times, i.e., (C2 þ C1)/
2(t2 � t1), up to the last measured plasma concen-
tration. Such an area under the curve is termed as
AUC0–t. However, as the drug is still in the body and
exponentially eliminated after the last determined con-
centration, the extent of drug remaining is determined
by a formula AUCt�1 ¼ Ct/ke. Thus, the total
AUCTotal ¼ AUC0–t þ AUCt–1.

To establish drug release characteristics of a pro-
duct such as a tablet, one has to determine BA of the
drug. Bioavailability is defined as a measure, relative
to some standard, of the rate and amount of drug that
reaches the systemic circulation. As Cmax, Tmax, and
AUC are reflections of availability of drug in plasma,
these parameters are used for determining BA of pro-
ducts. By comparing the derived pharmacokinetics
from a BA study, similarity or dissimilarity of drug
release in vivo is established.

The concept of BA is very critical from the drug
quality perspective. Although, as stated above, chemi-
cal and physical tests are critical for testing the quality
of tablet products, from the safety and efficacy per-
spective of drug products, it is the BA studies that
are necessary. Even when content and quality of the
tablets are within specifications, but release of drug in
humans is not as expected, the substandard quality of
the products could be dangerous to the health of its users.
Therefore, BA studies are conducted at many stages of
tablet product development and manufacturing, in parti-
cular, product development and receiving permit for mar-
keting. A sample protocol for conducting BA studies for a
tablet product testing is described below.[8]

A comparative BA study is usually conducted in
healthy humans, usually involving 12–30 volunteers
depending upon the expected variability in the derived
pharmacokinetic parameters. To minimize variability
in derived parameters, the healthy volunteers should
have certain characteristics such as age between 18
and 50 years, within normal weight range, and free
from disease or any medication. The study protocol
has to be approved by the institutional ethics committee.

Following an overnight fast, a dose is administered
to the subjects with a controlled amount of fluid
(250 ml of water). At a prescribed time, following the
dose, a standardized meal is provided to each volun-
teer, again to standardize conditions so that results
from any of the volunteers would not affect adversely.

Following the dosage administration, blood samples
(10–15) are withdrawn from the volunteers. The idea
behind selecting the sampling times is that one would
be able to accurately determine the Cmax. Therefore,
generally more frequent sampling times are needed at
the lower part of the curve. Similarly, the terminal
phase should have a sufficient number of sample times
to establish the elimination rate constant. The duration
of sampling should be such that most (at least 80%) of

the drug, based on the area under the curve, should be
accounted for.

The plasma samples are stored for later analysis.
The samples are analyzed using validated analytical
methods.[9] The most commonly used methods are
chromatographic, i.e., HPLC or gas chromatography.
These methods, including the storage conditions, must
be validated so that accurate and precise results are
assured. Pharmacokinetic parameters from the plasma
drug release profiles are determined for individual
volunteers. The average values of these parameters
reflect the BA of the product.

Bioequivalence Studies

A BE study is not as such an experimental study, but a
form of reporting for a comparative BA study. In a BE
study, a BA study is conducted to compare the results
between reference and test products. A test product
may be a product after a manufacturing or an ingredi-
ent change or a generic product. In fact, the whole gen-
eric industry is based on bringing products to the
market based on conducting BE studies between inno-
vators and their products. The study has to be conduc-
ted following a statistically valid approach and design,
usually a crossover design, e.g., in one period, one-half
of the volunteers are given one set of dosage form and
in the second period, the order is reversed.

Once the experimental part of a comparative BA study
is completed and respective pharmacokinetic parameters
are derived and compared, the products are declared
bioequivalent when they meet the set and expected speci-
fications for the parameters. The requirements and para-
meters and their specifications may vary from country to
country. However, the most common standard followed
is that of the U.S. Food and Drug Administration
(FDA). In this case, a 90% confidence interval of
the ratios of the log-transformed values of parameters
(Cmax and AUC) should fall within the range 80–125.

Therefore, if one would like to establish impact of
any change on pharmaceutical availability from a pro-
duct or to develop a new formulation or product in
comparison with an old product, these BA/BE studies
remain the standard and are the requirements for
showing the safety and efficacy of the altered/new pro-
duct. However, from the routine quality control pro-
spective as well establishing quality of a product after
some minor changes in formulation or manufacturing
processes, the justification for BA/BE studies on econ-
omic and ethical reasons becomes difficult. Therefore,
often only in vitro drug release testing is conducted.
In the following sections, circumstances for the use of
in vitro and in vivo methods are provided. However,
a brief description of the current practice of dissolution
testing is first given.

Tablet Testing 3711



Tablet– Tablet

In Vitro Drug Release Assessment

Drug dissolution testing is a procedure used to evalu-
ate drug release characteristics of solid oral products
such as tablets. As in this article, it is also referred to
synonymously as in vitro drug release assessment as
opposed to in vivo drug release, which is commonly
assessed in humans with studies using blood/plasma
concentration profile information from BA or BE stu-
dies. The rationale behind conducting dissolution test-
ing is that if a drug is to be absorbed from the GI tract,
it usually has to dissolve. Therefore, for a drug to be
absorbed, it has to be released from the product and
dissolved in the GI fluid. Thus, a dissolution test is
an established analytical test to assess the qualities of
a drug product, based on its rate and extent of dissol-
ution, i.e., release characteristics.

Commonly, dissolution tests are conducted with
apparatuses comprising two major determinants that
can be varied: 1) dissolution medium (nature and
volume); and 2) a stirring and mixing mechanism.

Choice of dissolution media

As a dissolution test is conducted to simulate drug
release in the human GI tract, the generally recom-
mended media are based on aqueous buffers in the
pH range of 1–8. Commonly used media are HCl
(0.01–0.1 N) to simulate gastric fluid and phosphate
or acetate buffer in the range of pH 4.0–6.8 to rep-
resent intestinal fluids. Recently, suggestions[10,11] have
also been made for other relevant dissolution media
reflecting composition, volume, flow rates, and mixing
patterns of the fluids in the GI tract. Volumes are
usually in the range of 250 ml–1000 ml, however, the
use of smaller and larger volumes are becoming com-
mon as well. A critical consideration in the choice of
a dissolution medium volume is that drug should dis-
solve freely, i.e., without any concern of reaching satu-
ration in the medium. In the case of low solubility
drugs, solubilizing agents, such as sodium lauryl sul-
fate, are added to enhance the solubility. A low con-
centration of alcohol may be used to facilitate
dissolution for low solubility drugs. However, larger
concentrations of alcohol are to be avoided, as this
might result in misleading or unrepresentative results.
The dissolution tests are conducted in media kept at
a temperature of 37�C.

Stirring and mixing mechanism

The second major determinant for drug dissolution
testing concerns the device for stirring or mixing of
the product with the dissolution medium. The instru-
mentation for mixing, in effect the dissolution appara-
tuses, provides this aspect of the variant. Four different

types of apparatuses based on different types of mixing
approaches are available commercially and have com-
pendial recognition. These apparatuses are known as:
1) paddle; 2) basket; 3) flow-through; and 4) recipro-
cating cylinder. For a detailed description and specifi-
cations of these apparatuses, readers should refer to
any of the pharmacopeias such as the USP.[12] A brief
description of the apparatuses and stirring mechanism
is given in the following sections.

Paddle Apparatus. In this case, the agitation is
achieved by an inverted T-shape stirrer. The product
is placed in the medium that is contained in a glass bea-
ker with round-shaped bottom (Fig. 4). The stirring is
achieved by rotating the spindle commonly between
50 rpm and 100 rpm. At specific times, samples are
withdrawn and the percent of the drug dissolved is
determined using any of the conventional analytical
methods such as UV or liquid chromatography.

Basket Apparatus. This method is very similar to the
one described above except that the inverted T-shape
stirrer is replaced with a cylindrical metallic-wire bas-
ket (Fig. 4). The tablet product is placed in the basket
that is attached to the spindle, which provides rotation
to the basket. The dissolved drug comes out of the bas-
ket and mixes with the bulk medium. In this apparatus,
it is possible that when the product is disintegrated and
particles drop and settle at the bottom of the vessel
without dissolving thus providing limited dissolution.
Therefore, one may anticipate erratic dissolution
results using such an apparatus, at least for some pro-
ducts.

Flow-Through Apparatus. In this type of apparatus
(Fig. 5), no stirrer is present. The product is placed
in the path of a flowing stream of dissolution medium.
The dissolved drug is continuously removed and the
exiting solution is measured for the dissolved drug. If

Fig. 4 Schematic of USP drug dissolution apparatuses 1
(basket) and 2 (paddle). (From Qureshi, S.A. Calibration:
the USP dissolution apparatus suitability test. Drug Inf. J.
1996, 30, 1060, Fig. 2.)
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required, the exiting liquid may be returned to the
medium reservoir for recirculation, thus providing a
closed-circuit operation with a limited or finite volume.
However, its best use is achieved because of its open-
ended operation with a large dissolution medium vol-
ume. The system is gaining popularity for products
of low solubility drugs. Its main disadvantage com-
pared to the paddle and basket apparatuses is that it
is somewhat more challenging to operate.

Reciprocating Cylinder Apparatus. This system may
be envisioned as a collection of tubes/vessels in series,
as a set of six tubes. Each set of vessels contains a
medium of similar or different characteristics such as
pH. A hollow cylinder (Fig. 6) with a wire gauze base
contains the product and moves in a vertical motion in
each vessel. The dissolved drug is mixed with the exter-
nal medium. At the end of preset time intervals, the

vertical moving cylinder containing the remaining
product is lifted and moved to the next set of vessels
with fresh medium and the process is repeated a num-
ber of times. This instrument provides the strongest
agitation. Aside from the advantage of the system that
drug product can be tested at different pH values, the
system appears to have significant disadvantages. It
provides limited volume; thus, solubility of drug can
become an issue. There could be fluid carryover when
the product in the vertical moving tube is transferred
from one medium containing tube to the next. In
addition, automation of such a system for unattended
monitoring is not currently available.

Among the four apparatuses described above, most
of the experimental work reported in literature is based
on basket and paddle apparatuses.

Reporting Results and Tolerances

Generally, dissolution results are reported as cumu-
lated percent drug release vs. time. Presently, most of
the tolerances are based on a single time point, such
as not less than 85% dissolved or released in 30 min.
However, more reports are appearing with percent
drug release values at multiple time points, resulting in
a drug release pattern, commonly known as a ‘‘profile.’’

Commonly, dissolution tests are conducted in a set
of six units (tablets). Most commercially available
apparatuses can run a test in a set of six units, thus
resulting in saving of time and resources and leading
to better reproducibility. Although tests are conducted
in a set of six, generally results are reported for individ-
ual tablets. The most common form of tolerances is of
the pharmacopeial ones such as the USP, which has
been adopted by other pharmacopeias as well. These
compendial standards are described in levels or stages,
where each stage has its own set of tolerances that may
be based on individual and mean results. For profiles, a
similar approach of tolerances is followed while con-
sidering every sampling time point as a discrete set of
results. It is important to note that there are no
requirements and standards of variance around the
mean such as standard deviation or coefficient of vari-
ation. A lack of such standards for variation appears
to be one challenge (weakness) in current dissolution
testing practice.[13,14]

Recently, a relatively new approach, known as
pooled sampling, has also been adopted for reporting
the results.[15] This approach is based on reporting a
single result obtained by pooling multiple samples,
usually six. The advantages of this approach appear
rather arguable. However, one significant disadvantage
is that it would hide variability in results from tablet to
tablet from a single lot or multiple lots, thus decreasing
the quality of information obtained.

Fig. 5 Schematic of a flow-through drug dissolution testing

apparatus, also referred to as apparatus 4 in the USP.

Fig. 6 Schematic of a USP 3 dissolution-testing apparatus,
also referred to as reciprocating cylinder apparatus.
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With regard to profiles, another parameter that
has been introduced to compare drug release is (test
vs. reference product) known as similarity factor or
f2 factor.[16] In essence, it reflects a negative logarith-
mic sum of differences of percent drug release of two
products over multiple sampling times. A value of this
parameter in the range of 50–100 is considered to
reflect similarity of profiles and thus similarity of pro-
ducts for drug release characteristics. However, there is
limited information currently available in support of
the usefulness of this approach.

Choice between In Vivo and
In Vitro Studies

Both of these types of studies are conducted to assess
the drug release characteristics of tablet products.
The gold standard remains in vivo studies. However,
as stated earlier, it is not necessary, due to ethical
and economical reasons, that one has to do the in vivo
studies all the time. There are situations wherein the
safety and efficacy aspect can be addressed by conduct-
ing only the in vitro studies.[17,18] The confidence in the
in vitro results as a reflection of in vivo results is
obtained if an established in vivo–in vitro correlation
(IVIVC) is available, i.e., in vivo drug release obtained
from plasma drug concentration–time profiles reflects
the observed drug dissolution characteristics. There
are numerous ways of observing and reporting
IVIVC.[19–23] However, for the purpose of reliability,
one generally compares the observed in vitro cumulat-
ive drug release results with the cumulative drug
release in vivo derived from the pharmacokinetic data.
Although there is significant enthusiasm in developing
and reporting IVIVC in the scientific community,
examples of successful IVIVC are rare for predicting
in vivo characteristics based on in vitro results and vice
versa. On the other hand, examples of lack of IVIVC
may be found more frequently. For example, in a
study[24] to establish IVIVC, drug release characteris-
tics of various primidone tablet products were assessed
both in vitro (dissolution tests) and in vivo (BA/BE
study). The results of the evaluation indicate that even
though there were large differences in the in vitro dis-
solution of the primidone tablets, the in vivo results
were shown to be very similar.

In addition, one should also not expect an IVIVC
for all drug products. The drug absorption into sys-
temic circulation depends upon two aspects: 1) drug
release in the GI tract and 2) permeability characteris-
tics of the drug through GI tissue. If the absorption of
a drug is permeability dependent, then one should not
anticipate IVIVC because the IVIVC aspect only
relates in vitro release to in vivo absorption or drug
appearance in the body.

Based on the drug solubility and permeability char-
acteristics, drugs may be divided into four groups: 1)
high solubility–high permeability drugs; 2) low solu-
bility–high permeability drugs; 3) high solubility–low
permeability drugs; and 4) low solubility–low per-
meability drugs. This classification of drug into four
groups is known as Biopharmaceutic Classifications
System.[25] Based on this classification system, one
would anticipate a successful IVIVC with drugs in
low solubility–high permeability group. In this type
of drugs, as permeability is high thus as soon as drug
is dissolved, one would anticipate corresponding
absorption through the GI tissue. For the two cate-
gories that have drugs with low permeability values,
because the drug absorption is permeability dependent,
the IVIVC is unlikely to be observed. Furthermore, it
is also unlikely that one would see IVIVC for drugs
in the category 1, i.e., high solubility and high per-
meability category. The reason being that if a drug is
fast dissolving, e.g., in less than 15 min, then one would
anticipate saturation or overloading of the GI tract
absorption system. Thus, changes in vivo dissolution
would unlikely be reflected in plasma drug concentra-
tions. However, if a high solubility–high permeability
drug is formulated as a slow-release product, then
the drug would appear as low solubility/dissolution
drug and would behave as low-solubility–high per-
meability drug where IVIVC should be possible.
Therefore, IVIVC is not only a drug-dependent charac-
teristic; it is also a product-dependent characteristic.

Another reason for the lack of success of IVIVC
may be due to the lack of relevant testing environment
in vitro. The currently used methodologies not only
offer very poor reproducibility of results, but also very
poor mixing and stirring characteristics in vitro.[14]

Therefore, it is highly unlikely that general success of
IVIVC could be achieved soon. There is a clear need
for some improvement in this area.

Notwithstanding the above discussion, recently,
there has been recognition of accepting in vitro results
in lieu of in vivo results for the assessment of safety
and efficacy of pharmaceutical products. Particularly,
there has been a guidance document[26] from U.S.
FDA that allows in vitro studies in lieu of in vivo stu-
dies. In this particular example, if a drug has high per-
meability and high solubility characteristics and no
history of problem regarding the drug absorption,
inference to safety and efficacy of the product after
changes in product manufacturing can be granted pro-
vided if the products show equivalent in vitro drug
release characteristics. The acceptance of in vitro
results for in vivo is not based on IVIVC for this parti-
cular group of products, i.e., products with high solu-
bility and permeability drugs and very fast in vitro
release characteristics (more than 85% dissolved in
15 min), but because experience with such drugs is that
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these have no BA problems and are unlikely to cause a
potential health risk.

In short, it can be said that BA/BE testing remains
the gold standard for establishing the pharmaceutical
ability of products in vivo. Due to ethical and eco-
nomical reasons, BA/BE availability studies are mostly
conducted at product development and major formu-
lation and manufacturing process changes. However,
an in vitro test, in conjunction with other analytical
tests, is performed whether its relevance to in vivo is
established or not that appears to provide adequate
assurance of quality of products in particular antici-
pated release characteristics in vivo. Thus, drug disso-
lution testing has become an important and essential
quality control test for establishing lot-to-lot consist-
ency in the evaluation of products. Furthermore, in
some cases such as for highly soluble and permeable
drugs in fast release product characteristics, a dissol-
ution test can also be used for a substitute of a BA
study.

PRODUCT STABILITY EVALUATION

Product stability testing is an essential component of
establishing the quality of the products. The stability
parameters of a drug dosage form can be influenced
by environmental conditions of storage (e.g., tempera-
ture, light, air, and humidity) as well as by the packag-
ing styles.

Knowledge of the physical stability of a formulation
is very important for two reasons. First, a pharmaceu-
tical product must look fresh and elegant as long as it
remains on the shelf. Second, the active ingredient must
be available to the patient throughout the expected
shelf life of the product. The causes of deterioration
in quality of active ingredient could be due to
incompatibility with excipients, oxidation, reduction,
hydrolysis, and racemization to name a few.

With the exception of BA studies that are not
conducted for the stability studies, all the above-
mentioned tests are performed after storing the pro-
duct in the package material to declare that products
of acceptable quality after the manufacturing. In vitro

dissolution tests are relied on for the drug release
characteristic in vivo. The analytical methods employed
for stability testing must be validated to show that
the accuracy and precision have not been effected
by the interferences of any potential degradation
product(s).

The stability studies on the active substances and
packaged dosage forms are conducted by ‘‘real time.’’
Long-term tests at specific temperatures and humidity
representing storage conditions experienced in the dis-
tribution chain of the climatic zone(s) of the country or
region of the world concerned.

There are generally two types of stability studies
conducted: 1) regular and 2) accelerated. In the case
of accelerated stability study, the product is stored
under elevated temperature and relative humidity
(RH) conditions to force or expedite its degradation
pathway and assess the changes. The stability testing
conditions depend on the anticipated market environ-
ment. An example of a recommended protocol[27] is
provided in Table 1.
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Technology Transfer Considerations for Pharmaceuticals

Ira R. Berry
International Regulatory Business Consultants, LLC,
Maplewood, New Jersey, U.S.A.

INTRODUCTION

Technology transfer for pharmaceutical products is a
program that has been followed for some time.[1–8]

Issues to be considered when organizing the transfer of
technology from the research arena to the production
and quality assurance environments are reviewed in this
article. The discussion focuses on the coordination
and implementation of a transfer program for a product,
with emphasis given to those factors special to the
pharmaceutical industry. The success of any program
is highly dependent on the effectiveness of the communi-
cation preceding its implementation; therefore, the
preparation and distribution of a complete document
summarizing raw material and equipment requirements,
manufacturing and packaging processes, process vali-
dation parameters, quality control procedures, and safe
handling procedures—as well as a detailed plan of action
outlining expected results and time frames—must be
distributed before the scale-up experience. Input from
the marketing and manufacturing centers must be
integrated into the plan to ensure that the right product
is developed at the right price within the desired time
frame. An outline encompassing these critical aspects
of a transfer program is presented.

Whether a tablet, a transdermal patch, a topical
ointment, or an injectable, the transformation of a
pharmaceutical prototype into a successful product
requires the cooperation of many individuals. To com-
plete the task efficiently, the transfer of a product from
the research and development area to production must
be organized. Planning for process commercialization
is one area where tangible rewards can be realized.
The successful transfer of a project to a production site
from the research arena does not happen on its own.
Organizing the transfer of a technology or new product
from research to production may be one of the
most perplexing problems that development scientists,
engineers, and marketers may encounter during their
careers. This article provides some insight into the
issues that should be considered during the transfer
program and offers a sequence of events toward
completing the task.

A major decision focuses on that point where the
idea or process is advanced from a research-oriented

program to one targeted toward commercialization.
Generally, the cost of product development rises
dramatically during the pilot scale-up and initial pro-
duction batch efforts. In other words, the critical
path for success is dependent on the completion of
the technology transfer to the production site at an
affordable cost.

The three primary considerations to be addressed
during an effective technology transfer are the plan,
the persons involved, and the process. A plan must
be devised to organize the personnel and the process
steps. Once prepared, the plan must be communicated
to the involved parties in research, at the corporate level,
and at the production site. The success of any program is
highly dependent on the effectiveness of the communi-
cation preceding its implementation. Therefore, identi-
fying the parties involved in the development process is
one of the most important tasks to be confronted and
must be completed early in the transfer process.

PERSONNEL

The proper personnel must be informed of their
involvement, desired contributions, and responsibili-
ties. This helps identify potential problem areas that
may hinder the accomplishment of the challenge at
hand. It is desirable to appoint a project leader or liai-
son from the research and development group as the
focus of the communication pattern. This individual
has the responsibility to coordinate the assembly of
the necessary information to support the product’s
advancement for process development. The trap to
avoid here is to assign someone to this role and not
give him or her the authority commensurate with the
responsibilities with which he or she has been charged.
The practice of pairing a seasoned project manager as
a mentor with a less-experienced future project coordi-
nator is recommended. In this manner, team players
can be nurtured. The communication and networking
skills of the successful manager can be shared across
the organization. On the other hand, it is expected that
individuals who do not possess the necessary talents to
be effective are identified before they encounter the

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000441
Copyright # 2007 by Informa Healthcare USA, Inc. All rights reserved. 3717



Technology–
Tooling

stressful world of project management alone and, more
importantly, before they have a chance to contribute to
the failure of a potentially successful product.

Through mentoring, the one-to-one contact offers
the unique opportunity for the sharing of ideas, skills,
and observations. If properly organized with two-way
evaluations, both participants should benefit. Not all
individuals, however, are suited for the role of mentor.
Care should be exercised in the selection and pairing of
mentors for the less experienced. Perhaps a human
resource manager could assist in identifying those
people with the interpersonal skills required for this
teaching position.

Information from the product development area
would be gathered from the formulator, analytical
and microbiology testing groups, and the packaging
development unit. Issues to be considered from these
groups will be discussed below. A safety evaluation
from the toxicology group and industrial hygienist
should be completed before a scale-up effort. In today’s
regulatory climate, a concise and understandable sum-
mary must be provided regarding the risks associated
with and procedures for proper handling of all chemical
substances, whether drug actives or excipients. Failure
to provide sufficient information to those not skilled
in the art to make the decision to initiate a handling,
weighing, or processing operation may lead to an
unfortunate employee injury. Although an employee
has a ‘‘right to know,’’ employers have an obligation
to provide the necessary warnings and training to
minimize placing an employee at risk. The legal ramifi-
cations of improper training or notification are outside
the scope of this article.

An opinion should be solicited from the patent
department or a patent attorney. With the implemen-
tation of the General Agreement on Tarrifs and Trade
(GATT) accord, patents take on a new meaning. The
impact of this legislation is far reaching, not only in
the United States, where major revisions in the patent
laws have been required and implemented, but also in
many foreign countries where patents may be essen-
tially worthless or not enforceable. In general, patents
have an effective life of 20 years from the date of initial
filing. Additional periods of exclusivity may be allowed,
on application and when certain criteria are met, that
extend the effective term of a patent. In summary, care
must be exercised to ensure that proper legal protection
of the novel concept has been secured in those areas
where desired.

The drug regulatory affairs unit must also be involved
with the product transfer to specify ‘‘how much’’ of
‘‘what’’ information is needed either to submit for a drug
approval or to introduce a product to the marketplace.
The goal here is to collect the proper amount and kind
of data necessary to support the prerequisite filings,
either internal or external to the company.

The corporate office commonly involves personnel
from the production planning unit, engineering group,
and new product coordination section, as well as from
marketing, because each of these divisions has a vested
interest in the success of the venture. It is important
to identify the needs of those people at the corporate
level to minimize delays caused by the ‘‘we did not
know that we had to do this now’’ club. Activities such
as product label preparation, copy for advertisements
and promotional pieces, and package graphics may need
to be initiated during the transfer program as not to lose
valuable lead times. The acceptance or approval process
in some companies is very labor-intensive and therefore
time-consuming. This is one area where a detailed
time and event plan has been shown to yield a significant
impact on timely completion of a project.

Keeping the corporate participants informed becomes
a pivotal task for the project manager in obtaining the
final acceptance of the product by the corporation.
Therefore, any time taken with those people involved at
the corporate level to explain the steps involved in the
transfer program is time well spent. Like any educational
process, consistency and repetition enforce learning. It is
incumbent on management to foster cooperation among
individuals at the functional research and corporate
centers, because the loss of time is the worst enemy an
organization can face.

There are a number of individuals at the manufac-
turing site who must work as a team to ensure the
timely and efficient completion of this transfer effort.
The plant manager, technical director, production
planning group, manufacturing area supervisor, and
quality control and quality assurance units—as well
as the plant engineering, packaging and transportation
supervisors—must be informed as to their responsibili-
ties. Personnel training must also be considered if the
technology is new to the site. Last but not least are
the contributions that the line mechanics and chemical
operators can make to the program. They perform the
necessary production functions daily. Their insight and
practical experience are an invaluable resource that
should not be overlooked.

The success of the transfer is dependent on the abil-
ity of the project leader to motivate employees to work
toward a mutually beneficial goal, namely, introducing
a new product that will improve consumer health and
create jobs and increased profit for the company.

MOTIVATING PARTICIPANTS

Implementation of a positive return on involvement is
one mechanism by which changes in responsibilities
and tasks can be implemented. Changes here include
the manufacture of new products or using new pro-
cedures to produce existing products. By involving
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personnel in the planning of changes, in discussing the
resources necessary to complete the tasks, and in creat-
ing an environment in which innovation can strive,
the project manager should strive to realize the com-
pletion of the program quickly and efficiently with
reliable quality at an affordable cost. At the same
time, those who have worked to bring the program
to completion should share a feeling of teamwork
and a sense of accomplishment. Return on involve-
ment encompasses the philosophy that employees are
a key element in the successful introduction of any
technology or product approval. Project managers
must keep this in mind because they frequently depend
on the cooperation of individuals outside their direct
control to accomplish their goals.

PRETRANSFER CONSIDERATIONS

Several assumptions must be satisfied before the
advancement of any product to plant scale-up trials.
First, the marketing division should have examined
the proposed product prototypes and agreed that the
product meets their needs. Second, the intended com-
mercial package configurations should have been selec-
ted. Although it is not uncommon to package portions
of the first scale-up batch in a variety of formats, it is
incumbent on the project leader to eliminate unneces-
sary packages to minimize the dilution of effort. Third,
any constraints, such as cost or time, must be identified
so that they may be given due consideration.

There is an important question to be asked, i.e.,
does the product meet the needs of the consumer?
The development staff believes they have captured
marketing’s vision with their product offering; how-
ever, the marketing and sales units must concur. The
decision is generally in the sales unit, because those
people are responsible for making the product avail-
able to the consumer and, more important, they are
responsible to see that the product meets the consumer
demands, real or perceived. It is expected that any
pertinent focus groups or market research studies
would be completed before the scale-up effort. These
studies help confirm the product concept and its viability
in the marketplace.

The cost of a development program increases dra-
matically as the number of package configurations to
be advanced to commercialization increases. Selecting
the proper package sizes, closures, colors, and neck
finishes is compromised by the package composition
and availability, and, finally, the intended use and cost
of the unit. For example, a smaller unit lasting 1
month, such as a calendar pack, makes marketing
sense for oral contraceptives for several reasons.
Dispensing and unit sales are generally cyclic and more
predictable, allowing for better profit projections.

The calendar pack and monthly cost to the consumer
not only position the product toward enhanced
consumer acceptance but also toward better patient
compliance, especially with expensive medications. In
contrast, inhalation aerosol units, because of their pat-
tern of chronic use, frequently contain sufficient doses
to last several months. Suffice it to note, it behooves
the marketing unit to work with financial analysts
to determine the optimal product configuration and
cost profile that maximizes consumer acceptance and
convenience, unit turns, profits, and resources.

Constraints always exist but occasionally are not
communicated accurately or promptly. Competition
in the marketplace frequently causes introduction
deadlines and endproduct cost constraints that must be
considered during the initial phases of a development
program. On the other hand, lead times for materials
and personnel resources must be appreciated when com-
mitments are made to timelines. Without planning in
advance, the task may not be possible at all. Factors that
influence decisions may originate externally as well as
internally. Care must be exercised to address those issues
that affect the timely completion of a project.

Physicochemical properties of raw materials and the
finished dosage form should be characterized before
any scale-up effort. Having methodology available and
validated to compare batches is essential. For example,
drug-release profiles and viscosities have the potential
of being altered in scale-up by manufacturing procedures
and equipment. Care must be exercised to maintain
the desired profiles and other product specifications.
The effect of batch size and process scale-up should be
monitored closely.

Formulation and/or development of advanced
drug-delivery systems such as microencapsulated mole-
cules, transdermal patches, or liposomes are frequently
accomplished in the laboratory. However, large-scale
production of these dosage forms may be problematic
because the same conditions of manufacture may not
be attainable or desirable in the plant setting. Consul-
tation with process development personnel during the
finalization of the prototype development phase is
one way of minimizing scale-up difficulties.

An area occasionally overlooked by the develop-
ment staff is the necessity of securing confidentiality
agreements from vendors supplying technologies or
services to a firm. All contractors should be required
to execute a confidentiality agreement that specifi-
cally encompasses the technology and product being
developed. These documents should be prepared,
reviewed, and executed by the appropriate legal and
executive officers of both organizations. Especially
when the science or product is not well-defined and
patent protection has not been secured, such as with
the development of novel, specialized drug delivery sys-
tems or new chemical entities, this task must be completed
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expeditiously, and no work should be initiated until
the agreements have been properly executed.

TRANSFER PROGRAM

Any development and technology transfer program
should be reduced to a written document such as
that shown in Fig.1. An outline or checklist must be

compiled to ensure that appropriate consideration
has been given to relevant issues. This helps ensure also
that all parties are approaching the task from the same
perspective and priority. A manufacturing site must be
designated and the appropriate personnel notified as to
their involvement. The necessary information must be
collected and disseminated to the involved parties. At
a minimum, copies of the proposed formula, manu-
facturing and testing procedures, and safe handling

Activity
1. Formulation selected
2. Site for plant trial established
3. Planning meeting scheduled

4. Date of plant trial established

5. Date of shipment delivery

6. Postproduction review meeting
7. Assembly of final pilot plant documents

8. Review of validation report

9. Issuance of final product specifications

10. First commercial batch

a. Review of development report
b. Manufacturing formulation/procedures
b. Handling and safety issues

c. Raw material specifications and suppliers
d. Packaging procedures
e. Packaging component specifications and suppliers

a. Manufacturing

a. Confirmation of results
b. Stability initiation

c. Product evaluation

a. Manufacturing
b. Packaging
c. Handling and safety procedures

e. Stability data
f. Material safety data sheet
g. Shelf-life projection
h. Process validation summary
i. Bibliography

a. Research and development
b. Manufacturing

d. Quality assurance/Quality control
c. Engineering

e. Regulatory affairs

f. Corporate
g. Marketing

d. Quality control specifications and analytical methods

Safety
Efficacy
Drug release

c. Packaging
d. Quality assurance testing
c. On-site review of experience

d. Shipment of samples to R&D for testing

f. Testing procedures and validation

g. Process validation protocols

Completion dates

Target Actual

Fig. 1 Project technology transfer checklist. (Modified from Ref.[1].)
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considerations should be distributed to allow sufficient
time for review and comment. A planning review
session should be convened with representatives from
the research, corporate, marketing, manufacturing,
quality assurance, regulatory affairs, and engineering
departments in attendance. Selection of the time and
location of this meeting should be made to encourage
maximum participation.

The meeting should be chaired by the project leader.
It is his or her responsibility to determine the relevant
issues to be discussed, to follow up that an agenda for
the meeting is distributed, and to establish that minutes
of the meeting are taken. Concerns that arise during
this meeting should be noted and addressed because
the purpose of the meeting is to draw from the experi-
ence of the participants to identify potential problem
areas in the program. The tone of this session should
be one of consensus and not one of autocratic rule.
Motivation, communication, and cooperation must
be stressed in the voice and actions of the project lea-
der. This is the first step toward accomplishing the
primary program objective, namely, the timely and
informed transfer of a new product from the research
arena to the production site. The following subjects
should be discussed at the planning meeting:

� Formula—handling and safety considerations
� Raw materials
� Manufacturing equipment
� Manufacturing precautions
� Manufacturing procedures
� Packaging
� Process validation
� Specifications for raw materials, packaging compo-

nents, and in-process and finished product
� Validated analytical methods
� Regulatory considerations
� Rework procedures
� Transportation

Each aspect should be reviewed to ensure that criti-
cal issues have been addressed. If an aspect is not rel-
evant, it should be stated that it is not applicable to
the program. An issue perceived as unimportant in
one department may be a monumental task in another
department. With new drugs and drug-delivery sys-
tems, this effort is critical to the success of a program.

FORMULA

Understanding the formula, its derivation, and its con-
straints is one of the first prerequisites to any develop-
ment program. The feasibility of the formula may be
established by reviewing the ingredients of the compo-
sition and explaining their function in the formula.

It would be appropriate to review the claims and
physical characteristics of the product while evaluating
a sample so that the participants of a planning meet-
ing appreciate the appearance and attributes of the
product.

The safety evaluation completed by the toxicology
group and/or industrial hygienist should be reviewed
with the participants because they, as managers, will
most likely assume the responsibility to protect the safety
of employees who will work on this project. The employ-
ees’ right to know must be protected further by keeping
them informed of the potential risks to which they may
be exposed.

Prerequisite safety information can be transmitted
by draft material safety data sheets, especially for
new drug actives and new drug products. Preparation
of the draft document may lead to the question: Are
the process handling procedures for this product neces-
sary and appropriate? Those personnel involved in the
manufacturing of drug products are cognizant of the
concepts of inherent risk due to an agent’s toxicity,
and potential risk, due to exposure. Whether the new
drug and/or product should be handled in an open
environment, contained area, or in isolation must be
determined by those people who are responsible for
safety. In all cases, the procedures must be reviewed
and approved by the individual responsible for the
involved manufacturing and testing sites.

Comments about the prestability and finished
product stability profiles should be presented as an
overview of the new product’s chemical stability. This
will support the anticipated shelf life of the formula
and its ability to withstand the ‘‘process shocks’’ nor-
mally encountered during production scale-ups. The
toxicity of the finished product should be discussed.
This information ensures that a decision regarding
the handling of the formula has been made based on
generated data and experience. A draft or tentative
material safety data sheet may be one route to dissemi-
nate this information.

Constraints on specific ingredients or sources of
ingredients, cost of goods, or manufacturing equip-
ment should be reviewed. Constraints must be con-
sidered when formula optimization is undertaken;
however, optimizing formulas may be best addressed
in the production environment because batch size
and manufacturing equipment sometimes have been
shown to render viable laboratory and small-scale for-
mulas virtually inoperative in the plant. The experience
gained during the manufacture of laboratory and
scale-up batches is invaluable and should be shared
with the participants, especially the production and
quality assurance staffs, in written reports and follow-
up meetings.

Many firms use a laboratory development report to
record these activities. These data can be incorporated
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into a full project-development history. For new drug
products, development histories are needed to fulfill
regulatory directives. The detail necessary in any sum-
mary report depends greatly on the magnitude of the
problems encountered during development and the
corporate structure in which one lives. For some multi-
national companies, the product-development report
serves as the basis of spreading interest in a new
product across global borders.

RAW MATERIALS

Sources of raw materials, especially those critical to a
new product’s functionality, should be identified.
Availability and costs should be ascertained to aid in
the planning process. Care should be taken to ensure
that new drug actives and, when possible, excipients
are secured from vendors with a current acceptable
FDA compliance profile and a drug master file.

Testing monographs including methods to ascertain
a lot’s chemical and, if necessary, microbiological
integrity should be provided to the selected manufac-
turing site in advance so that the methods may be
applied to the incoming supplies. Handling of mate-
rials including storage, disposal, and employee precau-
tions should be documented, especially for new or
potentially hazardous materials. Again, material safety
data sheets (MSDS) for all materials used should be
available and disseminated to the plant personnel
before any exposure.

MANUFACTURING

Equipment

When new drugs and drug-delivery systems are
developed in the laboratory, the correlation of the
necessary production equipment may be very difficult
indeed. For example, the shear needed to create the
desired particle size of an emulsion with the help of
laboratory equipment may pose serious problems in
the selection of plant equipment necessary to repro-
duce the attributes of the product. Recording the speed
of a laboratory mixer is not sufficient by itself for
this task; definition of the operating principle and
equipment design is necessary to accomplish the task.

Any equipment used in drug manufacturing, includ-
ing packaging, should have undergone an equipment
evaluation, including installation, operational, and per-
formance qualification, following a written protocol.
This is an important step in a process-validation pro-
gram. Through this effort, the operating parameters
and capabilities of a given piece of equipment are
documented. Furthermore, should a major component

of the equipment fail, installation of a replacement part
of known specifications reduces and in many cases
eliminates the need for revalidation of every product
processed with that equipment. The equipment itself,
however, must be shown to meet its previous operating
capabilities before being placed back into service.

The availability, size, and surfaces or composition
of the required equipment should be specifically ident-
ified so that the scale-up effort may be representative
of a production run. A preliminary compatibility screen
of contact surfaces should be completed before the
selection of scale-up equipment. The location of the
equipment in reference to other requirements, such as
services or the packaging area, may be a factor in the
selection of equipment. A cleaning-validation study
should be conducted to ensure that no residues of active
ingredient or cleaning agent remain after cleaning and
that the equipment is suitable for production use again.
Alternative equipment may be considered and used;
however, experience will dictate its suitability.

Precautions

Any concerns regarding the handling of equipment or
product by employees should be addressed in the plan-
ning stage. This is especially important with regard to
environmental (particulate contamination or sterility)
or atmospheric (oxygen, moisture, or light sensitivity)
problems.

Procedures

Procedures should be clear and concise. Specific descrip-
tions should be used when possible. For example, ‘‘pass
the emulsion through a suitable colloid mill (Eppenbach
mill) at a setting of 0.005 inch (0.12 mm)’’ is preferred
to a description referencing a more general description
of a piece of equipment. Process-validation testing is
necessary using specific equipment, as described by
design and operating principle.

Procedures should be realistic, and any instructions
must be scale-oriented. Specific parameters may be
necessary for manufacturing areas. For example, cool-
ing or heating times are typically equipment-dependent.
Cooling 1 kg in the laboratory in 15 min may take
4 hours for a 40,000-kg batch in the plant. Similarly,
filtration of small batches in the laboratory may not
provide the necessary information to predict filter life
or flow rates needed for large-scale manufacturing.

Based on the experience gained during the pilot
scale-up effort, a process flow chart should be con-
structed. It helps identify steps and issues in need of
process-validation review. In addition, the timing of
activities toward the scheduling of manpower needs,
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such as for in-process testing, is generally more appar-
ent when viewed in the context of the total process.

Process-optimization parameters as identified
during the pilot scale-up effort should be monitored
during the production scale-up batch. In this manner,
appropriate recommendations based on experience
may be integrated into the production of future batches.
Many optimization experiments may be efficiently
incorporated into the process-validation program.

Packaging

The description, specifications, and test methods for
any packaging configuration should be available to
the plant before the production scale-up. Unit func-
tionality and fit should be included as a practical use
test in any specification. The plant equipment to be
used in packaging should be evaluated for feasibility,
speed, and contact surface compatibility. Preliminary
evaluations of surface compatibility, discussed pre-
viously, should suffice as an early indication of packaging
equipment suitability.

The availability of or lead time to secure the neces-
sary packaging components that are representative of
the commercially marketed package frequently places
stress on the project timeline. Package costs and pos-
sible alternative packaging can be evaluated with bulk
produced from this batch. Therefore, a course of
action to minimize project failure resulting from an
unsatisfactory package may be appropriate. The result-
ant dilution of resources and increased project expense
must be weighed in accepting this course of action.

The number of various package sizes to be filled
from a batch may be critical. For example, for generic
drugs, entire batches must be filled for the batch to be
accepted by the FDA. Although the batch may be filled
into numerous package formats, care must be exercised
to fill a sufficient number of each format to ensure
proper equipment set-up and that the filling speeds used
are representative of a full-scale production effort.

Procedures for packaging the batch including fill
tolerances and precautions such as aseptic handling
or nitrogen gassing should be reviewed to state the
requirements for acceptance in advance. As a part of
this production scale-up effort, it may be desirable to
evaluate the product’s bulk stability in the storage tank
or storage drums to establish limits on the length
of time a batch may be held before final packaging.
This is especially important if the bulk product is
to be manufactured at one site and transported to
another site for packaging. Storage container compati-
bility deserves appropriate attention also.

Finally, the personnel involved in packaging should
be instructed on any safety and handling issues that
might affect them or compromise the product’s integrity.

Whether it is for the development of new package
formats, such as for intranasal drug administration or
transdermal patches, or for more traditional delivery
systems, such as cycle packs, solutions, or aerosols, the
need to educate employees involved in the processing is
essential to the transfer program’s success. Identifying
and controlling process variables are necessary while
experience is gained, and the process is optimized and
validated.

PROCESS VALIDATION

Each class of product has specific issues to be
addressed for process validation. In general, variable
process steps such as mixing times and temperatures
should be validated. Many articles have been written
regarding the validation of processes affecting pharma-
ceutical products.[9–11] Protocols to evaluate those
parameters that may affect a product’s integrity should
be agreed on by the R&D, regulatory, production, QA,
and engineering staffs. During the preparation and
packaging of the pilot production batch, generation
of data toward improving the efficiency of these pro-
cesses, as well as minimizing batch-to-batch variations,
is very important because this information will serve as
documentation to support the new product’s commer-
cial feasibility. Also, the establishment of cleaning
procedures and documentation of cleaning validation
can be accomplished at this time.

There is no magic number of batches required to
prove that a process is validated. Generally, the num-
ber of batches accepted is three. The technical com-
plexities of and product sensitivities to variable
parameters dictate how extensive a validation program
is needed. Suffice it to note that the process must be
controllable and reproducible and yield a product that
meets the desired specifications.

QUALITY CONTROL AND
QUALITY ASSURANCE

One of the purposes of the pilot production batch is to
introduce the new product in its entirety to the func-
tional areas of the site (manufacturing, packaging,
and testing), that is, the release of raw materials and
packaging components as well as in-process, bulk,
and finished product testing should be completed at
the site as if the pilot scale-up were a commercial batch.

In-process testing, bulk release before packaging,
and finished product specifications are proposed. Speci-
fication limits are proposed based on the experience
gained with smaller laboratory and scale-up batches.
Any comments or concerns regarding the test methods
and specifications should be addressed at this time.
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Reagents and equipment to complete the required test-
ing must be available at the plant. A contact at the
R&D analytical laboratory should be established to
explain aberrant values or to answer questions.

Communication of requirements of time and man-
power to the quality control department is a critical
issue that must not be overlooked. Prompt attention
to analysis needs does help keep the pilot production
batch process moving forward. If microbiological
release of bulk product is needed before packaging,
the project timeline should reflect the time period
(3–5 days) generally needed for this activity.

Sampling must be scheduled for release and stability
testing using a statistically valid sampling program.
This is especially important for stability studies. In this
manner, the chosen samples are documented to be
representative of the entire batch.

Batch documentation is an important factor. Prep-
aration of master batch records in accordance with
plant standard operating procedures (SOPs) should
be followed by an approval of the document by the
sponsoring division, usually the formulator or process
development staff of the R&D unit. On completion of
a batch, review of the batch records by the quality
assurance group ensures compliance to GMP and that
all necessary deviations from and modifications to the
manufacturing records are properly explained and
documented.

THE MANUFACTURING TRIAL
SCHEDULING DATE

At the conclusion of the planning meeting, any actions
that must be undertaken before the scale-up should be
documented and a responsible party identified. At the
discussion of the trial date, time constraints must be
considered, along with the availability of raw materi-
als, packaging components, plant scheduling time,
and personnel. Coordination of personnel and supplies
is the responsibility of the project leader. The ability to
lead and negotiate another individual’s priorities helps
bring the trials to completion on schedule.

Finally, arrangements for transporting raw mate-
rials and packaged finished products must be made to
ensure that the scale-up effort is completed on schedule
and that stability studies are initiated expeditiously.
Participants should leave the meeting under the
impression that one person is in charge of the project,
that the program has been well thought out and
documented, and that commitments will be honored.
Early issuance of meeting minutes will reinforce the
importance of individual responsibilities and serve
as notice to the participants and their superiors that
their cooperation has been solicited, is needed, and is
expected.

COMPLETION

In review, the activities to be completed at the manu-
facturing site are:

� Release of raw materials and packaging compo-
nents.

� Manufacture and packaging of the trial batch.
� Generation of data from in-process, bulk, and fin-

ished product samples.
� Process validation, including equipment qualifi-

cation and reviews of batch records, processing,
cleaning validation, and on-site experiences.

� Shipment of finished product to the research facility
for testing.

An exit interview with involved plant personnel
offers an opportunity for their comments to be heard.
Their efforts should be acknowledged and their input
seriously considered and incorporated into the manu-
facturing document. Any differences that cannot be
resolved at this time should be noted and studied
further. The art of listening and diplomacy must be
used inasmuch as this forum must be one of
cooperation and not one of confrontation.

At this meeting, a discussion about possible rework
procedures may be appropriate. The ability to recover
materials, especially expensive drug actives, is desir-
able. Early identification of steps where rework may
be possible allows for procedures to be tested, verified,
and put in place, should they be needed. For pharma-
ceuticals, rework procedures may be used only if
they are appropriately documented, validated, and
approved by the responsible corporate and govern-
ment bodies. Rework procedures are not an automatic
means for handling out-of-specification product lots
but rather for identifying where an effort may be
implemented successfully. Logistics and economics, as
always, dictate whether a rework should be considered.

POSTPRODUCTION ACTIVITIES
AND EVALUATION

Once the plant experience has been concluded, con-
firmatory analyses on duplicate samples for in-process,
bulk release, and finished product previously tested at
the plant site should be completed at R&D. In this
manner, the proposed methods are challenged to yield
similar results from different analysts in different loca-
tions. Discrepancies in values generated at this point
must be investigated and resolved. Samples should be
placed into the stability testing system according to
the organization’s procedures.

Finally, a report must be prepared and issued
expeditiously summarizing the experience, reviewing
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each area’s involvement, and proposing, if necessary,
changes in the process or control methods. Timely
and factual communication of project progress to the
other corporate areas not directly involved in the
scale-up, such as the marketing, finance, and purchas-
ing units, draws their attention and commitment of
resources. By fostering informed decision-making
through directed written communication, the time
required to plan or complete these activities to bring
the product to market is minimized, and resource
usage is optimized.

A formal postproduction trial review meeting should
be held with representatives from the R&D, corporate,
marketing, quality assurance, regulatory affairs, and
production centers. Plans to commercialize the product
or to submit documentation for government approval
if this is the next step in the development scheme are
outlined, contingent on the successful completion of a
defined stability program. Agreement as to the suit-
ability of all the factors involved in the preparation of
the product should be the result of this meeting, with
a substantiating document in the form of meeting min-
utes or a signed ‘‘statement of concurrence’’ generated
and distributed.

A monograph of all pertinent sections to support
the product’s introduction should be assembled,
reviewed, and disseminated to the appropriate parties.
This document should include:

� Manufacturing formula
� Draft label copy
� Raw material tests and specifications
� Manufacturing procedure
� In-process tests and specifications
� Finished product test methods and specifications
� Packaging component specifications and drawings
� Packaging component test methods
� Stability data on bulk product
� Stability data on packaged product
� Shelf-life projection of expiration dating
� Material safety data sheet for the product
� Bibliography

A projection of shelf life should be included to
document the recommendation for the expiration date.
Although accelerated stability data are frequently used
to support expiration dating for up to 24 months,
extension of dating beyond 24 months is based on
real-time test results.

A bibliography of all project reports and memos
should be assembled, including the development and
validation reports. Ideally, the project leader should
maintain a file in chronological order of all communica-
tions and reports. Compiling the file into a bibliography
is a tedious task but one that, should the need to answer
a question arise, will be well worth the effort. Product

development histories and testing ‘‘quirks’’ regularly
appear in these documents and in no other place.
Skilled project leaders maintain an ongoing listing as
a means of tracking a project. A bibliography for a
new pharmaceutical product may be voluminous, and
a reference to its location may be useful. The transfer
of the project is considered complete when the first
commercial batch is produced under the supervision
of the manufacturing site without problems.

CONCLUSIONS

This article has reviewed issues to be considered when
organizing the transfer of pharmaceutical technology
from the research arena to the production environ-
ment. Critical areas affecting the manufacture, packag-
ing, safety, and quality of pharmaceutical products are
discussed in relationship to their impact by the tech-
nology transfer process. The necessity of a plan with
input from the various organizational centers is
emphasized. The success of the program is highly
dependent on the communication and cooperation
shared throughout the process.

ARTICLES OF FURTHER INTEREST

Pilot Plant Design, p. 2875.
Pilot Plant Operation, p. 2886.
Project Management, p. 3015.
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INTRODUCTION

Thermal analysis techniques, in which a physical pro-
perty is monitored as a function of temperature or time
while the analyte is heated or cooled under controlled
conditions, are fundamental techniques for the charac-
terization of drugs and drug products, not only while
processing or aging conditions may be simulated but
while the methods gives access to thermodynamic data.
Due to the different informations delivered, thermal
analysis methods are concurrent or complementary
to other analytical techniques, such as spectroscopy,
chromatography, melting, loss on drying, assay, for
identification, purity, and quantitation. They are basic
methods in the field of polymer analysis and in physi-
cal and chemical characterization of pure substances as
well as for mixtures. They find good applications for
preformulation, processing, and control of the drug
product. The introduction of automation considerably
increases the advantages of these methods. New horizons
are open with the availability of combined techniques
and microthermal analysis.

PRINCIPLES AND EXPERIMENTAL
FACTORS

Considering the number of physical parameters of a
substance that may be measured, the number of techni-
ques derived is very large. Details on most techniques
are well described by Wendlandt.[1] For pharmaceuti-
cal applications, the methods generally used are differ-
ential scanning calorimetry (DSC), thermogravimetry
(TG) (or thermogravimetric analysis: TGA), and, to
a lesser extent thermomechanical analysis (TMA). All
techniques are automated and have data acquisition.
Hyphenated techniques and modulated DSC are grow-
ing techniques, ‘‘state of the art’’ for the 21st century.
Excellent books or review articles dealing with the
principle, instrumentation, and applications of thermal
analysis methods for pharmaceuticals are given in
Refs.[1–14]. As emphasized by Cheng et al.[13], tendency
in the next two decades willbemore precise and mean-
ingful measurements in these techniques and new
developments in obtaining the temperature dependence
of a material’s structure and dynamics.

Differential Scanning Calorimetry (DSC)

When a material is heated or cooled, there is a change
in its structure or composition. These transformations
are connected with a heat exchange. Differential scan-
ning calorimetry (DSC) is used for measuring the heat
flow into and out of the sample, as well as for deter-
mining the temperature of the thermal phenomenon
during a controlled change of temperature. The first
method developed by Le Chatelier in 1887 was differ-
ential thermal analysis (DTA), where only the tem-
perature induced in the sample was measured.

The principle of DSC is as follows: two ovens are
linearily heated; one oven contains the sample in a
pan, the other contains an empty pan as a reference
pan. If no change occurs in the sample during heating,
the sample pan and the reference pan are at the same
temperature. If a change such as melting occurs in
the sample, energy is used by the sample and the tem-
perature remains constant in the sample pan while the
temperature of the reference pan continues to increase.
Therefore a difference of temperature occurs between
the sample pan and reference pan.

Manufacturers use two methods of measurements.
In the first method called ‘‘heat flux DSC,’’ the instru-
ment measures this temperature difference (DTA).
Through calibration, this temperature difference is
transformed into a heat flow, dq/dt. Therefore, there is a
thermal factor that may vary with temperature. In the
second method, called ‘‘power compensation DSC,’’
two individual heaters are used in order to monitor the
individual heating rates of the two individual ovens.
A system controls the temperature difference between
sample and reference. If any temperature difference is
detected, the individual heatings are corrected in such a
way that the temperature is kept the same in both pans.
That is, when an endothermic or exothermic process
occurs, the instrument delivers the compensation energy
in order to maintain equal temperature in both pans.

In the first case temperature is primarily measured,
and in the second case, energy is primarily measured.
The differentiation of measuring principles is with
modern instrumentation not very significant under
normal applications. Due to calibration and integrated
data handling, the instruments produce similar quali-
ties of reported results.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100200043
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Each instrument can deliver the same information,
that is, heat flow as a function of temperature (or time).
The peak shape, the resolution, and the sensitivity
depend on the principle of measurement and the speci-
fication of the instrument.

For first-order transitions such as melting, crystalli-
zation, sublimation, boiling, etc., the integration of the
curve gives the energy involved in the transition. For
second-order transitions, the signal gives the change
in the specific heat, for example, glass transitions.

Fig. 1 shows typical transitions. Melting and crystal-
lization are first-order transitions. The extrapolated
onset temperature (Te) is the melting or boiling point.
The peak temperature (Tm) is dependent on instrument
and measurement parameters. The glass point is
determined as inflexion point. Manufacturers represent
the heat flow in different ways: the endotherms in the
positive side for power compensation DSC and in the
negative side for heat flux DSC. Melting, boiling, and
sublimation are endothermic, which means they need
energy. Crystallization is exothermic, which means that
it supplies energy. Desolvatations without melting are
generally endothermic. Solid–solid phase transition
and decomposition may be endothermic or exothermic.

Modern instruments provide heating, cooling and
isotherms between subambient temperatures (with a
cooling device) and higher temperatures in the range
of 1200–1500�C. In order to avoid reactions with the
atmosphere the measurements are carried out under
nitrogen. The major components of the systems
include the DSC sensors, the furnace, the programer,
and the data handling. The temperature plotted on
the abscissa is the programed temperature, not the
temperature of the sample. The difference between
the programed and the actual temperature of the sam-
ple is called ‘‘thermal lag.’’ It depends on the thermal
resistance of the instrument and the heating rate. In
modern instruments dedicated to accurate analytical
measurements for pharmaceuticals, the sensors are in
direct contact with the bottom of the pans and the

sample size is in the milligram range or less. Therefore
this correction is not very high, but it has to be taken
into consideration. Generally pure indium (>99.9999%)
is used for the correction of the thermal lag.

Great efforts have been made in recent years in
order to validate the different instruments not only in
comparing principle and results but also in determin-
ing the critical parameters such as heating and cooling
rates, particle size, weight, resolution, atmosphere, and
type of pans (crimped pan, sealed pan, open pan, etc.).

The instruments include automation and data
acquisition. The calibration of the instrument should
be done at a yearly basis. This includes the measure-
ment of temperature and enthalpy. Most certified
standards are highly purified metals. Indium is the
preferred reference standard, but it covers only one
temperature. It is recommended for pharmaceuticals
to include several organic substances for which the
melting point or the melting enthalpy has been accu-
rately determined. Sarge et al.[15,16] proposed several
organic substances and metals. The heat determination
of quartz was also recommended. Sabbah et al.[17]

published recently a broad review of data of organic
substances. For pharmaceuticals, it is suitable to have
certified materials covering a broad range correspond-
ing to the thermal events of interest.[18]

Tables 1 and 2 are examples of calibration of the
temperature and of the calorimetric response of PE-
DSC-7 instruments by using different materials.[19]

Very important for pharmaceutical industry is the con-
fidence of the laboratory that delivers the reference.
Since the heating rate may have an influence on the
data, it is recommended to compare the melting point
and the melting enthalpy of organic standards,
additionally to indium, at different heating rates cover-
ing the measurement range. For very accurate determi-
nations, it is recommended to use standards with a
melting point in the range of the considered tempera-
ture in a series of measurements.

Pressure DSC

In Pressure DSC (PDSC), the sample can be submitted
to different pressures, which allows to characterize
substances at the pressures of processes or to dis-
tinguish overlapping peaks observed, for example, by
desolvatation.[20]

Modulated DSC

This new technique introduced in 1993[21] has been
thoroughly examined and discussed.[22] Main advan-
tages are the separation of overlapping events in the
DSC scans. In conventional DSC, a constant linear
heating or cooling rate is applied. In modulated DSC
(MDSC), the normally linear heating ramp is overlaid

Tm

Te∆CP

E
xo

   
   

  E
nd

o

DSC
dq
df

Isotherm

B
eg

in
ni

ng
 o

f h
ea

tin
g

G
la

ss
 tr

an
si

tio
n

C
ry

st
al

lis
at

io
n

M
el

tin
g

O
xi

da
tio

n
ex

ot
he

rm

Fig. 1 Theoretical DSC scans.
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with a sinusoidal function (MDSC) defined by a
frequency and an amplitude to produce a sinusoidal-
shaped temperature vs. time function. Using Fourier
mathematics, the DSC signal is split into two
components: one reflecting non-reversible events
(kinetic) and the other reversible events.

T ¼ T0 þ bt þ B sinðotÞ
dq=dt ¼ Cðb þ BocosðotÞÞ þ f 0ðt;TÞ þ K sinðotÞ

where T is temperature, C the specific heat, t the time,
o the frequency, f 0(t, T) is the average underlying
kinetic function once the effect of the sine-wave
modulation has been substracted. K is the amplitude
of the kinetic response to the sine-wave modulation

and (b þ Bo cos(ot)) is the measured quantity dT/dt
or ‘‘reversing’’ curve.

The total DSC curve, the reversing curve giving
reversible transitions and the non-reversing curve giv-
ing irreversible transitions (e.g., the glass transitions),
is obtained. MDSC is a valuable extension of con-
ventional DSC. Its applicability[23] is recognized for
precise determination of the temperature of glass tran-
sitions and for the study of the energy of relaxation,
and it depends on a number of important parameters
to be studied. It has been recently applied for the
determination of glass transitions of hydroxypropyl-
methylcellulose films[24] and for the study of amor-
phous lactose,[25] as well as for the study of some
glassy drugs.[26]

Table 1 Example of calibration of Perkin-Elmer DSC-7 instruments with melting standards at 10 K min�1 under nitrogen

Certified substances

Onset T (�C)

certificate

Instrument 1

onset T (�C) DT (�C)

Instrument 2

with intracooler onset T (�C) DT(�C)

Iodobenzene �31.3 �32.2 0.9

H2O 0.0 0.1 0.1

4-Nitrotoluene 51.5 50.4 1.1 51.2 0.3

Biphenyl 69.3 68.2 1.1 68.6 0.7

Naphthalene 80.2 79.4 0.8 80.1 0.1

Benzil 94.7 94.21 0.6 94.5 0.2

Acetanilide 114.0 113.9 0.1 113.6 0.4

Benzoic acid 122.1 122.0 0.1 121.8 0.4

Diphenylacetic acid 146.5 146.9 0.4 146.9 0.4

Indium 156.6 156.8 0.2 156.5 0.1

Anisic acid 183.1 183.6 0.5 183.2 0.1

2-Chloro-anthraquinone 210.0 210.1 0.1 210.1 0.1

Tin 231.9 232.7 0.8 232.7 0.8

Anthraquinone 284.5 285.2 0.7 284.8 0.7

Lead 327.5 328.6 1.1 — —

Zinc 418.9 420.3 1.4 — —

Table 2 Examples of calorimetric measurements of standards with two different DSC-7 instruments and measurement cell

at different times (A, B, C) at 10 K min�1 under nitrogen

A B C

Standard substance DH (J/g) (Theory) DH (J/g) % deviation DH (J/g) % deviation DH (J/g) % deviation

Naphthalene (80.2�C) 148.6 147.1 1.0 148.6 0.0 — —

Benzil (94.7�C) 112.0 110.1 1.7 112.8 0.7 — —

Benzoic acid (80.2�C) 147.2 — — — — 146.6 0.4

Biphenyl (69.3�C) 120.4 120.0 0.6 — — 120.5 0.1

Diphenyl-acetic acid (146.5�C) 146.9 — — 146.8 0.1 — —

Indium (156.6�C) 28.7 28.63 0.2 28.8 0.35 28.7 0.1

Tin (231.9�C) 60.2 60.0 0.3 — — 60.8 1.0
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Microwave thermal analysis (MWTA)

In this new technique,[27] microwaves are used both to
heat a material and to detect thermal transitions.

Micro-DSC

The instruments of conventional DSC allows to mea-
sure very small amounts of material. The author was
able to characterize the melting peak of indium with
0.032 mg by using a DSC-7 of Perkin-Elmer. New
instrument generation will permit to increase sensi-
tivity and amount of material to be studied decrease
to nanorange.[28]

Microcalorimetry

Microcalorimetry is a growing technique[29,30] com-
plementary to DSC for the characterization of
pharmaceuticals. Larger sample volume and high sen-
sitivity means that phenomena of very low energy
(unmeasurable by DSC) may be studied. The output
of the instrument is measured by the rate of heat
change (dq/dt) as a function of time with a high sensi-
tivity better than 0.1mW. Microcalorimery can be
applied to isolated systems in specific atmospheres;
or for batch mode where reactants are mixed in the
calorimeter. Solution calorimetry can be used in
adiabatic or isoperibol modes in microcalorimeters at
constant temperature. (See the corresponding article
about calorimetry of this edition.)

Thermogravimetric Analysis

In thermogravimetry (TG or TGA) the change in sam-
ple mass is determined as a function of temperature
and/or time. The instrument is a thermobalance that
permits the continuous weighing of a sample as a func-
tion of time. The sample holder and a reference holder
are bounded to each side of a microbalance. The sam-
ple holder is in a furnace, without direct contact with
the sample, the temperature of which is controlled by
a temperature programer. The balance part is main-
tained at a constant temperature. The instrument is
able to record the mass loss or gain of the sample as
a function of temperature and time [m ¼ f(T)]. Most
instruments also record the DTG curve, which is the
rate of the mass change dm/dt ¼ f(T).

The DTG curves, allow a better distinction of
overlapping steps, as demonstrated in Fig. 2, for
CuSO4 � 5H2O. The area under the DTG curve is pro-
portional to the mass change, and the height of the
DTG peak at any temperature gives the rate of mass
change. The real advantage of DTG is to permit accu-
rate location of the end of a desolvatation process if

decomposition follows desolvatation by use of the
minima in the DTG curve.

The instrument used in thermogravimetry is a
thermobalance (balance controller, sample chamber,
furnace, furnace controller) with data processing. In
order to check the stability of the system a baseline
at the highest sensitivity has to be done for all heating
rates in the temperature range of analysis: The highest
deviation will be observed at the highest heating rate.
The thermobalance may have a vertical or horizontal
construction. The sensitivity of new thermobalances
attains 0.1 mg. Some manufacturers offer combined
DSC/TG instruments.

The mass accuracy is generally not a problem of
modern TG. Calibration of the mass with certified
mass can be used as for all other balances. Electro-
statics, temperature fluctuation, sensitivity of the
sensor, and thermal lags have to be known, what is best
done with regular calibration. For automatic TG, the
pans have to be tightly closed and pierced just before
the measurement; therefore, the TG curves of desolva-
tation may be different as for open pans. The use of a
protective gas and its flow, as well as the sample
mass and the heating rate play a role in the comparison
of the temperature of thermal events. The influence
of heating rate is examplified in Fig. 3 with
CuSO4 � 5H2O. The limit of detection can be calculated
by determining the maximum of deviation of the base
line in the temperature range of interest.

Table 3 shows an example of calibration performed
with hydrates, which cover the starting of dehydration
temperature from 50 to 120�C and the end of dehy-
dration from approx. 150�C until to 270�C with differ-
ent heating rates.

Since there is no contact between pan and furnace,
the thermal lag is higher than in DSC. The standards
recommended by ICTA and distributed by NBS are
ferromagnetic standards exhibiting loss of ferro-
magnetism at their curie point temperature within a
magnetic field: Nickel (354�C), Permanorm 3 (266�C),
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Fig. 2 TG of copper(II) sulfate pentahydrate with the heat-
ing rate 20 K min�1. Use of DTG for the different steps.
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Numetal (386�C), Permanorm 5 (459�C), Trafoperm
(754�C). The method does not permit the temperature
measurement with high precision. These standards
have been studied by several authors.[31] The ICTA
temperatures are within 5–10�C. McGhie et al.[32] pro-
posed a calibration technique in which a small inert
platinum weight is suspended by a fusible link com-
posed of a calibration standard that releases the plati-
num weight at the temperature of melting. The Mettler
instrument TGA 850 is constructed so that the melting
curve of standards can be measured and used as cali-
bration, as demonstrated in Table 4.

TG can be used with different atmospheres and
under vacuum. TG has a huge number of pharmaceu-
tical applications. Automated TG is extremely efficient
to replace the loss on drying assay in drug substances,
being able to separate loss of solvent from decom-
position by using very small amounts of substance.
Solvent entrapped or bounded as solvate is easily
determined.[9,33,34] A comprehensive article on TG
has been recently written by Dunn and Sharp.[35]

Ozawa proposes the use of modulated TG for kinetic
analysis.[36]

Water sorption–desorption isotherms can be carried
out by using thermobalances. Now specific instruments
allow to measure water sorption–desorption isotherms
at different constant temperatures (e.g., dynamic vapor
sorption instrument (DVS), Surface Measurement
Systems Ltd., Monarch Beach, US).

Thermomechanical Analysis

In thermomechanical analysis (TMA) the deformation
of the sample under stress is monitored against time
or temperature while the temperature increases or
decreases proportionally to time. Changes are detected
by mechanical, optical, or electrical transducers. The
stress may be a compression, penetration, tension,
flexure, or torsion. Generally the instruments are also
able to measure the sample dimensions, a technique
called thermodilatometry. The stress (F/A) expressed
in N/m2 or Pa may be a normal tensile stress s, a
tangential shearing stress t, or a pressure change Dp;
the force applied is F and A is the area.

The deformation is measured by the strain, which is
the deformation per unit dimension.

Elongation e ¼ DL=L0

Volume strain y ¼ DV=V0

Shear strain g ¼ Dx=y

For an elastic material, the Young’s modulus is defined
by

E ¼ ðF=AÞ=ðDL=L0Þ or E ¼ s=e

Creep is the gradual irreversible elongation of the
sample.

These parameters depend on the temperature. The
coefficient of thermal expansion is

a ¼ dL

dT

� �

l

L0

� �

The instruments have a furnace, and mostly a linear
variable differential transformer (LVDT) to produce
an electrical signal from a linear movement. An
additional unit controls the force applied. Special
attachments allow the same instrument to work in
different modes such as elongation, compression,
penetration, or tension.
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Fig. 3 TG of copper(II) sulfate pentahydrate. Influence
of the heating rate. TG curves from the top: 20 K min�1,

10 K min�1, 5 K min�1, 2.5 K min�1.

Table 3 Example of calibration of loss of mass with three hydrate standards

Result

Substance Theoretical amount water 5 K min�1 10 K min�1 20 K min�1

Sodium-tartrate dihydrate 15.7% 15.73% 15.60% 15.73%

Calcium-oxalate monohydrate 12.3% 12.55% 12.51% 12.48%

Copper-sulfate pentahydrate 36.1% 36.08% 36.03% 36.04%
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The slope of the TMA trace may also be obtained
by DTMA.

dL

dt
¼ L0 a

dT

dt

where dT/dt is the heating rate.
Thermomechanical methods are very useful for the

determination of phase transformations such as poly-
morphic solid–solid transitions or glass transitions.
Fig. 4 shows some theoretical curves for glass tran-
sition and polymorphic transition in extension or in
penetration mode. Recently TMA has been proposed
for the measurement of the internal stress of tablets
of ethylcellulose of different molecular weight[37] and
for measurement of swelling of polysaccharide hydro-
gels[38] and of polymeric films.[39]

Calibration of the instrument for its response to
length may be carried out with a standard length piece
of metal or ceramic. The temperature can be calibrated
in the same way as for DSC. Metal standards such as
indium, tin, or lead are mostly used. Recent publica-
tions[40] deal with calibration and errors of TMA.

Dynamic Mechanical Analysis

In this technique, the mechanical response of a sample
is measured as it is deformed under oscillating load
against temperature or time. Dynamic mechanical
analysis (DMA) is a further development of TMA,
but the instruments are different.

DMA is mostly applied to the study of polymers.
Relevant parameters are the storage modulus and the
loss modulus. Generally the loss tan d, which is the

ratio of these modulus, is plotted against temperature.
A recent overview of the pharmaceutical applications
of DMA has been published by Craig and Johnson.[41]

Torsional braid analysis (TBA) is a particular case
where the sample supported by a fiberglass braid is
subjected to a torsional strain.

Hyphenated Techniques
(Combined Techniques)

A comprehensive characterization of the physical
properties of materials often requires a multidisciplin-
ary approach since no single technique is capable of
characterizing pharmaceuticals completely.

Thermomicroscopy or hot stage microscopy is a
well-established method[42a,42b–44] for the microscopic
observation with polarization of the sample while heat-
ing or cooling, allowing to see desolvatation, melting,
crystallization, eutectic formation, and even transfor-
mations in suspensions in solvents. The combination
of hot stage microscopy to new technology such as
high-resolution color camera, image manipulation
software makes the technique very attractive for
inducing metastable states, for observation of crystal
habit, and for better interpretation of other methods.
Thermophotometry is the measurement of the light
intensity and thermoluminescence of the light emitted
by the sample. FT-IR microscopy,[14,44,45] Raman
microscopy[46–48] are excellent additional tools to ther-
momicroscopy. Calibration of microscope, of heating
unit, and of spectroscopic methods should be done.
TEM (transmission microscopy) and SEM (scanning
electron microscopy) with EDX have been combined
to DSC for the study of solid-state reactions.

Newly born, the scanning thermal microscopy
derived from atomic force microscopy brings a revolu-
tion in the instrumentation for measuring thermophysi-
cal and thermomechanical properties of the matter,
and the TA instrument was awarded at Pittsburg 1998.
The instrument has been applied for the characterization
of Ibuprofen compacts as model substance.[49]

Temperature-resolved X-ray diffraction with a heating
cell is widely used.[11,50–53] Crystalline changes are clearly
assigned; the X-ray diffraction patterns obtained in situ
allow to predict quantitative methods if, for kinetic rea-
sons, forms that are present at high temperatures occur

Table 4 Example of calibration of the temperature of TGA 850 with melting standards

Result

Substance Theory 5 K min�1 10 K min�1 20 K min�1

Nitrotoluene 51.5�C 51.49�C 51.64�C 53.78�C

Indium 156.6�C 157.62�C 157.38�C 157.74�C

Tin 231.9�C 233.44�C 233.42�C 233.68�C

L

Melt

Transition

Expansion

T g

T g

Expansion

Mode: loadMode: loadMode: penetration
T ˚cT ˚cT ˚c

Fig. 4 Theoretical TMA curves for glass transition Tg and
polymorphic transition.
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at ambient conditions. Low-temperature X-ray diffrac-
tion cell has been developed for the study of frozen aque-
ous solutions.[54] The introduction of XRD-DTA cell[55]

and recently of the DSC-XRD instrument of Rigaku
presented at the Denver X-ray Conference in 1999[56]

demonstrates the advantage of this direct combined
technique. The observation of polymorphic transforma-
tion by using variable temperature synchrotron X-ray
diffraction method is a promising technique with the
new computerized ability for obtaining structural data.[57]

Thermogravimetry can be coupled with DSC.
Most companies offer the TG-IR[58] or the TG-MS
coupling.[59] Synergic chemical analysis by coupling
TG-FT-IR, TG-MS or TG-GC-MS has been recently
discussed.[60] Fig. 5 demonstrates the ability of TG-
MS for the study of dehydration and decomposition
of calcium oxalate dihydrate. The steps correspond
to the dehydration into anhydrous calcium oxalate,
followed by the transformation into calcium carbonate
then by the formation of cacium oxide.[10] The sample
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studied in Fig. 5 contains additionally to crystal water
some free water. The TG-MS shows that some amount
of the CO evolved during the decomposition also
transforms into CO2.

These new emerging combined techniques enables
the observation of extremely small samples with a high
degree of information. They find a good place for
proper screening[54] (according to the polymorphic stud-
ies required by ICH)[61] in order to choose the proper
form and to justify its choice. They also permit to ana-
lyze more easily the complex matrixes of drug products.

APPLICATIONS OF THERMAL ANALYSIS
TECHNIQUES FOR DRUG SUBSTANCES

The transitions observed by thermal analysis techni-
ques are based upon the Gibbs phase rule and phase
diagrams, p, T, concentration.

All transitions or reactions involving energy
changes may be measured by DSC. Transitions involv-
ing mass changes are detected by TG. For a single
product, specific heat, glass transition, melting, boiling,
sublimation, decomposition, and phase transitions
induced by polymorphism during heating are impor-
tant for the choice of the salt form and for safety stud-
ies where the DSC exothermic peaks are relevant. The
use of DSC for the measurement of the melting point
of raw materials has been proposed.[19] Hydrates or
solvates, or volatile compounds in the formulations
can be investigated by DSC combined with TG and
TG-MS. DSC curves of mixtures of solid compounds
depend upon the phase diagrams in solid state. If
there is no interaction in the solid state and if there
is a miscibility in the melt, an eutectic behavior is
observed. This enables the purity determination of
raw materials, the analysis of enantiomers, and the
study of ‘‘physical interactions’’ in preformulation. If
the compounds are not miscible in the liquid state,
the DSC curve of the mixture is the addition of the
DSC curves of each compounds. Interaction is
observed in the solid state in case of formation of solid
solution or complex formation between components or
in the case of chemical reaction.

Polymorphism/Pseudopolymorphism
and Amorphous State

Polymorphism is the tendency of any substance to
crystallize into different crystalline states. The solid
forms of the same compound are called polymorphs
or crystalline modifications. On melting, they produce
the same liquid. Polymorphs show the same properties
in the liquid or gaseous state but they behave as differ-
ent substances in the solid state. The best known

example of polymorphism is carbon, which can exist
in the form of graphite or as a diamond.

The amorphous state characterizes crystallization in
a non-ordered, random system, related to the liquid
state. The name ‘‘glassy state’’ is given to amorphous
products that liquify by undergoing a glass transition.

The expression pseudopolymorphism applies to
hydrates and solvates.

Different solid phases that may occur during crys-
tallization or galenical processes are polymorphs,
amorphous phases, or solvates as the result of com-
pound formation with the solvent.[62–65]

A recent detailed review about thermal analysis of
polymorphs and pseudopolymorphs[66] listed more
than 300 drug substances presenting this behavior in
the literature. Polymorphism of excipients and their
thermal analysis has been reviewed in Ref.[67].

DSC gives not only temperature of events, but also
melting energies. The Burger’s rule and the energy dia-
grams[68–73] help considerably to approach the thermo-
dynamic equilibrium of a polymorphic system.

For each polymorph (single compound), there is a
solid–liquid equilibrium curve and a solid–gas equilib-
rium curve. The solid–gas curves meet at a point. If the
liquid–gas equilibrium curve meets the two solid–gas
curves after this point of intersection, there will be a
solid 1, solid 2 equilibrium curve and a reversible tran-
sition point 1$2 at a specific pressure. This is known
as enantiotropy. At the transition point, the free energy
of the two forms is the same.

The term monotropy applies in the case of an
irreversible transition from one form to another.
Monotropy is bound to the existence of metastable
thermodynamic forms. The liquid–gas curve crosses
the solid–gas curves for the two forms before their
point of intersection.

Knowing the relationship between the thermo-
dynamic quantities H (enthalpy), G (free energy), S
(entropy), and T (temperature), it is often simple to
represent equilibrium states by plotting the free energy
G as a function of the temperature for each form. If the
two curves intersect before the melting point, there is
reversibility, i.e., enantiotropy, and if the reverse is
true, there is monotropy.

The relationship between melting enthalpies of two
solid phases A and B and the heat of transition is:

DHt ¼ DHf
A � DHf

B

Figs. 6A and B illustrate the plots of the functions
G and H versus temperature (energy/temperature
diagrams) for each polymorph and for the liquid.
The thermodynamic reversibility of the solid transition
between two crystalline forms is characteristic of
enantiotropic systems. Each form has its thermo-
dynamic stability range. The lower melting form is
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stable in the temperature range below the transition
point; the higher melting form is stable in the tempera-
ture range above the transition point. In case of mon-
otropy only one form is stable whatever the
temperature range. The Burger’ rule is as follows in
the case of enantiotropy, the lower melting form has
the higher melting enthalpy and the transition into
the high melting form by heating is endothermic; in
the case of monotropy, the thermodynamic stable form
is the higher melting form with the higher melting
enthalpy. The transformation of the unstable form into
the stable form is exothermic.

Because of kinetic factors, metastable forms are
encountered in temperature ranges outside the ther-
modynamic range. Crystallization processes generally
imply the cooling of concentrated solutions or precipi-
tation by addition of cosolvent. Depending on the rela-
tive positions of the solubility curves of the metastable
polymorphic forms and the metastable curve of super-
saturation, the first nucleous can be a metastable form.
Transformation to the stable crystalline form may or
may not occur, depending on kinetic factor. Furthermore
solvates exist at lower temperatures and their presence
should be considered and finally due to the humidity of
the air or from water activity of the solvents, hydrates
may be formed. Polymorphism of solvates and hydrates
is not uncommon. This phenomenon of concomittant
polymorphs has been recently reviewed.[74]

Fig. 7 illustrates the behavior of polymorphs A and
B in case of enantiotropy (Fig. 7A) and monotropy
(Fig. 7B) during heating. For all analysis where a
temperature change is involved, kinetic factors have to
be considered for proper interpretation of the results.
The DSC scans will differ if the sample being analyzed
is stable or metastable at ambient temperature. A is the
stable form at ambient temperature in both cases.

In the case of enantiotropy (Fig. 7A), only the form
A should be encountered below the transition point
and the behavior upon heating is illustrated by the
DSC scan 1, the endothermic transition A () B
should be observed followed by the melting peak of
the form B. For kinetic reasons, e.g., in case of too
quick heating rate, the transition A () B does not
occur and form A melts. Then two possibilities may
be found: no other signal occurs (DSC scan 2) or an
exothermic crystallization of B from the melt occurs
and later on, the melting peak of B is observed (DSC
scan 3). If the metastable form B occurs below the
transition, upon heating it can be transformed into A
with an exothermic transition (DSC scan 4); thereafter,
the form A transforms into the form B according to
scan 1 or scan 2). Finally (scan 5), the metastable form
B can melt without any transformation.

In the case of monotropy (Fig. 7B) only the form
A should exist and the DSC scan should show the
melting peak of the stable form A (scan 1). If the meta-
stable form B is heated, then scan 2 or 3 may be
observed: the form B transforms exothermically into
the stable form A (scan 2) or the form B melts and
the stable form A grows from the melt and its melting
peak is observed.

In the case of racemate, the situation is more com-
plex since one racemate polymorph can be a true
racemate and the other one a conglomerate[72,73] and
one has to consider additional solid phase transitions
such as peritectoids and eutectoids, which are not
polymorphic transitions.[75]

Very often some substances have two melting
points separated by an exotherm. Such a DSC scan
can correspond to a monotropy or to an enantiotropy.
The sample may be a pure form or a mixture. Using
different heating rates and tempering in DSC, one

A

Temperature Temperature

A
A

B
B

Energy (G, H)
B

Energy (G, H)

∆Ht

HL

HL

Tt Tf.A Tf.B Tf.ATf.B

HB HB
HA HA

GB
GB

GA

GA
GL GL

∆Hf,A

∆Hf,A

∆Hf,B

∆Hf,B

Fig. 6 Energy diagrams showing plots of enthalpy H and Gibbs free energy G, against temperature T, for the solid and liquid
phases of a single compound, showing (A) enantiotropy and (B) monotropy.

3734 Thermal Analysis of Drugs and Drug Products



Te
ch

no
lo

gy
–

To
ol

in
g

may be able to measure melting points and melting
enthalpies and to use the Burger’ rule.

The TG curve is extremely valuable for preventing
misinterpretations. McCauley[76] describes the DSC
curve of phthalylsulfathiazole, which presents such a
DSC curve with two endothermic peaks separated
by an exothermic peak. The TG curve demonstrates
a strong decomposition during the first melting.

The resulting degradation product then recrystallizes
and melts at higher temperatures. We observed such
an effect for aspartam[12] and for a malonate salt,
which decomposed in the corresponding base.[11] If
an isomerization takes place, then only the analytical
data of the product obtained allow us to have an accu-
rate interpretation.

These curves illustrate the complex transitions that
may occur when heating or cooling polymorphs.
Therefore, combined techniques are very useful for
complete interpretation of observations given by
DSC as emphazised in Ref.[53]. Fig. 8 illustrates a
reversible enantiotropic transition followed by DSC
and by temperature-resolved X-ray diffraction of a
purine derivative. For this substance six crystalline
forms were found. The Burger’s rule as well as the
study of the supersaturated solutions and the use of
combined techniques allowed us to find out that the
form of Fig. 8 was the stable form below the transition
point. All other forms were monotrops to this form.[77]

Table 5 deals with the example of a benzisoquino-
line hydrochloride for which both forms presented a
melting that was followed by decomposition. No
change was observed by slow heating rate. Since the
melting enthalpies differed only by 10%, the proper
interpretation needed the verification of the hypo-
thesis: enantiotropic transition. The analysis of the
insoluble solid in the equilibration of both forms in
alcohols (solvent mediated transition) showed that
form A is always obtained, what confirmed the
observation of the Burger’s rule.

Amorphous State

If a physical property of a crystalline substance is
plotted against temperature, a sharp discontinuity
occurs at the melting point. For amorphous sub-
stances, there is no melting point, and a change of
slope occurs at the so-called glass transition tempera-
ture Tg. The glass transition is characterized by a
change of heat capacity. Below this temperature, the
amorphous phase has certain properties of a crystalline
solid (e.g., plastic deformation) and is termed ‘‘glassy.’’
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Fig. 7 Possible DSC curves for two polymorphs: (A) Enan-
tiotropy A (()) B, B is the highest melting form, A is the

stable form below the transition point. (B) Monotropy
B ! A, A is the highest melting form. (For explanations of
the scans, see text.)

Table 5 Study of two polymorphs with unique melting

curve

Property

Crystalline

form A

Crystalline

form B

Melting point �C 304 311

Melting enthalpy

in kcal/mol

12 11

Water uptake after
1 day 92% RH

0% 3.2% (Hydrate)

Transformation in alcohols A B ! A
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Above this temperature, the substance retains some of
the properties of a liquid, e.g., molecular mobility, and
is termed ‘‘rubbery.’’ Above this temperature, the
increase in molecular mobility facilitates spontaneous
crystallization into the crystalline form with an exo-
thermic enthalpy change after the glass transition.
The use of amorphous forms is attractive, particularly
for sparingly soluble compounds because of the
enhanced solubility and dissolution rate over the
crystalline state leading to increased bioavailability.
However, the amorphous state is thermodynamically
unstable. The glass transition temperature Tg is low-
ered by water or other additives, facilitating conversion

to the rubbery state and hence facilitating crystalliza-
tion.[78] Since it may be interesting to maintain the
amorphous state, the temperature of the glass tran-
sition and its behavior should be characterized. DSC
and modulated DSC are commonly used. Hancock
and Zografi studied intensively the amorphous state
of drug substances and used the relaxation energy at
the glass transition as well as the dependency of the
heating rate for the study of the ‘‘fragility’’ of the
amorphous state.[79–81] Depending on the temperature,
the isothermal crystallization in one or the other poly-
morphic form may be favored as demonstrated for
amorphous indomethacine.[82]

Fig. 8 Reversible transition in a purine derivative studied by DSC and temperature-resolved X-ray powder diffraction. (From
Ref.[66].)
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The study of the amorphous state (for drug sub-
stances and also for excipients) is based upon the
changes observed in the glass transition. Fig. 9 shows
the influence of the heating rate for the determination
of the glass transition by DSC for the polymeric excipi-
ent Carbopol 974. It is classical to perform a first run
for the elimination of water and relaxation energy
and to determine the glass transition temperature Tg

of the pure compound, if no degradation occurs during
the first run. However, this procedure is not valid if it is
desirable to study the role of the matrix.

When the amorphous material does not transform
into the crystalline material, the measurement of the
melting peak allows to determine the degree of crystal-
linity of mixtures by comparing its value with the
melting enthalpy of a pure crystalline material. If
the amorphous sample crystallizes upon heating, then
the crystallization peak may be used for the determi-
nation of the amorphous content. Such an example is
given in Fig. 10. In this case itwas possible to attain
a limit of detection of 1%.

Pseudo-polymorphism

In the case of solvates, binary phase diagrams of
temperature versus concentration of the solvent (or
water) at a given pressure are useful for the under-
standing of the phase transitions. The characterization
of solvates and hydrates need the use of both DSC and
TG. Desolvatation can be complex: melting of the
solvate followed by exothermic recrystallization into
the anhydrous form or solid-state transformation with

evaporation and possibly further endothermic or exo-
thermic events corresponding to a cascade of phase tran-
sitions. In such complex situations, combined techniques
TG-IR or TG-MS and temperature-resolved X-ray
diffraction are extremely helpful since the identity of the
volatile component or of possible volatile decomposition
product can be identified on line.[53,66] In case of hydrates,
water sorption–desorption isotherms as well as the X-ray
diffraction in humid chambers are needed.[53,83]

The DSC, TG curves of solvates and hydrates are
related to the phase diagrams between substance and
solvent (or water). Eutectic are observed.[84] Fusion
or decomposition of the solvate may occur during
heating. Therefore, one may observe the melting of
the solvate followed by recrystallization into the anhy-
drous form or the endothermic desolvatation in the
solid state. In certain cases both phenomena may over-
lapp. Details about experimental factors and examples
can be found in Ref.[66]. If the anhydrous form is
metastable, further phase transitions follow the desol-
vatation. If several solvates or hydrates exist, the
transitions observed depend on the pressure, as
demonstrated by Soustelle[85] in the case of copper
sulfate pentahydrate. Depending on the pressure, the
direct dehydration into the anhydrous or the dehy-
dration via the monohydrate, or the three dehydration
steps trihydrate, monohydrate and anhydrous forms
may be obtained. Hydrates have been the subject of
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Fig. 9 Quality control of excipients by using the glass tran-
sition. Example of Carbopol 974 P. Second DSC run in order
to eliminate water and relaxation: Influence of the heating rate.
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Fig. 10 Determination of amorphous content by DSC at
20 K min�1. 1) Crystalline sample, 2) amorphous sample, 3)

exotherm of a sample containing 4% amorphous as calcu-
lated by DSC. Calculation of the limit of detection by
peak/noise ratio.
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several reviews.[86,87] Polymorphism of hydrates[88] is
also frequent. Fig. 11 shows the case for a drug sub-
stance with polymorphic behavior of the trihydrate.
The anhydrous form shows a dual melting (enantio-
tropy). This form was very hygroscopic and trans-
formed into the trihydrate HI at room temperature.
The DSC scan of this trihydrate shows a dehydration
peak in solid state, followed by the same scan as on
the original anhydrous form. After storage for several
months in a tropical climate (30�C/75% RH), a second
trihydrate HII is obtained. The same trihydrate HII is
also obtained by crystallization in water or after equi-
libration of the original anhydrous form with saturated
aqueous solution. The DSC scan of this trihydrate
differs from the first one because the dehydration gives
rise to a new anhydrous form. This interpretation was
confirmed by X-ray Guinier de Wolff diagrams, purity
analysis, Karl Fischer, and TG.[10,66]

Often the solvates (hydrates) are not detected since,
according the corresponding phase diagram, at ambi-
ent temperature, they can be partly or completely
dissociated. Suspensions of hydrates in water should
shift the equilibrium toward the formation of the stable
hydrated form. The ability of DSC measurements at
subambient temperatures allow to determine phase
transitions. Giron et al.[89] proposed to use the melting
peak of freezable water for the analysis of suspensions
of drug substances in water in combination with TG
for the determination of the number of molecules of
water bounded as hydrates.

Study of Transition: Kinetics

Since transitions may occur during milling, processing,
and aging, thermal methods are widely used for the
kinetic study of all transformations. The purpose of
any kinetic study is to obtain information concerning
the reaction mechanism through comparison of a series
of measured fractions converted versus time. Most
mechanisms in solid state are a nucleation period, a
growth zone, and an unreacted core. For phase transitions
of polymorphs and pseudopoymorphs, only heterogene
kinetic applies (at least two modifications or two phases
and a gaz). In heterogene kinetic a great number of factors
should be considered as temperature gradient in the
sample, particle size, activation, nucleus, or diffusion.

A summary of current kinetic methods used with
thermal analysis techniques can be found in Ref.[66].

Microcalorimetric Techniques

Solution calorimetry allows us to investigate processes
that involve enthalpy changes. Adiabatic microcalorim-
eters and isoperibol calorimeters used in batch
modes or flow modes allow for the precise determi-
nation of the heat of solution. Mixing the reactants is
accomplished by breaking a bulk allowing reactants
to mix or by special chambers where the reactants
are mixed together.

If a compound exists in two or more different crystal-
line or amorphous configurations with different lattice
energies, the heating solution in any given solvent will
differ. The difference in the heats of solution will be equal
to the difference in lattice energy of the solids, provided
that the solid compounds are identical chemically. For
example, we measured the energy of solution in water
of the two modifications of a drug substance. The differ-
ence of 9.7 kJ mol�1 was found very close to the differ-
ence of the melting energies of 9.1 kJ mol�1 measured
by DSC.[53] However, the DSC information is superior
since the temperatures of melting of both forms are
measurable. Since the lower melting form had a lower
melting energy, it was the stable form and both forms
were enantiotropically related. For review see Ref.[66].

Byström[90] developed a technique in order to deter-
mine the crystallinity of drug substances by isothermal
microcalorimetry. Considering that micronization intro-
duces amorphous regions not measurable by X-ray
diffraction, the method should be an analytical tool for
analyzing batch-to-batch quality. The principle of the
measurement lies in the transformation of the amorphous
state in the crystalline one at high humidity levels. The
amorphous substance adsorbs water and the glass tran-
sition is lowered, permitting the acceleration of the crys-
tallization. The energy evolved is measured in function
of time by isothermal microcalorimetry. Results were
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Fig. 11 Polymorphism of a trihydrate. (From Ref.[10].)
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found comparable with X-ray diffraction but a quite
lower limit of detection is possible (better than 1%).[53,91,92]

DSC Purity Analysis

The basis of any calorimetric purity method is the
relationship between the melting depression of a sub-
stance and the level of impurities according to van’t
Hoff’s law. The purity is readily calculated from the
DSC curve of a single melting event of a few milli-
grams of the substance, without the need for reference
standard of the drug substance and its impurities.

The DSC impurity analysis is described in USP.
With modern equipment including robotic systems
and data aquisition, the DSC purity analysis is a state-
of-the-art technique for pharmaceutical development.

The determination of purity by means of DSC is
based on the assumption that impurities depress the
melting point of a pure material according to the eutec-
tic phase diagram behavior.

Fig. 12 shows the phase diagram for the two compo-
nent mixture with the so-called eutectic point. At the
eutectic point E (e.g., 40% A, 60% B), the crystals A
and B melt together at the temperature TE, below the
melting temperature of the pure compounds. If a mix-
ture of A and B (containing, e.g., 90% A) is heated, the
melting of eutectic mixture (which is 40% in A) is
observed initially, until all of B is melted. During the
melting of the eutectic (40% A, 60% B) a part of A
is melted with B, with the corresponding amount
2/3 � 10% of A, i.e., 6.66% of A.

Then as the temperature increases, pure A melts
between TE and Tm. Tm is the temperature at the end
of the melting. For the corresponding DSC curve, an
endotherm at the eutectic temperature is observed,
then the melting of crystals A occurs. The effect of
impurity on the DSC curve is a melting depression
and a broadening of the melting curve (Fig. 13).

The amount of impurities is calculated from the
melting-point depression DT ¼ T0 � Tm.

The van’t Hoff’s law for diluted solutions is

x ¼ ð�DT DHfÞ
RT2

0

where x is the mole fraction of impurities, DT the melt-
ing point depression, DHf the melting point of pure
material, Tm the melting of the analyte, T0 the melting
point of the pure compound, and R the gas constant.

The DSC procedure does not directly measure DT,
but can be used to calculate it from the melting curve.
At the eutectic point, all of B is in the liquid phase.
During the melting of A after the eutectic point the
concentration of B varies in the liquid phase. This
causes the broadening of the DSC curve. With no solid

solution formation, the concentration of impurity in
the liquid phase at any temperature during the melting
is inversely proportional to the fraction melted at that
temperature, and the melting-point depression is
directly proportional to the mole fraction of impurity.
A plot of the observed analyte temperature Ti vs. the
reciprocal of the fraction melted 1/Fi at temperature
Ti should yield a straight line with the slope equal to
the melting-point depression (T0 � Tm). The theoreti-
cal melting point of the pure compound T0 is obtained
by extrapolation to 1/Fi ¼ 0:

Ti ¼ T0 �
RT2

0 ð1=FiÞ
DHf

x

This relation may be expressed as

Ti ¼ T0 � DTð1=FiÞ

Substituting the experimentally obtained values for
DT, DHf, and T0 in the first equation yields the mole
fraction of the total eutectic impurities, which, when
multiplied by 100, gives the mole percentage of total
eutectic impurities.
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Fig. 13 Broadening effect of the melting curve of b-hydroxy-
propyltheophylline due to impurities. PSA ¼ phase solubility
analysis. All batches have the same TLC purity results. (From
Ref.[6].)
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Fig. 12 Binary phase diagram with eutectic, and DSC curve
of the composition x2.
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The temperature of each point Ti is the sample
temperature, not the programmed temperature. Due to
the thermal lag, a correction depending on the instru-
ment has to be done for each point.

The melting curve is divided into small portions and
each area Si is calculated. The melted fraction Fi,

Fi ¼
Si

Stotal

is calculated for each point and the curve Ti is plotted
as a function of 1/Fi, where Ti is the temperature at
fraction Fi (Fig. 14). The slope DT and the ordinate
T0 can be calculated.

Partly because of the lack of the eutectic-point
detection, the curve is not a straight line, and a correc-
tion factor K must be added to each fraction of the
curve. Formation of solid solution or artefacts during
melting may also be responsible.

Fi ¼
Si þ K

Stotal þ K

Software from manufacturers mostly use iterative line-
arization, which gives the best value of K. Characteris-
tics of this determination are as follows:

� Impurities are measured, which have an eutectic
behavior (i.e., solubles in the liquid phase and inso-
lubles in the solid phase).

� The sum of impurities should be �2%.
� The result is expressed in mol % without knowledge

of impurities.
� Pure material is not needed.
� Small amounts (1–2 mg or less) of material are used.
� If decomposition occurs during melting, it can give

erroneous results.
� The purity results are obtained after less than 1 h.

The influence of products parameters and instru-
ment parameters have been discussed in detail by
Giron and Goldbronn,[93] who proposed a validation
scheme for DSC purity method. The authors showed
the advantage of the method as support to chromato-
graphic techniques, for the monitoring of purification
for the study of stability behavior of raw materials
under stress conditions, for establishing purity profiles.
Fig. 15 shows the DSC scans corresponding to a
stability screening of a drug substance sensitive to
moisture.

Enantiomers

Enantiomers are stereoisomers, which are mirror
images of eath another. An equimolecular mixture of
two enantiomers is called a racemate. Crystalline race-
mates occur in three different types. The first is termed
a conglomerate, that is, a mechanical mixture of crys-
tals of pure enantiomers that is formed from two solid
phases. The most common type is the racemic com-
pound, which consists only of one crystalline phase
in which the two enantiomers are present in equal
quantities. The third type is the pseudoracemate in
which a solid solution of the two enantiomers is
present.
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Fig. 14 Purity calculations by DSC.
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Fig. 15 Stability screening. Example of DSC purity results

obtained for a drug substance sensitive to moisture. From
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stored under humid conditions at 50�C (purity 99.7%), sam-
ple stored under humid conditions at 80�C (purity 99.1%).
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Conglomerates that are equimolecular mixtures of
two crystalline enantiomers are easily separated by
cristallization. There are two phases in the solid state
and only one phase in the liquid state (miscibility).
The equation of Schröder–Van Laar in its simplified
form correlates the composition of mixtures to the
end of fusion Tf:

ln x ¼ DHf
A

R

1

T f
A

� 1

T f

� �

where x is the mole fraction of the more abundant
enantiomer (0.5 � x � 1) of a mixture that melts at
Tf (in K). DH f

A and T f
A are respectively the enthalpy

of fusion and the melting point of the pure enantio-
mers, and R is the gas constant.

Racemic compounds, or true racemates, exhibit two
eutectic points each between the pure enantiomer and
the racemic compound. The shape of the DSC dia-
grams can vary, depending on the relative positions
of temperatures of eutectics and racemic compound
and on the composition of the eutectics (Figs. 16B
and C). In the case of Fig. 16C it is difficult to distinguish
by DSC a racemic compound from a conglomerate.
Other methods as IR or X-ray are suitable for proper
interpretation. For example, propanol hydrochloride
has been described as conglomerate[94] or as racemate
compound.[95]

The equation of Schröder–Van Laar, which permits
the calculation of the liquidus curve, may be applied to
the point of the liquidus between the pure enantiomers
and the corresponding eutectics (Tf

AER and Tf
AES. For

the part ERRES, the equation of Prigogine and Defay
applies:

ln 4xð1 � xÞ ¼ 2DH �f
R

R

1

T f
R

� 1

T f

� �

where x represents the mole fraction of the enantiomer
in the mixture that melts at T f and DH f

R and T f
R are

respectively the enthalpy of fusion and the melting
point of the racemic compound. Polymorphism can
occur for the racemic compound and the enantiomers.

Phase diagrams with monotropic transformation or
enantiotropic transformation have been discussed.[74,75]

Quite interesting is the transformation of the racemic
compound into a conglomerate since this phenomenon
can be used for purification via crystallization, as
described for nimodipine.[96] DSC is applied for the
establishment of phase diagrams, for the determination
of thermodynamic data,[97] for the purity determi-
nation, or for the monitoring of industrial resolutions.
For the establishment of phase diagrams it is suitable
to add spectroscopic or crystallographic methods.[98]

Two methods can be used for the purity determi-
nation: the direct method or the indirect method.[74]

The direct method is applied for mixtures when the
phase diagram is established using Schröder–Van Laar
or Prigogine–Defay equation. For enantiomers of high
purity (>95%) the general DSC purity method for
eutectic impurities is applicable. The same limitations
remain (polymorphism, degradation, during melting).
The method gives the sum of impurities without differ-
entiation of the type of impurity. For purity >95% the
same results have been obtained using the indirect and
the direct methods.[99,100]

Conglomerates are easy to purify by crystallization
or by the entrainment technique described by Jacques
et al.,[74] which involves introducing seed crystals of
the desired enantiomer into a cooling saturated solu-
tion of the racemic mixture. According to these
authors, conglomerate formation is observed three
times, more frequently with salts. Therefore it is advan-
tageous to compare the behavior of salts forms. On the
other hand, for a synthesis in several steps, it is useful
to study the behavior of each step in order to choose
the step exhibiting a conglomerate behavior resulting
in an efficient enantiomeric resolution. In the case of
racemic compound, the entrainment technique can be
used in those cases where the eutectics are situated very
close to the racemate.This underscores the value of sys-
tematic searches for derivatives that form conglomer-
ates or at least racemic compounds whose eutectics
are close to that of the racemate.

Another further way of purification is the formation
of diastereomeric salts. However, partial solid solution
are often observed and it is difficult to achieve high
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Fig. 16 Phase diagrams for enantiomers: (A) conglomerate, (B) and (C) racemic compound, (D) solid solution.
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purity. Resolution via diastereomeric salt formation
based on a part of the DSC curve has been discussed.[101]

The change from racemates to enantiomers has
implication in the galenical formulations. Propanolol-
base enantiomer has a better skin permeation than
racemate, what was explained by a lowering of the
melting point.[102] The stereospecific preformulation
of ibuprofen has also been discussed. The theoretical
phase diagram has been calculated from the DSC
curves of the (þ) enantiomer and of the racemate
by using the equations of Schröder–Van Laar and
Prigogine–Defay equations. Experimental data con-
firm the calculated data.[103,104] The low melting point
of the enantiomer may have implications of the phar-
maceutical process. Relationships between physical
properties and crystal structures of chiral drugs have
been discussed.[105]

APPLICATION OF THERMAL TECHNIQUES FOR
THE DRUG PRODUCT: PREFORMULATION,
PROCESSING, AND AGING

The preformulation includes the choice of the salt form
and of the polymorph of the drug substance. Melting
points, solubilities, dissolution, hygroscopicity, sta-
bility, feasibility, processability, and polymorphic behav-
ior have to be considered. The second step is to study the
behavior of the drug substance with excipients.[106]

Excipients

The use of thermal analysis techniques for pharma-
ceuticals implies the knowledge of the thermal behavior
of the excipients. A great number of publications deal
with polymorphic behavior of excipients and especially
with the amorphous forms as prerequisite knowledge
for freeze drying and milling processes.

Lactose exists in two isomeric forms a and b. It is
possible to obtain the a-monhydrate, anhydrous
crystalline a and b forms, as well as an amorphous
form. Thepharmaceutical properties of these various
types are different. The hardness of tablets obtained
using amorphous lactose produced by lyophilization
is 10 times that obtained using crystalline forms.
During milling, it has been observed that the mono-
hydrate loses part of its water of crystallization and
of its crystallinity. Heat treatment of different lactoses
has permitted the discovery of an anhydrous, unstable
a form and a crystal containing a and b in the ratio
1 : 1. Under the influence of high degrees of humidity,
amorphous lactose crystallizes and anhydrous forms
tend to reconvert to the monohydrate.[67,107,108]

The thermal analysis studies of different forms of
sorbitol, mannitol, glucose, magnesium stearate are
reviewed in Ref.[67]. Mono-, di-, and trihydrate of mag-
nesium stearate as well as the amorphous form may
be found. According to Wada and Matsubyara[109]

thermal analysis is the most appropriate method for
characterization of magnesium stearate.

Thermal analysis are widely used for polymers and
copolymers analysis.[4] Glass transitions, melting, and
decomposition processes are analyzed. Since the glass
transition temperature Tg is marked by changes in
the thermal capacity, expansion coefficient, and rigid-
ity, TMA technique as well as DSC may be used. Tg

increases with molecular mass up to certain values.
Plasticizers and water depress this temperature. Ther-
mal stability and influence of antioxidants and fillers
may be analyzed by TG or DSC, under oxygen.

The compatibility of polymers in blends is tested by
comparing DSC curves of the components. Immiscible
crystalline blends such as polyethylene–polypropylene
show the DSC peaks of polyethylene and poly-
propylene. Immiscible amorphous blends exhibit two
glass transitions; in miscible blends a new glass point
is observed. Partially miscible blends have two glass
points situated between the glass points of each poly-
mer. Different equations such as Gordon–Taylor
express the relation between the new glass transition
Tg and the glass transition points Tg1 and Tg2 of com-
ponents. W1 and W2 are the weight fractions and K is
the ratio DCp2/DCp1.

Tg ¼ W1Tg1 þ KW2Tg2=W1 þ KW2

The polymers mostly used in pharmaceutical pack-
aging are polyethylene, polypropylene, PVC, poly-
amide, polystyrol, nylon, cellulose acetate, polyethylene
terephthtalate, and blends thereof. Copolymers and
rubbers are also used. The DSC melting curve of poly-
ethylene used for packaging purposes is characteristic.
Low- and high-density polyethylene are differentiated
by their melting points.[110] Melting point and density
of polyethylene are linearily correlated.[111] Crystal-
linity may be determined as described above for
amorphous state.

Polyethylene glycols (PEG) have been intensively
characterized by thermal analytic methods. The melt-
ing points of PEG increase with the molecular weight
and decreases with the content of water as a result of
eutectic formation.[10] Corrigan[112] studied the differ-
ent DSC peaks of PEG: Once folded chain crystals
and extended chain crystals are present in PEG 6000,
which results in two DSC peaks. In PEG of higher
molecular mass, only folded chain crystals are present.
Lower molecular mass PEG contain only extended
chain crystals. Craig reviewed the thermal studies of
PEG, including properties in aqueous solutions.[113,114]

3742 Thermal Analysis of Drugs and Drug Products



Te
ch

no
lo

gy
–

To
ol

in
g

Phase diagram of PEG 4000 was recently discussed.[115]

Higher molecular mass PEG are generally used in solid
dispersion systems and their melting behavior is relevant
for the temperature of galenical preparation.[5,116]

Glass transitions of polyvinylpyrrolidones of differ-
ent molecular weight may be used as identity.[10,117]

Water depresses the glass transitions and effects the
physical properties of polyvinylpyrrolidone, as demon-
strated by Tan and Challa.[118]

A large number of cellulose derivatives have been
studied for food as well as for pharmaceutical applica-
tions.[119–122] The measurement of the glass transition
is often difficult due to the broad endotherm of
dehydration of water. Fig. 17 shows the effect of water
on the depression of the glass transition of hydroxy-
propyl methylcellulose HPMC4000.

Film coating processes need the knowledge of
the glass transitions for a proper film. Ethylcellulose,
cellulose phthalate, polyvinylalcohols, polymethyl
methacrylates have been studied and the critical param-
eters for film formation discussed.[123–125]

Polysaccharides and water interaction are especially
studied for their use in spray-dried products in food
and in biotechnology.[126–128]

Biodegradable polymers can be crystalline or
amorphous. Poly-L-lactic and D,L-polyactic acids have
been studied by Pitt and Gu.[129] Fig. 18 deals with
the second run of poly-L-lactic acid after quenching.
The glass transition is followed by crystallization, the
melting of the crystalline form. Aging and crystallinity
of biodegradable polymers have been studied by
Akktar et al.[130] TG is useful for the determination of
the entrapped solvent (often methylene chloride) and
of moisture.[5,10] Microspheres containing biodegrad-
able polymers are intensely analyzed by thermal
analysis techniques allowing both the glass transition
point of the polymer and the physico-characterization

of the drug substance to be analyzed; thermal techni-
ques generally with electron microscopy are used for
the optimization of the drug loading and of the pro-
cess.[131] The physical aging of the polymer can be
assessed in DSC by the amplitude associated with the
glass transition of the matrix. This relaxation energy
increases with aging. Rosilio studied the progesterone
poly(D,L-lactide-co-glycolide) microspheres. Aging acts
on the solid state of the drug substance loaded. Different
polymorphs are obtained, depending on the copolymer
composition.[132]

Phase Diagrams

The thermodynamic phase diagrams are the basis for
understanding DSC curves of formulation: eutectics,
solid solutions, eutectics with partial solid solutions,
and compound formation with congruent or incongru-
ent melting. Fig. 19 exemplifies the building of the
phase diagram of propyphenazone and butesamide,
using the DSC curves. In order to save the number
of DSC scans, theoretical curves can be added.[133]

Such phase diagram was performed between a drug
substance and stearic acid: no formation of the salt
was observed.[12] Recently thermal analysis has been
used for the complex phase diagram of propanol/oleic
acid for which the salt and a mesomorphic phase have
been found.[134]

DSC was proposed for compatibility studies com-
paring DSC curves of components and mixtures.
Unfortunately some misinterpetation may occur. DSC
curves can only reflect physical behavior. The forma-
tion of eutectic is not an incompatibility. Furthermore,
water generally is not present in the mixtures at the
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Fig. 18 DSC curve of L-polylactic acid after quenching from
the melt. (From Ref.[10].)
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temperatures of the melting peaks. Giron[9] performed
the DSC curves of a drug substance and several excipi-
ents, the initial DSC curves of the mixtures and the
DSC curves of the mixtures after 1 month at 50�C/
<30% RH and 50�C/75% RH. Chromatography was
used for the chemical analysis of the drug. Fig. 20
shows the comparison of the DSC curves of the mix-
tures. The effect of the humidity on the degradation
is very striking: The drug substance is completely
decomposed with calcium sulfate, avicel, and stearic
acid. For talc and dicalcium phosphate, there is no
degradation. The observation of the initial DSC curves
for the five excipients would have wrongly given the
conclusion to the same compatibility.

For such compatibility studies, isothermal micro-
calorimetry has been suggested (e.g., Ref.[135]).

The DSC study of mixtures of drug and excipients is
very useful, for the information gained (e.g., if the
eutectic melts at ambient temperature). In other cases,
one may target interaction with excipients as it is the
case of solid dispersions, solid solutions, or complex
formation. The choice of the carrier defines the charac-
teristics of dissolution of the dispersed drug. Poorly
water-soluble active ingredients are combined with
water-soluble carriers in order to increase the dissolu-
tion of the active ingredient. A good water-soluble
drug combined with a slightly soluble carrier leads to
a retardation of drug release from the matrix. For
reviews on solid dispersions, see Refs.[5,136]. For
the development of solid dispersions, the method of

preparation, the type of systems, the dissolution
characteristics, and the aging problems should be
considered. DSC is appropriate for the study of solid
dispersions by comparing DSC curves of pure com-
pounds, of physical mixtures or melted mixtures to
the DSC curve of the solid dispersion. TG, X-Ray dif-
fraction, and hyphenated techniques are good comple-
ments. The transitions observed are those transitions
expected from the phase diagrams, or the amorphous
state with glass transition or very often new metastable
forms of drug substance as well as metastable forms of
excipients.

The phase diagram given in Fig. 21 for darodipine–
polyethylene glycol 6000 results from DSC experi-
ments carried out by two techniques.[10] The DSC of
physical mixtures obtained by grinding were scanned
just after the end of melting. After cooling a second
scan at 5 K min�1 was performed. In the second tech-
nique the mixtures were dissolved in methanol and
the solvent evaporated. With both techniques, the same
results were obtained.

The knowledge of the phase diagram allows the
choice of the temperature of the process. It can be suit-
able to choose higher loading than the eutectic compo-
sition. Once the solid dispersion manufactured and
milled, DSC is very advantageous for checking the
batch reproductibility or the stability behavior by the
measurement of the melting enthalpy of the eutectic.
For a solid dispersion with 40% darodipine, a standard
deviation of 1.4% for the melting point of the eutectic
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located at 58�C and 2.4% for the heat of eutectic of
27 cal g�1 was found.

PEG used for solid dispersion vary from molecular
weight 1000 to molecular weight 20,000. PEG of lower
molecular weight are liquid and therefore not suitable.
The quality mostly used are PEG 4000 and PEG 6000.
The composition of the eutectic of most drug sub-
stances lies in small concentration of drug substance.
Some monotectics (0% drug substance) have been
described. The highest amount of drug is obtained with
gluthetimide with an eutectic composition of 32%.[5]

Solid solutions: The drug and the carrier are
miscible in the solid state. Polyvinylpyrrolidones (PVP)
with different molecular weights dissolve drug sub-
stances such as diazepam[137] through hydrophobic
interactions. The disparition of the DSC peak of the
drug substance demonstrates the formation of the solid
solution.

Drug substance and carrier can be both in the
glassy state. Total miscibility, partial miscibility, or
total immiscibility has been observed. This type of
system is very sensitive to temperature and moisture
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Fig. 20 DSC curves of 10% drug substance with excipients: 1) Original curves; 2) curves after 1 month at 50�C/<30% RH; and
3) 50�C/75% RH. The initial DSC curves suggest an incompatibility only with mannitol and magnesium stearate. The DSC

curves (curves 3) after storage at 50�C/75% RH allow the differentiation of the excipients: degradation with stearic acid, calcium
sulfate dihydrate, and avicel.
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and crystallizations are often observed after long
storage.

New derivatives of starch, mainly cyclodextrins[138]

which forms inclusion compounds, are best carriers

for the monitoring of the dissolution characteristics
of the drug. These cyclic oligosaccharides contain six
(a-CyD), seven (b-CyD), and eight (g-CyD) a-(1,4)-
linked glucose units. A great number of chemically
modified cyclodextrins have been manufactured in
the last decade. Complexes are formed through
inclusion in the cavity or through interactions with
chemical groups. In order to obtain complexation,
the compounds have to bind a complex first in solu-
tion. From the usual methods of preparation, kneading,
coprecipitation, freeze drying, or spray drying, often
the spray-drying technique gives the best results.

Giordano, Bruni, and Bettinetti[139] suggested a
method of calculation of the ratio guest/host. They per-
formed DSC analysis of dispersions of different compo-
sitions with an excess of the guest molecule. The
remaining energy in the melting peak of the guest mol-
ecule allows the calculation of the amount of free drug.
They plot this amount for different composition versus
the total guest fraction and compared the plot obtained
with the theoretical plots for ratios 1 : 1, 1 : 2, 1 : 3.

In most cases the DSC peak of the drug substance
disappears and no new peak is observed. With hydro-
cortisone butyrate,[140] a new peak corresponding to
the complex has been observed. For this drug, the
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complexation increases in the order a-CyD, b-CyD,
g-CyD, and dimethyl-b-CyD. Thermogravimetry analysis
has also been used.[141] The temperatures of vaporization,
sublimation, or degradation of the drugs are displaced to
higher temperatures, due to the complexation.

Analysis of the Drug Product

If the components are not miscible in the solid and the
liquid states, their DSC peaks remain unchanged. This
allows to identify components of the drug product, to
follow aging problems with polymorphism and in
favourable cases to quantify the drug substance and
the excipients.[20,142,143]

Fatty Acids and Glycerides Derivatives

Most fats and similar compounds show polymorphism
behavior, including fatty acids, fatty alcohols, ceto-
stearyl alcohols, glycerides, oils, hydrogenated or trans-
esterified oils, and suppositories.[144] This polymorphic
behavior is characterized by change of melting by
aging, giving rise to hardning effects of suppositories
and precipitations of liquid excipients that are complex
mixtures of glycerides. Examples of aging problems are
given in Ref.[10]. Fig. 22 is an example of the control of
the fractionation of a liquid excipent, using DSC. Aging
of the precirol excipient is demonstrated in Fig. 23. Sub
ambient DSC was also used for the preformulations of
microemulsions.[11–12] The solid fat index, calculated as
a percentage of the solid as function of the temperature,
is very valuable for the evaluation of suppositories.[145]

Analysis of the drug is also possible. Chemical reaction
was observed for aminophylline.[146] Since most fatty

acid derivatives are unsaturated, they are very sensitive
to oxidation. The oxidability and the influence of anti-
oxidants can be measured by DSC and TG, comparing
the starting of the degradation.[147]

Interaction with Water

The phase diagrams of drug substance and excipients
with water as well as the study of the temperature of
glass transition (Fig. 24) are the basis of the choice
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Fig. 24 Phase diagram of water and amorphous substance
during freeze drying.
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of the conditions of freeze-dried or spray-dried formu-
lations.[148–151] The lyophilizates are well characterized
by DSC and TG. The polymorphic behavior of all
components can be studied by thermal techniques.
For proteins, it is suitable to have excipients in the for-
mulation that remains amorphous. Trehalose was
found to be a very efficient lyoprotectant.[152]

Freezable water is determined by the measurement
of the melting peak of ice. This technique is currently
applied for creams, and gels.[153,154] Examples of the melt-
ing peak of freezable water are given in Fig. 25. Swelling
properties of modified release matrices and their inter-
action during dissolution have been studied.[155,156]

Monoglycerides–water systems have been character-
ized.[157] Three classes of phases (lamellar, cubic, and
hexagonal) have been determined. Water/oil systems
and their aging on the phase transitions have been
studied using DSC.[158,159] Thermogravimetry can be
successfully used additionally.[160]

Liposomes are multilayered vesicles consisting of
concentric bilayers of phospholipids interdispersed
with aqueous phases. In aqueous media, the phospho-
lipids undergo gel, liquid crystalline transitions easy to
detect by DSC. The study of the change of these transi-
tions, temperature, peak width, and energy allows to
characterize the hydrated phospholipid bilayers and
to study the liposome formation with drugs.[161–163]

Drug targeting studies with phospholipids membranes
have been proposed using DSC technique.[164]

CONCLUSIONS

Thermal analysis methods are widely used in all fields
of pharmaceutics. They are unique for the characteri-
zation of single compounds. The information corre-
lated with the thermodynamic phase diagrams is
extremely helpful for rational preformulation and
development of new delivery systems. Very rapid and
requiring only very small samples of material, these
methods are applicable in development and also in
production for quality control. The combination with
spectroscopic and crystallographic data will allow bet-
ter insight in complex phase changes behavior.
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42b. Kühnert-Brandstätter, M. Thermomicroscopy of Organic
Compounds in Comprehensive Analytical Chemistry;
Svehla, G., Ed.; Elsevier Publisher: Amsterdam, 1982;
XVI, 329–428.

43. Cooke, P.M. Chemical microscopy. Anal. Chem. 1996, 68,
333R–378R.

44. Vitez, I.M.; Newman, A.W.; Davidovich, M.; Kiesnowski,
C. The evolution of hot stage microscopy to aid solid-state
characterizations of pharmaceutical solids. Thermochim.
Acta 1998, 324, 187–196.
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Titrimetry

Vesa Virtanen
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Kuopio, Finland

DEFINITION OF TERMS

Titrimetry or titrimetric analysis is any method of
quantitative chemical analysis in which the amount
of a substance is determined by measuring the volume
that it occupies or the volume of a second substance
that is needed to react completely with the substance
being determined. Titration is a process of chemical
analysis in which the quantity of some constituents
of a sample is determined by adding to the measured
sample an exactly known quantity of another sub-
stance with which the desired constituent reacts in a
definite, known proportion. The reagent of exactly
known composition used in a titration is called a stan-
dard solution.

The goal of titration is the equivalence point, where
the addition of standard solution in an amount that is
chemically equivalent to the substance with which it
reacts. In fact, its position can be estimated only by
observing physical changes associated with it in the
solution. These changes manifest themselves at the
endpoint of the titration.

An indicator is a supplementary chemical compound
that exhibits a change in color as a result of concentration
changes occurring near the equivalence point.

PRECIPITATION TITRATIONS

In these titrations, the determination of the substance
is effected by precipitating it in the form of an ‘‘insolu-
ble’’ compound of known composition. The equiva-
lence point is reached when sufficient reagent to
complete precipitation has been added. In practice,
the insoluble reaction product formed will be very
slightly soluble and to an extent that depends on the
amount of solvent present as well as on the nature
and amounts of other ions and compounds present.

In the simplest general case of a slightly soluble salt
(AB) formed by the reaction of the oppositely charged
univalent anion (A�) and cation (Bþ) of two soluble salts:

A� þ Bþ ¼ AB and Kppn ¼ ½A��½Bþ�=½AB�

where Kppn is the precipitation constant. Assuming
that interferences are small enough to be neglected,

the concentration of the insoluble salt AB may be
regarded as being constant:

Kppn½AB� ¼ ½A��½Bþ� ¼ constant ¼ SAB

where the constant S is the solubility product. If the
solution is pure, equivalent concentrations of A�

and Bþ will be present, and therefore:

½A�� ¼ ½Bþ� or ½A��2 ¼ ½Bþ�2 ¼ SAB:

In this case, if the product [A�][Bþ] exceeds (SAB)0.5,
the solution is saturated with respect to AB, and this
substance separates as a precipitate.[1]

Titration Curves

Titration curves are based on the negative logarithm
(to the base 10) of the molar concentration of the
species; p-values or p-functions are useful for deducing
the properties required of an indicator as well as the
titration error that its use is likely to cause.

The general shape of a titration curve for the pre-
cipitation titration of a solution containing one anion,
Cl�, is shown in Fig. 1. Curves plotted from calculated
pX values are always symmetrical. A curve plotted
by using experimentally obtained values for [Cl�] is
not symmetrical. The lack of symmetry is due to those
ions that are being adsorbed in excess by the precipi-
tate in different amounts. This fact is not taken into
account in theoretical calculations. Accurate precipi-
tation titrimetry requires a long, steep AB section because
the length of AB depends on the initial concentrations of
the reactants and the value of the solubility product of
the compound precipitated. An increase in analyte and
reagent concentration enhances the change in pX in the
equivalence point region.

Precipitation titrations can be extended to mixtures
that form precipitates of different solubilities. The
titration curve in Fig. 2 for a chloride/iodide mixture
is a composite of the individual curves for the two
anionic species. Because silver iodide has a much lower
solubility than does silver chloride, the initial additions
of the reagent result exclusively in formation of iodide.
Thus, two equivalence points are evident.
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Endpoint Detection

The stoichiometric equivalence point should be
immediately detectable. This usually requires a large
change in some physical or chemical property of the
solution. This point in the reaction is often located
by means of a secondary system, which provides an
observable endpoint. This secondary system must be
reproducible, clearly identifiable, and ideally coinci-
dent with the stoichiometric equivalence point.
Because coincidence is not always achieved, the differ-
ence between the endpoint and the equivalence point
should be easily measurable. Often, so-called blank solu-
tion is used for this correction. A chemical indicator

produces a visually detectable change in the solution,
usually color or turbidity, or may form another
precipitate that has a distinctive color. The indicator
functions by reacting competitively with one of the
reactants or products of the titration and, therefore,
its concentration must be kept low, favoring an intense
color at the endpoint. For some determinations, an
electrochemical sensor provides an accurate way of
locating the equivalence point.

The formation of a second, highly colored precipi-
tate is the basis of the Mohr method of endpoint detec-
tion. Chloride and bromide ions are titrated with
standard silver nitrate using chromate ion as indicator,
the endpoint being indicated by the appearance of
brick-red silver chromate.[2]

Agþ þ Cl� ! AgCl ðsÞ
Agþ þ CrO4

2� ! Ag2CrO4 ðsÞ

Because silver chromate is more soluble, the Ksp value
(soluble product constant) of silver chromate is not
exceeded until the precipitation of Cl� is complete.
The endpoint can be corrected by using the Mohr
method to standardize the silver nitrate solution
against pure sodium chloride.

The Volhard method of endpoint detection involves
using Fe3þ ions as the indicator.[3] This procedure
requires a suitably acidic solution to prevent precipi-
tation of iron(III) as the hydrated oxide. It has the
disadvantage that it is useful only for the reaction:

SCN� þ Agþ $ AgSCN ðsÞ

After the first excess of thiocyanate ions is added, the
indicator reaction is:

Fe3þ þ SCN� $ FeðSCNÞ2þðredÞ

This means that to determine halide ion (except F�)
back titration is required. In this case, a measured
aliquot of standard silver nitrate solution is added to
the sample, and the excess silver ion is determined by
back-titration with a standard thiocyanate solution.

An adsorption indicator is typically an organic dye,
such as fluorescein and its derivatives. Most adsorption
indicators are weak acids. Their use is thus confined to
basic, neutral, or slightly acidic solutions in which the
indicator exists predominantly as the anion. Some
cationic adsorption indicators are suitable for titra-
tions in strongly acidic solutions. In this case, adsorp-
tion of the dye and coloration of the precipitate occur
if the precipitate particles possess a negative charge.

Because the total amount of ions in solution
decreases as the analyte is precipitated, the conduc-
tance of the solution must decrease. For an accurate

pA
g

Volume of AgNO3

I− +  CI− 

I−

Fig. 2 Titration curve of solution with iodide and chloride.

pX
A

Centre of AB

B

Equivalence point

Volume of AgNO3

Fig. 1 A theoretical precipitation titration curve.
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result, the plot of conductivity against volume of
titrant added has the characteristics shown in Fig. 3.
This technique is suitable for both dilute and concen-
trated solutions as well as for colored solutions.

The electromotoric force (emf) of a cell depends on
the ionic concentration of the solutions. To locate the
equivalence point, the variation in emf is monitored
as the concentration of the analyte changes. When
the measured emf is plotted against the total volume
of titrant added, the curve produced is similar to that
of a titration curve Fig. 4. This technique has all the
advantages of the conductometric method and gives
an experimental curve from which the endpoint can
be detected accurately.

Applications

Most applications of precipitation titrations are based
on the use of a standard silver nitrate solution and are
therefore sometimes called argentometric methods
(Table 1).

NEUTRALIZATION TITRATIONS

Acid–Base Equilibria

Aqueous solutions always contain hydronium ions
as well as hydroxide ions as a consequence of the
dissociation of water:

2H2O $ H3Oþ þ OH�

Certain solutes cause changes in the concentrations of
the two species, often with profound effect on the
chemical characteristics of the solution.

Application of the mass law to the dissociation
of water leads to Kw ¼ [H3Oþ][OH�], where Kw is
called the ion-product constant for water. At 25�C
the ion-product constant has the numerical value of
1.0 � 10�14 mole2/L2. In pure water, the concentra-
tions of hydronium and hydroxide ions are identical,
and pure water is neutral.

A useful relationship is obtained from the negative
logarithm of both sides of the ion-product constant
expression. Thus:

� log Kw ¼ � log½H3Oþ�½OH��
¼ � log½H3Oþ� � log½OH��

from which it follows that:

pKw ¼ � log Kw ¼ pH þ pOH

where pKw represents the negative logarithm of the
ion-product constant of water. At 25�C, pKw is 14;
that is, pH þ pOH ¼ 14.00.

C
on

du
ct

iv
ity

End-point and
equivalence point
identical

Volume of titrant added

Fig. 3 A conductivity curve for precipitation titration.

em
f

I− Br− Cl−

Volume of titrant added

Fig. 4 Titration curves for a mixture of halides.

Table 1 Typical applications of precipitation titrations

Analyte Titrant Endpoint detection

Cl�, Br�, I� Agþ Potentiometric

Cl�, Br�, I� Agþ Precipitate

Agþ SCN Fe(III), potentiometric

Cl�, Br� Hg(NO3)2 Precipitate

SO4
2�, MoO4

2� Pb(NO3)2 Precipitate
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Buffer Solutions

A buffer solution resists changes in pH as a result of
dilution or small additions of acids or bases. The most
effective buffer solutions contain high and approxi-
mately equal concentrations of a conjugate acid–base
pair. The resistance of buffer mixtures to pH is chan-
ged by adding acids or bases. The ability of a buffer
to prevent a significant change in pH is directly related
to the total concentration of the buffering species and
their concentration ratios. The buffer capacity of a
solution is defined as the number of equivalents of
strong acid or base needed to cause 1.00 L of the buffer
to undergo a 1.00-unit change in pH.[4]

Acid–Base Indicators

Endpoint detection in a neutralization titration is ordi-
narily based on the abrupt change in pH that occurs
near the equivalence point. A non-instrumental method
of pH measurement much used in simple titrations
uses indicators. These are generally organic dyes, or
weak acids or bases, that on dissociation or association
undergo internal structural changes at or near the
equivalence point of the neutralization, resulting in a
color change.

A list of some compounds possessing acid-base indi-
cator properties is shown in Table 2. Ethanol is the
common solvent for indicator solutions.

Titration curves of simple systems

When both reagent and analyte are strong, the net neu-
tralization reaction can be expressed as follows:

H3Oþ þ OH� ¼ 2H2O

The hydronium ions in an aqueous solution of a strong
acid derive from two sources: the reaction of the solute
with water and the dissociation of water itself.

Titration of a strong acid with a strong alkali starts
with pure acid in the start that is gradually diluted,
changing increasingly to a neutral salt until only neu-
tral salt remains at the equivalence point. Immediately
beyond the equivalence point, the amount of strong
alkali increases. The change in pH near the equivalence
point will be sharp and large. This may or may not be
at pH 7, depending on the degree of ionization of the
acid and base, that is, their strengths as acid or base.

Titration of a weak acid such as acetic acid against
strong base gives a titration curve as that shown in
Fig. 5. At first, partly ionized acid is present owing
to a pH too high for a strong acid. As neutralization
continues, more acid ionizes and mainly ionized acid
and salt are present. Therefore, the pH changes gradu-
ally; this is called the buffer effect. If a strong acid is
titrated with a weak base such as ammonia, the con-
verse occurs.

When a weak acid is titrated with a weak base, the
titration curve shows a continuously and gradually
changing pH with the addition of base. No region with
a sharp shift in pH is obtained for small additions of
titrant. If a sharp shift occurs, it is still less than 2
pH units and not detectable by indicators. On both
sides of the equivalence point, buffers are present,
and at the equivalence point, the pH depends on the
relative strengths of acid and base.

Table 2 Some acid–base indicators

Indicator pH range Color change

Cresol red 0.2–1.8 Red–yellow

Thymol blue 1.2–2.8 Red–yellow
8.0–9.6 Yellow–blue

Bromophenol blue 3.0–4.6 Yellow–blue

Methyl yellow 2.9–4.0 Red–yellow

Methyl orange 3.1–4.4 Red–orange

Congo red 3.0–5.0 Blue–red

Bromocresol green 3.8–5.4 Yellow–blue

Methyl red 4.2–6.3 Red–blue

Bromocresol purple 5.2–6.8 Yellow–purple

Bromothymol blue 6.0–7.6 Yellow–blue

Phenol red 6.8–8.4 Yellow–red

Cresol purple 7.6–9.2 Yellow–purple

Thymol blue 8.0–9.6 Yellow–blue

Phenolphthalein 8.3–10.0 Colorless–red

Thymolphthalein 9.3–10.5 Colorless–blue

Alizarin yellow GG 10–12 Colorless–yellow

12

10

8

6

4
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0

pH

Volume alkali added

Fig. 5 A weak acid-strong base titration curve.
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Titration curves of complex systems

Complex systems include solutions containing two
acids or bases, which contain or consume two or more
protons, and amphiprotic substances that act as both
acids and bases. A characteristic of all such systems
is that two or more equilibria must be considered in
describing their behavior. As a consequence, the tech-
niques for pH data derivation are often more complex
than for simple systems.

A titration curve for the titration of weak and strong
acids with strong base is shown in Fig. 6. The stronger
acid is neutralized first, along with some of the weaker
acid. As a result, a curve more sloping is obtained. The
sharp pH change of the strong acid is still obtained,
although the weaker acid interferes. After all the strong
acid has gone (point A), the weaker acid is titrated
(point B).

Compounds with two or more acidic or basic func-
tional groups will yield multiple endpoints in a
titration, provided the acidic or basic groups differ suf-
ficiently in strength. Computational techniques permit
the derivation of reasonably accurate theoretical
titration curves for polyprotic acids or bases, provided
the ratio K1/K2 is above 103. K1 and K2 are dis-
sociation constants. The titration curve of a dibasic
weak acid with NaOH resembles that shown in Fig. 6.

The derivation of a titration curve for a polyfunc-
tional base is similar to the previous one for acid.

Amphiprotic substance, when dissolved in a suitable
solvent, behaves both as a weak acid and as a weak
base. If either its acidic or its basic character predomi-
nates sufficiently, titration of the species with a strong
base or a strong acid may be feasible.

Applications in Aqueous Media

Several important elements that occur in organic and
biological systems are conveniently determined by

methods that involve an acid-base titration as the final
step. Generally, these elements are non-metallic such
as carbon, nitrogen, chlorine, bromine, sulfur, phos-
phorus, and fluorine. However, in addition, similar
methods exist for several less commonly encountered
species. In each case, the element is converted to an
inorganic acid or base that can be titrated.

Numerous inorganic species can be determined by
titration with strong acids or bases. For example,
ammonium salts are determined by conversion to
ammonia with strong base and distillation in the Kjeldahl
apparatus. Also, inorganic nitrates and nitrites can be
determined using Kjeldahl method[5] by reducing these
species to ammonium ion.

Carboxylic and sulfonic acid groups import acidity to
organic compounds. Most carboxylic acids and sulfuric
acids are readily dissolved in water, and their titration
with a base is straightforward. If solubility in water is
not sufficient, the acid can be dissolved in ethanol and
titrated with aqueous base. Aliphatic amines and many
saturated cyclic amines can be titrated directly with a
solution of a strong acid. Esters are determined by
saponification with a measured quantity of standard
base. The excess base is titrated with standard acid.

Many aldehydes and ketones can be assayed with
the aid of a solution of hydroxylamine hydrochloride.
The liberated hydrochloric acid is titrated with base.
The total salt content of a solution is determined by
converting the salt to an equivalent amount of an acid
or a base by passage through a column packed with an
ion-exchange resin and then titrated with either base or
acid, respectively.

Applications in Nonaqueous Media

Many useful titrations can be performed in glacial
acetic acid, which is used widely for the titration of
aromatic amines, amides, ureas, and other weak nitro-
gen bases. Direct titration of most amino acids with a
standard acid can be performed in glacial acetic acid.

Basic solvents such as ethylenediamine, dimethyl-
formamide, pyridine, and dimethylsulfoxide can be
used for acids that are too weak to be titrated in water.
Amine salts, inorganic salts, carboxylic acids, phenols,
and imides are soluble in ethylenediamine, where they
exhibit enhanced acidic characteristics.

Many sulfa drugs such as sulfanilamide, sulfathio-
zole, and sulfathalidine can be titrated in ethylene-
amine with tetrabutylammonium hydroxide. The
ability of dimethylformamide to dissolve salts, poly-
mers, and many organic compounds accounts for its
wide use as a titration solvent. Inert solvents such as
acetone can be used for titration of acids, acetonitrile
for both acids and bases, and ethyl acetate for
amines. A suitable non-aqueous medium such as methyl

pH

12

10

8

6

4

2

0
Volume alkali added
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Fig. 6 Titration of a mixture of a strong and a weak acid
with alkali.
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isobutyl ketone makes it possible to discriminate
among various mineral acids that are not leveled by
the solvent as they are in water.

OXIDATION–REDUCTION TITRATIONS

Equilibrium

Oxidation of a substance (element or a compound)
involves the loss of electrons. Conversely, reduction
of a substance involves the gain of electrons. Thus, in
oxidation–reduction system, electron transfer occurs.

In titration of iron(II) with cerium(IV):

Ce4þ þ Fe2þ $ Ce3þ þ Fe3þ

equilibrium is attained after each addition of titrant.
After the first addition of cerium(IV), all four species
will be present in the solution in amounts dictated by
the equilibrium constant of the reaction. At chemical
equilibrium of an oxidation–reduction system, the
electrode potentials E for the two half-reactions are
identica. Thus, at any point in the titration:

ECe4þ ¼ EFe3þ ¼ Esystem

If the solution contains a reversible oxidation–
reduction indicator as well, its potential must be the
same as that for the system:

EIn ¼ ECe4þ ¼ EFe3þ ¼ Esystem

Titration Curves

The potential of a system can be measured experimen-
tally by determining the emf of a suitable cell. Thus, for
the titration of iron(II) with cerium(IV), the cell is:

SCE
�

�jCe4þ; Ce3þ; Fe3þ; Fe2þjPt

The potential of the platinum electrode versus a satu-
rated calomel electrode (SCE) is determined by the
affinity of Fe3þ for electrons:

Fe3þ þ e ! Fe2þ

and that of Ce4þ:

Ce4þ þ e ! Ce3þ

In deriving Esystem data for a titration curve,
either ECe4þ or EFe3þ can be used. Short of the equiv-
alence point, the concentration of cerium(IV) is vanish-
ingly small. The concentrations of iron(II), iron(III),

and cerium(III) can be calculated from the amount
of titrant added.

Applying the Nernst equation for the iron(III)/
iron(II) couple gives a value for the potential of
the system directly. Using the couple cerium(IV)/
cerium(III) would give the same answer, but it would
first be necessary to calculate a value for the concen-
tration of cerium(IV), which in turn would require
evaluation of the equilibrium constant for the reaction.

As shown in Fig. 7 there is a rapid change in the
value of E as the titration is proceeded through the
endpoint. In fact, the titration curve has the same gen-
eral form as that of an acid–base titration. An exact
value for the endpoint can be calculated using the
Nernst equations for the half-reactions.

The shape of the curve for an oxidation–reduction
titration depends on the nature of the system under
consideration. The titration curve in Fig. 7 is symmetric
about the equivalence point because the molar ratio of
oxidant to reductant is equal to unity. An asymmetri-
cal curve results if the ratio differs from this value.
Solutions containing two oxidizing or reducing agents
yield titration curves containing two inflection points if
the standard potentials for the two species are different
by more than approximately 0.2 V. Fig. 8 shows
the titration curve for a mixture of iron(II) and
titanium(III) with cerium(IV). The first additions of
cerium are used by more readily oxidized titanium(III)
ion, thus, the first step in the titration curve corre-
sponds to titanium and the second to iron.

Oxidation–Reduction Indicators

Specific indicators owe their behavior to a reaction
with one of the participants in the titration. The best-
known specific indicator is starch, which forms a dark
blue complex with triiodide ion. Also, potassium
thiocyanate is used as a specific indicator, for example,
in titration of iron(III) with solutions of titanium(III)
sulfate.

E
 (

V
)

Volume titrant added

Fig. 7 Titration curve for iron(II) with cerium(IV).
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Oxidation–reduction indicators

A redox indicator is essentially a compound that has
oxidized and reduced forms with different, and pre-
ferably intense, colors (Table 3). The half-reaction
responsible for color change in a typical oxidation–
reduction indicator can be written as:

IndicatorðoxidizedÞ þ ne ¼ IndicatorðreducedÞ

Applications

Standard oxidants

The powerful oxidant potassium permanganate,
KMnO4, is a widely used oxidizing agent. It is most

commonly used with solutions that are 0.1 N or greater
in mineral acid. Under those conditions, the product is
manganese(II):

MnO4
� þ 8Hþ þ 5e $ Mn2þ þ 4H2O

However, the tendency of permanganate to oxidize
chloride ion is a disadvantage because hydrochloric
acid is such a useful solvent and, furthermore, KMnO4

solutions have limited stability.
For example, determinations of Sn, H2O2, Fe, V,

Mo, W, U, Ti, Mg, Ca, Zn, Co, Pb, Ag, K, Na, and HNO2

potassium permanganate are used as oxidizing agents.
A sulfuric acid solution of cerium(IV) is nearly as

potent an oxidizing reagent as is permanganate and
can be substituted for the latter in most of the appli-
cations described with potassium permanganate.
Cerium(IV) does not oxidize chloride ion at a detect-
able rate as does permanganate, and the reagent is
indefinitely stable. On the other hand, the color of
cerium(IV) is not sufficiently intense to serve as an
indicator. In addition, the reagent cannot be used in
neutral or basic solutions.

Use of potassium dichromate is limited because of
its lesser oxidizing strength and slowness of some of
its reactions. This technique is used for determination
of iron(II), nitrate, chlorate, permanganate, and
organic peroxides, among others.

Iodine, a relatively weak oxidant, is used for the
selective determination of strong reducing agents.
Iodine can be used for determination of As, Sb, Sn,
H2S2, SO2, S2O3

2�, and N2H4, among others. Its great
advantage is its ready availability as a sensitive and
reversible indicator. Its disadvantages include the low
stability of iodine solutions and the incompleteness
of reactions between iodine and many reducing agents.

Potassium bromate is a convenient source of bro-
mine in organic analysis. Few organic compounds
react sufficiently rapidly for a direct titration, and,

E
 (

V
)

Volume titrant added

Fig. 8 Titration of iron(II) and titanium(III) with cerium(IV).

Table 3 Some redox indicators

Indicator Color change oxidized–reduced Transition potential, V

Indigomonosulphonate Blue—colorless þ0.26

Phenosufranine Red—colorless þ0.28

Indigotetrasulphonate Blue—colorless þ0.36

Methylene blue Blue/green—colorless þ0.53

Diphenylamine Violet—colorless þ0.76

p-Ethoxychrysoidine Yellow—red þ0.76

Diphenylamine sulfonic acid Red/purple—colorless þ0.85

Eriocaucin A Red—yellow/green þ0.98

1,10-Phenanthroline iron(II) Pale blue—red þ1.11

2,3-Diphenylamine dicarboxylic acid Blue/violet—colorless þ1.12
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thus, a measured excess of the bromate is added to the
sample, and after the reaction is complete, the excess
bromine is back-titrated with an arsene(III) solution.
Some organic compound analyzed using bromine
substitution are, for example, phenol, p-chlorophenol,
salicylic acid, acetylsalicylic acid, m-cresol, aniline,
sulfanilic acid, and b-naphtol. Bromine addition is used
most often in the estimation of olefinic unsaturation in
fats, oils, and petroleum products.

Reductants

Because of the readiness of reducing agents to react
with atmospheric oxygen, the titrations must be carried
out in and the reagents must be stored under an inert
atmosphere. Alternatively, a stable standard oxidizing
agent can be used for titration of an aliquot of the
reductant to determine the current concentration of
the reducing agent.

A variety of oxidizing agents such as Cr(VI), Ce(IV),
Mo(VI), NO3

�, NH2OH, and organic peroxides can
be determined by reaction with a measured excess of
standard iron(II) solution. Standard potassium dichro-
mate is frequently used for the back-titration.

Iodide ion is a moderately effective reducing agent.
In its applications, a standard solution of sodium thio-
sulfate is used to titrate the iodine liberated by reaction
of the analyte with an unmeasured excess of potassium
iodide. Some substances determined by using iodo-
metric method are IO4

�, IO3
�, BrO3

�, ClO3
�, Br2,

Cl2, O2, O3, Cu2þ, NO2
�, and organic peroxide.

The water content in solids and many organic acids,
alcohols, esters, ethers, anhydrides, and halides can be
determined using Karl–Fischer reagent,[6] composed of
iodine, sulfurdioxide, pyridine, and methanol.

COMPLEX-FORMATION TITRATIONS

Metal ions can act as electron-pair acceptors, reacting
with electron donors to form coordination compounds
or complex ions. The donor species, or ligand, must
have at least one pair of unshared electrons to form
the bond. Remarkable growth in the analytical appli-
cations of complex-formation reactions is attributable
to a particular class of coordination compounds called
chelates. These compounds are made by the reaction of
a metal ion and a ligand that contains two or more
donor groups. The properties of chelates can differ
markedly from the parent cation.

Titration Curves

The data necessary to plot theoretical p-functions
versus reagent volumes require the use of formation

(or stability) constants (Fig. 9). Equilibrium between a
metal ion M, possessing a coordination number of 4,
and the quadridentate ligand D can be represented by:

M þ D $ MD

In similar manner, the equilibrium between M and
bidentate B can be represented by:

M þ 2B $ MB2

Overall formation of MB2 occurs in two steps and
involves the intermediate formation of MB:

M þ B $ MB

MB þ B $ MB2

The formation constants for these individual processes
are:

K1 ¼ ½MB�=½M�½B�

and

K2 ¼ ½MB2�=½MB�½B�

pM

1:1

1:1

Reagent volume

2:1

2:1

4:1

4:1C

B

A

Fig. 9 Curves for complex formation titrations. Titration of
the tetradentate ligand D (curve A), bidentate ligand (curve
B), and unidentate ligand (curve C).
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The equilibrium constant for the overall reaction is
given by the product of the individual steps:

Koverall ¼ ½MB2�=½M�½B�2 ¼ K1K2

The complex between M and a simple, unidentate
ligand A results in the overall equilibrium:

M þ 4A $ MA4

This process occurs also in a stepwise manner, and the
equilibrium constant for the overall reaction is there-
fore numerically equal to the product of the constants
for the four constituent processes.

Endpoint Detection

In some complex-formation titrations, the endpoint is
noted by the formation or disappearance of a solid
phase. For example, in the titration of cyanide with sil-
ver ion, the solution remains clear, but the first excess
of silver causes formation of a white solid that marks
the endpoint. The electron-donor groups of most com-
mon ligands tend to combine not only with metallic
ions but also with protons; thus, the equivalence point
in a complex-formation titration is often accompanied
by a marked change in pH, which can be detected with
an acid–base indicator.

Formation or disappearance of a soluble colored
complex can also indicate an endpoint. Many reagents
that form colored complexes with certain metals have
been developed only for use as indicators in these titra-
tions. If the cation being titrated produces a color with
the indicator, the endpoint will be characterized by the
disappearance of this color. When the cation does not
give a colored complex, a second cation that does is
introduced, and the first excess of titrant then deco-
lorizes this complex.

Some Applications

Inorganic complexing reagents such as Hg(NO3)2,
AgNO3, NiSO4 and KCN can be used for complex-
formation titrations. Mercury(II) ion forms neutral
complexes with most of the anions that precipitate
with silver nitrate such as Br�, Cl�, SCN�, CN� and
thiourea.

AgNO3 reacts with CN� forming Ag(CN)2�. Iodine
used as indicator and endpoint is detected by forma-
tion of solid AgI. NiSO4 can also be used for determi-
nation of CN� with AgI as indicator. The endpoint is
also detected here by formation of AgI. KCN reacts
with Cu2þ, Hg2þ, and Ni2þ forming Cu(CN)4,
Hg(CN)2 and Ni(CN)4. Various indicators for end-
point detection can be used.[7]

Numerous tertiary amines that also contain car-
boxylic acid groups form remarkably stable chelates
with many metal ions. Ethylenediamine tetra-acetic
acid (EDTA) can be used for determination of 40
elements by direct titration using metal-ion indicators
for endpoint detection.[8] Direct titration procedures
are limited to metal ions that react rapidly with EDTA.
Back titration procedures are useful for the analysis of
cations that form very stable EDTA complexes and for
which a satisfactory indicator is not available. EDTA
is also used for determining water hardness; the total
concentration of calcium and magnesium expressed
in terms of the calcium carbonate equivalent.

POTENTIOMETRIC TITRATIONS

In potentiometric titrations, the activity of one species
is continuously monitored as it changes during the
course of the titration, for example, in the titration:

AgNO3 þ NaCl $ AgCl þ NaNO3

where silver nitrate is added to aqueous sodium chlor-
ide. The change in activity of the Cl� can be moni-
tored. The potential between the reference electrode
and the indicator electrode is usually measured at the
start of and after the addition of small amounts of
titrant. A reproducible equilibrium is of little concern.
Requirements for reference electrodes are greatly
relaxed. In potentiometric titrations, accuracy is higher
than that in direct potentiometric measurements
because measured potentials are used to detect rapid
changes in activity that occur at the equivalence point
of the titration. The change in emf versu titration
volume is more interesting than the absolute value of
the emf. In potentiometric titrations, the influence of
liquid-junction potentials and activity coefficients is
minimized. The acid and alkali errors of the glass elec-
trode occur at extremes of pH and have little effect
near the interesting equivalence point.

Titration Curves and Endpoint Detection

In potentiometric titrations, the titration curve can be
followed point by point, plotting as the ordinate suc-
cessive values of the cell emf versus the corresponding
volume of titrant added as the abscissa (Fig. 10). The
titrant should be added in the smallest accurately
measurable increments that provide an adequate den-
sity of points, particularly in the vicinity of the equiv-
alence point. The greatest change in emf occurs around
the equivalence point. The most straightforward
method takes the midpoint in the steeply rising portion
of the curve as the endpoint.
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A second approach is to calculate the change
in potential-per-unit change in volume in reagent
(DE/DV). By inspection, the endpoint can be located
from the inflection point of the titration curve. This
is the point that corresponds to the maximum rate of
change of cell emf per unit volume of titrant added
(usually 0.05 or 0.1 mL). The first-derivative method
is based on the sigmoid shaped curve.

The second-derivative method is an extension of the
first-derivative method. The second-derivative of the
data changes sign at the point of inflection in
the titration curve. This change is often used as the
analytical signal in automatic titrators.

Grans method[9,10] involves the use of the Nernst
equation:

E ¼ E� þ S log Ci

where

S is electrode slope; E� is E0 � ð0:0591=nÞ log i; and

and E0 is the constant incorporating the potential of
the reference electrode and the standard potential of
the half-cell containing the solution under investi-
gation and the ion selective electrode. The rearrange-
ment of this equation gives:

log Ci ¼ ðE� E�Þ=S

or

Ci ¼ antilog½ðE � E�Þ=S�
¼ ½antilogð�E�=SÞ�½antilogðE=SÞ�

The first antilog term is a constant and therefore:

Ci ¼ const � ½antilogðE=SÞ�

If the species i is disappearing during the course of the
titration, then it will do it linearly. The antilog term
reduces linearly, and a plot of antilog (E/S) against
volume of reagent added should give a straight line
whose intercept with the volume axis will be the equiv-
alence point, as shown in Fig. 11.

Applications

Precipitation and complex-formation titrations

The indicator electrode for a precipitation titration is
often the metal from which the reacting cation is
derived. Membrane electrodes that are sensitive to
one of the ions involved in the titration process may
be used. For example, fluoride-sensitive membrane
electrode is used in the determination of the fluoride
content of toothpastes. Lanthanum(III) solution is
used as a precipitant.

Silver nitrate is the most commonly used reagent for
precipitation titration, including potentiometric deter-
mination of endpoint. Argentometric methods exist
for the determination of halides, halogenoids, mercap-
tans, sulfides, phosphates, oxalates, and arsenates. A
silver electrode serves as indicator for the potentio-
metric determination of these ions. If the concentration
of reagent and analyte is 0.1 M or higher, then a calo-
mel electrode can be used. In dilute solutions, the slight
leakage of chloride ions from the salt bridge could be a
source of significant error, but not in more concen-
trated solutions.

Mercury electrode can be used for the potentio-
metric determination of 29 divalent, trivalent, and
tetravalent cations with EDTA.[11,12]
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Fig. 11 Gran’s plot for a potentiometric titration.
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Neutralization titrations

Potentiometric acid–base titrations are particularly
useful for the analysis of mixtures of acids or poly-
protic acids (or bases) because often, discrimination
between the endpoints can be made. An approximate
numerical value for the dissociation constant of a weak
acid or base can be estimated from potentiometric
titration curves. In theory, this quantity can be
obtained from any point along the curve, but it is
most easily derived from the pH at the point of half-
neutralization.

In the case of weak acid HA, it can be assumed that
at the midpoint, [HA] ¼ [A�], and thus:

Ka ¼ ½Hþ�½A��=½HA� ¼ ½Hþ�

which gives

pKa ¼ pH

It must be noted that this constant is not correct
because activities should be used in calculations:

Ka ¼ ½A��fA=½HA�fHA

and because

½HA� and ½A�� are equal Ka ¼ fA=fHA

Oxidation–reduction titrations

In oxidation–reduction titrations, an electrode poten-
tial related to the concentration ratio between the oxi-
dized and reduced forms of either of the reactants is
determined as a function of the titrant volume. The
indicator electrode must be responsive to at least one
of the couples involved in the reaction. Indicator elec-
trodes for oxidation–reduction titrations are generally
constructed from platinum, gold, mercury, or pal-
ladium. The metal chosen must be unreactive with
respect to the components of the reaction. The indi-
cator metal is merely a medium for electron transfer.

Automatic Titrators

An entire titration can be performed automatically by
titrators equipped with microcomputers and analog-
to-digital converters and using dedicated software.[13]

The most widely used apparatus for automatic reagent
addition consists of a calibrated syringe that is
activated by a motor-driven micrometer screw. The
volume is determined from the number of turns the
screw makes during the titration.

Another method uses a preset equivalence point
potential applied across the electrodes by means of a
calibrated potentiometer. A difference between this
potential and that of the electrodes causes an ‘‘error’’
signal, which is amplified. This causes the electronic
switch to close, permitting a flow of electricity through
the solenoid-operated valve of the burette. As the
signal approaches zero, the flow of titrant ceases as
the current to the solenoid is switched off.

Second-derivative titrators have the advantage that
no preknowledge of the equivalence point potential is
required. The signal processor calculates the second
derivative of the electrode potential of the indicator
electrode. Change in the sign of the second derivative
causes a switching device to turn off the flow of the
titrant.

A fully automated unit accepts a series of samples
placed on a turntable. After each titration, the turn-
table rotates, indexes the next sample beneath the elec-
trode assembly, and starts the titration.

CONDUCTOMETRIC TITRATIONS

Theory

Conduction of an electric current through an electro-
lyte solution involves migration of positively charged
species toward the cathode and negatively charged
species toward the anode. The conductance of a solu-
tion is ameasure of the current flow that results with
application of a given electrical force. It is directly
dependent on the number of charged species the solu-
tion contains.[14] The conductance L of a solution is
also the reciprocal of the electrical resistance and has
the units of ohm:

L ¼ 1=R

where R is the resistance in ohms.
The conductance is directly proportional to the

length (l) of a uniform conductor. Thus:

L ¼ kA=l

where k is a proportionality constant called the specific
conductance, and A is the surface area.

The equivalent conductance, L, is defined as the
conductance of a 1-g equivalent of solute contained
between electrodes spaced 1 cm apart. It is equal to L
when 1-g equivalent of solute is contained between
electrodes spaced 1 cm apart. The volume V of solution
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(cm3) that will contain 1 gram equivalent solute is given
by:

V ¼ 1000=C

where C is the concentration in equivalents per liter.
Volume can also be expressed in terms of the

dimensions of the cell:

V ¼ lA

when l is 1 cm

V ¼ A ¼ 1000=C

when L ¼ kA=1

and L ¼ L; then L ¼ 1000k=C

A conductometric titration involves measurement of
the conductance of the sample after successive addi-
tions of reagent. The endpoint is determined from a
plot of either the conductance or the specific conduc-
tance as a function of the volume of added titrant.
Throughout a titration, the volume of the solution is
always increasing. Unless the conductance is corrected
for this effect, non-linear titration curves result. The
titrant should be at least 10 times as concentrated as
the solution being titrated to keep the volume change
small. Some temperature control is ordinarily required
during a conductometric titration because the tempera-
ture coefficient for conductance measurements is
approximately 2% per �C.

Titration Curves

Titration curves for conductometric titrations take a
variety of shapes, depending on the chemical system
under investigation. In general, they are characterized
by straight line portions with dissimilar slopes on
either side of the equivalence point, as shown pre-
viously in Fig. 3. To establish a conductometric end-
point, after correcting for volume changes, the
conductance data are plotted as a function of titrant
volume. The two linear portions are then extrapolated,
and the point of intersection is taken as the equivalence
point. Frequently, reactions fail to proceed to absolute
completion, and the conductometric titration curves
invariably show departures from strict linearity in the
region of the equivalence point.

An advantage of the conductometric titration is
that it can be used for titrations based on relatively
unfavorable equilibria.

Applications

Acid–base titrations

Neutralization titrations are particularly well-adapted
to the conductometric titration because of the very
high conductance of the hydronium and hydroxide
ions compared with the conductance of the reaction
products. In neutralization of strong acids, hydronium
ions are being replaced by an equivalent number of less
mobile sodium ions, and the conductance decreases as
a result of this substitution. At the equivalence point,
the concentration of hydronium and hydroxide ions
are at a minimum, and the solution exhibits its lowest
conductance. After the endpoint, a reversal of slope
occurs as the sodium ion and the hydroxide ion con-
centration from the excess base increase. There is an
excellent linearity between conductance and the
volume base added, except at very near equivalence
point region. Very dilute solutions can be analyzed
accurately.

In conductometric titrations, a change in conduc-
tance is caused after the endpoint owing to the increase
in concentration of the mobile hydroxide ion. Very
weak acids (such as boric acid) and moderately weak
acids (such as acetic acid) can be titrated using conduc-
tometric titration.

If the titrant is a weak electrolyte (such as
ammonia), the curve is essentially horizontal past the
equivalence point, which causes less uncertainty to
the extrapolation of a curve. In titration of a weak
base, such as acetate ion, with a strong acid, a salt
and undissociated acetic acid are formed. After the
endpoint is passed, a sharp rise in conductance attends
the addition of excess hydronium ions. Salts whose
acidic or basic character is too weak to give satisfac-
tory endpoints with indicator are conveniently titrated
with the conductometric method. The conductometric
titration of a mixture of two acids that differ in degree
of dissociation is frequently more accurate than a
potentiometric titration.

Precipitation and complex-formation
titrations

Fig. 12 illustrates the titration of sodium chloride with
silver nitrate. After all chloride is precipitated, the
addition of excess silver nitrate causes a rapid increase
in conductivity. The slope of the initial portion of the
curve may be either downward or upward, depending
on the relative conductance of the ion being determ-
ined and the ion of like charge in the reagent that
replaces it. Slow reactions and coprecipitation are
sources of difficulty with precipitation and complex-
formation titrations.
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COULOMETRIC TITRATIONS

Theory

A coulometric titration uses an electrolytically gener-
ated titrant for reaction with the analyte. In some
analyses, the active electrode process involves only
generation of the reagent. In other titrations, the
analyte may also be directly involved at the generator
electrode.[15] The current in a coulometric titration
is carefully maintained at a constant and accurately
known level. The product of this current and the time
required to reach the equivalence point for the reaction
yield the number of coulombs and thus the number of
equivalents involved in the electrolysis. The coulomb
(C) is the quantity of electricity that is transported in
1 by a constant current of 1 ampere. The Faraday con-
stant (F) is the quantity of electricity that produces one
equivalent of chemical change at an electrode.[16]

The so-called primary titration technique is
attempted only with electrodes of silver metal, silver–
silver halide, or mercury amalgams, which are the
source of the electrogenerated species. The substance
to be determined reacts directly at the electrode or with
a reactant electrogenerated from the working elec-
trode. This class of titrations is limited generally to
non-diffusible reactants such as mercury amalgams,
silver ions generated by anodization of silver metal,
and halides liberated by reduction of the appropriate
silver–silver halide electrode.

In secondary coulometric titrations, an oxidation–
reduction buffer serves as the titrant precursor. An
active intermediate from the titrant precursor must
first be generated with 100% efficiency by the electrode
process. The intermediate must react rapidly and
completely with the substance being analyzed.

The endpoint may be detected by addition of
colored indicators, provided the indicator itself is not
electroactive. Potentiometric and spectrophotometric
indication is used in acid–base and oxidation–
reduction titrations. Amperometric procedures are
applicable to oxidation–reduction and ion-combination
reactions especially for dilute solutions.

The most obvious advantage of coulometric
titration is the elimination of problems associated with
the preparation, standardization, and storage of
standard solutions. This is particularly important for
labile reagent substance such as chlorine or bromine.
Another advantage is the requirement of a small
quantity of reagent. Instrumentation is simple; a single
constant-current source can be used to generate pre-
cipitation, oxidation–reduction, or neutralization
reagents. Furthermore, coulometric titration is easily
automated.

Typical sources of error in coulometric titrations are
variation in the current during electrolysis and errors
in measurement of current and time. Departure of
the process from 100% current efficiency is the primary
error source. In some cases, the equivalence point is
not the endpoint of the titration.

Applications

Neutralization titrations

Both weak and strong acids can be titrated with a high
degree of accuracy using electrogenerated hydroxide
ions. In this application, the platinum anode must be
isolated by some sort of diaphragm to eliminate poten-
tial interference from the hydrogen ions produced.
Alternatively, chloride or bromide ions can be added
to the solution, and a silver wire used as an anode.
The reaction at this electrode is:

Agþ þ Br� $ AgBr þ e

Thus, this anode product does not interfere with the
neutralization reaction.

Strong and weak bases can be titrated with hydro-
gen ions generated at a platinum anode.

Here also the cathode must be isolated from the sol-
ution to prevent interference from the hydroxide ions
produced at that electrode.

Precipitation and complex-formation titrations

Anodically generated silver ions can be used for pre-
cipitation titrations of various substances. A cell con-
structed from a piece of heavy silver wire can be
used. Substances precipitated include Cl�, Br�, I�,
and mercaptans. Similar applications using mercury(I)
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Fig. 12 Titration of chloride ion with silver nitrate.
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ion formed at a mercury anode have been used for the
determination of Cl�, Br�, and I�.

The complexing ability of ethylenediaminetetra-
acetic acid (EDTA, H4Y) has been exploited in the
coulometric titration of metal ions. The method
depends on the reduction of the mercury(II) or cad-
mium chelate of EDTA and on the titration of the
metal ion (for example, magnesium) to be determined
by the anion of EDTA that is released.

Oxidation–reduction titrations

Applications of coulometric titrations involving
oxidation–reduction reactions are shown in Table 4.
Electrogenerated oxidizing agents such as bromine
have proved to be useful, especially in organic analysis.

AMPEROMETRIC TITRATIONS

Theory

Polarographic methods can be used to estimate the
equivalence point of a reaction, provided that at least
one of the participants or products of the titration is
oxidized or reduced at the microelectrode. When the
potential applied across the two electrodes is main-
tained at some constant value, the current may be
measured and plotted against the volume of the titrant,
thus, the term amperometric titration. In the case of
working electrode-reference electrode pair, the poten-
tial of the indicator electrode is maintained at a
constant value with respect to a reference electrode,
measuring a limiting current, which is proportional
to the concentration of one or more of the reactants
or products of the titration.

Amperometric titration is easily automated. The
titrator can be programmed to shut off when a speci-
fied current level is reached. Titrant is run into a blank
solution until a specified current is reached, the sample

is added, and the titrant is again added until the speci-
fied current level is reached.

A correction for dilution is necessary to attain a lin-
ear relationship between current and volume of titrant.
By working with a reagent that is 10-fold more concen-
trated than the solution being titrated, this correction
becomes negligible. Amperometric and conductometric
titrations are similar in the respect that the data for
each are collected well away from the equivalence
point. Therefore, reactions that are relatively incom-
plete can be used.

Titration Curves

Typical forms of amperometric titration curves are
shown in Fig. 13. A titration in which the substance
being analyzed reacts (is reduced) at the electrode while
the reagent does not is shown in Fig. 13A. A sufficiently
high potential is applied to give a diffusion current for
the substance, and a linear decrease in current is
observed as substance ions are removed from the solu-
tion by precipitation. The curvature near the equi-
valence point reflects the incompleteness of the
analytical reaction in this region. The endpoint is
obtained by extrapolation of the linear portions. Nearly
a mirror image curve is obtained for a titration in which
the reagent reacts (is reduced) at the microelectrode, and
the substance being analyzed does not (Fig. 13B). The
third common curvature for amperometric titrations is
obtained when both reagent and subtance analyzed react
(are reduced) at the electrode Fig. 13C.

Amperometric Titrations with Two
Polarized Microelectrodes

A modification of amperometric method involves the
use of two stationary microelectrodes immersed in a
well-stirred solution of a sample.[17] A small potential
is applied between these electrodes, and such current
that flows is followed as a function of the volume of
reagent added.

Table 4 Coulorimetric titrations of oxidation–reduction

reactions

Reagent Substance determined

Br2 As3þ, Sb3þ, U5þ, NH3, N2H4,
NH2OH, phenol, aniline

Cl2 As3þ, I�

I2 As3þ, Sb3þ, S2O3
2�, H2S

Ce4þ Fe2þ, Ti3þ, U4þ, As3þ, I�, Fe(CN)6
3�

Fe2þ Cr6þ, Mn7þ, V3þ, Ce4þ

Ti3þ Fe3þ, V5þ, Ce4þ, U6þ

C2Cl3
2� V5þ, Cr6þ, IO3

�
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Fig. 13 Amperometric titration curves: (A) analyte is
reduced, reagent is not; (B) reagent is reduced, analyte is
not; (C) both reagent and analyte are reduced.
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Oxidation–reduction titrations

Twin polarized platinum microelectrodes are con-
veniently used for endpoint detection for oxidation–
reduction titrations. Consider a titration curve for
oxidation–reduction titration where both reactants
behave reversibly at the electrodes. An example of this
kind of titration is titration of iron(II) with cerium(IV)
(Fig. 14A). At the starting point of the titration, no
current is observed because no suitable cathode reac-
tant is available. With addition of cerium(IV), a
mixture of iron(II) and iron(III) is produced, which
permits the passage of current. Beyond the midpoint
in the titration, iron(III) becomes in excess, and the
current is then regulated by decreasing iron(II) con-
centration. At the equivalence point, the current
approaches zero because iron(III) are present, and
the applied potential is not great enough to cause these
to react at the electrode. Beyond the equivalence point,
the current rises again because both cerium(III) and
cerium(IV) are present to react at the electrodes.

In cases where only reagent behaves reversibly, a
different form for titration curve is obtained. Although
the reagent added can serve as an anode reactant,
no cathode reactant is available because of the slow
rate at which the substance analyzed is reduced at a
platinum surface. Therefore, no current is observed.
Beyond the equivalence point, depolarization of the
cell can occur, and the current is dependent on the con-
centration of the reagent (Fig. 14B). In cases where
only the species titrated behave reversibly, before
equivalence point, a current is observed that depends
on the concentration of the species present in lesser
amount. At equivalence point, a zero current is
reached, and beyond the equivalence point, no current
is observed because the reagent does not behave rever-
sibly at the electrodes (Fig. 14C).

Precipitation titrations

Twin silver microelectrodes permit observation of the
endpoint for various titrations using silver nitrate as

precipitation reagent (Table 5). Short of the equival-
ence point, essentially no current exists when a small
potential is applied between two such electrodes during
a titration of substance analyzed with silver ions
because no easily reduced species is present in the solu-
tion. After equivalence, the cathode becomes depolar-
ized owing to the presence of a significant amount of
silver ions that can react to give silver. Current is
permitted as a result of this half-reaction and the
corresponding oxidation of silver at the anode. The
magnitude of the current is directly proportional to
the concentration of the excess reagent.

PHOTOMETRIC TITRATIONS

The change in absorbance of a solution may be used
to follow the change in concentration of a radiation-
absorbing constituent during a titration.[18] The absor-
bance is directly proportional to the concentration
of the absorbing constituents. A plot of absorbance
versus titrant consists, if the reaction is complete, of
two straight lines that intersect at the endpoint. If the
reaction is appreciably incomplete, extrapolation of the
two linear segments of the titration curve establishes
the intersection and endpoint volume.

Photometric titrations have several advantages over
a direct photometric determination. The presence of
other absorbing species at the analytical wavelength
does not necessarily cause interference because only
the change in absorbance is significant. However, if
the absorbance of non-titratable components is intense,
the absorbance readings are shifted to the undesirable
upper end of the absorbance scale. Ideally, only a
single absorber is present among the reactant, titrant,
and products.

The analytical wavelength is selected to avoid the
interference caused by other absorbing substances.
Also, there is a need for a molar absorbtivity that
causes the change in absorbance during the titration
to fall within a convenient range. Often, the chosen
wavelength lies well apart from an absorption maximum.
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Fig. 14 Amperometric titration curves with twin polarized
electrodes: (A) both reactants behave reversibly at the elec-
trode; (B) only reagent behaves reversibly; (C) only analyte
titrated behaves reversibly.

Table 5 Applications of amperometric titrations with

precipitation products

Reagent Substance determined

AgNO3 Cl�, Br�, I�, CN�, RSH

Cupferron Cu2þ, Fe3þ

Dimethylglyoxime Ni2þ

Pb(NO3)2 SO4
2þ, MoO4

2þ, F�, Cl�

8-Hydroxyquinoline Mg2þ, Cu2þ, Zn2þ, Cd2þ,
Al3þ, Bi3þ, Fe3þ,

K2CrO4 Pb2þ, Ba2þ
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Titration Curves

Volume change, caused by addition of titrant, is sel-
dom negligible, and straight lines for titration curve
are obtained only if there is correction for dilution.

If correction is not made, the lines are curved down-
ward toward the volume axis, and erroneous inter-
sections are obtained. Use of a microsyringe and a
relatively concentrated titrant is desirable.

Possible shapes of photometric titration curves are
shown in Fig. 15. Curve A is typical of the titration
where the titrant alone absorbs and where the absor-
bance readings are taken at the wavelength of the
titrant. Curve B is characteristic of systems where the
product of the reaction absorbs, and curve C is typical
for reactions where the analyte is converted to a
non-absorbing product. When a colored analyte is
converted to a colorless product by a colored titrant,
curves similar to D are obtained.

Applications

Areas of particular applicability are for solutions so
dilute that the indicator blank is excessive or when
the color change is not sharp perhaps because titration
reactions that are incomplete in the vicinity of the
equivalence point or when extraneous colored materi-
als are present in the sample. Titrations in solutions
of high or low ionic strength and even in non-aqueous
solution are easily performed. Sensitivity of the

measurement can be changed easily by simply chan-
ging the wavelength or the length of the cell path, a
feature that also makes photometric titration attrac-
tive. Indicators can be used in titrations where self-
indicating systems are lacking.
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INTRODUCTION

Parenteral formulations, both large and small volume,
have been discussed in depth in Volume 11 of the
Encyclopedia of Pharmaceutical Technology (V 11,
pp. 201–217, 217–237). However, no discussion of par-
enteral formulations is complete without an adequate
description of tonicity. Tonicity is an important factor
in the formulation of products intended for application
to sensitive mucous membranes of organs such as eye,
ear, and nose. In this article, an attempt is made to first
introduce tonicity with respect to its physiological
significance, followed by a discussion of the physico-
chemical basis for tonicity and colligative properties.
Then, a brief review of methods of measuring and/or
calculating tonicity is given, followed by the estab-
lished methods of adjusting tonicity and the examples
illustrating each of the methods. Tables listing the
established values necessary to do the calculations
are provided at the end of the article. Excellent com-
prehensive reviews dealing with various aspects of
tonicity are available in the literature in the form of
chapters in various textbooks for pharmacy students
(Remington’s Pharmaceutical Sciences, Physical Phar-
macy by Martin, etc.). A list of such reading material is
provided at the end of the article in the Bibliography.

Dosage forms are drug-delivery systems designed to
deliver drug to the systemic circulation or to a localized
region of the human body. These dosage forms should
ideally be free of any undesired adverse effects from
the drug and from the formulation components.
Reasonable risks associated with the drug substance
are sometimes tolerated with an objective of realizing
significant therapeutic advantages, as in the case
of cancer chemotherapeutic agents. However, any
untoward side effect, even as minor as irritation, result-
ing from an excipient or the finished dosage form
cannot be accepted and should not be tolerated. This
concern is particularly important to parenteral formu-
lations that breach the normal defensive barriers of the
human body to deliver the drug. Therefore, any formu-
lation that comes in contact with sensitive mucous
membranes of organs such as the eye should not result
in tissue irritation and pain attributable to the formu-
lation itself. One of the physicochemical means by
which a formulation may result in pain and tissue

irritation is caused by the non-physiological concen-
tration of dissolved solutes coming in contact with
sensitive tissues. Tonicity is a formulation property
that has a direct influence on the ability of the formu-
lation to result in tissue irritation, as described by the
following example.

If a small quantity of blood defibrinated to prevent
clotting is mixed with a solution containing 0.9% w/v
of NaCl, the red blood cells remain intact and retain
their normal size and shape. The NaCl solution is
considered to be isotonic and has essentially the same
salt concentration as does the red blood cell. In con-
trast, if the blood is mixed with 1.8% w/v NaCl
solution, erythrocytes shrink and become wrinkled or
crenated as if the cell content has been sucked out.
The salt solution that causes this is considered hyper-
tonic with respect to the red blood cell contents. It is
because the red blood cell contains a lower salt concen-
tration than the surrounding 1.8% w/v salt solution
and as if the water from the erythrocytes passes
through the cell membrane to dilute the surrounding
salt solution to equalize the two salt concentrations
across the membrane. The opposite phenomenon
occurs if blood is mixed with 0.45% w/v NaCl solution.
Water from the surrounding salt solution enters the
erythrocytes, causing them to swell and finally burst,
with the liberation of hemoglobin. The 0.45% w/v salt
solution is considered hypotonic, and the phenomenon
is known as hemolysis. The physiological significance
of hemolysis was reconfirmed recently by the report
of 10 episodes of hemolysis among patients who
received hypotonic 25% human albumin because of
dilution with sterile water instead of isotonic sodium
chloride.[1] Two of these 10 recipients exhibited signifi-
cant hemolysis and adverse pathological conditions,
with one resulting in death.[1] Also, it has been
observed that hypertonic and hypotonic salt solutions
tend to irritate sensitive mucous membranes of the
eye, the nose, and the muscle when applied. However,
an isotonic solution causes no tissue irritation when
it comes in contact with the tissue. The crenation and
the hemolysis of red blood cells in hypertonic and
hypotonic salt solution, respectively, can be explained
by the movement of water across the cell membrane.
A membrane is defined as semipermeable if it allows
only the movement of solvent molecules across it.
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The process of diffusion of a solvent through a semi-
permeable membrane from a less-concentrated solu-
tion to a more-concentrated solution is known as
osmosis. The pressure that must be applied to the con-
centrated solution side of the membrane to prevent
the flow of pure solvent across the membrane from the
diluted solution is known as the osmotic pressure. In
crenation, water diffuses from the inside of the erythro-
cyte across the membrane into the exterior hypertonic
salt solution. Hemolysis occurs when water diffuses
from the exterior hypotonic solution into the erythro-
cyte, causing it to swell and burst. An isotonic solution
is an aqueous solution that generates the same ‘‘tone,’’
or osmotic pressure, as the body fluids across biologi-
cal membranes and thus prevents water flow in either
direction and hence is non-irritating when injected,
instilled, perfused, or brought into contact with sensi-
tive mucous membranes. When a solution is hypertonic
or hypotonic, osmotic water flow occurs and tone of
the membrane is affected. Thus, formulators need to
adjust the tone, or tonicity, of the solution to be iso-
tonic with physiological fluids. To be able to adjust
the tonicity of a formulation to the isotonic state,
one has to understand the principles behind the gener-
ation of the osmotic pressure resulting from the
dissolved solutes and how it can be altered to that of
the physiological fluids.

Osmotic pressure is a colligative property unlike the
additive and constitutive properties of solution. Simply
stated, the colligative properties of a solution are
dependent solely on the number of non-solvent (solute)
particles (molecule/ions) dissolved or in a true solution
form in a given solvent and are independent of the spe-
cific physicochemical characteristics of the non-solvent
dissolved substance(s). For example, two non-electrolyte
solutes A and B when prepared as 0.1 M solutions
will exhibit the same osmotic pressure irrespective of
the chemical nature of A and B. Experimentally, it
has been found over the years that the colligative
properties are indeed independent of the solute nature
and dependent solely on the number of independent
particles in dilute solutions for a wide variety of
solutes, provided the number of particles is properly
assessed. An implicit assumption in the statement
above is that the solute is non-volatile relative to
the solvent and the reasoning will be clear from the
discussion that follows. The colligative properties of
solution are vapor pressure lowering, boiling-point
elevation, freezing-point depression, and osmotic
pressure. These four properties are effects of solute
on the solvent, in that it reduces the escaping tendency
of the solvent, and all of them can be related to vapor
pressure lowering of the solution. Osmotic pressure is
of primary importance from the formulation stand-
point; however, it is cumbersome to measure, and
therefore other colligative properties are determined

because they are all interrelated. The theory of the
colligative properties has been well-established and
reviewed in depth in the various textbooks and in the
pharmaceutical literature (see the Bibliography). And
because the focus of this Encyclopedia is on pharma-
ceutical technology rather than on the theoretical foun-
dation, we briefly overview the theory of colligative
properties as needed to understand the concepts
used in methods to adjust tonicity of parenteral and
ophthalmic formulations.

RAOULT’S AND HENRY’S LAWS AS BASIS
FOR COLLIGATIVE PROPERTIES

Raoult’s law states that in an ideal solution, the partial
vapor pressure of each volatile constituent is equal to
the vapor pressure of the pure component multiplied
by its mole fraction in the solution. Thus, for two
constituents A and B in solution:

PB ¼ Po
B XB ð1Þ

PA ¼ Po
A XA ð2Þ

where PA and PB are the partial vapor pressures of
constituents A and B over their solution when the frac-
tional molar concentrations are XA and XB, and the
vapor pressure of the pure constituents are PA

o and PB
o .

Therefore, it can be inferred that the vapor pressure
of B above the solution by dilution with A is reduced
relative to its vapor pressure in pure state and vice
versa for A. This diminishes the escaping tendencies
of each component, leading to a reduction in the rate
of escape of the molecules of A and B from the surface
of the solution. This law is valid only in ideal solutions
in which there are no intermolecular interactions
between components A and B (adhesive interactions)
or in which interactions between the two components
A and B are identical to the interactions of the pure
components A and pure B (cohesive interactions
between A and A and between B and B). In essence,
the molecule of each component sees an environment
identical to its molecular environment in the pure state.
This refers to an infinitely dilute solution in which a
component’s thermodynamic activity is equal to its
concentration. However, in the real solutions, the
assumption noted above may not apply, and negative
deviation from Raoult’s law may occur when adhesive
attractions between A and B are greater than cohesive
attraction within pure A or pure B molecules; i.e., the
vapor pressure of the solution or the partial vapor
pressure of each component is lower than that expected
based on Raoult’s law applied to ideal solution. Simi-
larly, positive deviations from Raoult’s law can occur
when interactions between A and B are less than the
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cohesive interactions of pure A or pure B, resulting in
vapor pressures higher than that expected based on
Raoult’s law applied to ideal solution. In general,
Raoult’s law states that when a component A is diluted
with another component B, the partial vapor pressure
of A is reduced; in essence, a dilution effect.

Raoult’s law does not apply over the entire concen-
tration range in a non-ideal, real solution. However,
when one component is in a large enough excess to be
considered a solvent, Raoult’s law may be expressed as:

Psolvent ¼ Po
solventXsolvent ð3Þ

in such a dilute solution and is valid only for the
solvent component of a non-ideal solution that is suffi-
ciently dilute for the other component, i.e., the solute in
a dilute non-ideal solution. In such a dilute solution, the
solute molecule is completely surrounded by solvent
molecules such that the solute molecule can interact
only with the solvent molecules because there are very
few solute molecules. Further dilution beyond this
point does not alter a solute molecule’s environment
and, even if the solute molecule interacts with the sol-
vent molecule, the solute’s partial vapor pressure or
the thermodynamic activity becomes proportional to
its fractional molar composition as:

Psolute ¼ Ksolute Xsolute ð4Þ

Eq. (4) is known as Henry’s law, and Ksolute is the
Henry’s law constant, which is less than Psolute

o . There-
fore, Henry’s law applies to the solute in dilute solu-
tions, and Raoult’s law applies to solvent in dilute
non-ideal solutions. Note the similarities between
Eqs. (1) and (2) and between Eqs. (3) and (4) for the
non-ideal dilute solution case. When the solution is
ideal, Henry’s law becomes identical to Raoult’s law,
and Ksolute becomes identical to Psolute

o . When the par-
tial pressures of the solute and the solvent are directly
proportional to their molefractions over the entire
range, the solution is ideal. In a non-ideal solution,
Raoult’s law will apply to the solvent over the entire
concentration range, whereas Henry’s law will apply
to the solute in a limited concentration range in which
it is in a sufficiently diluted form.

When a non-volatile solute is dissolved in a solvent,
the partial vapor pressure of the solvent above the
solution is equal to the vapor pressure of the solution.
And because the mole fraction of the solvent is
Xsolvent ¼ 1 � Xsolute, Eq. (3) can be rewritten as:

Psolution � Psolvent ¼ Po
solventð1 � XsoluteÞ ð5Þ

for the dilute solution of a non-volatile solute of mole
fraction Xsolute. Therefore, the important conclusion

from Raoult’s and Henry’s laws is that the thermody-
namic activity of a solvent as measured by its vapor
pressure is proportional solely on the mole fractional
composition of the solute, irrespective of the physical
and chemical nature of the dissolved species. The
vapor pressure of the solvent above the solution thus
depends solely on the number of particles (molecules/
ions) of the dissolved solute and not on the weight
concentration of the solute in solution. Therefore, the
vapor pressure of a solvent above a dilute solution that
obeys Henry’s law is a colligative property of the solu-
tion. Henry’s law has been found to be applicable to
non-electrolyte-type solute mole fractional concentra-
tions of 0.1; however, the range is much smaller for
electrolyte type solutes owing to the long-range nature
of interionic interactions as noted above. Its impact is
evaluated later below.

COLLIGATIVE PROPERTIES

Raoult’s law forms the basis for the colligative proper-
ties, and Henry’s law sets the limits of the applicability
of Raoult’s law to colligative properties of a solution
as increasing amounts of solute are added to solution.
As noted above, colligative properties are a conse-
quence of the number of dissolved particles in solution
and are all related to the escaping tendency of the
solvent from solution.

The four colligative properties that are of impor-
tance are: 1) the vapor pressure lowering; 2) the
elevation of boiling point; 3) the freezing-point
depression; and 4) the osmotic pressure. An attempt
is made below to describe qualitatively and quantitat-
ively each colligative property of solutions, with an
emphasis on their interrelationship and their appli-
cation later in measurement and adjustment of the
tonicity of solutions, with particular reference to par-
enteral formulations. Although theoretical derivations
based on thermodynamics can be used to show how
each of the colligative properties of solution arises
and relate to each other, textbooks on physical chem-
istry for theoretical derivations are recommended.

Lowering of Vapor Pressure

The addition of a non-volatile solute to a solvent leads
to a reduction in the vapor pressure of the solvent
because of a reduction in thermodynamic activity of
the solvent. Also, because the solute is non-volatile,
the vapor pressure of the solvent is the vapor pressure
of the solution, as seen from Eq. (5). Qualitatively, one
can imagine that fewer numbers of solvent molecules
are escaping per unit surface area of the solution than
from the pure solvent because fewer solvent molecules
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are present per unit surface area of the solution owing
to displacement by solute molecules. However, these
solute molecules will not affect the condensation of sol-
vent molecules with insufficient kinetic energy present
in the vapor phase. The result is a net reduction in
escaping tendency of solvent molecules on the surface,
causing a lowering of vapor pressure and, conse-
quently, the rate of vaporization. The resulting vapor
pressure lowering (Psolvent

o � Psolution) and the relative
vapor pressure lowering as a function of mole frac-
tional concentration of solute can be obtained by
rearranging Eq. (5) to Eq. (6):

Po
solvent � Psolution

Po
solvent

¼ DP

Po
solvent

¼ Xsolute ð6Þ

The left term is the relative vapor pressure lowering,
which is solely dependent on the mole fraction concen-
tration of a single solute or the sum of mole fraction of
each solute dissolved in the solution. Thus, the relative
vapor pressure lowering is a direct measure of the total
number of dissolved solute particles, irrespective of
their physicochemical nature. The mole fractions can
be converted into molality (m moles of solute per
1000 g of solvent) to result in the following equation
for water as the solvent:

DP

Po
solvent

¼ Xsolute ffi
m Msolvent

1000

ffi 0:018 m for Aq: solutions ð7Þ

where m is the concentration of solute expressed in
molality, and Msolvent is the molecular weight of the
solvent in grams. For water, M ¼ 18, and because
the density of water is close to 1, for dilute aqueous
solutions, the molality and molarity (moles/liter) can
be used interchangeably, and Eq. (7) can be used to
calculate the relative vapor pressure lowering from
the molar concentration of the non-electrolyte solute.

Elevation of the Boiling Point

The boiling point of a liquid is the temperature at
which the vapor pressure of the liquid becomes equal
to the external pressure acting on the liquid, which is
760 mm Hg at one atmospheric pressure. Therefore, the
boiling point of a solution of non-volatile solute will be
higher than that of the pure solvent owing to the solute
reducing the vapor pressure of the solvent above the
solution according to Raoult’s law. The solution has
to be heated to a higher temperature to achieve the
same vapor pressure to result in boiling of the solvent.
The elevation of the boiling point (Tsolution � To

b) is
directly proportional to the relative vapor pressure

lowering based on the Clausius–Clapeyron equation,
resulting in an equation relating it to molality as follows:

ðTsolution � To
bÞ ¼ dTb ¼ DTb ¼ KDP ¼ Kbm ð8Þ

where in Kb is called the molal elevation constant or
the ebullioscopic constant, a characteristic constant
for each solvent, and is the boiling point elevation of
an ideal 1-molal solution of a non-volatile solute. Kb

can beobtained by measuring the dTb/m of several
molal concentrations of solute in solutions and extra-
polating the dTb/m versus molality curve to zero
solute concentration. The value of Kb for water is
0.515� kg/mole. By measuring the boiling point eleva-
tion of a solvent in a solution and knowing the Kb for
that solvent, one can calculate the molal concentration
of a solute in the solution. From Eq. (8), it is evident that
the elevation of boiling point is a colligative property like
vapor pressure lowering because it is strictly dependent
on the molal concentration of the solute: the number
of particles in solute and, thus, independent of the
physicochemical nature of the solute.

Freezing-Point Depression

The freezing point of a liquid or the melting point of a
solid phase of a pure compound is the temperature at
which the solid and liquid phases are in equilibrium
at a pressure of 1 atm. The freezing point of a pure
compound is described by a unique point in the phase
diagram of the compound, and, at that point, the solid
and liquid phases are in equilibrium, and the vapor
pressure of the liquid phase coincides with the vapor
pressure of the pure solid phase. Because in a solution,
the vapor pressure of the solvent is lowered relative to
the pure solvent, no freezing (or crystallization) takes
place at the equilibrium temperature of the liquid
and solid phases of the pure solvent; i.e., the freezing
point. The phase with the lower vapor pressure is the
more stable phase thermodynamically. Therefore,
cooling of the solution below the freezing point of
the pure solvent results in a greater reduction in vapor
pressure of the pure solid phase than the solution
phase, and when the vapor pressure of the two phases
eventually coincides, freezing (crystallization) of the
pure liquid solvent occurs. The dissolved solute reduces
the escaping tendency of the solvent molecules to crys-
tallize, and thus the temperature must be reduced to
reestablish equilibrium between the solid and liquid
phases and hence the depression of freezing point. It
must be noted that the dissolved solute only affects
the freezing of the liquid phase and does not alter the
tendency of the molecules to leave the solid phase,
although both processes are occurring in equilibrium
at the freezing point. Also, the solvent should form a
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pure solid; if the solute cocrystallizes with the solvent,
the phenomenon is complex and cannot be described
as a colligative property. The more concentrated the
solution, the greater the freezing-point depression,
and using thermodynamic principles, Raoult’s law,
and Clausius–Clapeyron equation, the freezing-point
depression can be related to solute concentration
expressed in molality as follows:

ðTsolution � To
f Þ ¼ dTf ¼ DTf ¼ KDP ¼ Kfm

ð9Þ

where in Kf is called the molal depression constant or
the cryoscopic constant, a characteristic constant for
each solvent dependent on the physicochemical nature
of the solvent, and is the freezing-point depression
of an ideal 1-molal solution of a non-volatile solute.
Kf can be obtained experimentally by measuring the
dTf/m of several molal concentrations of solute in
solutions and extrapolating the dTf/m versus molality
curve to zero solute concentration. The value of Kf for
water is 1.86� kg/mole. By measuring the freezing-point
depression of a solvent in a solution and knowing the Kf

for that solvent, one can calculate the molal con-
centration of a solute in the solution. Freezing-point
depression is a colligative property as seen from Eq. (9),
because it is proportional to molal concentration of
solute: the number of particles in solution, and not on
the physicochemical characteristics of the solute.

Osmotic Pressure

As described in the Introduction, the process of
diffusion of a solvent through a semipermeable
membrane from a less-concentrated solution into a
more-concentrated solution is osmosis. This results in
the development of a hydrostatic pressure head on
the more-concentrated solution side of the membrane.
Alternatively, pressure may be applied to the more-
concentrated solution side of the semipermeable mem-
brane to prevent the diffusion of solvent. This applied
pressure on the concentrated solution is identical to the
hydrostatic pressure head that may develop owing to
osmosis. It is known as the osmotic pressure and is
directly proportional to the solute concentration in
an ideal solution. A semipermeable membrane is one
that allows the movement of only solvent molecules,
and if the membrane is not semipermeable, osmosis
may not be observed because the solute will diffuse
quickly through the membrane to equalize the concen-
tration on two sides of the membrane.

Osmosis tends to equalize the escaping tendencies of
the solvent on both sides of the semipermeable mem-
brane. Escaping tendency can be measured in terms
of partial vapor pressure of solvent above the solution.

Alternatively, one can see that at the beginning, the
solution and pure solvents have different thermo-
dynamic activities for the solvent because they have
different vapor pressures. For the solution and pure
solvent on two sides of the semipermeable membrane to
be in equilibrium, they should have identical escaping
tendency or identical vapor pressure and, thus identical
thermodynamic activity. The equilibrium is therefore
established by the generation of the osmotic pressure
that compensates for the difference in solvent concen-
tration on the two sides of the membrane, which is
responsible for the different vapor pressures, escaping
tendencies, and thermodynamic activity. Therefore,
osmosis is a process to reach equilibrium state whereby
solvent spontaneously flows from the high-free-energy
(low-vapor-pressure) side of the membrane to the low-
free-energy (high-vapor-pressure) side of the mem-
brane, until the solvent’s free energies on both sides
of the membrane are equal and identical. Obviously,
the solute will not be able to attain equilibrium because
it cannot diffuse through the semipermeable mem-
brane. Because osmotic pressure is attributable to the
difference in vapor pressure of the solvent above solu-
tion, it is also a colligative property as explained below.

Using thermodynamics and considering free energy
of the solvent as a function of vapor pressure, the
osmotic pressure (p) that develops when a solution is
separated from pure solvent by semipermeable mem-
brane can be related to vapor pressures as shown below:

P ¼ RT

VM
solvent

ln
Po

solvent

Psolution
ð10Þ

where in R is the gas constant, T is temperature, VM
solvent

is the partial molar volume, (the volume occupied by
1 mole of solvent), and p is the developed osmotic
pressure when a solution with vapor pressure Psolution

is separated from a solvent with vapor pressure Po
solvent

by a semipermeable membrane. Applying Raoult’s law
and substituting mole fractions for the vapor pressures
from Eq. (5) into Eq. (10) results in the following:

P ¼ �RT

VM
solvent

lnð1 � Xsolute Þ ffi
RT

VM
solvent

Xsolute

since lnð1 � Xsolute Þ ffi �Xsolute ð11Þ

In a dilute solution, Xsolute is approximately equal to
the molar ratio nsolute/nsolvent, and Eq. (11) becomes:

P ¼ nsolute

nsolventV
M
solvent

RT ¼ nsolute

Vsolution
RT ¼ mRT

ð12Þ

in which the number of moles of solvent multiplied by
the partial molal volume is equal to the volume of the
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solvent in solution. In a dilute solution, the volume of
solvent can be approximated to the volume of solution,
which results in the above equation relating osmotic
pressure to molar or molal concentration of a solute
in solution. Eq. (12) is known as Morse’s expression
and demonstrates how osmotic pressure is a colligative
property directly proportional only on the number of
particles dissolved in the solvent irrespective of the nat-
ure of the solute. van’t Hoff had recognized early on
that there is a direct proportionality among osmotic
pressure and concentration of solute and temperature,
and suggested a relationship that was similar to the
equation for an ideal gas as follows:

PVsolution ¼ nsolute RT ð13Þ

Eq. (13) is analogous to the ideal gas equation, and
van’t Hoff concluded that osmotic pressure of a dilute
solution was a pressure that the solute would exert if it
behaved like a gas occupying that volume. Eq. (13) can
also be expressed as:

P ¼ nsolute

Vsolution
RT ¼ cRT ð14Þ

which shows that osmotic pressure is directly pro-
portional to the concentration of solute expressed in
molarity. This equation is similar to Morse’s
expression, Eq. (12); however, it has been shown theo-
retically and experimentally that more accurate results
can be obtained when solute concentration is expressed
in molality rather than in molarity. Although the
resemblance of Eq. (13) to the ideal gas equation is
striking, osmotic pressure is a result of differences in
the escaping tendencies of the solvent on two sides of
the membrane rather than of the behavior of a solute
such as a gas.

From Eqs. (12)–(14), one finds that 1-molar solution
of any solute will generate an incredibly high osmotic
pressure of approximately 24 atm at room tempera-
ture, which has been verified experimentally. Although
this estimate is based on the assumption that the
solution is dilute and behaving ideally, at high concen-
trations of solute, the theory overestimates the experi-
mental findings. The discussion above deals primarily
with the thermodynamic basis for the generation of
osmotic pressure; however, it does not address the
issue of how fast the equilibrium is attained or how fast
the osmotic pressure will be generated. The rate of gen-
eration of osmotic pressure is a kinetic process and
depends to a great extent on the characteristics of the
semipermeable membrane. Red blood cell membrane
or the mucous membrane in the eye are very thin
and moist, and water can diffuse very rapidly through
the membrane to generate the enormous osmotic pres-
sure. However, the osmotic pressure may develop very

slowly across synthetic and semisynthetic polymeric
membranes, across which the diffusion is very slow.

COLLIGATIVE PROPERTIES OF
ELECTROLYTES AS COMPARED
WITH NON-ELECTROLYTE SOLUTES

The colligative properties, by definition, should be
independent of the nature of the solute. Therefore,
0.1-molal solutions of sucrose and NaCl should exhibit
similar colligative properties. It was observed by van’t
Hoff that colligative properties of dilute solutions of
non-electrolytes such as sucrose were expressed satis-
factorily by the equations above. However, solutions
of strong electrolytes such as salts gave osmotic pres-
sure twice or three times as large as would be expected
based on Eq. (14), depending on the electrolyte investi-
gated. To account for this anomaly, van’t Hoff
proposed the following modification of Eq. (14) as
shown below:

P ¼ i c RT ð15Þ

in which i can be considered to be a factor to account
for the deviation of concentrated solutions of electro-
lytes and also non-electrolytes from Raoult’s law as
applied to ideal solutions. After Arrhennius developed
the theory of ionization or dissociation of salts into
ions, van’t Hoff and others recognized that the value
of i approached or equaled the number of ions into
which the electrolyte or the molecule dissociated as
the solution was made more dilute. For example, a
dilute 0.1 M solution of NaCl would be twice as active
osmotically as a 0.1 M solution of sucrose, and i for
NaCl was two. Similarly, 0.1 M solutions of CaCl2
and MgCl2 would generate three times the osmotic
pressure of 0.1 M sucrose solution, and i for both is
equal to three. Therefore, it was realized that i reflected
the number of ions the electrolytes dissociated into
and, thus, electrolytes at equimolar concentrations
were more effective in generating osmotic pressure
based on the number of ions they produced on dis-
sociation. However, it was also observed that at
moderate concentrations of electrolytes, osmotic pres-
sures were less than that expected based on complete
dissociation. In fact, this led the scientific community
to suggest partial dissociation for even strong electro-
lytes and to use colligative properties as a measure of
degree of dissociation. However, we know now that
strong electrolytes do dissociate completely even in
concentrated solutions from other measurements such
as conductivity techniques. The lower-than-expected
values of osmotic pressure in moderate concentra-
tions of electrolytes is attributable to the influence of
long-range ionic interactions that come into play as
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the solution gets increasingly concentrated. The basic
assumption in Raoult law was that there was no inter-
action between solute particles and, even if there was
any, it should equal that between the solute and the
solvent. However, the strong attractive forces between
ions of opposite charges do predominate in increas-
ingly concentrated solutions of electrolytes, and their
thermodynamic activity is reduced relative to that in
an infinitely dilute solution. Also, the effect of ionic
strength of a solution has been shown to influence
the activity of electrolytes, and thus, it is the interionic
forces rather than the partial dissociation that seems to
influence the colligative properties of electrolytes being
lower than expected based on complete dissociation.

All the colligative properties of all solutes with
the modification by the van’t Hoff factor i can be
expressed as:

DP ¼ i Po
solventm; P ¼ i RT m;

DTf ¼ i Kfm; DTb ¼ i Kb m ð16Þ

where in i for non-electrolyte should be 1 and for
strong electrolytes equal the number of ions formed
on dissociation. For example, i should be 2 for NaCl,
3 for CaCl2, and 4 for FeCl3. However, in reality, i is
less than that calculated, based on the number of ions
produced in concentrated solutions, but will approach
the theoretical number in infinitely dilute ideal solu-
tions. When the i value is calculated, for a number of
solutions with increasing concentration of the solute
and then extrapolated to zero concentration of the
solute, one can obtain the theoretical i value. The van’t
Hoff factor has also been considered the ratio of any
colligative property of a real solution to that of an
ideal solution of a non-electrolyte.

PHYSIOLOGICAL AND CLINICAL
SIGNIFICANCE OF TONICITY

Osmotic pressure becomes important from a physio-
logical standpoint because a majority of biological
membranes are semipermeable, and body fluids such
as blood and tears exhibit significant osmotic pressure
owing to a number of solutes dissolved in them. As
noted above in the Introduction, if a small quantity of
blood is mixed with a solution containing 0.9% w/v
NaCl, the red blood cells remain intact and retain their
normal size and shape. The NaCl solution is con-
sidered to be isotonic because it maintained the tone
of the membrane of the red blood cell. In contrast, if
the blood is mixed with the hypertonic 1.8% w/v NaCl
solution, cells shrink and become wrinkled or crenated
owing to its content being sucked out. It is because the
red blood cell content exerts a lower osmotic pressure

than does the surrounding hypertonic 1.8% w/v salt
solution, and the water inside the cells diffuses through
the cell membrane to dilute the surrounding salt
solution to equalize the osmotic pressure across the
membrane. The exact opposite phenomenon occurs if
blood is mixed with hypotonic 0.45% w/v NaCl sol-
ution. Water from the surrounding salt solution enters
the cells, causing them to swell and finally burst with
the liberation of hemoglobin, and the phenomenon is
known as hemolysis. The crenation and hemolysis of
red blood cells in hypertonic and hypotonic salt solu-
tion, respectively, are explained by the movement of
water across the cell membrane owing to the osmotic
pressure differential. However, it is well-known that
the different physiological membranes are different
with respect to their permeability characteristics. The
red blood cell membrane has been found to be per-
meable to small polar and semipolar solutes such as
alcohol, boric acid, and urea, etc. Thus, the erythrocyte
membrane is not truly semipermeable, and although
2% boric acid solution is iso-osmotic with erythrocyte
cell contents, it causes hemolysis because boric acid
moves freely across the membrane and its solution
being hypotonic acts like pure water in its effect on
erythrocytes. However, the same 2% boric acid solu-
tion is both iso-osmotic and isotonic with eye secre-
tions and causes no irritation when instilled in the
eye because the mucous membrane of the eye is a true
semipermeable membrane. To resolve the confusion
created by different permeability characteristics of bio-
logical membranes, the word isotonicity was created.
The word isotonic refers to solutions that are iso-
osmotic with the cell contents, across a specific
membrane, and in addition, maintains the tone of the
membrane, i.e., no solvent movement across the mem-
brane. Thus, 2% boric acid solution is iso-osmotic with
blood but it behaves like a hypotonic solution with
erythrocytes while it is both iso-osmotic and isotonic
with respect to the mucous membrane of the eye.

It has been also observed that hypertonic and hypo-
tonic salt solutions tend to irritate sensitive tissue and
cause pain when applied to mucous membranes of the
eye, ear, and nose, etc., whereas isotonic solution
causes no tissue irritation when it comes in contact
with the tissue. Obviously, the tonicity of formulations
that come in to direct contact with blood, muscle, eye,
nose, and delicate tissues is critical. Therefore, the issue
of tonicity is important in small- and large-volume
injectables, ophthalmic products, and products
intended for tissue irrigation. The degree of tissue irri-
tation or hemolysis or crenation observed depends on
the degree of deviation from isotonicity, the volume
injected, the speed of injection, the concentration of
the solutes in the injection, and the nature of the
membrane. The parenteral and ophthalmic formula-
tions are therefore adjusted to isotonicity if possible.
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Hypotonic solutions can be easily adjusted to isoton-
icity by adding solutes such as dextrose or sodium
chloride, commonly used for this purpose. However,
at times, the formulation may be hypertonic and may
have to be diluted with water to maintain isotonicity.
This dilution of the hypertonic solution may be pre-
cluded owing to other limitations such as poor aqueous
solubility of the drug. In such a case, the hypertonic
solution can be administered slowly in small volumes
into a large vein such as the subclavian vein in which
the formulation will be diluted and distributed rapidly,
minimizing chances of crenation of erythrocytes, pain,
and tissue irritation on injection. It has also been
observed that minor deviations such as 10% from
isotonicity may result in no effect or only temporary
effects at the site of injection. However, the effects of
deviation from isotonicity of large-volume parenterals
can be fairly severe and, thus, parenteral nutrient solu-
tions and infusions of large volume need to be adjusted
to isotonicity. Large-volume infusion of hypotonic
solutions has been observed to cause effects ranging
from hemolysis to water-retention problems such as
convulsions and pulmonary edema. This was exempli-
fied by the recent report of 10 episodes of hemolysis,
with two patients exhibiting significant hemolysis and
renal insufficiency resulting in one death. These severe
episodes of hemolysis occurred because of the large
volume infusion of 25% human albumin diluted with
sterile water instead of with isotonic sodium chloride
for therapeutic plasma exchange.[1] In contrast, large-
volume infusion of hypertonic solutions can result in
severe conditions such as intracellular dehydration,
osmotic diuresis, hyperglycemia, glycosuria, dehy-
dration from loss of water, and coma. Also, hypertonic
solution infusion should be terminated gradually to
avoid sudden changes in osmotic pressure. In sum-
mary, any formulation that comes in to contact with
sensitive tissues of the human body needs to be
adjusted to isotonicity to minimize any adverse effects.
To be able to adjust the formulation to isotonicity,
a method to measure the tonicity and/or the osmotic
pressure of the formulations has to be used. The
methods to measure tonicity or osmotic pressure of
solutions are reviewed briefly as below.

MEASUREMENT OF TONICITY
OF SOLUTIONS

The most direct method for measurement of tonicity
obviously would be to observe changes in erythrocytes
on mixing solution with blood. If hemolysis or crena-
tion or a marked change in the appearance of erythro-
cytes occurs, the solution is not isotonic. If the cells
retain their normal size and shape, the solution is iso-
tonic. Grosicki and Husa used this method early on;

however, one has to be mindful of the fact that solu-
tions may be iso-osmotic with erythrocyte contents,
yet may cause hemolysis because solutes such as boric
acid are permeable through erythrocyte membrane
and, thus, solution is not isotonic.[2] Therefore,
Grosicki and Husa recommended that the word iso-
tonic should be used with reference to solutions having
equal osmotic pressures with respect to a particular
membrane.[2] Because hemolysis due to hypotonic
solution results in release of oxyhemoglobin directly
proportional to the number of cells hemolyzed, a
quantitative method has been developed to calculate
osmotic pressure and the van’t Hoff i factor noted
above. A limitation of observing changes in erythro-
cytes as a measure of tonicity is the fact that the
specific chemical interaction of the solute with the cell,
pH of the solution, presence of solvents, lipid solubility
of the solute, and denaturant activity of solute may
have influences on the cell membrane and, thus,
osmotic pressure differences alone are not responsible
for hemolysis. Furthermore, it was shown recently that
hemolysis is related to the contact time in addition to
hypotonicity of the formulation.[3] To overcome this
limitation, some investigators have used measurements
of erythrocyte cell volumes as a function of tonicity of
solution, which influence solvent (water) uptake or loss
from erythrocytes. This method is more sensitive,
objective, and reliable than observation of hemolysis.
Recently, a method using fluorescence anisotropy for
fluidity of erythrocyte membranes demonstrated differ-
ences between hypotonic and isotonic solutions.[4]

However, the method is involving, and more data need
to be obtained to correlate tonicity with fluidity of the
membrane to be reliable.

An alternative approach is based on the theoretical
foundation described earlier for the colligative proper-
ties. If the solution is isotonic with blood, its osmotic
pressure, vapor pressure, boiling-point elevation, and
freezing-point depression should also be identical to
those of blood. Thus, to measure isotonicity, one has
to measure the osmotic pressure of the solution and
compare it with the known value for blood. However,
the accurate measurement of osmotic pressure is diffi-
cult and cumbersome. If a solution is separated from
blood by a true semipermeable membrane, the result-
ing pressure due to solvent flow (the head) is accurately
measurable, but the solvent flow dilutes the solution,
thus not allowing one to know the concentration of
the dissolved solute. An alternative is to apply pressure
to the solution side of the membrane to prevent
osmotic solvent flow. In 1877, Pfeffer used this method
to measure osmotic pressure of sugar solutions. With
the advances in the technology, sensitive pressure
transducers, and synthetic polymer membranes, this
method can be improved. However, results of the
search for a true semipermeable membrane are still
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elusive, and this method is still cumbersome and incon-
venient. The measurement of osmotic pressure using
this method has been applied successfully to colloidal
solution of proteins to measure their molecular weight
because they are of relatively large molecular weight
and are impermeable across number of membranes.
Numerous instruments, known as osmometers, are
commercially available to measure osmotic pres-
sure.[5,6] Only the Knauer membrane osmometer and
colloid osmometer are true osmometers using a semi-
permeable membrane.[5] Vapor pressure osmometers
such as the Wescor osmometer, using the principle of
vapor pressure lowering should not be called osmo-
meters. These types of instruments measure the vapor
pressure using the isopiestic method, or the thermo-
electric method, or the measurement of the dew point
of unknown solution in comparison with a standard,
and then calculate osmotic pressure and osmolality
using the theory of colligative properties. These instru-
ments require a few microliters, and the method is
fairly precise, simple, and totally automated. The pres-
ence of a volatile solvent such as ethanol will create
problem with this method because the inherent
assumption is that only water is present in the vapor
phase. This can be a serious limitation because many
parenteral and, ophthalmic formulations contain
organic solvents for the purposes of drug solubility
and, sometimes of stability. Commercial osmometers
of this type have been found to measure osmolalities
in the range of 100–3000 mmol/kg reliably.

Boiling-point elevation can also be used to measure
osmotic pressure and tonicity of a solution using just a
reflux condenser and a thermometer. The commercially
available instrument is the Cottrell boiling-point appa-
ratus. However, this method is affected by the ambient
barometric pressure and the presence of volatile
solvents in the solution.

Osmometers based on the freezing-point depression
are the most commonly and widely used instruments
for measurements of tonicity because of the simplicity,
reliability, and ease of use. Freezing-point depression
of solutions of a number of drugs at various concen-
trations has already been determined, and thus, an
extensive database is available for adjustment of
tonicity of solutions of these drugs, as addressed below.
The freezing-point depression of a solution can be
simply measured using a salt–ice bath, Dewars flask,
and Beckmann’s thermometer. Numerous commercial
instruments requiring small quantities of solution such
as Osmette from Precision Systems that use the prin-
ciple of Beckmann’s freezing-point method are now
available. One of the problems with this method is
the disengagement of ice and the need for determi-
nation of the actual equilibrium freezing point. The
latter limitation can be overcome by use of the equi-
librium method, in which solid solvent (ice) is placed

in contact with solution (aq.) and the freezing point
measured and compared with that of the pure solvent
(water) in contact with the solid solvent (ice). Also,
one has to consider the presence of other solvents in
influencing the freezing-point depression. The freezing-
point depression method is precise to the extent that
the differences in freezing points of two systems
within �0.0002�C can be measured. Freezing-point
osmometry can be used for all samples with osmolal-
ities less than 550 mmol/kg, including those that con-
tain volatile solutes.[6] Once the freezing point of the
solution is known, inert solute such as sodium chloride
is added to match the freezing point of solution with
that of blood and lacrimal fluids. After considerable
debate and experimentation, it is now well-established
that �0.52�C is the freezing point of blood and lacri-
mal fluids, following the work of Lund, Nielsen, and
Pedersen-Bjergaard.[7] This is also the freezing point
of 0.9% sodium chloride solution, which is therefore
considered to be isotonic with both blood and lacrimal
secretions. Therefore, to determine the tonicity of a
solution, one has to measure its freezing-point depres-
sion and compare it with that of blood (�0.52�C).
The freezing-point depressions of a number of drugs
are listed in Table 1. A more comprehensive list of the
freezing-point depressions of various concentrations of
drugs can be found in The Merck Index, Remington’s
Pharmaceutical Sciences, and other literature sources
listed in the Bibliography. An important consideration
when using this method is that although all the solutes
present in solution contribute to its freezing-point
depression, those that permeate the biological mem-
brane will not maintain the tone, for example, boric
acid. In addition, association of solute molecules by
processes such as complexation and micellar associ-
ation, which are temperature-dependent, may have to
be considered. The viscosity and presence of suspended
particles can also affect the freezing point by altering
the crystallization of the solvent. Nevertheless, freez-
ing-point depression has become popular because of
its simplicity, reliability, and availability of commercial
instruments. The methods of osmometry, the techno-
logy, and the limitations inherent in each method have
been reviewed recently[5,6] and should be consulted for
more details.

Based on the theory of colligative properties and
the principles of osmometry, it is understood that
osmometer will read osmolalities and not osmolarities
because colligative properties are directly proportional
to the total solute concentration expressed in molality
[see Eqs. (1)–(16)]. The relationship between osmolality
and osmolarity and its significance can be found in
the Remington’s Pharmaceutical Sciences and in a
review article by Deardorff.[10] However, it is more
convenient to use osmolarity because it is based on
weight/volume rather than on weight/weight as in
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Table 1 Freezing point depressions (Tf
1%), Liso values and sodium chloride equivalents (E) for drugs and excipients

for adjusting their solutions to isotonicitya

Substance MWb Tf
1% c Liso

d Ee Vf

Alcohol, dehydrated 46.07 0.41 1.9 0.70 23.3

Aminophylline 456.46 0.10 4.6 0.17 5.7

Amphetamine sulfate 368.49 0.13 4.8 0.22 7.3

Antipyrine 188.22 0.10 1.9 0.17 5.7

Antazoline (Antistine) hydrochloride 301.81 0.11 3.2 0.18 6.0

Apomorphine hydrochloride 312.79 0.08 2.6 0.14 4.7

Ascorbic acid 176.12 0.11 1.9 0.18 6.0

Atropine sulfate 694.82 0.07 5.3 0.13 4.3

Aureomycin hydrochloride 544 0.06 3.5 0.11 3.7

Barbital sodium 206.18 0.29 3.5 0.29 10.0

Benadryl hydrochloride

(diphenhydramine hydrochloride)

291.81 0.34 3.4 0.20 6.6

Boric Acid 61.84 0.29 1.8 0.50 16.7

Butacaine sulfate 710.95 0.12 8.4 0.20 6.7

Caffeine 194.19 0.05 0.9 0.08 2.7

Calcium gluconate 448.39 0.09 4.2 0.16 5.3

Calcium lactate 308.30 0.14 4.2 0.23 7.7

Camphor 152.23 0.12 1.8 0.20 6.7

Chloramphenicol (chloromycetin) 323.14 0.06 1.9 0.10 3.3

Chlorobutanol (chloretone) 177.47 0.14 2.5 0.24 8.0

Cocaine hydrochloride 339.81 0.09 3.2 0.16 5.3

Dextrose–H2O 198.17 0.09 1.9 0.16 5.3

Dibucaine hydrochloride 379.92 0.08 2.9 0.13 4.3

Ephedrine hydrochloride 201.69 0.18 3.6 0.30 10.0

Ephedrine sulfate 428.54 0.14 5.8 0.23 7.7

Epinephrine bitartrate 333.29 0.11 3.5 0.18 6.0

Epinephrine hydrochloride 219.66 0.17 3.7 0.29 9.7

Fluorescein sodium 376 0.18 6.9 0.31 10.3

Glycerin 92.09 0.20 1.8 0.34 11.3

Homatropine hydrobromide 356.26 0.10 3.6 0.17 5.7

Lactose 360.31 0.04 1.7 0.07 2.3

Magnesium sulfate � 7H2O 246.50 0.10 2.5 0.17 5.7

Menthol 156.26 0.12 1.8 0.20 6.7

Meperidine hydrochloride 283.79 0.12 3.7 0.22 7.3

Methamphetamine hydrochloride 185.69 0.22 4.0 0.37 12.3

Morphine hydrochloride 375.84 0.09 3.3 0.15 5.0

Morphine sulfate 758.82 0.08 6.2 0.14 4.8

Naphazoline hydrochloride 246.73 0.16 3.3 0.27 7.7

Neomycin sulfate — 0.06 — 0.11 3.7

Neostigmine bromide 303.20 0.11 3.2 0.22 6.0

Nicotinamide 122.13 0.15 1.9 0.26 8.7

Penicillin G potassium 372.47 0.11 3.9 0.18 6.0

Penicillin G Procaine 588.71 0.06 3.5 0.10 3.3

Penicillin G sodium 356.38 0.11 3.8 0.18 6.0

Phenacaine hydrochloride 352.85 0.11 3.3 0.20 5.3

Phenobarbital sodium 254.22 0.14 3.6 0.24 8.0

(Continued)
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Table 1 Freezing point depressions (Tf
1%), Liso values and sodium chloride equivalents (E) for drugs and excipients

for adjusting their solutions to isotonicitya (Continued)

Substance MWb Tf
1% c Liso

d Ee Vf

Phenol 94.11 0.20 1.9 0.35 11.7

Phenylephrine hydrochloride 203.67 0.18 3.5 0.32 9.7

Physostigmine salicylate 413.46 0.09 3.9 0.16 5.3

Physostigmine sulfate 648.45 0.08 5.0 0.13 4.3

Pilocarpine nitrate 271.27 0.14 3.7 0.23 7.7

Potassium acid phosphate (KH2PO4) 136.13 0.25 3.4 0.43 14.2

Potassium chloride 74.55 0.45 3.3 0.76 25.3

Potassium iodide 166.02 0.20 3.3 0.34 11.3

Procaine hydrochloride 272.77 0.12 3.4 0.21 7.0

Quinine hydrochloride 396.91 0.08 3.3 0.14 4.7

Scopolamine hydrobromide 438.32 0.07 3.1 0.12 4.0

Silver nitrate 169.89 0.19 3.3 0.33 11.0

Sodium acid phosphate (NaH2PO4 �H2O) 138.00 0.24 3.2 0.40 13.3

Sodium benzoate 144.11 0.24 3.4 0.40 13.3

Sodium bicarbonate 84.00 0.38 3.2 0.65 21.7

Sodium bisulfite 104.07 0.36 3.7 0.61 20.3

Sodium borate � 10H20 381.43 0.25 9.4 0.42 14.0

Sodium chloride 58.45 0.58 3.4 1.00 33.3

Sodium iodide 149.92 0.23 3.4 0.39 13.0

Sodium nitrate 85.01 0.39 3.4 0.68 22.7

Sodium phosphate, anhydrous 141.98 0.31 4.4 0.53 17.7

Sodium phosphate � 2H20 178.05 0.25 4.4 0.42 14.0

Sodium phosphate � 7H2O 268.08 0.17 4.6 0.29 9.7

Sodium phosphate � 12H2O 358.21 0.13 4.6 0.22 7.3

Sodium propionate 96.07 0.36 3.4 0.61 20.3

Sodium sulfite, exsiccated 126.06 0.38 4.8 0.65 21.7

Streptomycin sulfate 1457.44 0.04 6.0 0.07 2.3

Strong silver protein — 0.0 — 0.08 2.7

Sucrose 342.30 0.05 1.6 0.08 2.7

Sulfacetamide sodium 254.25 0.14 3.4 0.23 7.7

Sulfadiazine sodium 272.27 0.14 3.8 0.24 8.0

Sulfamerazine sodium 286.29 0.14 3.9 0.23 7.7

Sulfanilamide 172.21 0.13 2.2 0.22 7.3

Sulfathiazole sodium 304.33 0.13 3.9 0.22 7.3

Tetracaine hydrochloride 300.82 0.11 3.2 0.18 6.0

Tetracycline hydrochloride 480.92 0.08 4.0 0.14 4.7

Tripelennamine hydrochloride 291.83 0.17 3.8 0.30 7.3

Urea 60.06 0.35 2.1 0.59 19.7

Zinc chloride 139.29 0.37 5.1 0.62 20.3

Zinc Sulfate � 7H2O 287.56 0.09 2.5 0.15 5.0
aValues vary somewhat with concentration, and those in the table are for 1 to 3% solutions of the drugs in most instances. A more

comprehensive table of E and Tf, values is found in Ref.[8].
bMW is the molecular weight of the drug.
cT1%

f is the freezing point depression of a 1% solution of the drug.
dLiso is the molar freezing point depression of the drug at a concentration approximately isotonic with blood and lacrimal fluid.
eE is the sodium chloride equivalent of the drug.
fV is the volume in milliliters of isotonic solution that can be prepared by adding water to 0.3 g of the drug (the weight of drug in one

fluid ounce of a 1% solution).

(Adapted with modifications from Ref.[9].)

3778 Tonicity



Te
ch

no
lo

gy
–

To
ol

in
g

osmolality. The U.S. Pharmacopeia also recommends
that the labeling of parenteral and ophthalmic formu-
lation should list osmolarity while the experimen-
tally determined quantity is osmolality. Methods to
convert osmolality to osmolarity using determinations
of solution density and solute content[11,12] or using
partial molal volume of solute and solvent have been
described.[13,14]

THEORETICAL METHOD TO CALCULATE
TONICITY USING Liso VALUE

In the discussion above of colligative properties of elec-
trolytes, the equations were modified by introduction
of the van’t Hoff i factor as shown in Eq. (16). Because
the freezing-point depressions of strong and weak elec-
trolytes are always greater than those calculated from
Eq. (9), because of different degrees of ionization and
interionic interaction, a new factor, L ¼ iKf, is intro-
duced. The L value obtained from freezing-point
depression of a solution of a particular type of electro-
lyte at a molar concentration (c) that is isotonic with
blood is defined as Liso (Liso ¼ 0.52�/c). For example,
the Liso value for an isotonic sodium chloride solution
(0.9% w/v) is 3.4, and its freezing-point depression is
0.52�C. Because the colligative properties are inde-
pendent of the chemical nature of the electrolyte
and the interionic interactions in dilute solutions are
similar, all electrolytes of the same type will have
identical Liso values. Therefore, all non-electrolytes
have Liso ¼ 1.9, whereas uni-univalent electrolyte’s
Liso ¼ 3.4 and triunivalent electrolyte’s Liso ¼ 6.0.
Thus, if the ionic nature of the solute and its molecular
weight are known, using the appropriate Liso value,
freezing-point depression can be calculated for a
solution of a given concentration. The average Liso

values for all types of solutes are available in the litera-
ture.[9] This method is simple and does not require
experimentation, but it is only approximate, with
potential for some error. Also, one has to know the
ionic nature of the solute, which can be difficult to
determine for a new drug compound with a complex
structure.

METHODS OF ADJUSTING TONICITY

From the theoretical background presented above,
one can easily devise his or her own methods to adjust
tonicity of solutions using the principles of colligative
properties. However, in the practice of pharmacy, a
number of simple methods to adjust tonicity of formu-
lation in a prescription order on an extemporaneous
basis were developed to help the pharmacist. The
methods of adjusting tonicity could be classified into

two types. In class I methods, some inert substance
such as sodium chloride or dextrose is added to the solu-
tion to lower its freezing point to match that of blood
(�0.52�C) i.e., made isotonic by the addition of inert
excipient. In class II methods, a calculated quantity
of water is added to the total solute content (drug) of
the prescription to make it isotonic, which is then
diluted with sufficient isotonic diluting solution to
bring it to the final volume. These methods are
explained below, followed by a simple example illus-
trating the method. However, the assumptions inherent
in all the methods need to be considered carefully. The
first assumption is that colligative properties are addi-
tive for mixture of solutes and that they are related
linearly to their concentration expressed in molarity,
molality, or in percentages. This assumption is true
in dilute solutions of non-electrolytes and electrolytes.
However, when dealing with concentrated solutions,
this assumption may not be valid. In cases of chemical
interaction, association, complexation, or micellar
interaction among solutes in solution, the colligative
properties of solutes may not be additive. The second
assumption is that they consider all solutes present in
solution to be contributing to its tonicity. However,
it is known from the discussion above that all biologi-
cal membranes are not truly semipermeable, and thus,
some solutes will not contribute to the tonicity of the
solution across that membrane, for example, boric acid
across erythrocytes membrane. Nevertheless, the errors
introduced are small, and slight deviations from iso-
tonicity on either side do not result in significant
adverse effects. In the literature, one may also find
methods known as the L value method or the Liso

method, which are identical to the theoretical method
described above for solutes, for which one can calcu-
late the freezing-point depression based on molecular
weight and ionic nature. By knowing the freezing-point
depression, any of the class I or class II methods can
then be used to adjust their solution to isotonicity.

Class I Methods

Freezing-point depression method
(cryoscopic method)

The freezing-point depression of a number of drugs
and excipients, either experimentally determined by
the method described above or calculated theoretically
using the Liso method, is available in the litera-
ture.[8,9,15] Table 1 lists the freezing point depression
of 1% solution of various drugs. Basically, from the
percentage of drug present in solution, the freezing
point of the solution is calculated. This number is then
subtracted from the freezing point of blood (�0.52�C)
to obtain the freezing-point depression to be achieved
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by the addition of sodium chloride. Knowing that 0.9%
sodium chloride is isotonic and freezes at �0.52�C, the
amount of sodium chloride to be added is calculated
as shown in the example below.

Example 1: Calculate the amount of sodium chlor-
ide needed to prepare 100 ml of 2% isotonic physostig-
mine salicylate solution.

Freezing-point depression of 2% physostigmine sal-
icylate ¼ 2 � 0.09�C ¼ 0.18�C (Table 1). Therefore,
the freezing-point depression to be achieved by adding
sodium chloride ¼ 0.52�C � 0.18�C ¼ 0.34�C.
Sodium chloride (0.9%) produces a freezing-point
depression of �0.52�C; therefore, the percentage of
sodium chloride needed ¼ (0.34�C/0.52�C) � 0.9% ¼
0.59% ¼ 0.59 g/100 ml.

Sodium chloride equivalent (E) method

The sodium chloride equivalent (E) is the amount of
sodium chloride equivalent to 1 g of the drug in exert-
ing the same osmotic effect. The E value for a new
drug can be calculated from its Liso value or from the
freezing-point depression as shown below.

The freezing-point depression of a 1 g/L-solution of
a new drug can be expressed as:

DTf ¼ Liso
1 g

MW
ð17Þ

By definition, E gram of sodium chloride
(MW ¼ 58.45 and Liso ¼ 3.4) in 1 L will have similar
freezing-point depression as shown below:

DTf ¼ 3:4
E g

58:45
ð18Þ

Therefore, equating Eqs. (17) and (18), results in the
following equation for E:

E ¼ 17
Liso

MW
ð19Þ

Wells developed a nomogram based on the above
equation to readily calculate E values from the MW
and Liso value of the drug.[16] Thus, the E value for
physostigmine salicylate (MW ¼ 413.46) calculated
using Liso ¼ 3.4 for a uni-univalent electrolyte is equal
to 0.14, which is close to 0.16 (E value) in Table 1. This
small deviation is attributable to the difference
between the experimentally determined Liso (3.9) of
physostigmine salicylate and the theoretical value of
3.4 for a uni-univalent electrolyte. By knowing the E
value, the solution can be adjusted to isotonicity as
shown below.

Example 2: Calculate the amount of sodium chlor-
ide needed to prepare 100 ml of 2% isotonic physo-
stigmine salicylate solution.

Physostigmine salicylate (2 g/100 ml) is equivalent
to 2 � 0.16 (E) ¼ 0.32 g/100 ml of sodium chloride.
Therefore, 0.58 g (0.9–0.32 g) of sodium chloride has to
be added to 100 ml of this solution to make it isotonic.

Note that the answers given by the two methods are
not identical, but very close.

Class II Methods

The class II methods involve the calculation of a quan-
tity of water needed to make an isotonic solution for
a given amount of drug, followed by dilution with
an isotonic solution to make up the volume. These
methods were developed to enable pharmacists to
prepare parenteral and ophthalmic formulations with
simplicity and ease.

The White-Vincent method

In this method, the weight of the drug (w) is first mul-
tiplied by its sodium chloride (E) to obtain the quantity
of sodium chloride osmotically equivalent to weight
per gram of drug.[17] Because 0.9 g of sodium chloride
dissolved in 100 ml results in an isotonic solution, the
volume of isotonic solution that can be prepared from
weight per gram of drug is given by the following
equation:

V ¼ wE
100

0:9
¼ 111:1 w E ð20Þ

Thus, dissolving weight per gram of drug in V ml of
water will result in an isotonic solution that can be
further diluted with isotonic solutions such as 0.9%
sodium chloride or isotonic dextrose solution to make
up the volume. The method can be illustrated by the
following example.

Example 3: Prepare 100 ml of 2% physostigmine
salicylate solution isotonic with blood.

Using Eq. (20) and E of physostigmine salicylate ¼
0.16 from Table 1, the volume of water needed to
prepare isotonic solution, V ¼ 2 g � 0.16 �
111.1 ml/g ¼ 35.55 ml. This solution can be diluted
with 64.45 ml of any isotonic diluting solution to
obtain 100 ml of 2% isotonic physostigmine salicylate
solution. To verify the results, if we assume that we
dilute the above solution with 64.45 ml of isotonic
sodium chloride solution, the equivalent amount of
sodium chloride added is 0.58 g, which matches with
results obtained using the class I methods.

The Sprowls method

In the early days of pharmacy practice, many prescrip-
tions were written to prepare one fluid ounce of a 1%
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drug solution, thus, the amount of drug (w ¼ 0.3 g)
and the final volume were fixed (one fluid ounce or
30 ml). Sprowls, recognizing this fact, suggested a
modification of the White–Vincent method to further
simplify the calculations for the practicing pharma-
cist.[18] In this method, the amount of drug is fixed at
0.3 g (30 ml of 1% solution), and the volume of water
required to prepare the isotonic solution is calculated
using Eq. (20) and listed in a table such as column 4
in Table 1 for all drugs that are commonly used in par-
enteral and ophthalmic formulations and for which
sodium chloride equivalents are known. The pharma-
cist then makes up the volume of the preparation to
30 ml with an isotonic diluting solution to fill the
prescription. For example, if one fluid ounce of 1%
physostigmine salicylate solution is to be prepared,
from Table 1, column 4, we recognize that 5.3 ml of
water is required for 0.3 g of physostigmine salicylate
to prepare an isotonic solution. After the preparation
of this 5.3 ml solution, it can be diluted with any
isotonic diluting solution to make up the volume to
one fluid ounce. If one needed to prepare 100 ml of
a 1% solution, the volume of water (V) should be
multiplied by 3.33 to obtain the amount of water
necessary to make it isotonic.

CONCLUSIONS

The theory of colligative properties is well-understood
and successfully applied to parenteral formulations for
making them isotonic and, thus, safe and acceptable.
The techniques of osmometry have been refined, and
now instruments that can estimate freezing-point
depression, vapor pressure, or osmotic pressure from
microliter quantities of samples in a few minutes are
commercially available. At the same time, very few
pharmacists are required to compound prescriptions
requiring the knowledge of the various methods of
adjustments of tonicity. Because of ever-increasing
complexities in the structure of new drug entities, there
is an increasing problem of their inadequate aqueous
solubility, exemplified by drugs such as Cyclosporine
and Taxol. A number of organic solvents and new
classes of surfactants are being developed and used
to aid in solubilization and, thus, in the formulation
of these drugs for parenteral administration. The issue
of tonicity needs to be addressed from this perspective
because organic solvents and the surfactants behave
differently in solution than do the traditional solutes
whose characteristics in solution are well-understood.
Also, dispersed systems such as nanocapsules,
liposomes, and microemulsions are being developed
as parenteral formulations. The colligative properties

of these systems need to be investigated too. There is
an increasing concern regarding tissue irritation and
muscle injury at the site of injection resulting from
formulations. With the advent of biotechnology, more
peptide and protein drugs are in clinical trials than
before, and, also, gene therapy is being considered
for few diseases. The parenteral formulations of these
newer drugs are more complex to maintain the integ-
rity of their higher-order structure. Therefore, the issue
of tonicity needs to be revisited with a newer approach
and from a different perspective.
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INTRODUCTION

Introducing high-speed tableting in 24-hr shifts has
tremendously increased productivity, which in turn places
heavy demands not only on the tablet presses and the
compressibility of the tableting materials but also on pre-
cision with respect to dimensions and the wear resistance
of the toolings (punch and die sets). Furthermore, in many
cases of high tableting-speeds, adhesiveness of tablets to
the toolings becomes a problem in the course of long-term
production. Tableting materials need to be optimized in
line with new demands. At the same time, tooling require-
ments with respect to adhesion-reducing finish have
become more important than ever.

Special attention must be paid to handling and
maintaining the tool sets during their entire lifetime.
Not only does timely mechanical work-over prolong
their total lifetime, but also trace patterns of wear on
the tooling itself can be indicative of numerous differ-
ent events during production, inter alia pressures that
are generally too high, inadequate lubrication resulting
in excessive friction, blockage of pressure rollers, tilted
punches, or dies. Furthermore, worn-out punches not
only affect the quality of the tablets (increased vari-
ation of mass, reduced surface shininess etc.), but can
also cause serious problems in the process (powder loss
with dust sticking to lubrication oil as well as excessive
wear of the tablet press itself). Scratched surfaces can
lead to grave problems with tablets sticking to the
punches at the discharge point, making tablet pro-
duction impossible. A deviation in the length of a
lower punch translates directly into mass variability
in the tablet batch; variation in the length of the entire
set also leads to varying compression forces and conse-
quently affects the dissolution properties of the tablets.

On the other hand, tablet tooling design opens up
for many possibilities for overcoming common tablet-
ing problems that cannot be solved by modifying the
materials or the compression process, such as lubri-
cation problems which in general are also a function
of tooling size and shape.

BACKGROUND

In the following text, only examples and principles will
be discussed. Mentioning or omitting a specific make

or model does not constitute any value judgment.
Comprehensive recommended publications are ‘‘The
Tablet Specification Manual’’[1] with respect to tech-
nical and practical problems of tooling, and for all
aspects of tableting including development of tableting
materials, optimization of compression cycles, and
handling of tooling ‘‘Die Tablette.’’[2]

GENERAL TERMINOLOGY OF TOOLING

A set of tooling consists of upper punch, lower punch,
and die. The upper punch has a shorter stem; the lower
punch stem is longer because it travels longer distances
up and down in the die for filling, compression, and
ejection, thereby sealing the die hole from below during
the entire process of compression.

In single-punch tablet presses (reciprocating tablet
presses), the punches are fixed to the punch holders
which travel up and down, and in many cases fixation
screws are used. Each make has its own holder design
for punches and dies, and consequently for the tooling
sets as well. Therefore little can be said in general terms,
but it would appear that on the whole the remarks on
the rotary press tooling apply correspondingly.

In rotary tablet presses, only the dies are fixed in the
die table, whereas the punches are vertically mobile
and are not fixed to a holder. They slide up and down
in the turret bores, driven by cam tracks guiding the
punch heads. The dwell time, i.e., the period during
which the tablet is under full compression, is deter-
mined by the diameter of the flat part of the punch head.

The amount of clearance (space) between interact-
ing parts like punch/die and barrel/turret guide,
depends on the tolerance range (deviation from theo-
retical dimensions due to practical manufacturing
reasons) of tooling dimensions. The clearance between
the die wall and the punch tip affects the tableting pro-
cess as well as the mechanical properties of the finished
product: while the powder is compressed, air needs to
be released, and when the compressed tablet is moved
upwards within the die bore, friction on the die walls is
affected by the clearance.

A deviation in the overall length or the working
length of a lower punch in a set of punches for a rotary
press translates directly into mass variability in the
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tablet batch; a deviation of not more than �0.1 mm
can lead to a mass variability of 2% in the case of small
tablets. Moreover, variability of the lengths of both
lower and upper punches affects the variability of com-
pression forces with consequences for tablet dimen-
sions, their tensile strength, and dissolution behavior.
In the case of a short lower and upper punch, over-
filling would not necessarily lead to an increased force
signal.[3]

TOOLING FOR SINGLE-PUNCH PRESSES
AND COMPACTION SIMULATORS

Nowadays, single-punch presses are, in general, only
used in R&D, but hardly in pharmaceutical pro-
duction. Useful research tools are instrumented special
hydraulic presses, ‘‘compaction simulators,’’ which
allow for online measurements of forces and displace-
ments during the tableting process. Compaction simu-
lators are in many cases designed to accommodate
standard single-punch tooling, which is specific for
each machine type, e.g., Korsch EK0 (http://www.
korsch.de), Kilian SP300 (http://ourworld.compuserve.
com/homepages/Kilian). Dimensions of the tooling
and tolerances thereof are up to the press and tooling
manufacturer.

Two-piece configuration—i.e., a punch with inter-
changeable punch tips—is common for single-punch
presses as, in general, single-punch tooling is less
exposed to abrasion and—compared to tooling for
rotary presses—can relatively be aligned easily. In the
case of two-piece tools, the lower punch tips are not
rigidly fixed but allow for some tilting in order to avoid
excess friction in the die bore. Multiple tools comprise
several punch tips on a single holder in order to
increase productivity. They have been common for
single-punch presses used in small-scale production,
particularly in the form of multipiece tools, where
any cracked tip can be exchanged separately.

TOOLING FOR ROTARY TABLET PRESSES

Fig. 1 shows the general terminology of punches and
dies for rotary tablet presses. The punch consists of
head, neck, barrel, and stem. The barrel diameter and
the overall length are determined by the machine turret
dimensions. The working length (i.e., overall length
minus any cup depth at the punch tip) determines
thickness and mass of the tablets and needs to be
controlled regularly. The variation in working length
should be within �10 mm to ensure low variability of
tablet properties. The die depth should also be accu-
rately cut in order to guarantee a flush fitting with
the die table.

International Standards

Standardization of tooling dimensions has been agreed
to facilitate interchangeability between presses and
to reduce the number of spare parts. In many cases, a
certain press is available with different turrets in order
to standardize tooling within a tablet manufacturing
company irrespective of the make of tablet presses used

Outside
head angle

Inside
head angle

Key

Head flatUpper
Punch

Overall
length

Working
length

Barrel to stem
chamfer

Cup

Die bore
Chamfer

Height/
Depth

Outside
diameter

Protection
radius

Die

Die

Lower
Punch

Stem

Barrel

Tip straight

Barrel to stem
radius

Neck

Head

Barrel to neck
radius

Barrel to stem
radius

groove

Fig. 1 General terminology of tooling (sets of upper and
lower punches and dies) for rotary tablet presses.
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in R&D and production, respectively. A special turret
for R&D on which all standard tooling can be used on
one and the same turret is available from Pharmachine
India (http://www.serenader.com/pharmachine/develop.
asp). It allows to interchange punches and dies of any
sizes for trial compression.

There are two main standards: 1) B-tools with sub-
categories EU19 (Europe)/TSM 19 (USA)/Japan
Norm; 2) D-Tooling, also called EU1, TSM 1, which
are classified according to the dimensions of the barrel
diameter, overall length, and the overall diameter
of the punch head. Fig. 2 compares dimensions of
B- and D-tooling. D-tooling is thicker than B-tooling;
European toolings (both B- and D-types) are longer
compared to TSM types. Fig. 3 explains terminology
of the punch head in order to differentiate subcate-
gories of B- and D-toolings. The head angle or head
radius (in the case of ‘‘domed heads’’), respectively,
determines the lead under the compression roller.
The head flat determines the dwell time of the com-
pression event (i.e., the period during which the tablet
is under maximum pressure), which should preferably
be long so as to yield mechanically resistant tablets.
The head flat must in all cases be smaller in diameter
than the neck in order to guarantee pressure trans-
mission onto the whole punch. Neck shape and neck
diameter are determined by the dimensions of the

cam track. The head thickness needs to be precisely
cut in order to ensure a smooth gliding of the punches
through the cam track and, in the case of lower
punches, to guarantee a reproducible dosing of granule
in the die as well. Three subcategories of B-tooling
according to the European and the US (TSM) stan-
dard as well as the Japanese norm are compared in
Figs. 4A and B in general terms, and their respective
head dimensions are accurately depicted and closely
compared in Fig. 5A. The respective head dimensions
for the three subcategories of D-tooling are shown in
Fig. 5B.

There is another head shape to the D-tooling called
Fette EU1 441 (http://www.fette.de), which is charac-
terized by the absence of a neck and a larger head
diameter (38.00 mm) allowing for increased dwell times
(see ‘‘Special Tooling’’).

A further subcategory of B-tooling, which is
referred to as B2-type (Stokes, http://www.stokesdti.
com), has the same barrel diameter as the standard
B-type, but the overall length of the lower punch is
smaller (Fig. 6). B2 is used on some older presses,
but not manufactured any more. There is yet another

Fig. 2 Standard sizes of B- and D-tooling. Comparison of
the respective subcategories according to the European
standard and the U.S. standard (TSM).

Fig. 3 Punch head terminology.
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variation on standard B-type tooling, where the overall
diameter of the die is smaller (Fig. 7). The die diameter
determines the maximum tablet diameter as well as the
maximum number of die bores in the case of multiple
tools. A larger die is more resistant although pressure
is not directly applied to it but only by lateral exten-
sion. The terminology of standard dies is explained in
Fig. 8A. The height (depth) of the die ensures a flush
fitting with the die table. The overall die diameter—
nominal size and manufacturing tolerances—enables
a tight fit in the turret avoiding lateral movement,
which is also supported by the die groove accommo-
dating the locking screws. A protection radius or pro-
tection shoulder prevents damage to the die locking
screw or scoring of the die pockets in the turret caused
by burrs or sharp edges on the die. The die bore should
be made as close to its nominal size as possible because
it is this, which determines the tablet size, not the
punches. A bore chamfer provides a lead for the upper
punch to enter the die.

Any clearance between the die wall and the punch
affects the tableting behavior, as entrapped air will
escape through the gap when pressure is applied.
Fig. 9 presents the terminology. Table 1 summarizes
manufacturing tolerances of punches and dies as well
as the clearance between them.

Die bore tapers with a conical opening as is depicted
in Fig. 8B have the same effect as the clearance. Tapered
dies are more expensive than standard dies. Tapers can
be applied to both ends of the bore to allow for an

inversion of the dies. Tapered dies not only let air
escape, but also assist ejection as the stress is gradually
released by ejecting to an increasing diameter thereby
preventing capping and generally increasing the tensile
strength of the tablets. Furthermore, their use also
allows higher machine speeds.

Shaped punches—all other shapes than round
ones—and multitip punches need to have keys on their
barrel in order to prevent any rotation. The termi-
nology of keys is explained in Fig. 10. Keys are available
in two configurations: the Woodroff key and the flat
key (European key) can be distinguished by the shape
of the slot milled into the barrel where the key is in
many cases screwed into position. The vertical position
of the key on the punch barrel and the length of the
key itself are determined by the turret dimensions in
such a way as to allow for clearance in the punch-guide
keyways. The optimum angle of the key with respect to
tablet shape is determined by the rotation direction of
the tableting machine and the design of the take-off
fence at the discharge point with respect to the punch
tip, and therefore not standardized. Tablets hitting
the fence with a corner should be avoided; they should
rather hit it with a flat face in order to ensure proper
discharge without fragmentation. Common configura-
tions for punch keys and their lengths can be found in
Tablet Specification Manual.[1]

Barrel flutes, usually on round upper and lower
punches, are vertical sharp-edged grooves along the
length of the punch barrel. During production, they
would rotate and thereby scrape off possible deposi-
tions of material in the punch guideways.

Several types of dust caps and sealings fitted to the
barrel-to-stem chamfer (e.g., Ref.[4]) are available to
prevent contamination of the tablets by machine oil
dripping from the upper punch. Alternatively, punch
bellows in silicone rubber fitted into special seal grooves
for Euro-standard are available (e.g., from Holland,
http://www.iholland.co.uk).

SPECIAL TOOLING

Some makes of tablet presses have their own tooling
specifications allowing for longer dwell times and
higher compression forces, such as the Fette EU1 441
mentioned earlier, and Kilian 25/32, with subtypes in
die shape, i.e., grooved and slotted, which are depicted
together with standard types in a tooling identification
chart (Fig. 11). Most tablet presses from the manufac-
turers cited are alternatively available with turrets for
standard size tooling.

Two-piece configurations with interchangeable
punch tips can also be used in punches for rotary
presses. Special care and experience are necessary as
these punches can be difficult to assemble and align;

Fig. 4 Subcategories of B-tooling, defined by overall length
and head shape: (A) U.S. (TSM) standard, and Japan norm;
(B) European norm (domed head).
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they are mostly used with multiple tools in order to
increase productivity, thus offsetting additional costs.

Korsch (www.korsch.de) has a special machine for
solving sticking problems, where the entire punches
are rotated before and after the compression phase in
order to prevent adhesion. These punches have a
cogwheel around their neck.

From Manesty (http://www.manesty.com) a special
rotating-head tooling is available which enables the

punch head of shaped tooling to rotate in order to
increase the lifetime of punches and cams.

By IMA (http://www.ima.it), a special high-speed
machine design has been developed. Feeding happens
at the center, taking advantage of increasing centrifu-
gal forces. This design requires special tooling, which
is made in two pieces. This means that only the punch
tips need to be changed, which saves time in this special
machine.[5]

Fig. 5 Head profiles of standard tooling. (A) Heads of B-tooling with subcategories European, TSM, and Japan norm. (B) Heads
of D-tooling with subcategories European, TSM, and Japan norm.

Fig. 6 Subcategories of B-tooling: B2 tooling compared to
standard B.

Fig. 7 Subcategories of B-tooling: BB tooling die diameter
compared to standard B.
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Instrumented punches and dies, which enable online
measurement of forces on the punch and relative dis-
placement or acceleration, electrical resistance, and
acoustic release as well as measurement of die wall
forces, are special tools used exclusively in research;
they are discussed in a separate chapter.

PUNCH TIPS

First of all, one has to make a general distinction
between round and shaped tablets. The nomenclature
of tablet shapes of round flat and convex tablets as well
as the respective punch tip forms are shown in Fig. 12.
The tip edge design of the punch and the forces it
is exposed to during compression, and the resulting
deflection forces are shown in Fig. 13. It is impossible
to maintain an infinite sharp edge as this would
wear off immediately; the figure also shows how a land
is introduced by polishing the punch tip in order to
increase its pressure tolerance. The land/cup connec-
tion can be designed as a sharp corner, a standard
curvature (radius), or a blend radius.

Round tablet profile terminology can be found in
Fig. 14.

Similarly, for shaped tablets, terminology is
explained in Fig. 15, and well-known examples of
shapes and profiles are depicted in Fig. 16.

In order to avoid sticking, it is recommended to
avoid corners. Compared to the profile of the land/cup
connection, an alteration of the common connection
between the bevel and the flat by rounding the beveled
edge of flat-faced punches, thus reducing the possibility
of sticking of material to the sharp edge, has been pro-
posed to reduce sticking problems.[6]

Break lines are most often bisects or quadrisects,
whereas engravings often comprise characters and
graphic objects facilitating identification of the tablets.
Engravings on tablets can be embossed or debossed
(Fig. 17), the punch has to be the respective opposite,
and the characters and figures are mirrored. In many
cases, break lines and engravings trigger sticking pro-
blems. In order to quantify the pull-off force of a tablet
sticking to a punch surface, a special instrumentation
was developed[7] and used for the optimization of the
angle between the engravings and the surface.[8] As
sticking in most cases starts at the lateral faces of the
engravings due to shear forces occurring there during
compression, the authors quoted above generally
recommend a small angle of the stroke to the surface
(between 45 and 75�—as to the question of how to
define the opening angle, see Fig. 18). This is in
contrast to findings of Sabir, Evans, and Jain,[9] who
recommend an angle of 90�, but their study lacks
conclusiveness as the steep angle tooling, unlike the
reference tools, was chromium-plated. Waimer et al.
used a cone for their measurements,[7,8] and it can be
assumed that engravings comprising a greater number
of lateral faces per area would need even more attention.
Empirically, it is recommended to avoid sharp corners
as in characters like ‘‘A’’ and to use radii instead; tooling
manufacturers have their special rounded character type

Fig. 8 Die terminology: (A) Standard die. (B) Tapered die.

Fig. 9 Terminology of tolerances and clearances between
punches and dies.
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sets (Fig. 18). For film coating, the profile of the engrav-
ings must be particularly flat-angled in order to
ensure wetting with the coating material. The maximum
area on the surface of the tablet that can be used for
engravings depends on the cup depth.

Requirements for break lines have been increased
during the past years. All break lines must ensure that
the tablet breaks into equal parts and lines for decora-
tion purposes are not legal any more. Guaranteeing a
reproducible crack is not trivial as the powder located
right under the break line is exposed to the highest
compression stress and most compaction and is there-
fore in many cases mechanically strongest. Therefore,
break lines should not be too deep, and notching of
the outer tablet wall serves to ensure a defined crack
line. Notching requires coves in the die wall and, conse-
quently, punch rotation has to be prevented. Some
typical standard bisect line types are shown in Fig. 19.
The shape, angle, and depth of bisects with regard to
the shaped tablet surface has been optimized in order
to facilitate the breaking of tablets by pressing them
against a hard pad with one finger (Fig. 19, lower line,
and Figs. 20 and 21).

In bigger tablets other than those commonly used
pharmaceutically, the requirements for reproducibility
are lower, which, e.g., makes it possible to press a
trough into the tablet surface so that a second mixture
of tensides for dish-washing can be applied after tablet-
ing. The punch can be designed as an interchangeable
cone made from synthetic material.[10]

Multiple tools have several punch tips on one and
the same barrel; the corresponding die has as many
bores in order to increase productivity. One disadvan-
tage results from the more delicate handling of the
tools, but multiple tools are definitely useful for small
tablets in order to increase productivity. Minitablets
of 2 mm diameter are produced as a substitute for
pellets and offer the advantage of better reproducibility
of filling into capsules as well as better reproducibility
of their specific surface area, which is important for
the coating process and the subsequent reproducible
release of the active drug. Multiple punch tips are fre-
quently manufactured as multiple tools in a several-
piece punch design. A 19-fold punch set is available
and working in standard production of minitablets.
Up to 55-fold tooling has proved to function in experi-
mental studies (http://www.ritter-pharmatechnik.de).
The setup of the tiny tooling is depicted in Fig. 22.

MATERIALS, MANUFACTURE, FINISH,
AND PRESSURE TOLERANCE

Materials and Manufacture

Steels are basically classified as carbon and alloy steels
which are defined by national and international stan-
dards, e.g., ASTM and DIN. Carbon steels contain
less than 1.65% manganese, 0.6% silicon, 0.6% copper,
plus boron and deoxidizers as well as carbon as the
principal additive increasing hardness. Manganese alsoFig. 10 Keys on punches: terminology.

Table 1 Tolerances and clearances in standardized tooling

Tolerances for B- and D-type round tooling:

Upper punch Overall length �50mm
Working length �10mm
Head diameter þ0mm–100mm

Lower punch Overall length �50mm

Working length �10mm
Head diameter þ0mm–100mm

Die Height �10mm
Diameter þ0mm–10mm

Concentricity 25mm

Round tooling
(mm)

Shaped tooling
(mm)

Tolerances and clearances for round and shaped tooling

Nominal die bore size þ10–0 þ20–0

Upper punch tip
tolerance

�40 �60

Lower punch tip

tolerance

�20 �40

Upper punch/die
minimum clearance

40 40

Upper punch/die
maximum clearance

60 80

Lower punch/die

minimum clearance

20 20

Lower punch/die
maximum clearance

40 60
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increases hardness, particularly the ability to be
hardened by tempering, and is present in all steels.
Silicon acts as a deoxidizer. Alloy steels exceed these
limits or contain additional elements, e.g., chromium,
vanadium, tungsten, molybdenum, nickel, and cobalt.
A high-nickel content increases resistance to corrosion

caused by HCl released from drug salt.[11] The com-
position of special steel types for tooling, their prov-
enance, and their thermal treatment are part of the
trade secret of tooling manufacturers.

A high abrasion resistance usually corresponds to
high hardness of a steel type, whereas its ductility

Fig. 11 Comparison of shapes and dimensions of well-known toolings.

Fig. 12 Terminology of round tablets for flat-faced and convex tablets.
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and toughness is low and vice versa: very hard tooling
may fracture, ductile material may wear off quickly.
Hardness and ductility do not only depend on the
chemical composition of the steel but also on its
heat-treatment (tempering). A second tempering pro-
cedure for punch tips, which is computer-controlled
and carried out at high temperatures in a vacuum fur-
nace, softens the material and prevents fracture.

Punches usually have a longer lifetime than dies if
they are made from the same material; that is why
manufacturers often choose different steel qualities.
The surface of a die bore can become smoother or
rougher during its use. The ejection force does not—
apart from the composition of the tableting material
and the compaction force—necessarily depend on
roughness of the die wall, but to a high degree depends
on the metal type of the die.[12]

For specific tableting tasks, the tooling manufac-
turer will be able to provide optimum tool properties.
It may be helpful in this respect to supply him with a
sample of the tableting material in question.

Table 2 gives hardness characteristics of some steel
qualities that are frequently used. 440C has the highest
chromium content (17%), which increases wear resis-
tance. D2 and D3 have a high-chromium content
(12%) and are additionally carbon-rich (over 1.5%).
Chromium and carbon together form stable carbide,
which increases hardness. S1 contains tungsten (2%),

which makes heat-treatment easier. More about steel
qualities and international standardization thereof is
available from steel manufacturers or the relevant
authorities via the World Wide Web (e.g., http://
www.sz-metal.si).

Finish

Adhesion, sticking, picking, and filming on punches
and dies can in many cases be avoided by a suitable
surface finish of the tooling. In some cases, the surface
is smoothened during continuous use of punches,
whereas in other cases, depending on the material
compressed, e.g., in the case of crystalline lactose, small
scratches may occur on the punch tips after a few thou-
sand compression events.[13] On those small scratches
and defects in the surface, corrosion will start.

Tolerances for the surface finish of tooling are also
specified by manufacturers and in international stan-
dards, see Fig. 23. Any roughness of the finishing is
below 1 mm peak-to-valley height, and particularly
punch-tip faces and die bore walls are polished to
achieve lower tolerances.

Coatings and Platings on Punch Tips

Reduced ejection forces can help to avoid both lami-
nation and capping and give tablets a shiny surface

Fig. 13 Punch tip edges: wear and deformation under load,
effect on tablet shape and tip deflection.

Fig. 14 Round tablet profiles. (Open ring tablet: From Not-

ter, A. R. German Patent DE 4342146 C1, December 10, 1993.)
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as well as high mechanical strength. Internal lubri-
cation (lubricants added to the tableting material) is
counter-productive not only because its admixture is
another critical step in production, but also because
the most effective lubricants are hydrophobous and
make the tablets softer and increase disintegration time
as well as dissolution rate. Attempts to coat the tooling
with fluid or solid lubricants just before each com-
pression event are relatively complicated with respect
to machinery, reproducibility, dust formation, and
GMP demands, e.g., batch definition. In many cases,
an easier alternative may be to apply a finish to the
punches that reduces friction by special coating or
plating of the punch tips so that ejection forces are
reduced. Another reason for coating the punches
may be to decrease the adhesiveness of tablets to the
punches as this does not necessarily decrease with
reduced ejection forces. It may also be necessary to
increase corrosion resistance in cases where aggressive
chemicals are compressed. A critical demand on all
coatings and platings is their wear resistance. The
thickness of the coat must be taken into account as it

affects clearances and tolerances. As this is also a part
of the trade secret of manufacturers and specialized
companies, little is published on this subject.

Hard chromium plating is applied galvanically with
a thickness of approximately 30 mm. It should not be
confused with blank chromium plating, which consists
of several layers of other metals with a very thin chro-
mium layer on top and is not suitable for tooling. Hard
chromium platings, although appearing shiny and
smooth, are more porous than the blank coatings, brit-
tle, and in many cases not sufficiently wear-resistant.
Moreover, any transition of traces of chromium into
the product would be totally unacceptable for pharma-
ceutical use. Not in all cases do they have the desired
effect with respect to sticking.[14]

Nodular thin dense chromium is an FDA-approved
coating which is applied to the entire punch and all its
faces.

Chromium can be implanted into the surface in
the form of chromium nitride at a depth of up
to 1 mm by nitrogen ion bombardment of the surface.

Fig. 15 Terminology of shaped tablets: profiles of capsule-

shaped (oblong) and oval tablets. Fig. 16 Examples of well-known tablet shapes. (Courtesy of

Ritter Pharmatechnik, D-Hamburg.)
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This treatment proved to have a favorable effect on
sticking problems[14] and makes the surface relatively
wear-resistant. Titanium can be applied in the same
way in the form of TiN. This treatment leaves the tools
in a ‘‘bronzed’’ appearance because the surface is

relatively rough as seen in the electron microscope.
Increased hardness and greater wear and corrosion
resistance is achieved, but the effect on friction is smal-
ler than in the case of CrN.

Nickel–chromium–boron alloying coat applied on
both punches and dies has been described[15,16] and
compared to untreated tools. Surprisingly, depending
on the material under compression, the coating had
the expected effect, or there was a total lack of effect,
or they even increased ejection forces. The authors
concluded that anyway, the tablets were superior in
appearance.

Titanium carbide is by far the hardest material
available for the treatment of surfaces.

Teflon coating has not proven to be wear-resistant
enough to tolerate tableting.

Fig. 17 Embossing/debossing of engravings on tablets and
punches.

52.5fl
0.5

R0.1

R0.1

0.3

0.5

2.50

Angle of engraving
usually between
60fl - 100fl (normally
used to define
the angle) Angle of

engraving
relative to
surface (for
definition too)

Tablet
surface

Cut through engraving "A"

75fl

Fig. 18 Terminology of engravings, exemplified by the
character ‘‘A.’’ (Courtesy of Ritter Pharmatechnik,

D-Hamburg.)

Fig. 19 Forms of commonly used bisects. (Courtesy of

Ritter Pharmatechnik, D-Hamburg.)
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Carbon in layer thickness of 0.1 mm–10 mm, doped
with hydrogen in 5 at.%–30 at.% has proven to be
extremely wear-resistant[17] and to prevent sticking of
tablets. The amorphous carbon layer is applied by
CVP (chemical vapor deposition), which can also be
used to apply coatings of metal, alloy, carbide, and
nitride. It generally yields lower adhesion and superior
wear resistance of the coatings, but the high tempera-
tures necessary for the process (1000�C) would soften
the steel and distort it. Ion plating is an alternative
ensuring low adhesion and minimum distortion of
the punches.

Alternative Materials

Inserted (lined) dies are fitted with an insert (liner) in
the outer shell of the metal and consist of a
much harder material such as tungsten carbide or a
ceramic. Liners are used for compression of abrasive
or corrosive materials. The outer shell of steel protects
the harder, more brittle liner from possible failure, e.g.,
by the die locking screw.

Maximum Pressure Tolerance

The pressure tolerance depends on the smallest diam-
eter of the punch, e.g., the backing-off lathe at the
punch tip and the cup depth. It is calculated from
the load capacity of the tool steel. A guide for
maximum pressure tolerance is given in Table 3.

Lifetime

Fatigue failure is cumulative because any over-stress
inflicts microscopic damage. It correlates with the
maximum stress in each loading cycle: a 25% reduction
in stress may prolong the lifetime tenfold. It is advis-
able not to exceed the stress level over the maximum
allowable limit for infinite lifetime; it is much better
to change the design of the punch-tip cup in order to
eliminate fatigue failure.

Average lifetime is most affected by granule com-
position and lubrication properties, lying between
200,000 and several millions of compression events.[18]

Principal reasons for termination of punch life are
damage to heads and tips, rolled-in or burred tip edges,
pitted faces, distorted and/or flatted bisects or engrav-
ings, and undersized tip lands. For dies, it is the wear in
the die bore that terminates lifetime, whereas for car-
bide lined dies it is often distortion leading to die screw
groove. Increased clearances accelerate wear, e.g., by
extrusion of powder between punch and die. During
lifetime the deflection of the upper punch in the turret
can double, which leads to rolled-in punch tips. Cam
design and cam track tolerances determine wear on
punch heads with smaller tolerances used on modern
machines prolonging punch life.

MAINTENANCE OF PUNCH SETS

Sets of toolings, i.e., upper punch, lower punch,
and die, should not be interchanged. Therefore, they
are usually marked by engraved numbers, punches at
the neck, dies on the outer wall. Special care must be
taken when toolings are fitted to the tablet press.
Fitting instructions usually follow with the manual
for the respective press. In general, careful aligning is
crucial, for hands-on hints see[19] and ask the tooling
manufacturer. Special maintenance kits useful for
changing punches and containing a set of aids are
available from press manufacturers and tooling manu-
facturers.

Immediately after the end of the production cam-
paign, and in the case of long-lasting production cycles
also during runs (e.g., daily), tooling should be care-
fully cleaned. Unless a special washing machine is used,
warm soap water and a soft brush are suitable for

Fig. 20 Example of a pressure-sensitive quadrisect tablet.

(Courtesy of Ritter Pharmatechnik, D-Hamburg.)

Fig. 21 Method for dividing pressure-sensitive tablets into
equal parts.
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thorough cleaning; if necessary, a few minutes in an
ultra-sound bath can be helpful. Be careful not to
scratch the surfaces! Upon rinsing with warm water,
ethanol or isopropanol is used to remove any remain-
ing oil. Removing punches and dies for washing takes
a lot of time. Some tablet presses (e.g., from Fette,
Korsch) are constructed in a way that enables inter-
changeability of the whole turret including tooling,
and the cleaning of the turret takes place in a fully
automatic washing machine at the same time as the
rest of the tablet press is cleaned in place, which very
much reduces turn-over-time, especially if two separate
turrets are available.

Tooling should not be touched with bare fingers
after washing, and usually all the tooling is thoroughly
coated with an acid-free oil in order to prevent cor-
rosion. Instead of expensive commercial products,
paraffin and vaseline in pharmacopoeial quality are
also suitable. Some users want to avoid all oiling as
oil may contribute to sticking problems; in this case
punches are washed with alcohol, possibly dusted with
magnesium stearate, and stored in a humidity-
controlled atmosphere.

Surface roughness and alteration in tooling dimen-
sions are results of use and wear. Tooling surfaces
should be frequently checked (magnifying glass).
Timely polishing will prolong the lifetime of the tool-
ing. Polishing can be done conventionally by hand
on a lathe using ultra-fine polishing paste, polishing
wool, and felt or a polishing brass brush. Alternatively,

one can use cost-effective ‘‘drag finishing’’ machines
(e.g., from Otec, http://www.otec.de), which drag
and rotate punches and dies through a granulate
consisting of slightly abrasive particles coated with a
special paraffin base. This process takes about 1 hr,
depending on the abrasiveness of the granulate. The
process does not round off the tooling but only
decreases surface roughness and can be used whenever
tooling appears dull or discolored. Furthermore, the
punch barrels are polished too, which may help to pre-
vent rough motion of the punches.

The wear pattern on punch heads, punch tips, and
in die bores may indicate specific problems during
tableting. Measuring dimensions of punches and dies
is a task which has to be performed frequently and
can be carried out computer-aided. Dimensions to be
checked are overall length, cup depth, working length,
diameters, tip diameter, and die bore dimensions. Use a
micrometer.

For estimating the clearance of the upper punch in
the turret and wear of the turret guide, it is easiest to
measure the deflection of the upper punch tip, which

Fig. 22 Setup of multitools, left: minitablets,
2 mm diameter; right: triple-tool for 6-mm
tablets. (Courtesy of Ritter Pharmatechnik,
D-Hamburg.)

Table 2 Hardnesses of steel qualities used for tooling

(Rockwell hardness)

Steel S1(BS1) S7 BD2 (D2) BD3(D3) 440C
stainless

Rc-hardness 54–56 54–58 58–60 58–60 56–58
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should be approximately 100 mm. If it is more than
0.3 mm, the punches and/or guides are worn out.

Wear is unavoidable and it alters the dimensions of
the tooling sets with time. It is, therefore, recommend-
able to use spare sets of tooling in regular turn-over in
order to equalize wear of all tooling sets.

Storage cabinets for tooling should be clearly laid
out for individual punch sets and protect them from

clashing, dust, and humidity. Cabinets where punches
lie or hang are available in many models made from
different materials and with different degree of air-
tightness.

A special tooling utility case system, consisting of
individual punch and die trays enabling the combi-
nation of as many trays as needed, has an open design
for easy inspection and cleaning,[20] (available from
Holland, http://www.iholland.co.uk).

Demands from GMP and the necessity of connect-
ing tool sets to tablet products led to the introduction
of ‘‘tooling management’’ with the help of special soft-
ware (e.g., TM II from Natoli, http://natoli.com/, and
Vali-Scan from Holland), where information on each
individual encoded punch and die set is collected to
provide a tooling life record. The software may be
installed on a mobile trolley and the code on each indi-
vidual tool will be checked while it is set onto the
machine.

CONCLUSIONS

Many common tableting problems (e.g., sticking, cap-
ping, and corrosion) which cannot be overcome by
optimizing the properties of the tableting material
and/or the compression cycle, can possibly be
solved by changing the tooling design. Options are
the form, the material and/or the finish of the respect-
ive toolings. Although there are software programs
available for designing any possible punch tip shape
and for theoretically calculating tablet volumes, sur-
face areas, and other useful features (e.g., TabletCAD,
from Natoli), this is no guarantee for being able to
compress the respective tablets in practice. Moreover,
it may be difficult to imagine on the basis of a punch
design how the tablet itself would look like. For this
purpose, simulated prototypes made quickly and inex-
pensively from a special plastic material can be bought
under the trade name Elizatab (Elizabeth Carbide,
http://www.eliz.com). As tooling manufacturers have
been working with effective tablet designs for many
years, it is generally recommendable to ask their advice
whenever questions arise as to the design of tooling or
tablets.
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INTRODUCTION

The issue of trace level impurities in active pharmaceu-
tical ingredients (termed ‘‘Drug Substances’’) and
formulations developed for APIs (termed ‘‘Drug Pro-
ducts’’) is a broad and complex one. Impurities can be
both organic and inorganic, and can be introduced either
to the drug substance or to the drug product from a
variety of sources. These sources include the synthetic
process for the drug substance, ingredients in the formu-
lation, container closure systems, and the environment.
Modern analytical chemistry and instrumentation have
enabled the identification, quantitation, and control of
both organic and inorganic impurities at very low levels
in both drug substance and drug product. The goal of this
article is to review and discuss the current state of affairs
in pharmaceutical development with respect to the trace
level analysis of impurities in drug substance and drug
product. The article includes a discussion on the scope
of the impurities issue and the regulatory considerations
involved, followed by a survey and discussion of the ana-
lytical/instrumental techniques now in routine use for the
trace level identification of organic and inorganic impuri-
ties, with emphasis on Mass Spectrometry (MS) and
Nuclear Magnetic Resonance Spectroscopy (NMR).
An MS-based systematic approach to the identification
of trace level organic impurities is presented, illustrated
with examples of original data. Although emphasis is
placed throughout the review on scientific and technical
aspects of the impurities issue, all discussion is fully
grounded in and correlated with our current understand-
ing of the regulatory environment and current regulatory
guidances. The article includes references to applicable
scientific literature, and, as stated above, original data
are used to illustrate important scientific concepts.

SCOPE OF THE IMPURITIES ISSUE

Classification of Impurities in Drug Substance
and Drug Product

Pharmaceutical impurities are those chemical entities
other than the APIs themselves and known formulation

ingredients (i.e., excipients) that actually or potentially
exist in APIs and/or final drug product at release or
within the intended expiration period of the drug
product. International Conference on Harmonization
(ICH) guidances Q3A (R) (Impurities in New Drug
Substances),[1] Q3B (R) (Impurities in New Drug Pro-
ducts),[2] and Q3C (Impurities: Guideline for Residual
Solvents),[3] provide classifications and definitions of
various impurities in drug substance and drug product,
as well as the reporting, identification and qualification
thresholds for impurities. These guidances also discuss
analytical procedures, impurity specifications, and quali-
fication of impurities. Q3A(R) classifies impurities in new
drug substance as follows:

1. Organic impurities, which ‘‘can arise during the
manufacturing process and/or storage of the
new drug substance.’’[1] These can be identified
or unidentified, volatile or non-volatile, and
include starting materials, by-products, inter-
mediates, degradation products, reagents,
ligands, and catalysts.

2. Inorganic impurities, which can result from the
synthetic process for the API. These are usually
known and identified, and include reagents,
ligands, catalysts, heavy metals [and other
residual metals, inorganic salts, and other mate-
rials (e.g., filter aids, charcoal)].

3. Residual solvents, which are defined as ‘‘inor-
ganic or organic liquids used as vehicles for
the preparation of solutions or suspensions in
the synthesis of a new drug substance.’’[1] It is
interesting to note that Q3C defines residual
solvents in pharmaceuticals as ‘‘organic volatile
chemicals that are used or produced in the
manufacture of drug substances or excipients,
or in the preparation of drug products.’’[3]

Residual solvents are classified by a risk assess-
ment approach into three classes:[3]

� Class 1 solvents: Solvents to be avoided (known
human carcinogens, strongly suspected human
carcinogens, and environmental hazards).

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120041589
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Examples[4] benzene, 1,2-dichloroethene, 1,1-
dichloroethene, 1,1,1-trichloroethane

� Class 2 solvents: Solvents to be limited (non-
genotoxic animal carcinogens or possible causa-
tive agents of other irreversible toxicity such as
neurotoxicity or teratogenicity, solvents suspected
of other significant but reversible toxicities).
Examples:[4] acetonitrile, cyclohexane, and
methanol

� Class 3 solvents: Solvents with low toxic
potential (solvents with low toxic potential to
man; no health-based exposure limit is needed).
Examples:[4] acetone, ethanol, and ethyl ether

Q3B(R) addresses ‘‘only those impurities in new
drug products classified as degradation products of
the drug substance or reaction products of the drug
substance with an excipient and/or immediate con-
tainer closure system.’’[2] These are collectively referred
to as degradation products in the guidance.[2] It is
interesting to observe that Q3A(R) and Q3B(R)
specifically exclude the following:

1. Extraneous contaminants that should not occur
in new drug substances and are more appropri-
ately addressed as good manufacturing practice
(GMP) issues.

2. Enantiomeric impurities.

Q3B(R) also excludes ‘‘impurities arising from
excipients present in a new drug product or extracted
or leached from the container closure system.’’[2]

Excipient-related impurities have been discussed
in detail by Erickson[5] and Norwood and Qiu.[6]

Erickson[5] addresses the regulatory environment,
identification, and control issues for excipient related
impurities in general and observes:

‘‘Presently, there are no guidelines that are specifically
directed at the identification (definition) and control of

impurities in excipients.’’

However, Norwood and Qiu[6] observe that for orally
inhaled and nasal drug products (OINDPs), FDA
guidance documents[7,8] require a greater degree of
excipient characterization and stricter quality control

related to impurities. As an example, they cite the case
of the excipient Lecithin in which complete control
of the compositional profile is required, including
the profiles of phosphatidyl choline, phosphatidyl
ethanolamine, phosphatidyl inositol, lysophosphatidyl
choline, phosphatidic acid, triglycerides, fatty acids,
and carbohydrates.[6,8] In a complex natural product
mixture like Lecithin, it is not clear exactly which trace
level chemical entities would be considered as impuri-
ties, and which as normal components of the excipient
mixture. They also cite the case of Compendial pro-
pellants, in which assay and control for 22 individually
named trace level impurities is recommended, along
with assay and control of total chloromethanes, and
total unspecified impurities.[6,8]

Although extractables and leachables are not
addressed by the available impurity guidance docu-
ments, their characterization and control is clearly
important for certain drug product types, especially
for OINDP.[7,8] The United States Food and Drug
Administration (USFDA) has classified drug product
and dosage form types with respect to risk of interac-
tion with the container closure system, and therefore
the likelihood of extractables and leachables being a
pharmaceutical development issue.[9] The drug product
types of greatest concern, and therefore requiring the
greatest degree of extractables/leachables characteriza-
tion and control, are OINDP of all types, injectables,
ophthalmics, and transdermals. At present, there are
no guidelines as to identification, reporting, and
qualification thresholds for extractables and leach-
ables. A comprehensive discussion of extractables
and leachables is presented in a separate entry of this
encyclopedia.

Control of Impurities and Residual Solvents

ICH Q3A(R) and Q3B(R) provide detailed maximum
daily intake (MDI)-based reporting, identification,
and qualification thresholds for organic impurities in
new drug substances and drug products. For a new
drug substance, taken from ICH Q3A(R), these
are presented in Table 1. It should be noted that the
identification threshold is either 0.05% or 0.1%
depending on the MDI. For ‘‘degradation products’’
in new drug products, ICH Q3B(R) has a somewhat

Table 1 ICH Q3A(R) reporting, identification, and qualification thresholds for impurities in drug substance

MDI (dose) Reporting threshold Identification threshold Qualification threshold

�2 g/day 0.05% 0.1% or 1.0 mg/day intake
(whichever is lower)

0.15% or 1.0 mg/day intake
(whichever is lower)

>2 g/day 0.03% 0.05% 0.05%

(From Ref.[1].)
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more complicated recommendation for reporting,
identification, and qualification thresholds (Table 2).
For both drug substance and drug product, the
impurity identification guidelines suggest thresholds
well into the ‘‘trace analysis’’ concentration range,
requiring the state of the art in analytical chemistry
and instrumentation. Further, both guidances suggest
that lower thresholds can be appropriate if a particular
impurity is determined to be unusually toxic.

The level of Class 1 residual solvents should be
strictly controlled below the concentration limits for
every individual solvent (for example the limit for
benzene is 2 ppm). Class 2 solvents are controlled
according to the permitted daily exposures (PDEs)
and maximum daily dose (Option 1 and Option 2).
ICH Q3C provides PDEs for all Class 2 solvents.
For Class 3 Solvents, ICH Q3C suggests that a PDE
of 50 mg/day or less would be acceptable without
justification. For solvents for which no adequate toxi-
cological data are found, manufacturers should supply
justification for residual levels of these solvents in
pharmaceutical products.

The guidances recommend that inorganic impurities
be detected and quantified using pharmacopeial or
other appropriate procedures, and that acceptance
criteria be based on pharmacopeial standards or known
safety data.

IDENTIFICATION OF ORGANIC IMPURITIES
AT TRACE LEVELS

Analytical procedures for drug substance, drug product
organic impurities, and residual solvents are discussed
only briefly in the ICH guidance documents.[1–3] How-
ever, a review of the voluminous scientific literature on
the subject, as well as our understanding of current
pharmaceutical industry practice suggests that impurity
analyses are most often accomplished by chromato-
graphic procedures. Detection and reporting of

API-related organic impurities usually involves high
performance liquid chromatography (HPLC)-based
analytical methods, with relatively non-specific detec-
tion techniques such as Ultraviolet/Visible (UV/Vis)
Spectrophotometry. Residual solvents analysis usually
involves gas chromatography (GC)-based analytical
methods, again with relatively non-specific detection
techniques such as flame ionization (FID). GC-based
methods are most appropriate for volatile analytes such
as residual solvents, whereas HPLC-based methods are
more appropriate for the relatively non-volatile and
polar API-related analytes.

Identification of organic impurities detected and
reported at or near the required thresholds with
analytical methods based on HPLC and GC requires:

1. A detection technique(s) capable of producing
chemical information specific to the molecular
structure of each individual organic impurity
at sensitivities matching those of the reporting
analytical technique/method (e.g., HPLC/UV
and GC/FID).

2. Direct and easy interface between the organic
impurity detection/reporting analytical tech-
nique/method (HPLC or GC) and the
compound specific detection technique(s).

The analytical techniques that best meet these
criteria are those based on the combination of chroma-
tography with MS, either liquid chromatography/MS
(LC/MS) or GC/MS. The most commonly used
approaches for trace level organic impurity identifi-
cation are therefore MS based. Note that an overview
of MS and its application in the pharmaceutical
industry was presented in the previous edition of this
treatise.

OVERVIEW OF MS-BASED ANALYTICAL
TECHNIQUES

GC/MS

Residual solvents are amenable to GC/MS analysis
because they possess sufficient volatility to enter the
gas phase without thermolytic decomposition, and
they do not typically interact with the sample intro-
duction system (i.e., GC separation column, detector
interface, or detector) in such a manner as to cause
irreversible surface adsorption or surface catalyzed
decomposition. The application of GC/MS for identi-
fication of residual solvents is best illustrated with an
example. Fig. 1 shows a total ion chromatogram
(TIC) from the headspace GC/MS analysis of a drug
substance dissolved in a relatively high boiling solvent

Table 2 ICH Q3B(R) reporting and identification

thresholds for impurities in drug product

MDI (dose) Reporting threshold

�1 g/day 0.1%
>1 g/day 0.05%

MDI (dose) Identification threshold

<1 mg 1.0% or 5mg TDIa

1–10 mg 0.5% or 20mg TDI
>10 mg–2 g 0.2% or 2 mg TDI
>2 g 0.10%
aTotal daily intake.

(From Ref.[2].)
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(note that this particular drug substance is not water
soluble). The labeled peaks in the TIC are from
residual solvents in the drug substance sample (the
very large saturated peak from the dissolving solvent
should be noted). GC/MS analyses most often employ
one of two complementary ionization processes, elec-
tron ionization (EI) or chemical ionization (CI). This
is because both EI and CI are gas phase ionization
phenomena and are therefore well suited to interface
with a separation technique (e.g., GC), which is also
accomplished in the gas phase. The EI ionization pro-
cess is based on the interaction of an energetic electron
beam (70 eV) with neutral analyte molecules in the gas
phase, producing a radical cation, or molecular ion
(Mþ), which can undergo fragmentation in the gas
phase after redistribution of excess internal energy
through the chemical bonds of the molecular ion. EI
fragmentation processes and mechanisms have been
extensively studied and can be interpreted and pre-
dicted based on fundamental chemical principles.[10,11]

Further, owing to the kinetic nature of the process,
EI spectra are highly reproducible from one mass spec-
trometer to another, making it possible to employ
computerized libraries of spectra compiled from many
instruments and sources to aid in compound identifi-
cation. Fig. 2 shows an EI spectrum (A) from one of
the residual solvent peaks in the Fig. 1, along with a
‘‘best-fit’’ library search result (B). The library search
result suggests that the unknown residual solvent is
butyl acetate, a Class 3 solvent.[4] This tentative
library search identification would require confir-
mation by matching GC retention time (or retention

index) of an authentic reference compound with those
of the unknown.

The single most important piece of information in a
mass spectrum is the molecular ion, which indicates the
monoisotopic molecular weight of the analyte.
McLafferty and Turecek[10] have discussed in detail
the recognition of the molecular ion in an EI mass
spectrum. For GC/MS molecular ion confirmation, it
is often useful to employ an alternative ionization tech-
nique called CI. CI has been discussed and reviewed in
detail by Harrison.[12] In CI, the ion source (which is
usually a standard EI source with certain modifica-
tions) is pressurized to about 1 torr with a so-called
‘‘reagent gas,’’ which is ionized by the electron beam
producing a steady-state concentration of reagent gas
ions whose identity and relative concentration in the
ion source depend on the identity of the gas, its press-
ure within the ion source, and the source temperature.
Commonly used reagent gasses include methane,
isobutane, and ammonia. The reagent gas ions in the
source can then collide and react with neutral analyte
molecules eluting from the GC column in the gas
phase. For example, in the case of ammonia, one
usually observes proton transfer producing [M þ H]þ

and cluster ions such as [M þ NH4]þ. Each reagent
gas has its own unique suite of reacting ions, and its
own analyte selectivity for gas phase reaction. Note
that CI is a thermodynamically controlled rather than
a kinetically controlled process, which can result in sig-
nificant variability in CI spectra over time and between
instruments. Computerized libraries of CI mass spectra
therefore have very limited utility.

Time
2.50 5.00 7.50 10.00 12.50 15.00 17.50

%

0

100 x24 14.22

5.88

1.42

2.52

11.84

Dissolving solvent

Unknown residual
solvent 

Fig. 1 TIC from the GC/MS analysis of residual solvents in a drug substance. Note the very large and saturated peak for the
dissolving solvent, and the much smaller well resolved peaks for residual solvents.
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The analytical chemistry and regulatory aspects of
residual solvents in pharmaceutical products have been
reviewed in detail by Witschi and Doelker[13] and
B’Hymer.[14] Both of these reviews discuss the
central role of GC-based analytical methods for this
application. Also of note is the review by Dwivedi.[15]

LC/MS

There are many organic compound classes that owing
to poor volatility, thermal instability, or polarity are
not amenable to analysis by GC. A great many of these
are amenable to separation and detection by analytical
methods employing LC, most often HPLC. HPLC
employs a liquid mobile phase with the separation
column held at or slightly above room temperature.
Analyte volatility is therefore not relevant, and thermal
decomposition is not usually possible. For a detailed
discussion of HPLC, the reader is referred to the treat-
ise by Snyder, Kirkland, and Glajch[16] HPLC systems
can include various detectors, including spectrophoto-
meters (single or variable wavelength UV/Vis,
diode-array UV/visible, fluorescence) and mass spec-
trometers (LC/MS). Although detectors such as diode
array can provide some compound-specific infor-
mation, LC/MS is by far the most useful system for
the qualitative analysis of many types of impurities
in pharmaceutical products, including API-related
structures. For additional references on LC/MS and
its application to pharmaceutical product impurity
analysis, the reader is referred to the reviews by
Lim and Lord,[17] Hoke et al.[18], Krstulovic et al.[19],

Alsante et al.[20], Ermer and Vogel,[21] Ganguly et al.[22],
and Niessen.[23]

Modern LC/MS systems employ two ionization
processes that are accomplished at atmospheric press-
ure, termed electrospray (ESI)[24] and atmospheric
pressure CI (APCI).[25] For additional information
and references, the reader is again referred to the entry
on MS in the previous volume of this treatise. In a typi-
cal ESI source, the eluent from the HPLC column
composed of liquid mobile phase and analyte mole-
cules passes through a stainless steel capillary with a
high positive or negative potential applied to the end
(3–5 kV).[26] The electric field causes instantaneous
vaporization (termed nebulization) of the eluent into
a spray of very small droplets that pass through an
evaporation chamber, which is heated slightly to pre-
vent condensation. During this process, the droplets
evaporate rapidly, reduce in size, and increase their
surface charge density until charge repulsion causes
ions (both mobile phase and analyte) to be ejected.
The vaporization process is so rapid that equilibrium
is not attained and thus many of the droplets have a
significant positive or negative surface charge. These
ions are guided into the mass spectrometer for analysis.
In APCI, the ESI capillary probe is replaced by an
externally heated probe (usually held between 300
and 500�C) through which the HPLC column eluent
passes. The heated probe, assisted by nebulization
gas (nitrogen), produces a fine mist of droplets, which
enter the region of a corona discharge. The discharge
ionizes mobile phase molecules producing a steady-
state population of mobile phase ions in the source.
These mobile phase ions can undergo ion–molecule

Fig. 2 EI mass spectra from an unknown residual solvent in a sample of drug substance (see the chromatogram in Fig. 1), and
the ‘‘best fit’’ computerized library search result (butyl acetate).
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reactions with neutral analyte molecules to produce
analyte molecular ions, just as is accomplished in gas
phase CI (hence the term APCI). The resulting ions
are then guided into the mass spectrometer for analysis
as in ESI. Note that the entire ESI and APCI processes
take place outside of the mass spectrometer (i.e., the
high vacuum region), which serves to make such LC/
MS systems extremely rugged compared to previous

generation systems. The power of modern LC/MS is
also best illustrated by an example. Fig. 3 shows an
in-line UV chromatogram (254 nm), a TIC, and an
extracted ion current profile (m/z 722) from the ESI
LC/MS analysis of a drug product. ESI mass spectra
from the two m/z 722 trace level impurities are shown
in Fig. 4. Note that the [M þ H]þ at m/z 722 is con-
firmed by [M þ Na]þ at m/z 744 and [M þ K]þ at

60.040.020.0 80.0 100.0 120.0
Time3

100

%

-6

100

%

0

100

%

104.48

x24 63.53

105.85

m/z 722 

Unknown impurities

UV@254 nm 

TIC 
API

A

B

C

Fig. 3 Various chromatograms (C): TIC; (B): UV at 254 nm; (A): m/z 722 extracted ion current profile) from the positive ion

ESI LC/MS impurity profile analysis of a drug product. Note the two unknown trace level impurities in the m/z 722 extracted
ion current profile.
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m/z0
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[M+K]+
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Fig. 4 Positive ion ESI mass spectra from two isobaric (molecular weight 721 amu) trace level impurities (see chromatograms in
Fig. 3). Note that both impurities have [M þ H]þ at m/z 722, confirmed by [M þ Na]þ at m/z 744 and [M þ K]þ at m/z 760.
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m/z 760 (note that such adduct ions are commonly
used to confirm molecular weight). The reader is
advised that the above descriptions of ESI and APCI
are intended to be general, and that instrumentation
from various manufacturers can differ in detail.

Empirically, ESI and APCI have similarities and
differences and are in many ways complementary.
Both operate at atmospheric pressure, are relatively
‘‘soft’’ thermodynamically controlled ionization pro-
cesses producing little molecular ion fragmentation,
and are extremely rugged and robust. ESI often reflects
solution chemistry with mobile phase pH therefore
being a factor, and multiply charged ions often
observed. Analyte molecules with high proton affinity
(e.g., amines and aromatic heterocycles) can be
expected to have reasonable positive ion sensitivity in
ESI, whereas analyte molecules with easily abstracted
protons (e.g., carboxylic acids, sulfonic acids, and phe-
nols) can be expected to have reasonable negative ion
sensitivity. ESI also performs best with most ion
sources at relatively low HPLC flows (approximately
10 mL/min), requiring flow splitting for analytical scale
HPLC. In contrast, APCI is a gas phase process with
gas phase ion chemistry in control. Even so, general
trends in APCI sensitivity are similar to those of ESI,
with high proton affinity analytes performing best in
positive ion mode and organic acids and similar chemi-
cal entities performing best in negative ion mode.
APCI also tends to work best in most ion sources at
higher HPLC flows (1 ml/min, for example), making
it a good match for analytical scale HPLC. Ionization
processes for LC/MS continue to be developed and
refined. A notable example is atmospheric pressure
photoionization (APPI),[27,28] which is capable of ioniz-
ing certain weakly polar analytes and thus acting as an
alternative to ESI and APCI for such molecules.
The APPI source employs a high-fluence gas discharge
lamp, which generates vacuum-UV photons of 10 and
10.6 eV.[29] These energies are sufficient to ionize most
analyte molecules (first ionization potential 7–10 eV),
but insufficient to ionize most commonly used HPLC
mobile phase solvents (e.g., water 12.6 eV and acetoni-
trile 12.2 eV).[29] The APPI process is therefore capable
of ionizing many types of chemical entities with low
ionization potentials without generating large back-
ground ions from mobile phase constituents. APPI
does however appear to perform better when a dopant
such as acetone is introduced into the APPI source
along with analyte molecules.[29] The application of
APPI for pharmaceutical analysis has been reviewed
by Hsieh and Wang.[30]

It is also possible to assist and/or alter ionization
processes by addition of certain ingredients to the HPLC
mobile phase. Negative ion chloride attachment APCI
LC/MS is one such technique useful for certain weakly
polar analytes with relatively strong internal dipoles

(such as nitro groups, boron, or multiple hydroxyl
groups). This technique is accomplished by the addition
of small amounts of chloroacetonitrile to the HPLC
mobile phase entering an APCI source. The corona
discharge in the APCI source produces a steady-state
concentration of Cl� ions in the gas phase which can
‘‘attach’’ to certain analyte molecules [M] forming
[M þ Cl]� molecular ions. Norwood and Qiu[6] have
used this technique to analyze impurities and excipients
in nitroglycerin ointment. As an example of LC/
MS ionization processes, consider the drug substance
Nifedipine (I), which is the prototype of the dihydropyr-
idine class of Ca channel blockers.[31,32]

Based only on the molecular structure of Nifedipine,
consider the following:

1. The ring secondary amine group should have
sufficient proton affinity to allow for positive
ion ESI and/or APCI sensitivity.

2. There are no easily abstractable protons, and
therefore negative ion sensitivity will likely be
poor.

3. The nitro group has a strong dipole, and there-
fore chloride ion attachment is a possibility.

Fig. 5 shows a comparison based on extracted ion
current profiles of ionization efficiencies for Nifedi-
pine. Included are positive ion APCI and ESI, along
with negative ion chloride ion attachment APCI. As
predicted, Nifedipine can be readily ionized by all three
LC/MS ionization processes. The mass spectra of
Nifedipine obtained using these three ionization pro-
cesses are shown in Fig. 6. Positive ion ESI and APCI
both show [M þ H]þ at m/z 347 (note the
[M þ Na]þ ion at m/z 369 in the ESI spectrum) with
some fragmentation (the ion at m/z 315 likely results
from loss of methanol from one of the methyl ester
groups). The negative ion chloride ion attachment
spectrum shows the anticipated [M þ Cl]� at m/z
381, along with a [M þ Cl – HCl]� ion at m/z 345.
Note that there is also a relatively small [M þ TFA]�

(TFA) ion at m/z 459. If TFA is present in the HPLC
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mobile phase or has ever been used on the LC/MS
system, it is possible to see such gas phase adduct ions.

Another mobile phase modification technique is
termed Hydrogen/Deuterium (H/D) exchange,[33] in
which deuterium oxide and/or other deuterated

solvents (such as CD3OD) are added to the HPLC
mobile phase for either ESI or APCI LC/MS.
Analyte molecules with exchangeable hydrogen atoms
(i.e., COOH, OH, NH2, NHR, and SH) will exchange
these for deuterium, either in solution or in the gas
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Fig. 5 Extracted ion current profiles from LC/MS analyses of equal quantities of Nifedipine (A): m/z 347 from positive ion
APCI; (B): m/z 347 from positive ion ESI; (C): m/z 381 from negative ion chloride ion attachment APCI.
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Fig. 6 Mass spectra of Nifedipine from various LC/MS experiments (A): negative ion chloride ion attachment APCI, note that
TFA is trifluoroacetate; (B): positive ion ESI; (C): positive ion APCI.
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phase. Because the atomic weight of H is 1 amu and
that of deuterium is 2 amu, when H is replaced by a
D in a molecular or fragment ion, the m/z value for
that ion will increase by an amount directly pro-
portional to the number of exchangeable hydrogens
in the analyte molecule. As an example, Fig. 7 shows
mass spectra expanded around the molecular ion
region of an API and an associated trace level degrada-
tion product before and after H/D exchange. The API
shows a [M þ H]þ at m/z 533 and a predicted
[M þ D]þ at m/z 534, indicating no exchangeable
hydrogens in the molecule. By contrast, the degradation
product shows an [M þ H]þ at m/z 505, and after
H/D exchange a molecular ion [M þ D � xH þ
xD]þ at m/z 510 (where x is the number of exchangeable

hydrogens) which suggests the presence of four
exchangeable hydrogens:

ð1Þ ½M þ H�þ ¼ 505 therefore M ¼ 504

ð2Þ ½M þ D � xH þ xD�þ ¼ 510

½504 þ 2 � 4ð1Þ þ 4ð2Þ� ¼ 510

therefore x ¼ 4

Table 3 presents an overview of so-called ‘‘hyphe-
nated’’ MS techniques, with their individual suitability
and features.
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Fig. 7 Positive ion LC/MS spectra of an API and its trace level degradation product before and after H/D exchange.

Table 3 An overview of MS—hyphenated techniques

Hyphenated

technique Suitability and application Features

GC-EI/MS Small molecules Gas phase ionization Mþ.

(molecular ion is a radical cation)Non-polar to medium polar
Significant/predictable fragmentation
(library searchable spectra) Super
separation power (capillary GC)

Volatile and thermally stable

Non-reactive with analytical system

GC-CI/MS Same as GC-EI/MS ‘‘Soft’’ ionization process
Complement to GC-EI/MS
Molecular weight confirmation

HPLC-ESI/MS Polar, small and large molecules,

basic or acidic

Liquid phase ionization, preionized,

[M þ A]þ, A ¼ H, Na, K, NH4, [M � H]�

‘‘Soft’’ ionization process

HPLC-APCI/MS Weakly polar to medium polar,
small to medium sized molecules

Gas phase ionization
[M þ H]þ, Mþ, [M � H]�

With chloride ion attachment: poorly
ionizable molecules with strong net
dipoles

Can be used with chloride
ion attachment
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Mass Analyzers and Accurate
Mass Measurements

Different types and configurations of mass analyzers
can also be employed to produce additional structure
elucidation information from either GC/MS or LC/
MS experiments. Fragmentation of molecular ions
can be enhanced using tandem MS (MS/MS) experi-
ments[34] with collision-induced dissociation (CID).
For example, Fig. 8 shows MS/MS product ion spec-
tra of the unknown drug product impurities shown in
Fig. 3 using a triple quadrupole mass spectrometer.
A detailed schematic and description of a triple (or
tandem) quadrupole mass spectrometer is explained
in Ref.[34]. In this experiment, the first quadrupole
selects the parent ion (in this case m/z 722 which is
the [M þ H]þ of the two trace level impurities) and
passes this ‘‘parent ion’’ to the second quadrupole,
which is pressurized with a ‘‘collision gas’’ (in this case
argon). Collisions between the parent ions and the
argon produce excess internal energy in the parent
ions, which can in turn induce fragmentation. The
third quadrupole then mass analyzes the resulting frag-
ment (or product) ions, producing a CID mass spec-
trum of fragment ions that are derived from a known
parent. The similarities between the two impurity
CID spectra in Fig. 8, which indicates that these two
impurities have a similar molecular structure should
be noted. Other types of mass spectrometer, including
the Quadrupole Ion Trap and Fourier-Transform Ion
Cyclotron Resonance (FTICR), and Magnetic Sector
mass spectrometers, can also accomplish MS/MS
experiments and are in common use for pharmaceuti-
cal impurity structure elucidation.

The ion trap and FTICR instruments are also
capable of sequential MS/MS, or so-called MSn

experiments. As an example, consider the known
degradation product of Nifedipine, nitrosodehydroni-
fedipine (II; molecular weight 328, Ref.[31]):

Fig. 9 shows a positive ion ESI mass spectrum from
this degradation product acquired on a quadrupole ion
trap, followed by a series of CID-MS/MS spectra in
which the most abundant ion in the previous spectrum
was selected as a parent (or precursor) ion. For
example, the spectrum second from the top in Fig. 9
is a CID spectrum of the precursor ion m/z 329, the
[M þ H]þ of II, the next spectrum down is a CID
spectrum of the precursor ion m/z 270, and so on to
MS6. The utility of this mass spectral information,
and its ability to establish precursor-product relation-
ships, should be obvious.

FTICR, magnetic sector, and time-of-flight (TOF)
mass spectrometers are also capable of acquiring accu-
rate mass measurements on molecular and fragment
ions from both GC/MS and LC/MS experiments on
trace level impurities. Applications of FTICR LC/MS
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Fig. 8 MS/MS (product ion) ESI mass spectra of two isobaric trace level drug product impurities acquired on a triple quadru-
pole mass spectrometer (note that in both spectra the parent ion is the [M þ H]þ m/z 722).
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in pharmaceutical analysis have been discussed by
Winger and Kemp,[35] and Ferrer and Thurman[36]

have presented an in-depth discussion of TOF LC/
MS and the use of accurate mass measurements. Mass
measurements of sufficient accuracy (i.e., 3 ppm below
m/z 1000) can allow the determination of elemental
compositions of ions, and, when combined with MS/
MS experiments, can allow the construction of fragmen-
tation maps for structure elucidation of trace level ana-
lytes. Such accurate mass measurements are most often
acquired at high mass resolution, of which these instru-
ments are capable. Fig. 10 shows an ESI mass spectrum
of II acquired on a TOF LC/MS instrument and
expanded around the molecular ion region ([M þ H]þ

at m/z 329). The exact mass of the [M þ H]þ was
determined to be 329.1140, confirming the molecular
formula of C17H16N2O5(0.8 ppm accuracy) of II.

At the time of this writing, new so-called ‘‘hybrid’’
LC/MS systems are available, which combine quadru-
ples (Q) with TOF, quadruples with FTICR, and ion
traps with FTICR. These instruments are capable of

combining MS/MS experiments (and even MSn

experiments) with high mass resolution and accurate
mass measurements, making it possible to produce
accurate mass-measured fragmentation maps from
trace level impurities. The potential for structure
elucidation of trace level impurities in pharmaceutical
products provided by such instruments is enormous,
and will likely serve to perpetuate the central role of
MS in this application.

Other Analytical Techniques and Experiments

When GC/MS and LC/MS experiments do not
allow elucidation of a trace level impurity mole-
cular structure, it may be necessary to employ
other analytical techniques. By far the most useful
of these is NMR spectroscopy. NMR and its applica-
tions in the pharmaceutical industry have been
reviewed in detail by Lohr et al.[37] In principle,
NMR is capable of determining the connectivities
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Fig. 9 MSn spectra of Nifedipine degradation product in positive ion ESI mode on an ion trap mass spectrometer (top: MS;
bottom: MS6).
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between all protons (H atoms) and carbons
(via 13C) in an analyte molecule, thus allowing for
a complete ‘‘proof-of-structure’’ of the unknown.
Such connectivities are established by employing ‘‘2-
dimensional’’ NMR experiments, which can either be
homonuclear (correlating 1H-1H connectivities) or
heteronuclear (correlating 1H-13C connectivities).
Table 4 presents an overview of the most useful NMR

experiments for small molecule structure elucidation.
In reality, however, NMR is very insensitive when
compared with MS. Traditionally, this lack of
sensitivity has required that trace level impurities be
isolated and enriched for NMR analysis, a time-con-
suming and laborious process involving preparative
HPLC or other similar techniques with extensive
sample cleanup. The amount of analyte required for
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Fig. 10 High-resolution accurate mass measured positive ion ESI mass spectrum of nitrosodehydronifidipine acquired on a

TOF LC/MS system.

Table 4 An overview of NMR spectroscopy—useful NMR experiments for small molecule structure elucidation

Experiment category Experiment designationa Information content

1 Dimensional 1H No special designation Number, type, and chemical
environment of protons

1 Dimensional 13C No special designation Type, and chemical
environment of carbons

(numbers difficult to obtain)

Modified 1 Dimensional 13C APT Information regarding the
protons attached to carbon
(CH, CH2, CH3)

DEPT
INEPT

GATEDEC

2 Dimensional 1H (Homonuclear) COSY H–H correlation, through bond
TOCSY Long range H–H correlation,

through bond H–H correlation,

through space
Long range H–H correlation

NOESY

ROESY

2 Dimensional 13C (Heteronuclear) HMQC Short range H–C correlation

HMBC Long-range H–C correlation
aAcronyms, which designate individual NMR experiments, are defined and discussed in ‘‘NMR Spectroscopy in Pharmaceutical Technology’’ in

the Encyclopedia of Pharmaceutical Technology.
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NMR structure elucidation depends on the NMR
experiments required and the purity of the isolated
material. With more than 95% pure material, several
hundreds of micrograms may be sufficient for 1H
NMR experiments; however, for 13C NMR experi-
ments, several milligrams may be necessary. The reader
is cautioned that 13C NMR experiments are often
required for a complete proof-of-structure.

In recent years, the combination of HPLC with NMR
(LC/NMR) has become a reality, and the application of
LC/NMR to trace level impurity identification has
been demonstrated.[38–40] LC/NMR experiments along
with the development of higher sensitivity NMR probe
technology can potentially reduce the need for trace level
impurity isolation and sample enrichment. However, it is
important to point out the following:

1. The acquisition of 13C data sufficient to prove
the structure of a trace level impurity likely
remains beyond the routine capabilities of
currently available LC/NMR instrumentation
and NMR probe technology.

2. LC/NMR experiments require the use of deut-
erated mobile phases to minimize background
signals (especially from water in 1H spectra).

3. NMR spectra are a function of the solvent sys-
tem that the analyte is dissolved in. When an
impurity profile is obtained with an HPLC
mobile phase gradient, and one wishes to com-
pare the NMR spectra of a trace level impurity
with the API in the same HPLC analysis, then
this complicating factor must be considered.

For trace level impurity identifications, one must
consider whether resources are better spent on
preparing higher quality samples for conventional
NMR experiments, or investing in and accomplishing
effective LC/NMR.

The future holds the promise that GC/MS and LC/
MS experiments (with accurate mass measured MS/
MS fragmentation maps) in combination with LC/
NMR (in spite of its current limitations) will be in
routine use for trace level impurity structure eluci-
dation in the pharmaceutical industry.

MS-BASED SYSTEMATIC APPROACH
FOR THE IDENTIFICATION OF TRACE
LEVEL ORGANIC IMPURITIES

The process for identification of a trace level organic
impurity in a pharmaceutical product can be viewed
in a systematic way. One commonly used paradigm is
based on MS and the hyphenated analytical techniques

that are themselves based on MS. A systematic MS-
based paradigm can be described as a four-step process:

1. Situation evaluation: Understand the impurity
identification problem.

a. What analytical technique/method was
used to initially detect/report the unknown
impurity?

b. Is the impurity to be identified process
related, API related, excipient related,
container closure system related, or totally
unknown (highly unusual!!!)? What are
the physicochemical and molecular proper-
ties of related materials (e.g., the API), and
how are these likely to relate to the
unknown?

c. What is the nature of the sample matrix from
which the unknown impurity was detected
(i.e., drug substance, drug product, etc.)?

2. Data acquisition: Acquire appropriate LC/MS
and/or GC/MS data depending on which
analytical technique is most applicable.

a. If HPLC was initially used for impurity
detection and reporting, is the method
LC/MS compatible (i.e., no involatile
mobile phase constituents)? Can the
method be redeveloped to be LC/MS
compatible (e.g., replace sodium dodecyl
sulfate with a volatile ion-pair reagent such
as heptafluorobutyric acid)?

b. If the unknown impurity is API or excipient
related, is the proton affinity of the parent
amenable to positive or negative ion LC/
MS? Which LC/MS ionization technique/
process should be employed?

3. Data processing: Can a structural hypothesis be
developed from the available mass spectro-
metric information?

a. LC/MS and/or GC/MS spectral interpret-
ation.

b. GC/MS computerized library search results.
c. Tandem MS (MS/MS) fragmentation

information.
d. Accurate mass/elemental composition

measurements.

4. Confirmation:

a. Mass spectral structural hypothesis leads to
selection or synthesis of authentic reference
compound.

b. Isolation of a sufficient amount of pure
analyte for NMR structure elucidation,
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possibly followed by selection or synthesis
of an authentic reference compound.

The process can be depicted as a flow chart (Fig. 11).
Norwood and Qui[6] and Lohr et al.[37] have presented
similar flow charts. The reader should also note the
multidisciplinary case study approach presented by
Alsante et al.[38] With reference to Fig. 11, consider
the following two possible scenarios:

Scenario A:

1. Situation evaluation:

a. A 0.1% unknown impurity (photolysis
product) is detected and reported from an
HPLC/UV-based API chromatographic
purity analytical method.

b. The diode-array UV spectrum of the
impurity suggests that it is API related.

c. The HPLC method is LC/MS compatible
(i.e., no involatile mobile phase constitu-
ents).

d. The API has a molecular structure with
high proton affinity (i.e., structure contains
several reduced nitrogen atoms, and also
one fluorine atom).

2. Data acquisition:

a. Acquire a positive ion APCI LC/MS analy-
sis. Determine the molecular weight of the
impurity relative to the API (Note that
structures can sometimes be elucidated
based solely on molecular weight differences
from the API).

Situation:
Impurity observed

Situation Evaluation:
Sample Info: Sample, control, standard, method
Scenario: Process related? API related? degradation?
contamination? container/closure/packaging related?

GCable?
LCable?

GCable LCable
GC/MS

LC/MS
Compatible?

Yes

LC/MS

No Develop
Method

No

Other Techniques:
Probe MS, CE/MS
NMR, IR, etc.

Valid Data
Obtained?

Yes
Hypothesis

No

Trouble
Shooting

MS/MS
or HR/MS
Needed?

No

Yes

Fragments
Formula

Standard
Available?

YesStandard
Match?

Yes

Confirmed

NoNo

Evaluate
HypothesisIsolate

Impurity

NMR Hypothesis
Confirmed?

Yes
Confirmed

No

Fig. 11 Flow chart describing a systematic process for structure elucidation of a small molecule trace level impurity.
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b. Acquire an accurate mass measured APCI
LC/MS analysis.

3. Data processing:

a. The APCI spectrum of the impurity con-
firms the molecular weight to be 333 amu
(API molecular weight 335 amu). The dif-
ference in molecular weight between the
impurity and the API suggests double-bond
formation via photolysis.

b. The elemental composition of the impurity
confirms the molecular formula to be
C19H27NO4, which compares with
C19H26NO3F for the API.

4. Confirmation:

a. APCI LC/MS analyses confirm the
impurity structure to be the API with OH
replacing F (note that accurate mass mea-
surements were critical for this structure
elucidation, and LC/MS analyses alone
were sufficient to solve the problem).

b. No additional structure confirmation
required for this scenario.

Scenario B:

1. Situation evaluation:

a. A 0.05% unknown impurity is detected and
reported from an LC/UV-based drug pro-
duct chromatographic purity analytical
method.

b. The UV spectrum of the impurity suggests
that it is API related.

c. The HPLC method is LC/MS compatible
(i.e., no involatile mobile phase constitu-
ents).

d. The API has a molecular structure with
high proton affinity (i.e., structure contains
several reduced nitrogen atoms).

2. Data acquisition:

a. Acquire a positive ion APCI LC/MS analy-
sis. Determine the molecular weight of the
impurity relative to the API.

b. Acquire an accurate mass measured APCI
LC/MS analysis.

3. Data processing:

a. The APCI spectrum of the impurity con-
firms the molecular weight to be 721 amu
(Figs. 3, 4 and 8; API molecular weight
602 amu). The difference in molecular
weight between the impurity and the API
suggests that a known formulation excipient

of molecular weight 121 has reacted with
the API to form the impurity, possibly by
nucleophilic substitution.

b. The elemental composition of the impurity
confirms the hypothesis.

c. MS/MS fragmentation behavior of the
impurities yields no definitive structural
hypotheses.

4. Confirmation:

a. Isolate the impurity from the drug product
in sufficient quantity and purity for NMR
structure elucidation, including the acqui-
sition of 13C data.

b. NMR confirms the exact molecular struc-
ture of the impurity.

Obviously, one could create dozens of different sce-
narios to run through this paradigm. Also, there are
other paradigms that are in use in the pharmaceutical
industry. For example, laboratories skilled in isolation
and purification techniques might proceed directly to
isolate all impurities and take them straight to NMR
proof-of-structure. Other laboratories skilled in
organic synthesis might attempt to predict from chemi-
cal knowledge which impurities might form and syn-
thesize these to see which match observed impurities.
However, based on experience with current industry
practice and a review of the available scientific litera-
ture, MS-based approaches similar to the one pre-
sented here are the most widely applied.

CONCLUSIONS

The ability of modern analytical chemistry to identify
and quantify impurities in pharmaceutical products is
staggering. It is now routine to elucidate organic
impurity structures below the 0.1% level, which has
led to an increased ability to detect and identify those
chemical entities of potential concern for the safety and
efficacy of pharmaceuticals. New developments, such
as hybrid MS systems and LC/NMR when fully inte-
grated into the MS-based paradigm, hold the promise
of increased efficiency for trace impurity identification
with resulting efficiency increases in the overall
pharmaceutical development process.
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INTRODUCTION

Transdermal drug delivery (TDD) is known to offer
many advantages over the oral and injectable routes
for systemic drug delivery. However, the skin is a
complex and dynamic organ with marked barrier func-
tion, which results in limitations and variations in
the amount and nature of drugs that can be delivered
across the skin and into the bloodstream. Thus a con-
tinual search for ways to optimize the permeation of
drugs across the skin exists, in an attempt to enhance
delivery and improve patient compliance.

The recent introduction of regulatory criteria for
TDD has drawn attention to the effects of anatomical
site on TDD. Understanding the factors that affect
site-to-site variation in TDD could enable enhanced
drug delivery and offer flexibility to use multiple appli-
cation sites, allowing greater patient acceptance and
compliance and reducing drug absorption variability
between and within individuals. The underlying mechan-
isms that give rise to TDD site-to-site variation are yet
to be elucidated. Although it is generally accepted that,
for most drugs, the stratum corneum (SC) is the rate-
limiting barrier to drug permeation, differences in drug
permeation at different anatomical sites are unlikely to
be just a function of the SC. The present review looks
at the effects of application site on TDD in light of
the current understanding of the mechanism of drug
permeation. Site-to-site differences may arise because
of differences in the rate and amount of drugs being
delivered, drug permeation into and across the skin,
and drug clearance from the skin.

STUDIES ON THE EFFECTS
OF ANATOMICAL SITE

Investigations into the effects of anatomical site on TDD
have been largely driven by regulatory compliance
assessment.[1] Table 1 lists those studies that investi-
gated the influence of anatomical site on TDD in
humans (in vivo and in vitro). Of the 38 studies, 23
showed regional TDD dependence and more than half

of the studies were related to drugs that are currently
used in the approved TDD systems, where the purpose
of the study was to characterize the variability of a
particular dose form rather than to investigate the rea-
sons for intersite variability, demonstrating the com-
mercial desire for consistent and robust-performing
products. However, it is important to note that inter-
subject and intrasubject variability,[2,3] experimental
size,[4] and various endpoint measures (e.g., pharmaco-
kinetic vs. pharmacodynamic parameters) may have
made interpretation of the results difficult. Parameters
of clinical importance will depend on the drug, but may
include the amount of drug delivered to the systemic
circulation, the rate of drug delivery, the amount of drug
delivered to local tissues, and the incidence of adverse
effects such as local irritation at the site of administra-
tion. An example of the latter would be the measure of
skin reactions[5] vs. the plasma concentration profile of
estradiol[6] delivered via a patch. Although the former
showed no significant differences between test sites, the
latter demonstrated changes of pharmacokinetic profiles
at different regions of the body.

INFLUENTIAL FACTORS IN SITE-TO-SITE
TDD VARIATION

The rate and/or extent of drug penetration across the
skin influences bioavailability. Mathematical models,
which are designed to predict the rate and extent of
absorption, have attributed the high importance of
SC thickness to TDD. These models, however, make
the assumption that the SC is homogenous in compo-
sition and structure, and the diffusion pathway is con-
sistent. However, as will be discussed, SC thickness is
not the sole determinant of site-to-site TDD variation.
A number of variables, including gender, age, ethnic
background, application methods, and subjects’ health
status may contribute to the reported regional differences
in TDD; however, only a limited amount of research has
been conducted in these areas. Evidence would suggest
that drug entity (e.g., estradiol vs. testosterone; Table 1)
and dosage form (e.g., patches[7,8] vs. spray solution[9])

(Text continues on page 3821.)
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o

ft
w

ic
k

IV
sp

o
n

g
e;

J&
J

T
X

)

co
n

ta
in

in
g

d
ru

g

sa
tu

ra
te

d
in

a
q

u
eo

u
s

so
lu

ti
o

n

T
a
p

e
st

ri
p

p
ed

,
u

p
to

2
0

ti
m

es
in

2
–

3
m

in
,

o
f

S
C

a
t

th
e

a
p

p
li

ca
ti

o
n

a
re

a
.

P
a

rt
it

io
n

co
ef

fi
ci

en
t:

a

B
a

ck
>

a
b

d
o

m
en

>

th
ig

h
>

fo
re

a
rm

>

le
g

p
C

o
n

tr
ib

u
ti

n
g

fa
ct

o
rs

co
u

ld
in

cl
u

d
e

th
ic

k
n

es
s

a
n

d
n

u
m

b
er

o
f

ce
ll

la
y

er
s,

a
n

d
li

p
id

co
n

te
n

t
o

f
S

C
.

D
ru

g
co

n
ce

n
tr

a
ti

o
n

o
n

ea
ch

ta
p

es
tr

ip

w
a
s

d
et

er
m

in
ed

b
y

A
T

R
-F

T
IR

.

D
if

fu
si

o
n

co
ef

fi
ci

en
t:

a

L
eg

>
fo

re
a

rm
>

b
a

ck
>

th
ig

h
>

a
b

d
o

m
en

R
eg

io
n

a
l

v
a

ri
a
ti

o
n

in

S
C

tr
a

n
sp

o
rt

o
f

C
P

m
ig

h
t

b
e

in
fl

u
en

ce
d

b
y

th
e

in
tr

in
si

c
d

if
fu

si
v

it
y

o
f

S
C

;
w

h
il

e
b

o
th

th
er

m
o

d
y
n

a
m

ic
a

n
d

k
in

et
ic

d
if

fe
re

n
ce

s
a

m
o

n
g

d
if

fe
re

n
t

a
n

a
to

m
ic

a
l

sk
in

si
te

s
m

ig
h

t
a

tt
ri

b
u

te

to
th

e
d

if
fe

re
n

ce
s

o
b

se
rv

ed
fo

r
C

M
.

P
er

m
ea

b
il

it
y

co
ef

fi
ci

en
t:

a

B
a

ck
>

fo
re

a
rm

>

th
ig

h
>

le
g
>

a
b

d
o

m
en

T
h

e
o

b
se

rv
ed

d
if

fe
re

n
ce

s

m
ig

h
t

n
o

t
b

e
eq

u
a
ll

y

re
fl

ec
te

d
in

sy
st

em
ic

a
b

so
rp

ti
o

n
.

C
im

et
id

in
e

(C
M

)

P
a

rt
it

io
n

co
ef

fi
ci

en
t:

a

B
a

ck
>

fo
re

a
rm

>

a
b

d
o

m
en

>
le

g
>

th
ig

h

D
if

fu
si

o
n

co
ef

fi
ci

en
t:

a

B
a

ck
>

th
ig

h
>

fo
re

a
rm

>
le

g
>

a
b

d
o

m
en

P
er

m
ea

b
il

it
y

co
ef

fi
ci

en
t:

a

B
a

ck
>

fo
re

a
rm

>

th
ig

h
>

le
g
¼

a
b

d
o

m
en

(
C

o
n

ti
n

u
ed

)
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Trace–U
ltrasonic

T
a

b
le

1
S

tu
d

ie
s

in
v

es
ti

g
a

ti
n

g
th

e
in

fl
u

en
ce

o
f

a
n

a
to

m
ic

a
l

si
te

o
n

T
D

D
in

h
u

m
a

n
s

(i
n

v
iv

o
a

n
d

in
v

it
ro

)
(

C
o

n
ti

n
u

ed
)

R
ef

er
en

ce
C

o
m

p
o

u
n

d
G

en
d

er
(a

g
e)

B
o

d
y

si
te

s
F

o
rm

u
la

ti
o

n
M

ea
su

re
s

F
in

d
in

g
s

C
o

m
m

en
ts

o
n

si
te

d
ep

en
d
en

ce
T

D
D

[7
9

]
E

th
y

l
n

ic
o

ti
n

a
te

,

p
ri

v
in

e
b

a
se

,

h
is

ta
m

in
e

b
a

se

M
a

le

(2
0

–
6

0
)

F
o

re
h

ea
d

,
p

re
st

er
n

a
l

a
re

a
,

in
te

rs
ca

p
u

la
r

re
g

io
n

,
fl

ex
o

r,
ex

te
n

so
r

su
rf

a
ce

s
o

f
fo

re
a

rm
,

p
re

ti
b

ia
l,

p
er

o
n

ea
l

su
rf

a
ce

o
f

le
g

C
o

m
p

o
u

n
d

d
is

so
lv

ed

in
9

5
%

a
lc

o
h

o
l

R
es

p
o

n
se

s
o

f
er

y
th

em
a

a
n

d
w

h
ea

li
n

g

In
g

en
er

a
l,

fo
re

h
ea

d
,

p
re

st
er

n
a
l

a
re

a
,

a
n

d

b
a

ck
d

em
o

n
st

ra
te

d

g
re

a
te

r
a

b
so

rp
ti

o
n

th
a

n

th
e

ex
te

n
so

r
su

rf
a
ce

o
f

th
e

fo
re

a
rm

o
r

ei
th

er

o
f

th
e

a
re

a
s

te
st

ed
o

n

th
e

le
g

.
A

b
so

rp
ti

o
n

o
n

th
e

fo
re

a
rm

w
a

s

a
ls

o
h

ig
h

er
th

a
n

th
e

le
g

p
D

if
fe

re
n

ce
co

u
ld

b
e

d
u

e
to

b
lo

o
d

fl
o

w
,

fo
ll

ic
u

la
r

n
u

m
b

er
s

a
t

p
a

rt
ic

u
la

r
si

te
,

a
n

d
n

a
tu

re
o

f
p

en
et

ra
n

t.

[2
1

]
P

a
ra

th
io

n
M

a
le

F
o

re
a

rm
,

p
a

lm
,

fo
o

t
b

a
ll

,
a

b
d

o
m

en
,

h
a

n
d

d
o

rs
u

m
,

fo
ss

a

cu
b

it
a
li

s,
sc

a
lp

,
ja

w

a
n

g
le

,
p

o
st

a
u

ri
cu

la
r,

fo
re

h
ea

d
,

ea
r

ca
n

a
l,

a
x

il
la

,
sc

ro
tu

m

C
o

m
p

o
u

n
d

d
is

so
lv

ed
in

a
ce

to
n

e
w

a
s

a
p

p
li

ed
to

v
a

ri
o

u
s

si
te

s

E
x

cr
et

io
n

p
ro

fi
le

T
o

ta
l

ex
cr

et
io

n
o

f

p
a

ra
th

io
n

:
fo

re
a

rm
<

p
a

lm
<

fo
o

t
b

a
ll
<

a
b

d
o

m
en

<
h

a
n

d
d

o
rs

u
m

<

fo
ss

a
cu

b
it

a
li

s
<

sc
a

lp
<

ja
w

a
n

g
le
<

p
o

st
a

u
ri

cu
la

r
<

fo
re

h
ea

d
<

ea
r

ca
n

a
l
<

a
x

il
la
<

sc
ro

tu
m

p
H

a
ir

fo
ll

ic
u

la
r

a
re

a
s

a
p

p
ea

re
d

to
h

a
v

e
h

ig
h

er

d
ru

g
p

en
et

ra
ti

o
n

b
u

t

a
u

th
o

rs
su

sp
ec

te
d

th
a

t

d
if

fe
re

n
ce

s
in

th
e

sk
in

o
th

er
th

a
n

th
e

h
a

ir
it

se
lf

m
ig

h
t

b
e

im
p

o
rt

a
n

t.

L
a

ck
o

f
b

a
rr

ie
r

p
ro

p
er

ty

a
n

d
‘‘

a
b

so
rb

en
t

sp
o

n
g

e’
’

b
eh

a
v

io
r

o
f

th
e

sc
ro

tu
m

m
ig

h
t

a
cc

o
u

n
t

fo
r

th
e

fi
n

d
in

g
s.

[2
7

]
A

ce
ty

ls
a

li
cy

li
c

a
ci

d
,

b
en

zo
ic

a
ci

d
,

ca
ff

ei
n

e,

so
d

iu
m

b
en

zo
a
te

M
a

le

(2
8
�

2
)

A
rm

,
a

b
d

o
m

en
,

p
o

st
a

u
ri

cu
la

r,

fo
re

h
ea

d

C
o

m
p

o
u

n
d

in

et
h

y
le

n
e

g
ly

co
l

w
a

te
r/

T
ri

to
n
�
�

1
0

0

R
eg

io
n

a
l

d
is

tr
ib

u
ti

o
n

(m
ea

su
re

d
b

y
ta

p
e

st
ri

p
p

in
g

)
a

n
d

ex
cr

et
io

n
o

f
d

ru
g

A
ll

co
m

p
o

u
n

d
s

a
p

p
ea

re
d

to

fo
ll

o
w

th
e

ra
n

k
in

g
:

a
rm
�

a
b

d
o

m
en

<
p

o
st

a
u

ri
cu

la
r
<

fo
re

h
ea

d
.

p
M

o
re

se
b

a
ce

o
u

s

g
la

n
d

a
t

fo
re

h
ea

d
,

b
u

t

p
o

ss
ib

ly
a
n

o
v
er

es
ti

m
a
ti

o
n

;

cl
o

se
n

es
s

o
f

ca
p

il
la

ri
es

to

sk
in

su
rf

a
ce

co
u

ld
b

e
a

d
et

er
m

in
a

n
t

fa
ct

o
r.

C
o

m
p

o
u

n
d

s
a

p
p

ea
re

d
to

b
e

2
�

m
o

re
p

er
m

ea
b

le
a

t

fo
re

h
ea

d
th

a
n

a
t

a
rm

o
r

a
b

d
o

m
en

(e
x

ce
p

t
ca

ff
ei

n
e)

.

[4
5
]

A
ce

ty
lc

h
o

li
n

e

(A
C

)

M
a

le
a

n
d

F
em

a
le

(2
1

–
4

2
)

1
2

d
if

fe
re

n
t

si
te

s

a
t

fo
re

a
rm

Io
n

to
p

h
o

re
si

s
d

el
iv

er
in

g

A
C

so
lu

ti
o

n

F
lu

x
ch

a
n

g
es

u
p

o
n

a
p

p
li

ca
ti

o
n

o
f

A
C

B
a

se
li

n
e

fl
u

x
a

n
d

v
a

so
d

il
a

ta
ti

o
n

re
sp

o
n

se

w
er

e
si

te
d

ep
en

d
en

t.

p
T

h
in

n
er

S
C

a
t

fo
re

a
rm

th
a

n
p

a
lm

er

P
a

lm
si

te
s

sh
o

w
ed

a
h

ig
h

er

b
a

se
li

n
e

fl
u

x
,

b
u

t
n

o

v
a

so
d

il
a

ta
ti

o
n

in
re

sp
o

n
se

to
io

n
to

p
h

o
re

si
s.

V
o

la
r

fo
re

a
rm

,
d

o
rs

a
l

h
a

n
d

a
n

d
fi

n
g

er
si

te
s

sh
o

w
ed

lo
w

er

si
te

-d
ep

en
d

en
t

b
a

se
li

n
e

fl
u

x
,

b
u

t
d

id
v

a
so

d
il

a
te

.

[8
0

]
L

id
o

ca
in

e
(L

)
M

a
le

(2
0

–
3

0
)

S
cr

o
tu

m
,

a
b

d
o

m
en

C
o

tt
o

n
p

le
d

g
et

s
sa

tu
ra

te
d

w
it

h
L

in
w

a
te

r/
IP

A
/

g
ly

ce
ri

n
e

T
im

e
re

q
u

ir
ed

to
p

ro
d

u
ce

a
n

a
es

th
et

ic
ef

fe
ct

A
n

a
es

th
et

ic
ef

fe
ct

:
3

.6
m

in

fo
r

sc
ro

tu
m

v
s.

1
h

r
þ

fo
r

a
b

d
o

m
en

p
S

k
in

b
a

rr
ie

r
o

f
sc

ro
tu

m

is
d

if
fe

re
n

t
fr

o
m

o
th

er

b
o

d
y

si
te

s
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Tr
ac

e–
U

lt
ra

so
ni

c

S
a

li
cy

li
c

a
ci

d
(S

A
)

M
a

le
sk

in

(5
5

–
7
2

)

S
cr

o
tu

m
,

a
b

d
o

m
en

S
A

in
d

il
u

te

fe
rr

ic
ch

lo
ri

d
e

P
en

et
ra

ti
o

n
o

f
S

A
P

en
et

ra
ti

o
n

ti
m

e:
sc

ro
tu

m

1
5

m
in

v
s.

a
b

d
o

m
en

2
h

r
þ

[8
]

L
id

o
ca

in
e

(L
)

a
n

d
ep

in
ep

h
ri

n
e

M
a

le
a

n
d

fe
m

a
le

(5
–

1
5
)

B
a

ck
,

ch
es

t,

d
o

rs
u

m
o

f
h

a
n

d
,

a
n

te
cu

b
it

a
l

fo
ss

a

(r
a

n
d

o
m

ly
ch

o
se

n
)

ID
D

S
io

n
to

p
h

o
re

si
s

L
co

n
ce

n
tr

a
ti

o
n

in
p

la
sm

a

a
n

d
sk

in
re

a
ct

io
n

P
la

sm
a

L
in

a
ll

su
b

je
ct

s

w
a

s
<

1
0

n
g

/
m

L
ir

re
sp

ec
ti

v
e

o
f

si
te

s.

N
o

er
y

th
em

a
o

r
ed

em
a

fr
o

m

L
w

a
s

fo
u

n
d

.
E

ry
th

em
a

a
ss

o
ci

a
te

d
w

it
h

th
e

a
n

o
d

e
a

p
p

ea
re

d
to

b
e

m
o

re

p
ro

m
in

en
t

a
t

th
e

ch
es

t
o

r
b

a
ck

.

[8
1

]
N

o
re

lg
es

tr
o

m
in

(N
G

M
N

)

F
em

a
le

(2
0

–
4
5

)
A

b
d

o
m

en
,

b
u

tt
o

ck
,

a
rm

,

to
rs

o

E
v

ra
T

M
p

a
tc

h

(R
W

Jo
h

n
so

n

P
h

a
rm

a
ce

u
ti

ca
l

R
es

ea
rc

h
In

st
it

u
te

,
N

J)

P
h

a
rm

a
co

k
in

et
ic

p
a
ra

m
et

er
s

A
U

C
:

A
b

d
o

m
en

<
a

rm
¼

b
u

tt
o

ck
¼

to
rs

o
.

p

E
th

in
y

lo
es

tr
a

d
io

l

(E
E

)

O
rt

h
o

E
v
ra

T
M

p
a

tc
h

A
b

d
o

m
en

a
p

p
li

ca
ti

o
n

is
n

o
t

b
io

eq
u

iv
a

le
n

t,

b
u

t
th

er
a

p
eu

ti
ca

ll
y

eq
u

iv
a

le
n

t
to

th
a

t

a
p

p
li

ed
a

t
th

e

o
th

er
si

te
s.

[7
]

C
lo

n
id

in
e

(C
L

)
M

a
le

a
n

d

fe
m

a
le

(2
0

–
3
9

)

A
rm

,
th

ig
h

,
ch

es
t

C
a

ta
p

re
s-

T
T

S
p

a
tc

h

(B
o

eh
ri

n
g

er
In

g
el

h
ei

m
,

G
er

m
a
n

y
)

C
L

co
n

ce
n

tr
a
ti

o
n

in

b
lo

o
d

a
n

d
u

ri
n

e

C
L

co
n

ce
n

tr
a

ti
o

n
in

p
la

sm
a

a
n

d
u

ri
n

e
sa

m
p

le
s:

ch
es

t
>

u
p

p
er

a
rm

>
th

ig
h

.

p

C
o

rr
el

a
ti

o
n

fo
u

n
d

b
et

w
ee

n

C
L

re
le

a
se

fr
o

m
p

a
tc

h

a
n

d
A

U
C

.

[8
2
]

C
lo

n
id

in
e

(C
L

)
M

a
le

(1
8
–
4
5
)

C
h

es
t,

a
rm

C
a
ta

p
re

s-
T

T
S

p
a
tc

h
C

L
co

n
ce

n
tr

a
ti

o
n

in
p

la
sm

a

S
im

il
a

r
p

h
a

rm
a

co
k

in
et

ic

p
ro

fi
le

b
et

w
ee

n
si

te
s

[8
3
]

C
lo

n
id

in
e

(C
L

)
M

a
le

(2
6
–
4
1
)

R
ig

h
t

ch
es

t,

le
ft

a
rm

,
u

p
p

er

a
b

d
o

m
en

P
a

tc
h

P
h

a
rm

a
co

k
in

et
ic

p
a
ra

m
et

er
s

P
la

sm
a

co
n

ce
n

tr
a

ti
o

n

o
f

C
L

,
C

m
a
x
,

A
U

C
:

L
ef

t

a
rm

w
er

e
g

re
a
te

r
th

a
n

ri
g

h
t

ch
es

t
a

n
d

a
b

d
o

m
en

.

p

B
lo

o
d

p
re

ss
u

re
lo

w
er

in
g
:

a
rm

>
a

b
d

o
m

en
.

[5
]

E
st

ra
d

io
l

(E
2

)
F

em
a

le

(B
ra

zi
li

a
n

;

3
5

–
6

0
)

V
a

ri
o

u
s

si
te

s
o

f

a
b

d
o

m
en

:
u

p
p

er
,

m
id

d
le

,
a
n

d
lo

w
er

C
li

m
a
d

er
m

�
p

a
tc

h

(W
y

et
h

-A
y

er
st

,
P

A
)

S
k

in
re

a
ct

io
n

s
N

o
d

if
fe

re
n

ce
in

th
e

n
u

m
b

er
o

f
in

ci
d

en
ce

a
n

d
se

v
er

it
y

o
f

re
a
ct

io
n

s

b
et

w
ee

n
re

g
io

n
s

[1
3

]
E

st
ra

d
io

l
(E

2
)

F
em

a
le

(4
7

–
5
9

)

A
b

d
o

m
en

,
b

u
tt

o
ck

s,

u
p

p
er

th
ig

h
,

lo
w

er

b
a

ck
,

la
te

ra
l

th
o

ra
x

,

u
p

p
er

a
rm

E
st

er
a

d
er

m
T

T
S
�

(C
ib

a
-G

ei
g

y
L

T
D

,

S
w

it
ze

rl
a

n
d

)
p

a
tc

h

E
2

co
n

ju
g

a
te

s
in

u
ri

n
e

N
o

si
g

n
ifi

ca
n

t
d

if
fe

re
n

ce

b
et

w
ee

n
si

te
s.

In
te

rs
u

b
je

ct

v
a

ri
a
b

il
it

y
w

a
s

h
ig

h
.

B
er

n
er

a
n

d
Jo

h
n

[1
0
]

p
ro

p
o

se
d

th
a

t
in

si
g
n

ifi
ca

n
t

d
if

fe
re

n
ce

m
ig

h
t

b
e

d
u

e
to

th
e

co
n

tr
ib

u
ti

o
n

o
f

et
h

a
n

o
l

a
n

d
a

ra
te

-c
o

n
tr

o
ll

in
g

m
em

b
ra

n
e

to
co

n
tr

o
l

es
tr

a
d

io
l

d
el

iv
er

y
. (
C

o
n

ti
n

u
ed

)
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Trace–U
ltrasonic

T
a

b
le

1
S

tu
d

ie
s

in
v

es
ti

g
a

ti
n

g
th

e
in

fl
u

en
ce

o
f

a
n

a
to

m
ic

a
l

si
te

o
n

T
D

D
in

h
u

m
a

n
s

(i
n

v
iv

o
a

n
d

in
v

it
ro

)
(

C
o

n
ti

n
u

ed
)

R
ef

er
en

ce
C

o
m

p
o
u

n
d

G
en

d
er

(a
g

e)
B

o
d

y
si

te
s

F
o
rm

u
la

ti
o

n
M

ea
su

re
s

F
in

d
in

g
s

C
o

m
m

en
ts

o
n

si
te

d
ep

en
d
en

ce
T

D
D

If
d

a
ta

w
er

e
su

b
je

ct
ed

to

p
a

ir
ed

t-
te

st
a
n

a
ly

si
s,

u
p

p
er

th
ig

h
v

a
lu

es
w

er
e

si
g

n
ifi

ca
n

tl
y

d
if

fe
re

n
t

fr
o

m
th

o
se

a
t

a
b

d
o

m
en

.

B
io

eq
u

iv
a

le
n

ce
w

a
s

es
ta

b
li

sh
ed

fo
r

a
ll

si
te

s
ex

ce
p

t
th

e
u

p
p

er
th

ig
h

.

[6
]

1
7

-b
E

st
ra

d
io

l

(E
2

)

F
em

a
le

(4
5

–
7
0

)
A

b
d

o
m

en
o

r

b
u

tt
o

ck
s

C
li

m
a

ra
�

p
a

tc
h

P
h

a
rm

a
co

k
in

et
ic

p
a

ra
m

et
er

s

A
U

C
:

B
u

tt
o

ck
>

a
b

d
o

m
en

.
p

V
a

ri
a

ti
o

n
m

ig
h

t
b

e
d

u
e

to
S

C
th

ic
k

n
es

s,
li

p
id

co
n

te
n

t,
re

g
io

n
a

l
b

lo
o

d

fl
o

w
,

a
g

e,
a

n
d

ra
ce

.

C
a
v
g
:

b
u

tt
o

ck
>

a
b

d
o

m
en

.

T
m

a
x
:

b
u

tt
o

ck
<

a
b

d
o

m
en

.

G
re

a
te

r
p

ea
k

a
n

d
tr

o
u

g
h

fo
r

b
u

tt
o

ck
.

[3
]

1
7

-b
E

st
ra

d
io

l

(E
2

)

F
em

a
le

A
b

d
o

m
en

o
r

b
u

tt
o

ck
s

F
em

P
a

tc
h
�

p
a

tc
h

(C
y
g

n
u

s
T

h
er

a
p

eu
ti

c

S
y

st
em

s,
C

A
)

P
h

a
rm

a
co

k
in

et
ic

p
a

ra
m

et
er

s

M
ea

n
se

ru
m

E
2

co
n

ce
n

tr
a

ti
o

n
:

b
u

tt
o

ck
s
>

a
b

d
o

m
en

p
S

k
in

th
ic

k
n

es
s,

b
lo

o
d

fl
o

w
,

li
p

id
co

n
te

n
t,

a
n

d
n

u
m

b
er

o
f

h
a

ir
fo

ll
ic

le
s

[8
4

]
E

st
ra

d
io

l
(E

2
)

N
o

t
sp

ec
ifi

ed
B

u
tt

o
ck

s,
a

b
d

o
m

en
C

li
m

a
ra

�
(B

er
le

x

L
a
b

o
ra

to
ry

,
In

c.
)

P
h

a
rm

a
co

k
in

et
ic

p
a

ra
m

et
er

s

A
U

C
,

C
m

a
x
,

T
m

a
x
:

b
u

tt
o

ck
s
>

a
b

d
o

m
en

.

p
L

ip
id

co
n

te
n

t,
d

er
m

a
l

th
ic

k
n

es
s,

h
a

ir
in

es
s,

a
n

d

su
p

er
fi

ci
a
l

b
lo

o
d

ci
rc

u
la

ti
o

n
B

io
a
v
a
il

a
b

il
it

y
w

a
s

m
o

re
v

a
ri

a
b

le
a

t

a
b

d
o

m
en

.

[8
5

]
E

st
ra

d
io

l
(E

2
)

N
o

t
sp

ec
ifi

ed
A

rm
,

th
ig

h
,

a
b

d
o

m
en

,
b

u
tt

o
ck

s

O
es

cl
im

�
5

0

(E
sc

li
m

�
/

E
sc

li
m

a
�

;

G
ro

u
p

e
F

o
u

rn
ie

r)

S
er

u
m

le
v

el
s

o
f

E
2

N
o

d
if

fe
re

n
ce

b
et

w
ee

n
si

te
s

[8
6

]
E

st
ra

d
io

l
(E

2
)

M
a

le
ca

d
a

v
er

,

fu
ll

th
ic

k
n

es
s

a
n

d
d

er
m

is

H
ip

,
a

b
d

o
m

en
,

ch
es

t,
th

ig
h

,

a
rm

,
b

a
ck

N
o

t
sp

ec
ifi

ed
P

er
m

ea
ti

o
n

ra
te

o
f

E
2

P
er

m
ea

ti
o

n
ra

te
:

h
ip

<
a

b
d

o
m

en
,

ch
es

t,
th

ig
h

,
a

rm
,

b
a

ck

p

[8
7

]
F

en
ta

n
y

l
(F

)
F

em
a

le
,

fu
ll

th
ic

k
n

es
s

B
re

a
st

,
a

b
d

o
m

en
F

in
a

q
u

eo
u

s
so

lu
ti

o
n

o
r

in
p

a
tc

h
,

w
a

s
a

p
p

li
ed

o
n

sk
in

m
o

u
n

te
d

to

d
if

fu
si

o
n

ce
ll

T
ra

n
sd

er
m

a
l

fl
u

x
N

o
d

if
fe

re
n

ce
o

b
se

rv
ed

b
et

w
ee

n
te

st
si

te
s

[8
8

]
F

en
ta

n
y

l
(F

),

su
fe

n
ta

n
il

(S
F

)

H
u

m
a

n

ca
d

a
v

er
sk

in

F
o

o
t,

ch
es

t,

th
ig

h
,

a
b

d
o

m
en

S
a

tu
ra

te
d

so
lu

ti
o

n
o

f
F

a
n

d
S

F
a

p
p

li
ed

o
n

th
e

sk
in

m
o

u
n

te
d

to

d
if

fu
si

o
n

ce
ll

P
er

m
ea

b
il

it
y

co
ef

fi
ci

en
t

N
o

d
if

fe
re

n
ce

o
b

se
rv

ed

b
et

w
ee

n
te

st
si

te
s

[2
]

H
y
d

ro
co

rt
is

o
n

e

(H
C

)

M
a

le
F

o
re

a
rm

(v
en

tr
a

l)
,

fo
re

a
rm

(d
o

rs
a

l)
,

fo
o

t
a

rc
h

(p
la

n
ta

r)
,

a
n

g
le

(l
a

te
ra

l)
,

p
a

lm
,

b
a

ck
,

sc
a

lp
,

a
x

il
la

,

fo
re

h
ea

d
,

ja
w

a
n

g
le

,
sc

ro
tu

m

H
C

in
a

ce
to

n
e

E
x

cr
et

io
n

p
ro

fi
le

o
f

H
C

P
er

ce
n

t
d

o
se

fo
u

n
d

in

u
ri

n
e:

F
o

re
a

rm
(v

en
tr

a
l)
<

fo
re

a
rm

(d
o

rs
a

l)
<

fo
o

t

a
rc

h
(p

la
n

ta
r)
<

a
n

k
le

(l
a
te

ra
l)
<

p
a

lm
<

b
a

ck
<

sc
a

lp
<

a
x

il
la
<

fo
re

h
ea

d
<

ja
w

a
n

g
le
<

sc
ro

tu
m

.

p
A

re
a

s
w

it
h

la
rg

e
o

r

n
u

m
er

o
u

s
h

a
ir

fo
ll

ic
le

s
o

r

th
in

st
ra

tu
m

co
rn

eu
m

m
ig

h
t

re
su

lt
in

h
ig

h
er

d
ru

g
a

b
so

rp
ti

o
n

.

S
ch

en
k

el
,

B
a
rl

ie
r,

a
n

d

R
ie

ra
,[1

1
]

b
el

ie
v
ed

th
a
t

n
o

n
-o

cc
lu

si
v

e
a

p
p

li
ca

ti
o

n

m
ig

h
t

re
su

lt
in

lo
st

o
f

st
er

o
id

fr
o

m
sk

in
su

rf
a
ce

.

H
C

w
a

s
u

n
d

et
ec

ta
b

le
a

t
h

ee
l.
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Tr
ac

e–
U

lt
ra

so
ni

c

[8
9

]
K

et
o

p
ro

fe
n

(K
)

M
a

le
B

a
ck

,
a

rm
,

a
n

d
k

n
ee

G
el

(s
o

lu
ti

o
n

fo
rm

w
a

s
u

se
d

a
s

co
n

tr
o

l)

P
h

a
rm

a
co

k
in

et
ic

p
a
ra

m
et

er
s

R
el

a
ti

v
e

b
io

a
v
a
il

a
b

il
it

y

w
a
s

si
m

il
a
r

b
et

w
ee

n
si

te
s.

T
h

e
p

la
sm

a
k

et
o

p
ro

fe
n

C
m

a
x

fo
r

g
el

a
p

p
li

ed
to

th
e

b
a
ck

a
n

d
a
rm

w
a
s

si
m

il
a
r

(p
>

0
.0

5
),

b
u

t
C

m
a
x

w
a

s

lo
w

er
a

t
th

e
k

n
ee

(p
<

0
.0

5
).

C
m

a
x

ra
n

g
e

w
a
s

si
m

il
a
r

fo
r

g
el

tr
ea

tm
en

ts
o

n
th

e
b

a
ck

a
n

d

a
rm

,
b

u
t

lo
n

g
er

fo
r

th
e

k
n

ee
tr

ea
tm

en
t.

p
A

lt
er

n
a

ti
o

n
in

th
e

th
ic

k
n

es
s

a
n

d
d

if
fu

si
v

it
y

o
f

th
e

S
C

in
th

e

v
a

ri
o

u
s

re
g

io
n

s

[9
0

]
L

ev
o

n
o

rg
es

tr
el

(L
N

G
)

F
em

a
le

A
b

d
o

m
en

,
a

rm
,

h
a

u
n

ch

L
N

G
/

E
2

T
C

D
S

p
a

tc
h

P
h

a
rm

a
co

k
in

et
ic

p
a
ra

m
et

er
s

C
m

a
x
,

T
m

a
x
,

a
n

d
A

U
C

w
er

e

d
if

fe
re

n
t

b
et

w
ee

n
si

te
s.

A
ft

er

re
m

o
v
a

l
o

f
p

a
tc

h
,

L
N

G
/

E
2

A
U

C
,

a
n

d
T

1
/

2
o

f
a

b
d

o
m

en

w
er

e
g

re
a

te
r

th
a

n
th

a
t

o
f

th
e

a
rm

a
n

d
h

a
u

n
ch

.

p
T

h
e

re
se

rv
o

ir
ef

fe
ct

o
f

L
N

G
m

ig
h

t
le

a
d

to

si
m

il
a
r

p
h

a
rm

a
co

k
in

et
ic

p
ro

fi
le

s
b

et
w

ee
n

si
te

s.

[3
9

]
M

et
h

y
l

n
ic

o
ti

n
a

te

(M
N

)

M
a

le
a

n
d

fe
m

a
le

(1
8

–
4
0

)

F
o

re
h

ea
d

,
fo

re
a

rm
,

p
a

lm

M
N

in
a

q
u

eo
u

s
so

lu
ti

o
n

d
el

iv
er

ed
v
ia

a
p

a
tc

h

L
a
se

r
D

o
p

p
le

r
fl

o
w

m
et

ry

re
sp

o
n

se

A
U

C
a

n
d

R
m

a
x

(r
es

p
o

n
se

ti
m

e)
:

fo
re

h
ea

d
>

fo
re

a
rm

>
p

a
lm

p
A

U
C

a
n

d
R

m
a
x

d
if

fe
re

n
ce

s
m

ig
h

t
b

e

d
u

e
to

fo
ll

ic
u

la
r

d
en

si
ty

d
if

fe
re

n
ce

s
b

et
w

ee
n

si
te

s.

T
m

a
x

a
n

d
T

5
0
%

d
if

fe
re

n
ce

s

co
u

ld
b

e
d

u
e

to
ce

ll
si

ze
,

li
p

id
co

n
te

n
t

a
t

v
a

ri
o

u
s

si
te

s.

T
m

a
x

a
n

d
T

5
0
%

(t
im

e
fo

r

m
a

x
im

u
m

re
sp

o
n

se
to

d
ec

re
a

se

to
T

m
a
x
/

2
):

fo
re

a
rm

>

fo
re

h
ea

d
>

p
a

lm
.

[9
1

]
N

ic
o

ti
n

e
(N

IC
)

M
a

le
(2

1
–

4
6

)
U

p
p

er
b

a
ck

,
u

p
p

er

o
u

te
r

a
rm

,
u

p
p

er
ch

es
t

N
ic

o
d

er
m

(A
lz

a

C
o

rp
.,

C
A

)

P
h

a
rm

a
co

k
in

et
ic

p
ro

fi
le

N
o

d
if

fe
re

n
ce

b
et

w
ee

n

th
e

te
st

si
te

s

[7
4
]

N
it

ro
g
ly

ce
ri

n

(G
T

N
)

M
a

le
a

n
d

fe
m

a
le

(5
8

–
7
7

)

A
rm

,
ch

es
t,

th
ig

h
O

in
tm

en
t

(K
re

m
er

s-
U

rb
a
n

C
o

.,
M

il
w

a
u
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do not participate in site-to-site differences of transder-
mal bioavailability (TDB). That said, Berner and John[10]

had previously pointed out that insignificant differences
between application sites for the delivery of estradiol[11]

could be due to the contribution of ethanol and a rate-
controlling membrane that potentially influenced the
delivery of the drug. Thus the effect of dosage form on
site-to-site variation may require further investigation.

The major factors that appear to influence TDD site
variation include SC structure, (epi)dermal structure,
lipid content and structure, cutaneous blood flow,
and skin occlusion.

SKIN STRUCTURE

Surface Topology

Although differences in surface characteristics, such
as smoothness and the presence of hair, might be
expected to influence TDB from transdermal dose
forms, there are limited supportive data. Evidence sug-
gests that differences in sebum sheet thickness between
different sites may contribute to differences in the
delivery of drugs to the SC.[12] It is also reasonable
to assume that soap and other topically applied pre-
parations such as moisturizers might similarly affect
TDB, as they are unlikely to be uniformly applied to
all areas of the body. That said, Watkinson et al.[13]

concluded that the axilla had a physiologically reduced
barrier function because an exaggerated application of
antiperspirant had no effect.

Thickness

The laws describing diffusion through a membrane
accord a major role to membrane thickness. In TDD,
the membrane of interest is the SC, which is generally
considered to be rate-limiting in transdermal permeation.
Previous observations in the variations of SC thickness
at different body sites have been documented with
supportive measurements.[14–18] Even though such varia-
tions in the SC have been used to explain the site depen-
dence of TDD (Table 1), no definite association has been
established in humans[16–19] or animals.[20] For instance,
although the SC thicknesses of the arm and scrotum were
found to be comparable,[18] the amount of parathion[21]

or hydrocortisone[2] absorbed was significantly different
between the two sites. Thus the dermis thickness should
also be considered as it shows regional differences 1000
times greater (millimeter range) than the measurable
but minor regional variations (changes in micrometer
size range) of the SC (Fig. 1). However, the dermis also
has the capability to retain drugs.[22] In TDD, the drug
molecule is required to diffuse through to the papillary
dermis or even deeper for systemic absorption.

To emphasize this, Behl et al.[23] reported that only in
the absence of the SC were differences in the penetration
of hydrocortisone observed between the abdomen and
the dorsal sites of rats. This was believed to be due to
the thicker dorsal dermis as compared with that of the
abdomen.

Cellular Layers and Cell Sizes

Regional variation in the number of SC cellular layers
and cell sizes has also been documented.[15,16,24,25] The
former was thought to account for the variation in
SC thickness.[16] To date, the contribution of SC cellu-
lar layers and cell size to TDD variation remains
unclear.[15,26] It has been proposed that, depending
on the SC thickness, the variation in cell size could
lead to variation in the volume of intercellular space,
which may act as the molecular ‘‘reservoir,’’[27] thus
influencing drug penetration and sorption. Because it
is thought that most drugs permeate the SC by diffus-
ing through the intercellular lipid matrix, the length of
this pathway is more likely to reflect relative per-
meation rates than the thickness of the SC. The size
of the corneocytes and their structural arrangement
within the SC may have a marked effect on the effec-
tive length of the diffusion pathway, thus influencing
transport of drug across the skin and absorption into
the blood circulation.

Lipid Content

The effect of delipidization in compromising the SC
barrier function[28–30] and alteration of solute uptake[26]

clearly implicates the involvement of the lipid pathway
in the transdermal delivery of drugs. Changes in drug
permeation through the skin in diseases that alter the
lipid content of the skin have also substantiated the
importance of lipid to drug penetration. For instance,
ichthyosis is a genetic skin disease that features hyper-
keratosis, which results in the thickening and scaling
of the SC due to the accumulation of cholesterol
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Fig. 1 Varying skin thicknesses at different body regions.

(From Ref.[18].)
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sulphate, an amphipathic lipid in the epidermis.[31] This
alteration in the lipid matrix is accompanied by a more
rapid drug permeation.

The lipid composition of the SC varies between the
different regions of the body.[32–35] A study by Elias
et al.[17] demonstrated a quantitative relationship
between the rate of percutaneous transport of salicylic
acid across the SC at two different body sites (abdo-
men and leg) and the lipid weight percent at the
corresponding sites. The results showed that the lower
the lipid content, the higher the penetration rate of
salicylic acid, which appeared to be in line with the role
of the lipid pathway to the non-polar solute pene-
tration.[26] A more in-depth study by Lampe et al.[34]

also found the same variations in lipid weight percent,
with face > abdomen > leg > plantar SC in the
exact inverse of their known permeability.[36]

Appendageal Pathway

Recently, Roberts, Cross, and Pellett[37] reviewed the
contribution of appendageal pathway to TDD. Among
the four appendages of the skin (sweat glands, hair
follicles, and the associated sebaceous glands and nails),
hair follicles and the associated sebaceous glands are
the only appendageal pathways that are believed to
contribute to drug permeation. The importance of this
route is usually dismissed because the appendages
occupy only 0.1–1.0% of total skin area. Studies on
TDD via the appendageal route are scarce; however,
a few studies have demonstrated a potential contri-
bution of this route to the overall flux of drugs.[38,39]

Because the distribution of appendages is not uniform
across the body, it is likely for these drugs to experience
site variation.

CUTANEOUS BLOOD FLOW

Systemic absorption and tissue distribution of trans-
dermally applied drugs are believed to be partly
influenced by cutaneous perfusion below the site of
application, and the orientation and accessibility of
local blood vessels and tissues.[40] The other contribu-
ting factor is considered to be drug plasma-binding
characteristics, which are dependent on the chemical
nature of the drug, and will not be further discussed
in this review. Studies involving animals,[41,42] and more
recently studies with humans,[43] have demonstrated
that cutaneous blood flow affects drug pharmaco-
kinetics and the relative processes of local and systemic
solute distribution, as well as drug clearance following
application. It was shown that the coadministration
of a vasodilator (phenylephrine), which was believed to
limit the removal of solutes by the dermal circulation,

resulted in an increase in drug concentration of both
lidocaine and salicylic acid in the underlying tissues.
Similarly, Morgan, Renwick, and Friedmann[43] had
reported a 15-fold difference in the recovery of
penciclovir through the human skin with and without
cutaneous blood flow.

Blood flow within the skin has been shown to vary
at the different body sites.[39,44,45] A tendency for skin
blood flow to decrease gradually from the upper part
of the body to the lower part of the body was observed,
in the order of face, anterior chest, deltoid, hands, and
feet. Studies investigating the effect of regional blood
flow variation on TDD are limited and inconclusive,
which appears to be due to the fact that the drug can-
didates investigated also possessed vasoactive activity;
thus the actual contribution of blood flow toward
regional differences in TDD may have been masked.
For example, Tur, Maibach, and Guy[39] showed that
the response produced by the topically applied methyl
nicotinate did not follow the corrected regional base-
line blood flow of the skin trend (forehead >
palm > forearm) because the Tmax response and
area-under-the-curve (AUC) values were the highest
at the forehead and the lowest at the palm, with the
forearm results falling somewhere between the other
data sets. Another report by Gardner-Medwin et al.[45]

showed an unusual relationship between the blood
flow of the different regions of the skin and the corre-
sponding vasodilatation response after the administra-
tion of acetylcholine. It was found that the area
(palmer) that had the higher microcirculation flow,
in the absence of drug, showed no vasodilatation in
response to iontophoresis of acetylcholine; whereas
the areas (volar forearm, dorsal hand, and finger) that
had the lower site-dependent microcirculation flow
demonstrated vasodilatation from acetylcholine. Thus
the lack of response to iontophoresis at the palmer site
was interesting in spite of the higher microcirculation
flow at the site. In an attempt to explain this, it was
considered that during the process of iontophoresis,
the drug molecule is still required to overcome the SC
barrier. Thus the thicker SC of the palm, as compared
with the forearm, dorsal hand, or finger, provided a
greater resistance for acetylcholine to pass through
prior to reaching the blood circulation.

Secondary factors such as humidity, temperature,
skin maturation, and diurnal rhythms, which alter SC
composition, physical structure, and cutaneous blood
flow, need to be considered when examining the causes
of site-to-site variation in TDB.

Humidity and Temperature

Low air humidity (��60%)[46] or high temperatures
are thought to dry out the SC[47,48] and subsequently
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alter barrier function.[47–50] Such changes could be dif-
ferent at the various body sites.[48] Hydration is known
to thicken the SC as a result of cells swelling, and cause
alterations in the arrangement of lipids, which may
reduce the diffusional resistance of the SC. At the
ultrastructural level, high humidity has been shown
to disrupt the SC and the lipid lamellae.[51,52]

The effect of seasonal influences on physiological
processes occurring in the skin appears to be extremely
variable. Previous investigation showed that damage to
the skin barrier function by an irritant was more
significant in winter than in summer.[53] Furthermore,
a more recent study[54] showed that seasonal-induced
changes in the SC may also be related to the anatom-
ical site, with the most significant changes observed
in summer when humidity and temperature are at the
highest. Of the three test sites, the forearm and calf
areas showed comparable characteristics of hydration,
transepidermal water loss (TEWL), and desquamation.
These were found to be higher than those from the face
region. During summer, the levels of these parameters
were elevated at all sites except those at the face.
Seasonal changes in SC lipids (such as fatty acid, cer-
amide, and cholesterol) have also been observed,[55,56]

and the degree of changes was found to be different
at different body sites. Thus it would appear that
seasonal changes in the SC may contribute to the
anatomical site variation of TDD.

Although exercise is known to change the body tem-
perature and blood flow of the skin, this does not
always translate to changes in TDB. Barkve et al.[57]

and Vanakoski et al.[58] reported an increase in the
plasma concentration of glyceryl trinitrate (GTN) after
exercise or sauna in patients wearing transdermal
patches. Vasodilation of the cutaneous skin blood
flow as a result of exercise or sauna was the proposed
explanation to this finding. The minimal correlation
observed between the dermal temperature and GTN
uptake was believed to be related to the dilation of
blood vessels and sweating during exercise. In contrast,
the delivery of norelgestromin (NGMN) and ethinyl
estradiol (EE2) via a patch was reported to be unaf-
fected by exercise,[59] with the concentration of NGMN
remaining unchanged during the study period. EE2
demonstrated a slight increase in serum concentration
during the first 48 hr of the patch application, which
then decreased during the subsequent 5 days of the
wearing period. Because there was no observable
change for NGMN, the slight change of EE2 during
the first 48 hr of the wearing period could not be
explained solely by the change in blood flow. The
potential effect of drug depletion from the patch was
not mentioned. In addition, it is possible that any effect
of exercise on the permeability of the hormones may
have been masked by the rate-controlling release from
the patch.

Skin Maturation

The human skin changes dramatically with age. Among
the vast number of skin characteristics that have been
shown to change with age, the reduction in skin
hydration level,[60–63] change in the lipid content,[32,56,64]

and decrease in dermal circulation[65–68] are likely to
have an impact on TDB. The extent of these changes
was also found to be different at different body sites.
However, there are no published data on the regional
differences in transdermal delivery profiles with age
for humans. A recent report by Cua, Willhelm, and
Maibach.[69] showed a variation in response to sodium
lauryl sulfate (SLS) irritation with age, with the elderly
displaying a different and weaker regional response than
the young. Although a number of anatomical regions
were investigated, the potential decline of immune
function in the elderly group must also be considered.

Circadian Cycles

Significant changes in skin composition at different
times of the day have been observed in a number of
studies. Changes with time to variables such as TEWL,
skin surface pH, skin temperature, and skin color have
been detected at most anatomical sites.[70,71] However,
SC hydration levels were found to be unaffected.
Yosipovitch and Farrar recently reported a statistically
significant circadian rhythmicity in TEWL, pH, and
temperature on the forearm, forehead, and shin, but
not on the upper back. The study showed that the
water evaporation rate increased significantly in the
evening at all sites, but was minimal during the day.
However, this did not appear to be related to the diur-
nal variation in sweating. The difference in TEWL on
the forearm and forehead was thought to be due to the
dissimilar circadian rhythms at different regions of the
body.[72] Oscillation of body temperature, which has
been known for centuries, was thought to be related
to the variation of heat loss during the day.[73] How-
ever, individuals or populations in similar time zones
do not necessarily have similar circadian rhythm tem-
perature patterns.

SKIN OCCLUSION

It has long been recognized that physical occlusion of
the skin could increase the water content of SC by
up to 50% and the surface temperature from 32�C to
37�C.[37] These changes were considered to change the
thermodynamics of drug penetration,[74] thus enhancing
the delivery of certain drug candidates.[75]

Regional variation of TDD had been observed even
in the presence of physical occlusion of the skin, as
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demonstrated in previous studies.[3,7,76,77] A more
recent study in pigs by Qiao, Chang, and Riviere[20]

reported that the trend in regional differences of drug
absorption between the occluded and non-occluded
systems was different. Formulations containing
2,6-[ring-14C] parathion were applied at four different
swine skin sites. Urinary and fecal drug excretion
(% dose) at 168 hr and the time of maximal drug
excretion were examined. Physical occlusion gave rise
to an increase in the dose delivered at all sites (Fig. 2).
Under occluded conditions, the TDB was lower in the
shoulders than in the other regions. In contrast, under
non-occluded dosing, there was more variation
between the sites, with the TDB from the abdomen
being significantly lower than the other sites. The

differences in the time of maximal excretion paralleled
these results. It was proposed in this study that the
vascular anatomy was important because the non-
occluded data showed that the ventral abdomen had
the lowest absorption and was the only skin site supplied
by direct cutaneous vessels rather than musculocuta-
neous arteries.

CONCLUSIONS

Interpretation of the published data to elucidate the
reasons for site-to-site variation in TDB is complicated
by the interaction of multiple factors. If the factors
that affect anatomical variation in TDD can be under-
stood, then it may be possible to improve TDD by
decreasing site-to-site variability or by improving bio-
availability by deliberately manipulating the factors
controlling delivery. The present review demonstrates
the importance of skin thickness, lipid content,
cutaneous blood flow, skin occlusion, and change in
humidity and temperature (in effect of, e.g., exercise
and seasonal changes). Currently, there is insufficient
evidence to demonstrate the contribution of cellular
layers, arrangement of cells, cell sizes, skin appendages,
skin maturation, and circadian cycles to the anatom-
ical variation of TDD. Future studies may encompass
the contribution of dermal thickness and composition
at different regions of the body; the extent of drug
retention in TDD; the organization of corneocytes
at the different body sites, which in turn relates to
the transport of drugs; the influence of blood flow at
various body sites, particularly studies utilizing drug
candidates that have little or no interference of the
actual blood flow; and the dosing frequency (e.g.,
single vs. multiple, finite vs. infinite dosing) of the
site-to-site differences of TDD.
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TRANSDERMAL DRUG DELIVERY

Systemic as well as topical delivery of drugs via the
transdermal route is limited by the low skin permeability
which is attributed to the stratum corneum (SC), the
outermost layer of the skin.[1] The SC consists of disk-
like dead cells (keratinocytes) containing keratin fibers
and water, surrounded by densely-packed lipid bilayers.
The highly-ordered structure of the lipid bilayers confers
a highly impermeable character to the SC. A variety of
approaches have been suggested to enhance transdermal
drug transport. These include: 1) use of chemicals to
either modify the skin structure or to increase the drug
concentration in the transdermal patch;[2,3] 2) applica-
tions of electric fields to create transient transport path-
ways [electroporation][4,5] or to increase the mobility of
charged drugs through the skin [iontophoresis];[6] and
3) application of ultrasound [sonophoresis].[7–56]

Sonophoresis was shown to enhance transdermal drug
transport about half a century ago by Fellinger and
Schmidt[16] who showed that application of ultrasound
increases transport of hydrocortisone across the skin.
Following this study, attempts were made to enhance
transdermal transport of more than 15 drugs including
steroidal anti-inflammatory drugs such as hydrocorti-
sone, dexamethasone; non-steroidal anti-inflammatory
drugs such as salicylates and ibuprofen; anesthetic agents
such as lidocaine; and proteins such as insulin. This chap-
ter provides a review of these studies with emphasis on
associated techniques, mechanistic studies, and safety.

GENERATION AND APPLICATION OF
ULTRASOUND FOR SONOPHORESIS

Generation of Ultrasound

Ultrasound is a sound wave possessing frequencies
above 20 kHz.[57,58] These waves are characterized by
two main parameters: frequency and amplitude.

Amplitude of ultrasound waves can be represented in
terms of peak wave pressure (in Pascals) or in terms of
intensity (in the units of W/cm2). Ultrasound can be
applied either continuously or in a pulsed manner. In
the latter case, an additional parameter, duty cycle, is
required to characterize ultrasound application. Duty
cycle is the fraction of time for which ultrasound is ON.

Ultrasound is generated using a device referred to as
a sonicator. It consists of an electrical signal generator
which generates an electrical AC signal at the desired
frequency and amplitude. This signal is applied across
a piezo-electric crystal (transducer) to generate ultra-
sound. The thickness of the piezo-electric crystal is
selected so that it resonates at the operating frequency.
Sonicators operating at various frequencies in the
range of 20 kHz to 3 MHz are available commercially
and can be used for sonophoresis.

If a sonicator operating at the desired frequency is not
available commercially, it is possible to assemble one
using commercially available signal generators, ampli-
fiers, and transducers. Such sonicators operating at fre-
quencies of 10 MHz and 16 MHz have been assembled
by Bommannan et al.[11] (For a discussion of the relevant
methods for making a custom sonicator, see Ref.[11].)

For sonophoretic delivery, the desired drug is dis-
solved in a solvent and applied on the skin. Ultrasound
is applied by contacting the transducer with the skin
(Figs. 1A–C) through a coupling medium to ensure a
proper contact between the transducer and the skin. This
medium can be the same as the solvent used to dissolve
the drug or it can be a commercially available ultrasound
coupling gel (for example, Aquasonic, Polar, NJ).

Transmission of Ultrasound from the
Transducer to the Skin

Transmission through the medium

Ultrasound requires a coupling medium for trans-
mission from the transducer to the desired tissue.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100200017
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The coupling medium should result in proper trans-
mission of ultrasound from the transducer to the skin.
The transmittive properties of a medium are indicated
by its acoustic impedance (Z). A coupling medium is
appropriate for sonophoresis if its acoustic impedance
(Z) is comparable to that of skin (1.6 � 106 kg/m2/s).
Z-values for various materials can be found in
Refs.[57,58]. For example, water has a Z-value of
1 � 106 kg/m2/s and is a reasonable coupling agent.
Z-values for several media are listed in Table 1.

Absorption of ultrasound

Every medium absorbs ultrasound to a certain extent.
The ability of a medium to absorb ultrasound is

indicated by the absorption coefficient (a). The extent
of absorption is given by the following equation.

fðtÞ ¼ 1 � expð�atÞ

where f(t) is the fraction of ultrasound intensity
absorbed as the ultrasound beam propagates in a
medium with absorption coefficient a and thickness t.
An estimation of a-values for various materials at vari-
ous ultrasound frequencies may be found in Refs.[57,58].
In the case of water, the a-value is 0.0006 at an ultra-
sound frequency of 1 MHz, suggesting that a 1 cm
thick column of water absorbs less than 0.1% of ultra-
sound (1 MHz) intensity, i.e., water is a reasonable
coupling medium. Absorption coefficients for several
media are listed in Table 1.

Ultrasound
Transducer

Drug Solution
Skin

Starter

Dissolve
Compressure

Reservoir
Compressure

Buffer

1A: In Vitro Experimental Set-up

Ultrasound
Transducer

Drug Reservoir

1C: Clinical Experimental Set-up

1B: In Vivo Experimental Set-up 

Ultrasound
Transducer

Drug in Coupling 
Medium

Patient's Hand

Fig. 1 Experimental set-up for sonophoresis delivery.
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Ultrasound reflection

Ultrasound is reflected at the boundary of two media
possessing different acoustic impedances. 99.99% of
ultrasound is reflected at the air-water boundary when
an ultrasound beam is incident upon it from either
side. Hence occurrence of air bubbles should be mini-
mized in the coupling medium in order to avoid ultra-
sound reflection. The reflection coefficient for various
interfaces may be estimated from the acoustic
impedances of two media forming the interface using
equations described in Refs.[57,58].

Selection of Ultrasound Parameters

Proper selection of ultrasound parameters is required
to ensure safe and efficacious sonophoresis. Ultra-
sound parameters such as frequency, intensity, duty
cycle, and distance of transducer from the skin influ-
ence the efficiency of sonophoresis. Below we present
a general discussion of the role played by various ultra-
sound parameters in sonophoresis. Note that the
objective of this discussion is not to point out the
exact values of ultrasound parameters to be selected,
but rather to present information regarding the
dependence of sonophoretic enhancement on each
parameter.

Ultrasound frequency

Ultrasound at various frequencies in the range of
20 kHz to 16 MHz has been used for sonophoresis.
These studies of sonophoresis can be classified into
three categories based on the ultrasound frequency
used, i.e., therapeutic, high-frequency, and low-
frequency ultrasound.

Therapeutic frequency ultrasound (1–3 MHz): This
is the most commonly used ultrasound frequency range
for sonophoresis. Specifically, over 90% of the previous
studies of sonophoresis have been conducted using
therapeutic ultrasound. A summary of these studies is
provided in Table 2. Interestingly, in the therapeutic
frequency range of 1–3 MHz, frequencies closer to
1 MHz have been preferably used for sonophoresis.
No reason has been given by investigators for the use
of this particular frequency. Mitragotri et al.[36]

reported that the sonophoretic enhancement in the
therapeutic frequency range varies inversely with ultra-
sound frequency. They found that while 1 MHz
ultrasound enhances transdermal transport of estradiol
across human cadaver skin in vitro by 13-fold, 3 MHz
ultrasound at the same intensity induces an enhance-
ment of only 1.5-fold. They further hypothesized that
the observed inverse dependence of sonophoretic
enhancement on ultrasound frequency occurs since
cavitational effects, which are primarily responsible
for sonophoresis, vary inversely with ultrasound
frequency.[37,59]

High-frequency ultrasound (above 3 MHz):
Bommanan et al.[11,12] performed sonophoresis of sali-
cylic acid and lanthanum tracers across hairless rat
skin in vivo using high-frequency ultrasound (f ¼ 2,
10, and 16 MHz) (Table 3). They investigated the
dependence of sonophoresis on ultrasound frequency
in the high-frequency region and found that 10 MHz
ultrasound is more effective in enhancing transdermal
transport of salicylic acid than that at 16 MHz, which
in turn, is more effective than that at 2 MHz. They
proposed that the sonophoretic enhancement in
the high-frequency region should vary directly with
ultrasound frequency, though the anomolusly high
efficiency of sonophoresis at 10 MHz was due to
higher efficiency of the transducer operating at that
frequency.

Low-frequencyultrasound(below1 MHz): Tachibana
et al.[52,53] have reported use of low-frequency ultra-
sound (48 kHz) to enhance transdermal transport of
lidocaine and insulin across hairless mice skin. Very
low-frequency ultrasound has also been used by
Mitragotri, Blankschtein, and Langer[37,38] to enhance
transport of various low-molecular weight drugs
including salicylic acid, corticosterone as well as
high-molecular weight proteins including insulin,
g-interferon, and erythropoeitin across human cadaver
skin in vitro. They investigated the dependence of sono-
phoretic enhancement in low-frequency region using
two ultrasound frequencies, 20 and 40 kHz, and found
that the sonophoretic enhancement of transdermal
salicylic acid flux induced by 20 kHz ultrasound is up
to 7-fold higher than that induced by 40 kHz ultra-
sound at the same intensity. The inverse dependence of
sonophoretic enhancement on ultrasound frequency

Table 1 Acoustic impedances and absorption coefficients

of materials

Material

Acoustic

impedance,

Z (kg/m2/s)

Absorption

coefficient

(a) at 1 MHz

(cm�1)

Water 1.5 � 106 0.0006

Blood 1.6 � 106 0.028

Bone 6.3 � 106 3.22

Skin 1.6 � 106 0.62

Fatty tissue 1.54 � 106 0.14

Muscle 1.6 � 106 0.76

Air 0.0004 � 106 2.76

(From Hoogland, R. Ultrasound Therapy; Ernaf Nonius: Delft,

Holland, 1986.)
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was hypothesized to occur due to inverse dependence of
cavitational effects on ultrasound frequency.[59]

Ultrasound intensity

Various ultrasound intensities in the range of
0.1–2 W/cm2 have been used for sonophoresis. In most
cases, use of higher ultrasound intensities is limited by
thermal effects. Several investigations have been per-
formed to assess the dependence of sonophoretic
enhancement on ultrasound intensity. Miyazaki,
Mizuoka, and Takada.[41] found a relationship between
the plasma concentrations of indomethacin transported
across the hairless rat skin by sonophoresis (therapeutic
conditions) and the ultrasound intensity used for this
purpose. Specifically, the plasma indomethacin concen-
tration at the end of three hours after sonophoresis
(0.25 W/cm2) was about 3-fold higher than controls at
the same time. However, increasing intensity by 3-fold
(to 0.75 W/cm2) further increased sonophoretic enhance-
ment only by 33%. Mortimer, Trollope, and Roy[42]

found that application of ultrasound at 1 W/cm2

increased transdermal oxygen transport by 40% while
that at 1.5 W/cm2 and 2 W/cm2 induced an enhancement
by 50% and 55%, respectively.

In the very low-frequency ultrasound region
(20 kHz), Mitragotri, Blankschtein, and Langer[37]

have reported that permeability of human skin in vitro
to insulin increased by more than 100-fold as the ultra-
sound intensity increased from 12.5 to 125 mW/cm2.
This variation of sonophoretic skin permeability with
ultrasound intensity is quite different from that observed
in therapeutic frequency region described above.

Pulse length

Ultrasound can be applied either in a continuous or a
pulsed mode. A pulsed mode of ultrasound application
is used many times because it reduces the severity of
adverse side effects of ultrasound, such as thermal
effects. However, pulsed application of ultrasound
may have a significant effect on the efficacy of sono-
phoresis. As will be discussed later, cavitational
effects, which play a crucial role in sonophoresis,

vary significantly with the pulse length. For example,
the cavitation threshold in an aqueous solution at
1 MHz changes from approximately 0.3 W/cm2[60] to
33 W/cm2[61] as the mode of ultrasound application
changes from continuous to pulsed, with a pulse length
of 1 ms applied every 10 ms. This is because under
pulsed ultrasound, during the intervals between pulses,
gas nuclei formed during the previous pulse have time
to dissolve back into solution, and therefore, making it
more difficult to cavitate the solution.[62] Mitragotri et
al.[36] reported that while a continuous application of
therapeutic ultrasound (1 MHz, 2 W/cm2) increased
human skin permeability to estradiol by 13-fold, a
pulsed application (2 ms pulses applied every 10 ms)
did not significantly enhance transdermal estradiol
flux. In very low-frequency ultrasound region, Kost[28]

reported that urea permeability of cuprophane mem-
branes increased from 6 to 56% as the ultrasound
(20 kHz) pulse length increased from 100 to 400 ms
(applied every second).

Distance of the transducer from the skin

The ultrasound pressure (or intensity) field around a
transducer is quite complex. The intensity of the ultra-
sound passes through a series of maxima and minima
in a region near the transducer and beyond a certain
distance, decreases monotonically with distance. The
region in which the ultrasound intensity passes through
the series of minima and maxima is referred to as the
near field, and the region beyond the near field is
referred to as the far field. The length of the near field
of a transducer having an area of 1 cm2 operating at
1 MHz is 1.66 cm.[57] In most of the experiments
reported in the literature, for which ultrasound
frequencies of 1 MHz or above have been used, the
distance of the skin from the transducer was probably
less than 1.66 cm. As a result, in most reported experi-
ments, the skin was in the near-field region. In very
low-frequency ultrasound region, Julian and Zenter[23]

studied the effect of transducer distance on the sono-
phoretic permeability of benzoic acid through a poly-
dimethylsiloxane membrane under low-frequency
conditions. They observed that the effect of 20 kHz

Table 3 Literature reports of high frequency sonophoresis

Drug

Molecular

weight (Da)

Experimental

system

Ultrasound

conditions

Experimental

conclusionsa Ref.

Salicylic acid 138 Hairless rat 2, 10, and 16 MHz 2–4 fold [11]
in vivo 200 mW/cm2 enhancement

Lanthanum tracers — Hairless rat 10 and 16 MHz Significant [12]
in vivo 200 mW/cm2 enhancement

aThe experimental conclusions are reported as statistically significant or insignificant enhancement.
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ultrasound on the permeability of the membrane is
insensitive to the distance of the transducer from the
membrane. This probably occurs because of the suc-
cessive reflections of ultrasound waves in the diffusion
cell which prevents any systematic pressure pattern
form forming in the diffusion cell.

Ultrasound energy dose

In a recent systematic study of the dependence of
20 kHz sonophoresis on ultrasound parameters,
Mitragotri et al. showed that the enhancement of skin
permeability varies linearly with ultrasound intensity
and ultrasound on-time (for pulsed ultrasound, ultra-
sound on-time equals the product of total ultrasound
application time and duty cycle), while is independent
of the ultrasound duty cycle. Based on those findings,
the authors reported that there is a threshold energy
dose for ultrasound induced transdermal drug trans-
port. Once the threshold value is crossed, the enhance-
ment of skin permeability varies linearly with the
ultrasound energy dose (J/cm2), which is calculated
as the product of ultrasound intensity and ultrasound
on-time. This result indicates that ultrasound energy
dose can be used as a predictor of the effect of
20 kHz sonophoresis. The authors also indicated that
it is important to determine the threshold energy dose
for each individual sonophoresis system, for example,
the real in vivo situation, because it may vary from
system to system. Specifically, it may vary between
different skin models, as well as with the ultrasound
frequency and the distance of the transducer from
the skin surface, etc.

PREVIOUS STUDIES OF SONOPHORESIS

Numerous attempts of sonophoresis have been per-
formed over the last 40 years. As described earlier,
these attempts can be classified into three categories:
therapeutic frequency, high-frequency and low-frequency
ultrasound.

Therapeutic Frequency Sonophoresis

The therapeutic ultrasound conditions correspond to a
frequency in the range of 1–3 MHz and an intensity in
the range of 0–2 W/cm2. Therapeutic ultrasound has been
attempted to enhance transdermal transport of more than
15 drugs,[7–10,14,15,18–22,25,27,28,30–33,36,42–45,47–50,55,56,63] a
summary of which is provided in Table 2.

Historically, the transdermal route of drug adminis-
tration has been considered for topical rather than
systemic delivery of drugs. Accordingly, most of the
sonophoresis experiments reported in Table 2 were

intended for topical delivery of various drugs. Among
all the drugs that have been used for sonophoresis,
much attention has been focused on anti-inflammatory
drugs. These include steroidal drugs such as hydro-
cortisone and dexamethasone and non-steroidal drugs
such as indomethacin and salicylate. Sonophoresis of
anti-inflammatory drugs offers an advantage over their
passive topical delivery in that ultrasound may deliver
drugs deeper into tissues. This is especially advan-
tageous in the case of delivery of anti-inflammatory
drugs to muscles which lie deeper into the body. Griffin
and Touchstone.[18] reported that application of ultra-
sound (1 MHz, 2 W/cm2) delivered hydrocortisone
about 5 cm deep into pig tissues. This characteristic
property of sonophoresis has been used effectively by
these investigators to deliver hydrocortisone to joints
for the treatment of rheumatoid arthritis.

The most commonly used technique of sonophoresis
in these studies was to apply hydrocortisone in the
form of an ointment on the skin and then apply ultra-
sound by keeping the transducer in contact with the
ointment. In some cases, the transducer was moved
in circular patterns to avoid a continuous exposure of a
certain part of the skin to ultrasound. Although these
studies were performed using different animal models,
application techniques, hydrocortisone concentrations
in the ointment, and exposure time, a measurable
enhancement of hydrocortisone transport was reported
in almost all cases. In contrast, most of the attempts to
enhance transdermal transport of lidocaine and salicy-
lates have been less successful. In the case of lidocaine,
the sonophoretic enhancement was measured in terms
of reduction of onset time for anesthesia or prolonging
duration of anesthesia. In most cases, no significant
effect of ultrasound application on either induction
time or duration of anesthesia has been reported.[55]

Similarly sonophoresis of salicylates from ointments
has not been found to induce any significant increase
in plasma salicylate levels.[14]

Literature data reported in Table 2 indicate that
except in the case of steroids including hydrocortisone,
dexomethasone, testosterone, estradiol, and cortico-
sterone, application of therapeutic ultrasound results
in either minor or no enhancement of transdermal drug
transport. Mitragotri et al.[36] presented a hypothesis
for this variation of sonophoretic enhancement from
drug to drug based on their mechanistic conclusion
that ultrasound induces disorganization of the SC lipid
bilayers, thus increasing drug diffusivity and hence
permeability of the SC. This mechanism suggests that
drugs such as steroids which possess low passive
diffusion coefficients through the SC bilayers[36] com-
pared to those through the disordered SC bilayers
should be significantly enhanced by ultrasound
application. On the other hand, drugs such as lidocaine
and salicylic acid possessing a passive diffusion
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coefficient comparable to that through the disorgan-
ized bilayer phase[36] may not be significantly enhanced
by ultrasound application. A mathematical equation
was developed[39] to predict a priori whether appli-
cation of therapeutic ultrasound under a typical
condition, that is, 1 MHz, 2 W/cm2 will enhance trans-
dermal transport of a given drug:

E �
K0:75

o=w

4 � 104P

where E is sonophoretic enhancement of skin per-
meability (dimensionless), Ko/w is the octanol–water
partition coefficient, and P is the passive skin perme-
ability (cm/h). A list of Ko/w and P values for various
drugs may be found in Refs.[64,65] respectively.

Over the last 20 years, transdermal route of delivery
has been considered as a means for systemic drug
administration. Over this period, sonophoresis has
been attempted to enhance systemic transdermal deliv-
ery. Levy et al.[30] showed that 3–5 min of ultrasound
exposure (1 MHz, 1.5 W/cm2) increased transdermal
permeation of mannitol and physostigmine across
hairless rat skin in vivo by up to 15-fold. They also
reported that the lag time typically associated with
transdermal drug delivery was nearly-completely elimi-
nated after exposure to ultrasound.[30]

Although several attempts have been made to
enhance transdermal drug transport using therapeutic
ultrasound, a typical enhancement induced by thera-
peutic ultrasound is about 10-fold or smaller. This
enhancement, may be sufficient for local delivery of
certain drugs such as hydrocortisone, but is not suf-
ficient for the systemic delivery of many drugs. Accord-
ingly, despite of significant attention dedicated to
sonophoresis, there is no commercially available sono-
phoresis system for the systemic drug delivery.

Low-Frequency Sonophoresis

Less attention has been given to sonophoresis in
this ultrasound region (Table 4). Tachibana and
Tachibana[51–53] reported that application of low-
frequencyultrasound (48 kHz) enhances transdermal
transport oflidocaine and insulin across hairless rat
skin in vivo. They found that the blood glucose level
of a hairless rat immersed in a beaker filled with insulin
solution (20 U/ml) and placed in an ultrasound bath
(48 kHz, 5000 Pa or 37 mm Hg) decreased by 50% in
240 min.[51] They also showed that application of
ultrasound under similar conditions prolongs the anes-
thetic effect of transdermally administrated lidocaine
in hairless rats[53] and enhances transdermal transport
of insulin in rabbits.[52] Mitragotri, Blankschtein,
and Langer[37,38] have shown that application of

ultrasound at even lower frequencies (20 kHz)
enhances transdermal transport of various low-
molecular weight drugs including corticosterone, and
salicylic acid as well as high-molecular weight proteins
such as insulin, g-interferon, and erythropoeitin across
the human skin in vitro[37] Table 4 provides a summary
of the literature reports of low-frequency sonophoresis.

Transdermal transport enhancement induced by
low-frequency ultrasound has been found to be much
more significant than that induced by therapeutic
ultrasound. For example, although application of
therapeutic ultrasound has no effect on transdermal
permeation of lidocaine, low-frequency ultrasound has
been shown to significantly enhance lidocaine trans-
port across hairless rat skin in vivo. Quantitatively,
Mitragotri, Blankschtein, and Langer[38] compared
the enhancement ratios (ratio of the sonophoretic
and passive permeabilities measured in vitro across
human cadaver skin) induced by therapeutic ultra-
sound (1 MHz, 2 W/cm2, continuous)[36] and low-
frequency ultrasound (20 kHz, 125 mW/cm2, 100 msec
pulses applied every second) in the case of four per-
meants, butanol, corticosterone, salicylic acid, and
sucrose. They found that the enhancement induced
by low-frequency ultrasound is up to 1000-fold higher
than that induced by therapeutic ultrasound.[38]

Low-frequency ultrasound has been found to
enhance transdermal transport of drugs which do not
permeate skinpassively, for example, large-molecular
weightproteins. Application of low-frequency ultra-
sound (20 kHz, 125 mW/cm2, 100 ms pulses applied
every second) has been shown to enhance transdermal
transport of proteins including insulin, g-interferon,
and erythropoeitin across human cadaver skin in
vitro.[37] Figure 2 shows the variation of in vitro human
skin permeability to insulin with ultrasound (20 kHz,
100 ms pulses applied every second) intensity. Skin
insulin permeability increases by more than 100-fold as
the ultrasound intensity increases from 12.5 mW/cm2

to 125 mW/cm2. It has also been shown that appli-
cation of ultrasound under conditions the same as
those mentioned above delivers therapeutic doses of
insulin across hairless rat skin in vivo from a chamber
glued on the rats back and filled with an insulin solu-
tion (100 U/ml).[37] Figure 3 shows blood glucose levels
of diabetic rats during ultrasound-insulin treatment.
Insulin-ultrasound treatment (20 kHz, 225 mW/cm2,
100 ms pulses applied every second) reduces the blood
glucose level of diabetic hairless rats from about 400–
200 mg/dl (the blood glucose level of normal rats) in
30 min. A corresponding change in the plasma insulin
levels was observed during sonophoresis. Normal hair-
less rats possessed a plasma insulin level of 101 � 31
picomolar while diabetic hairless rats possessed a value
below our detection limit (34 picomolar). During sono-
phoresis, the levels of transdermally delivered human
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insulin in rat plasma reached a value of 77 (�28) pico-
molar after 30 min. and a value of 178 (�84) picomolar
after 1 h.[37] No significant change in the plasma
concentration of indigenous rat insulin was observed
during sonophoresis. These results indicate that sono-
phoresis at 20 kHz delivers therapeutic doses of insulin
across hairless rat skin in vivo.

High-Frequency Sonophoresis

This region of ultrasound corresponds to a frequency
higher than 3 MHz. Bommanan et al.[11] hypothesized
that since the absorption coefficient of the skin varies
directly with the ultrasound frequency, high frequency
ultrasound energy would concentrate more in the
epidermis, thus leading to higher enhancements. In
order to assess this hypothesis, they studied the effect
of high-frequency ultrasound (2–15 MHz) on the per-
meability of salicylic acid (dissolved in a gel) through
hairless guinea pig skin in vivo. They found that a

20 minute application of ultrasound (0.2 W/cm2) at
a frequency of 2 MHz did not significantly enhance
amount of salicylic acid penetrating the skin. However,
10 MHz ultrasound under otherwise same conditions
resulted in about a 4-fold increase and 16 MHz ultra-
sound resulted in about a 2.5-fold increase in transder-
mal salicylic acid transport.[11] They also investigated
the effect of shorter (5 min) ultrasound exposures
under similar conditions on transdermal salicylic acid
transport and found that while 10 MHz ultrasound
enhances transdermal transport by 1.6-fold, that at
16 MHz enhances it by about 1.8-fold. Application of
high-frequency ultrasound was also found to reduce
the long lag time associated with transdermal trans-
port. Bommanan et al.[11] found that transdermally
delivered salicylic acid appears much sooner in the
urine if driven by sonophoresis than by passive per-
meation. These researchers also found that an electron
dense tracer, such as lanthanum, was driven deep into
the dermis by a 5 min application of high-frequency
ultrasound in hairless mouse in vivo.

Table 4 Literature reports of low frequency sonophoresis

Drug

Molecular

weight (Da)

Experimental

system

Ultrasound

conditions

Experimental

conclusionsa Ref.

Corticosterone 346 Human skin 20 kHz, 80 [38]
in vitro 125 mW/cm2

Estradiol 272 Human skin 20 kHz, 3 [38]
in vitro 125 mW/cm2

Salicyclic acid 138 Human skin 20 kHz, 400 [38]
in vitro 125 mW/cm2

Aldosterone 360 Hairless rat 20 kHz, 1400 [38]
in vitro 125 mW/cm2

Water 18 Human skin 20 kHz, 113 [38]
in vitro 125 mW/cm2

Lidocaine 234 Rat skin 48 kHz Significant [53]

in vivo enhancement

Insulin 6000 Human skin 20 kHz, Significant [52]
in vitro up to 225 mW/cm2 enhancement
Rat skin

in vivo

Insulin 6000 Rat skin 48 kHz, Significant [37]

enhancement

g-Interferon 17,000 Human skin 20 kHz, Significant [37]
in vitro up to 225 mW/cm2 enhancement
Rat skin

in vivo

Erythropoeitin 48,000 Human skin 20 kHz, Significant [37]
in vitro up to 225 mW/cm2 enhancement
Rat skin

in vivo
aThe experimental conclusions are reported either as statistically significant or insignificant enhancement or in terms of a quantitative ratio of

sonophoretic and passive skin permeability.
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MECHANISMS OF SONOPHORESIS

In order to understand the mechanisms of sonophoresis,
it is important to identify various effects of ultrasound
exposure on the human tissue since one or more of
these effects may contribute to the mechanism of
sonophoresis. A brief description of the various biologi-
cal effects of ultrasound is provided below.

Exposure Effects

Thermal effects

Absorption of ultrasound results in a temperature
increase of the medium. Materials which posses higher
ultrasound absorption coefficients, such as bones,
experience severe thermal effects as compared to muscle
tissues which have a lower absorption coefficient (a).

a-values for several biological tissues can be found in
Refs.[60,66] (Table 1). The absorption coefficient of a
medium increases proportionally with the ultrasound
frequency indicating that, the thermal effects of ultra-
sound are proportional to the ultrasound frequency.
The increase in the temperature of a medium upon
ultrasound exposure at a given frequency varies pro-
portionally with the ultrasound intensity and exposure
time. The thermal effects can be substantially decreased
by pulsed application. For a detailed discussion of the
thermal effects of ultrasound.[60]

Acoustic streaming

Acoustic streaming, by definition, is the development
of time independent large fluid velocities in a medium
under the influence of an ultrasound wave. The pri-
mary causes of acoustic streaming are the reflections
and other distortions of the wave propagation. Oscilla-
tions of cavitation bubbles may also contribute to
acoustic streaming. The shear stresses developed
by streaming velocities may affect the neighboring
structures.[67]

Cavitational effects

Cavitation is the formation of gaseous cavities in a
medium upon ultrasound exposure. The primary cause
of cavitation is the ultrasound-induced pressure varia-
tions in the medium. Cavitation involves either rapid
growth and collapse of a bubble (transient cavitation)
or slow oscillatory motion of a bubble in ultrasound
field (stable cavitation). Cavitation affects tissues in
several ways. Specifically, collapse of cavitation bub-
bles releases a shock wave which can cause a structural
alterations in its surroundings. Biological tissues
contain numerous air pockets trapped in the fibrous
structures which act as nuclei for cavitation upon
ultrasound exposure. Accordingly, a significant cavi-
tation activity is known to occur in biological tissues
upon ultrasound exposure.[60] The cavitational effects
vary inversely with ultrasound frequency and directly
with ultrasound intensity. Significant attention has
been devoted to explore which of the above mentioned
phenomena plays an important role in sonophoresis.

Mechanisms of Therapeutic Sonophoresis

Mortimer, Trollope, and Roy[42] performed sonophor-
esis of oxygen across frog skin in vitro. They found
that the sonophoretic enhancement of transdermal
oxygen transport depends on ultrasound intensity,
rather than pressure amplitude. Based on this obser-
vation, they hypothesized that cavitation cannot be
responsible for sonophoresis. They hypothesized that
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the observed enhancement occurs due to acoustic
streaming in the solution around the skin.[42] Levy
et al.[30] performed an in vitro investigation of the roles
played by thermal effects, cavitation, and mixing in
sonophoretic enhancement of urea transport across
polymer membranes. They found that the observed
enhancement cannot be explained by the thermal
effects or mixing. In an attempt to elucidate the role
played by cavitation, they performed sonophoresis
experiments using degassed solutions. Since degassing
a solution decreases the cavitation activity in the solu-
tion, they hypothesized that if a decrease in the sono-
phoretic enhancement is observed upon degassing, it
would indicate the importance of cavitation. Indeed,
they found that degassing procedure reduced the sono-
phoretic enhancement of urea permeation by 2-fold sug-
gesting that cavitation may play a role in sonophoresis.

Cavitation occurs in a variety of mammalian tissues,
including muscle, abdominal tissues, brain, cardio-
vascular tissues, and liver upon exposure to ultrasound
at a variety of conditions.[60] As explained earlier, the
occurrence of cavitation in biological tissues is attribu-
ted to the existence of a large number of gas nuclei.
These nuclei are gas pockets trapped in either intra-
cellular or intercellular structures. Simonin et al.[68]

hypothesized that cavitation occurs in the follicles of
the skin upon ultrasound exposure and enhances trans-
dermal permeation by convective velocities through
follicles. However, no evidence was presented to
support this hypothesis. Mitragotri et al.[36] presnted
results of the experiments indicating that cavitation
inside the skin plays an important role in sonophoresis
performed using therapeutic ultrasound.

In the first set of experiments, the known effect of
static pressure on cavitation was utilized. It is known
that cavitation in fluids and porous media[21] can be
suppressed at high pressures. This effect is believed to
occur due to the dissolution or collapse of the gaseous
nuclei under the influence of pressure. Sonophoresis
experiments were performed using skin compressed at
30 atm (between two smooth glass plates soaked in
water placed in a compression press for two hours
prior to sonophoresis experiments). They found that
while application of ultrasound (1 MHz, 2 W/cm2,
continuous) enhances estradiol permeability of the
normal human epidermis by 13-fold, the correspond-
ing enhancement for compressed skin is only about
1.75-fold.

In the second set of experiments, the heat-stripped
human cadaver skin was degassed (under a pressure
of 0.05 mm Hg) prior to the permeability experiments.
The authors hypothesized that when a skin piece
soaked in buffer is subjected to high vacuum, the
resulting low pressures should reduce the dissolved
gas concentration in the buffer thereby forcing small
gaseous nuclei in the skin to dissolve. When the

degassed skin was exposed to ultrasound, once again,
the effect of ultrasound on the estradiol permeability
was minimal (1.5-fold), compared to 13-fold across
the normal skin. Based on these two results, the
authors concluded that cavitation inside the skin plays
a major role in enhancing transdermal transport
upon therapeutic ultrasound exposure. They provided
the following hypothesis for the mechanism of sono-
phoresis performed using therapeutic ultrasound.

Ultrasound exposure in the therapeutic range causes
cavitation in the keratinocytes of the stratum corneum.
Oscillations of the ultrasound-induced cavitation
bubbles near the keratinocyte-lipid bilayer interfaces
may, in turn, cause oscillations in the lipid bilayers,
thereby causing structural disorder of the SC lipids
(Fig. 4). Shock waves generated by the collapse of cavi-
tation bubbles at the interfaces may also contribute to
the structure-disordering effect.

Since diffusion of permeants through a disordered
bilayer phase can be significantly higher than that
through a normal bilayer, transdermal transport in
the presence of ultrasound is expected to be higher
than passive transport.

Mechanisms of Low-Frequency
Sonophoresis

Since cavitational effects in fluids vary inversely with
ultrasound frequency,[59] it is likely that cavitational
effects should play an even more important role in
low-frequency sonophoresis. Tachibana et al.[53] hypo-
thesized that application of low-frequency ultrasound
results into acoustic streaming in the hair follicles
and sweat ducts of the skin, thus leading to enhanced
transdermal transport. Mitragotri et al.[38] hypohesized
that transdermal transport during low-frequency sono-
phoresis occurs across the keratinocytes rather than
hair follicles. They provided the following hypothesis
for the higher efficacy of low-frequency sonophoresis.

Cavitation induced by low-frequency ultrasound
may cause disordering of the SC lipids. In addition,
oscillations of cavitation bubbles may result in signi-
ficant water penetration into the disordered lipid
regions. This may cause the formation of aqueous
channels through the intercellular lipids of the SC
through which permeants may transport (Fig. 5). The
occurrence of transdermal transport through aqueous
channels across the disordered lipid regions may
enhance transdermal transport as compared to passive
transport because i) the diffusion coefficients of per-
meants through water, which is likely to primarily
occupy the channels generated by ultrasound, are up
to 1000-fold higher than those through the ordered
lipid bilayers[38] and ii) the transport path length of
these aqueous channels may be much shorter (by a
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factor up to 25[69]) than that though the tortuous inter-
cellular lipids in the case of passive transport.

This hypothesis also explains why low-frequency
ultrasound can induce transdermal transport of drugs
which exhibit very low passive transport. Drugs
possessing low passive permeabilities are either i)
hydrophilic, which makes their partitioning into the
SC bilayers difficult or ii) large in molecular size (for
example, proteins), which reduces their diffusion coef-
ficients in the SC. Low-frequency ultrasound may
overcome both of these limitations by providing aque-
ous transport channels across the skin. Since these
channels are filled with saline, hydrophilic drugs can
easily partition into the SC. In addition, diffusion of

drugs through water is much faster than that through
ordered lipid bilayer regions, thus allowing drugs to
transport across the skin at a faster rate. Therefore,
molecules such as hydrophilic drugs or proteins, may
permeate skin with relative ease in the presence of
low-frequency ultrasound.

Mechanisms of High-Frequency
Sonophoresis

Bommanan et al.[12] perfored sonophoresis of lantha-
num tracers across hairless mice skin at an ultrasound
frequency of 16 MHz in order to understand the

Fig. 5 Transdermal transport through the stratum corneum. (A) Passive and (B) during low-frequency sonophoresis.

Fig. 4 Ultrasound-induced cavitation bubbles in stratum corneum.
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transport pathways during high-frequency sono-
phoresis. They observed the skin under the electron
microscope after sonophoresis and found that 5 min
of sonophoresis results in penetration of lanthanum
tracers to dermal levels of the skin. They further
reported that the tracer was patchily distributed
within the intercellular lipid bilayers of the SC. They
provided the following hypothesis for the mechanism
of high-frequency sonophoresis. The micronuclei (air-
pockets) present in the SC oscillate in response to
oscillating pressure fields of ultrasound and eventually
collapse. The oscillations of these bubbles result in
enhanced skin permeation. They also hypothesized
that the patchy distribution of the lanthanum tracer
revealed in the micrographs corresponds to the
location of oscillating air pockets in the SC. In a later
report, Menon, Bommanon, and Elias[35] presented
additional microscopic studies of the hairless mice
skin after undergoing sonophoresis of lanthanum
tracer. They reported the presence of long confluent
channels in the intercellular lipids filled with lantha-
num tracers in the hairless rat skin exposed to
ultrasound. They presented the following hypothesis
for the mechanism of sonophoresis: application
of ultrasound opens and expands gas-filled cavities
in the SC much like pumping air through a collapsed
rubber tubing. Enhanced transport of drugs may
then occur through these confluent channels across
the SC.

SAFETY

The safety aspects of sonophoresis involve the revers-
ibility of the skin barrier properties after turning ultra-
sound off, and the effect of ultrasound on the living
parts of the skin and underlying tissues. Many reports
exist in literature describing preliminary assessments of
sonophoresis with respect to these two issues.

Recovery of the Skin Barrier Properties
After Sonophoresis

Numerous reports exist to suggest that application of
therapeutic ultrasound (1–3 MHz, 0–2 W/cm2) does
not induce any irreversible change in the skin per-
meability to drugs in vivo. Quantitative measurements
of estradiol transport across human skin (in vitro) have
also shown that application of therapeutic ultrasound
(1 MHz, 2 W/cm2) does not induce any statistically
significant irreversible change in skin barrier proper-
ties.[36] Similar studies have also been performed using
very low-frequency ultrasound (20 kHz, 125 mW/cm2,
100 ms pulses applied every second) to assess whether

application of low-frequency ultrasound results in
anypermanent loss of the barrier properties of skin
measured interms of water permeability.[38] It has been
found that in the case of a 1 h long ultrasound
exposure, the skin permeability to water measured
within 2 h post-exposure was comparable to the passive
skin permeability to water. In the case of a 5-h long
ultrasound exposure, the skin permeability 2 h post-
exposure was about 6 times higher than the passive
permeability to water. However, this value continued
to decrease, and was within a factor of 2 of the passive
skin water permeability 12 h post-exposure. Studies
have also been performed[35] to assess whether
application of high-frequency ultrasound induces
any irreversible damage to the barrier properties of
the skin measured in terms of trans-epidermal water
loss (TEWL) across hairless mice skin exposed to
high-frequency ultrasound (16 MHz). Nosignificant
difference in TEWL values of the skin exposed to
ultrasound and that not exposed to ultrasound was
found.[35]

Biological Effects of Low-Frequency
Ultrasound

Ultrasound over a wide frequency range has been used
in medicine over last century. For example, therapeutic
ultrasound (1–3 MHz) has been used for massage,
low-frequency ultrasound has been used in dentistry
(23–40 kHz),[70,71] and high-frequency ultrasound
(3–10 MHz) has been used for diagnostic purposes.[66]

In view of this, significant attention has been dedicated
to investigate the effects of ultrasound on biological
tissues. However, no conclusions have been reached
regarding the limiting ultrasound conditions required
to ensure safe exposure.

As described earlier, ultrasound affects biological
tissues via three main effects, thermal effects, cavitational
effects, and acoustic streaming. Conditions under which
these effects become critical are given below.[60]

Thermal effects may be important when

1. The tissue has a high protein content.
2. A high intensity continuous wave ultrasound is

used.
3. Bone is included in the heated volume.
4. Vascularization is poor.

Cavitation may be important when

1. Low-frequency ultrasound is used.
2. Gassy fluids are exposed.
3. Small gas-filled spaces are exposed.
4. The tissue temperature is higher than normal.
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Streaming may be important when

1. The medium has an acoustic impedance differ-
ent from its surroundings.

2. The fluid in the biological medium is free to
move.

3. Continuous wave application is used.

Numerous investigators have performed histologi-
cal studies of animal and human skin exposed to ultra-
sound under various conditions in order to assess the
effect of ultrasound on living skin cells. Levy et al.[30]

exposed in vivo hairless rat skin to therapeutic ultra-
sound (1 MHz, 1.5 W/cm2 continuous wave or
3 W/cm2 pulsed wave, 3–5 min) and reported no dam-
age to the skin. Nevertheless, Machet et al.[72] reported
both epidermal and dermal alteration of human and
hairless mouse skin when exposed to therapeutic ultra-
sound in vitro (3.3 MHz, 3 W/cm2, 10 min). The
authors proposed that a combined cavitation and
thermal effect could explain these cellular lesions.
Due to the higher likelihood of occurrence of cavi-
tation under low-frequency ultrasound, the effect of
low-frequency ultrasound on skin histology has drawn
the most attention in the recent years. Tachibana et
al.[52] exposed rabbit skin to 105 kHz ultrasound
(5000 Pa, 5-s pulses applied at 5-s intervals, for
90 min) and reported no inflammation or destruction
of skin. Mitragotri, Blankschtein, and Langer[37] per-
formed histological studies of hairless rat skin exposed
to 20 kHz ultrasound (125 mW/cm2, 100-ms pulses
applied every second, for 1 h) and found no damage
to the epidermis and underlying living tissues. In a
more recent studies on skin microscopy, Yamashita,
Tachibana, and Ogawa[54] exposed both human skin
in vitro and hairless mouse skin in vivo to 48 kHz
ultrasound at 0.5 W/cm2 for 5 min, and reported that
there was slight and complete removal of keratinocytes
from human skin and hairless mouse skin, respectively.
From the above reports, we can deduce that the effect
of ultrasound, especially in the low-frequency range,
on living skin cells strongly depends on the ultrasound
parameters, i.e., frequency, intensity, exposure time and
duty cycle. Further research focusing on safety issues is
required to evaluate limiting ultrasound parameters for
safe exposure.

CONCLUSIONS

Application of ultrasound enhances transdermal drug
transport, a phenomenon referred to as sonophoresis.
Proper choice of ultrasound parameters including
ultrasound energy dose, frequency, intensity, pulse
length, and distance of transducer from the skin is

critical for efficient sonophoresis. The numerous
attempts made over the last 50 years can be classified
into three categories: therapeutic frequency, high-
frequency and low-frequency ultrasound; the first repre-
sents the most commonly used ultrasound condition
for sonophoresis, although recently, attention has been
more focused on low- and high-frequency conditions.
Mechanistic experiments performed by several investi-
gators suggest that cavitation plays a major role. It has
been suggested that cavitation disorganizes the lipid
bilayers of the skin through which enhanced transport
of drugs may occur. Various studies have indicated that
application of ultrasound under conditions used for
sonophoresis does not cause any permanent damage to
the skin or underlying tissues, although more work is
required before arriving at definite conclusions regarding
the safety of ultrasound exposure.
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INTRODUCTION

The advantages of transdermal drug delivery over
conventional routes of drug delivery are many folds.
Examples of approved transdermal applications are
estradiol and testosterone in hormone replacement,
clonidine for hypertension, fentanyl and lidocaine for
pain management, nicotine for smoking cessation,
nitroglycerin for angina pectoris, norelgestromin/
ethinyl estradiol for contraception, scopolamine for
motion sickness, and alprostadil for erectile dysfunc-
tion. Only a limited number of drugs can be success-
fully developed into transdermal products because of
the skin barrier. To overcome the skin barrier, chemi-
cal and physical enhancers are used to facilitate drug
transport across the skin. A complete review of this
topic is exhaustive and will not be included in this
chapter. Among the physical enhancers, the concept of
using electric field to enhance transdermal transport has
been around for decades, but has only evolved into com-
mercial products for drug delivery in recent years. Recent
technologies such as ultrasound, abrasion, and micronee-
dles are based on the mechanism of disrupting the skin
barrier with physical means. Although this chapter will
provide a general overview of transdermal drug delivery
and technologies, the focus will be on technologies
already used in devices in late stage clinical trials, recently
completed NDA filing, or approved by FDA. Parti-
cularly, the mechanisms of enhanced transdermal trans-
port such as iontophoresis will be discussed. Recent
advances and improvement in transdermal iontophoresis
will be reviewed. A brief overview will also be provided
for other physical enhancers that facilitate transdermal
transport such as electroporation, sonophoresis, heat,
and abrasion with microneedles, heat, and laser.

Skin Morphology

Before the discussion of transdermal transport, it is
essential to understand the anatomy and barrier proper-
ties of skin. Briefly, the skin can be viewed as two main
layers: the epidermis and the dermis. The thickness of
epidermis varies from approximately 0.07 to 0.12 mm
(except on the palms and the soles), and is composed
of the stratum corneum, stratum lucidum, stratum

granulosum, stratum spinosum, and stratum basale.
The dermis layers passes into the subcutaneous tissue
layer without a sharp boundary and consists of mostly
connective tissues with thickness of approximately
1–2 mm. The dermis also consists of an extensive plexus
of blood capillaries, lymphatics, and nerves. Hair folli-
cles and glands (sebaceous gland and eccrine sweat
glands) are the appendages in the skin. These appen-
dages are formed by specialized cells developed in the
fetal life. The appendages extend down from tubular
opening of the epidermis into the dermis, where they
are surrounded by epithelial cells similar to those of
the epidermis.

The stratum corneum is the outermost layer of the
epidermis and has a thickness of 10–15 mm. It is the
principal barrier for the transport of most solutes
(except for very lipophilic compounds) across the skin.
The stratum corneum is a continuous heterogeneous
structure that consists of approximately 10–25 layers
of closely packed dead keratinized cells (corneocytes)
cemented together by intercellular lipids. The inter-
cellular lipids in the stratum corneum are in the form
of multiple lamellar bilayers composed mainly of
ceramides, cholesterol, and fatty acids. Proteins in the
stratum corneum are largely concentrated within the
corneocytes as keratin fibrils. The transport of lipophi-
lic compounds across the stratum corneum is related
to the intercellular lipids (lipoidal or intercellular
pathways).[1] On the other hand, it is believed that
the transport of polar and ionic compounds is related
to pathways with aqueous properties (the polar or pore
pathways) when the stratum corneum is under a
hydrated state.[2–6]

Transdermal Transport

The transdermal route provides an alternative route to
oral administration. Drugs delivered by this route
avoid digestion in the gastrointestinal tract (GI), local
metabolism related to the GI route, and hepatic first
pass metabolism. It can provide controlled drug
delivery with the possibility of zero order (continuous)
release. Thus, it is most suitable for short half-life
therapeutic agents and drugs with narrow therapeutic
windows. The use of transdermal patches is more
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convenient than frequent oral dosing due to simplified
regimens and easy procedure of self-administration.
This can improve patient compliance. The disadvan-
tages of transdermal drug delivery include local skin
irritation and allergy, high local drug concentration
that may cause tissue toxicity at the site of application,
and local first-pass metabolism. There are also limita-
tions in regard to the physicochemical properties
of the drugs that can utilize the transdermal route.
To illustrate this point, basic transport theory will be
discussed here.

The amount of drug transport across a membrane
at steady-state under a sink condition in the receiver
can be expressed in terms of the flux (J) and per-
meability coefficient (P):

Q ¼ JðADtÞ ð1Þ

P ¼ J

CD
ð2Þ

where CD is the concentration of the permeant in the
donor chamber, AD is the diffusional surface area, Q
is the cumulative amount of the permeant transported
across the membrane, and t is the duration of
transport.

For example, the permeability coefficients of intact
stratum corneum for lipophilic compounds such as
corticosterone are in the order of 2 � 10�7 cm/sec
in an aqueous system.[7] The aqueous solubility of
corticosterone is approximately 0.3 mg/mL.[8] A simple
calculation using Eqs. (1) and (2) show why only
potent drug of a required dose less than 1 mg per day
can utilize the transdermal route via passive delivery.
Physical and chemical transdermal enhancers are
required for most drugs. Table 1 provides a list of
transdermal enhancement methods and companies
involved in the development of technologies related
to these methods. The readers are encouraged to view
the company websites listed in the table, but caution
must be taken because the information and claims
provided in a company website are subjective and
not peer-reviewed.

To further illustrate the mechanisms of chemically
and physically enhanced transdermal transport, a
transdermal transport model will be discussed here.
Generally, the permeability of the stratum corneum
can be divided into parallel lipoidal and pore pathway
components:[8]

PSC ¼ PL þ PP ð3Þ

where PSC is the total permeability of the stratum cor-
neum and PL and PP are the permeability coefficients
of the lipoidal and pore pathways, respectively.

For passive diffusion, the permeability coefficient of
the lipoidal pathway can be expressed as:

PL ¼ eL
KLDL

hL
ð4Þ

where eL is the porosity, KL the partition coefficient,
DL the diffusion coefficient, and hL the effective path-
way length of the lipoidal pathway.

The permeability coefficient of the pore pathway
can be described by:

PP ¼
ePDP

hP
ð5Þ

where eP is the porosity, DP the effective diffusion coef-
ficient, and hP the effective pathway length of the pore
pathway.

A more general equation for the transport of polar
and ionic permeants across the pore pathway in the
membrane is:[9]

J ¼ eP �DP
dCP

dx
� uPCP

dc
dx
� vPCP

� �

ð6Þ

where c is the electric potential, vP is the effective velo-
city of convective solvent flow, CP is the concentration
of the permeant, x is the position of the permeant in
the membrane, and uP is the effective electromobility
of the permeant.

Note that steep molecular size-dependent transport
of polar permeants across the stratum corneum has
been observed due to the small effective pore size of
the transport pathways in the stratum corneum.[10]

Therefore, the diffusion coefficient, velocity, and
electromobility expressed in Eqs. (5) and (6) are signifi-
cantly smaller than the free aqueous diffusion and
mobility values found in the literature due to hindered
transport. Such hindered transport effects have been
studied previously [6,10] and will not be elaborated here.
In general, the molecular size of a permeant should be
less than 800 Dalton for effective permeant transport
across intact stratum corneum.

According to Eqs. (1)–(6), the effects of chemical
and physical enhancers upon transdermal transport
can be primarily divided into mechanisms such as
increasing the porosity of the stratum corneum (eP

and eL), increasing the effective pore size of the pore
pathway (DP and vP), reducing the effective thickness
of the membrane (hL and hP), enhancing the partition-
ing and diffusion of the permeant into and across the
lipids in the membrane (KL and DL), and providing a
driving force such as an electric field (dc/dx) and con-
vention (vP). It should be noted that simply increasing
drug solubility in a transdermal patch, for example by
cosolvents, does not significantly improve transdermal
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flux due to the resulting decrease in the partition
tendency of the drug from the patch into the stratum
corneum (KL). An increase in the solubility, however,
is necessary to increase the loading capacity of a
drug in the transdermal patch and reduce patch size
(thickness).

Chemical Enhancers and Transdermal
Patch Technologies

Two main types of transdermal patches are commonly
used: drug reservoir patch and drug-in-adhesive patch.
Transdermal patches of early generations are mainly

reservoir patch systems. In this system (e.g., Estraderm
and Transderm Scop from Novartis, Androderm from
Watson Lab), drug is usually solubilized in a solvent
such as alcohol in a reservoir with a rate-controlling
membrane separating the drug reservoir and the skin.
The adhesive that holds the patch on the skin is
not in direct contact with the diffusion surface area
but encircling it. In the drug-in-adhesive system (e.g.,
NitroDur from Schering-Plough, Nicotrol from
Pfizer), the adhesive contains the drug and provides
adhesion of the patch to the skin. The patch
utilizes the skin as the rate-controlling membrane.
The advantages of a drug-in-matrix system are larger
diffusional surface area for drug delivery than a drug

Table 1 Summary of transdermal technologies

Category Mechanism Companya Address

Patch and
material
technology

Drug-in-adhesive,
membranes, hydrogel,
gel, adhesive, matrix

3M Drug Delivery www.3m.com/us/healthcare/
manufacturers/dds/

Alza Corp www.alza.com
Antares Pharma www.antarespharma.com
Auxilium Pharmaceuticals www.auxilium.com

Berlex Laboratories www.berlex.com
LAM Pharmaceutical www.lampharm.com
Mylan Technologies www.mylantech.com

Noven Pharmaceuticals www.noven.com
Solvay Pharmaceuticals www.solvaypharmaceuticals-

us.com

Chemical
enhancer

Penetration
enhancer/retarder

3M Drug Delivery www.3m.com/us/healthcare/
manufacturers/dds/

Adherex Technologies www.adherex.com
Alza Corp www.alza.com
Bentley Pharmaceuticals www.bentleypharm.com

CollaGenex Pharmaceuticals www.collagenex.com
MacroChem www.macrochem.com
NexMed www.nexmed.com

Carrier (microemulsion,
liposome, transfersome)

3M Drug Delivery www.3m.com/us/healthcare/
manufacturers/dds/

IDEA AG www.idea-ag.de

Physical
enhancer

Electrotransport Iontophoresis See Table 2

Electroporation Genetronics Biomedical www.genetronics.com

Physical disruption Ultrasound Sontra Medical www.sontra.com
Heat Zars www.zars.com
Poration, abrasion,

and microneedle

Altea Therapeutics www.alteatherapeutics.com

Alza www.alza.com

Becton & Dickinson www.bd.com

Laser SpectRx www.spectrx.com
Norwood Abbey Ltd www.norwoodabbey.com

Pressure waves Norwood Abbey Ltd www.norwoodabbey.com
RF current

poration

TransPharma Medical www.transpharma-medical.

com

Needle-free injection Antares Pharma www.antarespharma.com
Chiron Vaccines www.powderject.com

aThere are more than a hundred pharmaceutical and biotech companies involved in some sorts of transdermal or skin research. This table is not

intended to provide a complete list of all these companies but a few examples to the readers. The omission of any companies in the list is not

intentional.
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reservoir system, thinner patch system, simpler con-
struction, and good skin conformability. However,
not all drugs and formulations are compatible with
the adhesives. Because an optimal patch system is
usually small, it requires high drug concentrations in
the patch. The compatibility issue with the adhesives
limits the concentration and the quantity of drug in
the patch. Possible incompatibility between chemical
enhancers and adhesive also creates challenges and
problems to incorporate chemical permeation enhan-
cers in this system. Examples of transdermal patch sys-
tems available in the market or under development are
3M Lattitude transdermal system (3M Drug Delivery)
such as Minitran and Climara, D-Trans system (Alza
Corp) such as Estraderm and Testoderm, dot matrix
system (Noven Pharmaceuticals) such as Vivelle Dot
and Estradot, matrix type systems for Nicotinell
(Novartis), Nitrodisc (Roberts Pharmaceuticals), and
hydrogel patch system such as Lidoderm (Endo Phar-
maceuticals). New patch designs and transdermal for-
mulations mainly aim to provide better transdermal
flux enhancement, less irritation and adverse skin reac-
tions, convenience, and comfort. In addition to the
patches, transdermal gel systems such as AndroGel
and EstroGel for testosterone and estradiol transder-
mal delivery (Solvay Pharmaceuticals), respectively,
Testim (Auxilium Pharmaceuticals), and LibiGel
(Antares Pharma) are also available.

Chemical Penetration Enhancers

There are many varieties of chemical penetration
enhancers for transdermal transport. It is not practical
to discuss all these enhancers here. The readers should
refer to other references on this topic. Generally, it is
difficult to clearly define the effects of the excipients
and categorize these excipients in a transdermal patch.
For example, the Androderm patch (Watson Pharma-
ceuticals) contains the drug testosterone in alcohol,
glycerin, glycerol monooleate, and methyl laurate in
an acrylic acid copolymer. All these excipients have
both solubilizing and penetration enhancing effects.
Among them, the long alkyl chain compounds glycerol
monooleate and methyl laurate are more effective
enhancers than alcohol.[11,12] In general, chemical
permeation enhancers increase drug absorption by
increasing the permeability coefficient of skin via
mechanisms that mainly increase KL and DL for lipo-
philic permeants and eP and DP for polar permeants
[Eqs. (4) and (5)]. Although there has been progress
in understanding the mechanisms of permeation
enhancers, screening remains the primary method to
select appropriate enhancers in the development of
transdermal formulations.[13] In this approach, high
through-put screening is desirable.[14] More systematic

and mechanistic approaches such as examining the quan-
titative structure enhancement relationships of chemical
penetration enhancers have been the topics of interest
recently.[15,16]

Carriers and Vehicles

Vehicles and carriers such as liposomes, micelles,
synthetic nanoparticles, and cyclodextrin can be used
in transdermal patches and topical formulations to
increase drug solubility and stability. Such increase in
solubility leads to higher drug loading capacity, and
hence, smaller transdermal patches. In addition to
solubilization, carriers can also improve drug stability
and have been suggested to enhance transdermal
absorption.[17] However, the mechanisms of carrier-
enhanced transdermal transport remain controversial.
It is generally believed that carriers such as liposomes,
micelles, and cyclodextrin, due to their sizes, do not
readily penetrate the stratum corneum[18] but smaller
molecules such as phospholipids and surfactants (the
components forming liposomes and micelles) can pen-
etrate the stratum corneum and alter the phase beha-
vior of the stratum corneum intercellular lipids.[19–21]

Transfersome (IDEA AG) is a carrier system currently
under development for transdermal applications. It has
been suggested that these ‘‘deformable’’ vesicles/
carriers can penetrate the skin under certain con-
ditions[22] and enhance transdermal absorption.[23] It
is also claimed that lipid vesicles can penetrate the
skin if they are sufficiently deformable, but direct evi-
dence for the penetration of intact unaltered carriers/
vesicles across the stratum corneum remains to be seen.
Carriers can also reduce the effects of the unstirred
layer in the drug chamber of a transdermal system,
alter the stratum corneum barrier via lipid extraction,
protect the drug against skin metabolism in the drug
compartment, and/or effectively deliver chemical
enhancers to the stratum corneum.[24,25] Recent studies
have also shown enhanced transdermal drug delivery
with the conjugation of the drug to specific peptides.[26]

Physical Enhancer

Iontophoresis

Transdermal iontophoresis is the enhanced transport
of drug across skin by an externally applied electric
field. An iontophoresis device has at least two electro-
des, each positioned so as to be in electrical contact
with some area of the body surface. Generally, one
electrode is the donor electrode that contains the drug
to be delivered. The other electrode, referred to as the
counter or return electrode, serves to close the electri-
cal circuit through the body and is placed next to the
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first electrode. An electrical circuit is formed by the
connection of these electrodes to a source of electrical
energy such as a battery and circuitry capable of
controlling the amount of current passing through the
device and body surface. Table 2 provides a list of trans-
dermal iontophoresis companies which manufacture and
develop iontophoresis devices, and have an iontophor-
esis product in the market or in late stage development.
A more complete list of animal and human clinical
studies can be found in the literature.[27,28]

The mechanisms of transdermal iontophoresis are
electrophoresis, electroosmosis, and skin alteration.
Electrophoresis is the facilitation of the movement of
ionic species by the applied electric field[29] following
the principle of Nernst-Planck theory [the second term
in Eq. (6)]. The electric field causes the ions to move.
Positively charged ions move from the positive elec-
trode (anode) and negatively charged ions move from
the negative electrode (cathode). When the therapeutic
compound is positively charged, the anode acts as the
active electrode and the cathode serves as the counter
electrode. Conversely, when the therapeutic ion is
negatively charged, the cathode is the active electrode
and the anode is the counter electrode. Electroosmosis
is the movement of solvent along a charged surface
under the influence of an electric field [the third term
in Eq. (6)] arising from the momentum of the excess
counterion in the solvent (i.e., higher concentration
of the counterion than the coion due to the charged
surface[30,31]). It enhances the movement of both neu-
tral and positively charged species across skin under
normal physiological conditions because the stratum
corneum is negatively charged under these conditions.
Thus, the effect of electroosmosis is pH dependent.
Because transdermal electroosmosis is an electrokinetic
phenomena of a charged surface, the effect of electro-
osmosis is also affected by the ionic strength of the
solution in the skin membrane, the properties of the

membrane counterion, the properties of the drug
(e.g., surface active drug) being delivered across the
membrane, and the properties of the excipients (e.g.,
surfactants) in the formulation.[32–34] Electroporation
by definition is the permeabilization of a mem-
brane under an electric field. Under this definition,
electroporation can occur in conventional transdermal
iontophoresis[35] as evidenced by the decrease of skin
electrical resistance and the increase in the intrinsic
skin permeability during iontophoresis [eP and DP in
Eq. (6)]. It has been observed that electric fields of
greater than 0.5 V alter the structure of the stratum
corneum and its intrinsic permeability during ionto-
phoresis.[36] Such alteration can be characterized as
reversible or irreversible and is related to the magni-
tude and duration of the applied electric field (i.e.,
the electric current).

The efficiency of iontophoretic transport is usually
assessed by the transference number (ti) when ionto-
phoresis is operated at constant current. The transference
number defines the fraction of the current carried by an
ionic species of interest (i.e., the permeant or drug ion).
It is the ratio of the current carried by the permeant (Ii)
to the total current carried by all ionic species (Itotal) in
the system:[27,28,37,38]

ti ¼
Ii

Itotal
ð7Þ

and

ti ¼
zij jJi

P

j

zj

�

�

�

�Jj

ð8Þ

where Ji is the flux of species i (the permeant), Jj is the flux
of ionic species j in the system, Ii is the current carried by
ionic species i, Itotal is the total current, zi is the charge of
the ionic species i, and zj is the charge of ionic species j.

Table 2 Examples of companies in iontophoresis

Company Technology/system Drug product Address

Alza E-trans Fentanyl ww.alza.com

Birch Point Medical WEDD, IontoPatcha — www.birchpoint.net

Cygnus/Animas GlucoWatch Biographer Glucose monitoring www.glucowatch.com

Empi Dupel, Action Patch — www.empi.com

Life Tech Iontophor, Microphor — www.life-tech.com

Iomed Phoresor Lidocaine www.iomed.com

General Medical Co Lectro, Drionic — www.drionic.com

Transport Pharmaceuticals — Acyclovir www.transportpharma.com

Vyteris LidoSite Lidocaine www.vyteris.com
aThe WEDD transdermal system does not apply a high enough electrical potential to generate the electric current commonly observed in trans-

dermal iontophoresis. Although the electric field may provide some flux enhancement, flux enhancement due to the electric current in this system

is limited. The system therefore may not be viewed as a transdermal iontophoresis system.
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The ionic species j represents both the ions migrating
into the receiver from the donor including ionic species
i and the oppositely charged counter-ions migrating
into the donor from the receiver. In dominant electro-
transport (negligible passive diffusion contribution) and
combining the electroosmosis and electrophoresis terms
in Eq. (6), Eq. (9) is commonly seen in the iontophoresis
literature:

ti ¼
zij jmiCi

P

j

zj

�

�

�

�mjCj

ð9Þ

where mi and mj are the mobilities of the ionic species i
and j, Ci and Cj are the concentration of the permeant
i and j in the membrane, respectively.

The flux of the permeant (Ji) is related to the
current by:

Ji ¼
tiItotal

ADF zij j
ð10Þ

where F is the Faraday constant. From Eqs. (7)–(10), it
can be seen that the flux of the permeant is pro-
portional to the electric current and the transference
number. The transference number is a function of the
fluxes of all ion species transporting across the mem-
brane, which is related to the concentration of the
ion species in the drug chamber and in the body
(endogenous ions) at the iontophoresis application site.

Iontophoresis devices

Iontophoretic transport can be influenced by different
factors. Not all drugs can be effectively delivered with
iontophoresis depending on the molecular size, structure,
and charge. Issues related to device development include
concentration of the drug in the drug compartment,
background electrolytes in the compartment, pH and
ionic strength of the compartment, barrier properties of
the skin, electric current density, and total electric cur-
rent. Other issues that need to be considered include
the electrode type, battery life, drug compartment matrix,
stability of the matrix and electrode system in storage,
adhesive, electrochemical reaction at the electrode during
iontophoresis, and patient factors. For example, if the
electrode configuration is not properly designed, skin
electrochemical burn could be observed after sustained
DC iontophoresis due to the accumulation of hydrogen
ion at the anode and hydroxide ion at the cathode.[39]

In the design of a transdermal iontophoresis system,
several factors must be considered. First, the system
can be a ‘‘wet’’ or ‘‘dry’’ system. In a ‘‘dry’’ system, the
drug solution is separated from the electrode and the
applicator shell in storage. The drug solution is added
to the applicator before use (e.g., Numby Stuff�

Phoresor� system, Iomed Inc., UT). A ‘‘wet’’ system is

a ready-to-use system (e.g., IONSYSTM E-TRANS�

system, Alza Corp., CA). In the development of a
‘‘wet’’ system, the compatibility and stability of the
drug, formulation, drug compartment matrix, and
electrode system must be considered. For example,
the drug solution can interact with the electrode or
metallic electrodes can act as catalyst in drug degra-
dation during storage. The electronic and battery unit
can be disposable after a single use (e.g., IONSYS
E-TRANS system) or reusable (e.g., Phoresor system).
It is more cost effective to have a separate reusable
electronic and battery unit (from the drug chamber)
but a single use disposable unit (electronics combined
with the drug chamber) is more user-friendly and
‘‘fool-proof.’’ Although miniaturization, electronics,
and battery technologies have advanced tremendously
in the past decade and should not pose a problem in the
design of an iontophoresis device, chemistry-related
issues such as stability and compatibility continue to
be important and can be challenging in transdermal
iontophoresis development.

Iontophoresis electrode technology

To optimize transdermal iontophoretic transport, the
concentration of drug in the donor chamber should
be maximized and the concentration of the co-ions
(background electrolyte) in the chamber should be
minimized [see Eqs. (7) and (9)]. Significant changes
in pH and changes in solution composition in the drug
chamber can also occur due to ion transport and the
formation of electrochemical products at the electrode.
Inert or non-sacrificial (catalytic) electrodes such as
Pt and carbon can induce significant pH changes:
hydrogen ion is generated at the anode and hydroxide
is generated at the cathode. An estimation using the
Faraday’s law shows that an iontophoresis application
of 0.2 mA for one hour will generate around 7 mM
of hydroxide ion in a 1-mL electrode chamber at the
cathode. This corresponds to a change of pH from
7 to 12 without a buffer. Because the use of inert
electrode is not desirable, commercial products usually
employ a sacrificial electrode system such as Ag/AgCl
electrodes.[40,41] The Ag/AgCl electrode system is not
without limitations. Ag electrodes require chloride or
similar ions to sustain the electrochemical reaction at
the anode, and Ag/AgCl electrodes produce chloride
ion at the cathode. If the chloride ion at the anode is
not sufficient to sustain the electrode system, Ag ion
will be generated, which can cause Ag stain (Ag burn)
on the skin. Thus, in iontophoretic delivery of cationic
drugs, it is preferred to use the chloride salt form of
the drugs[42] to sustain the electrochemical reactions
and limit the amount of competing ions in the drug
chamber. Hydrogen ion, hydroxide ion, chloride ion,
or Ag ion generated at the electrode will also compete
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with the transference of the drug ion and reduce the
efficiency of iontophoretic delivery. Several technolo-
gies have been proposed to overcome these problems.
For example, permselective membranes or materials
can be used to isolate the drug chamber from the elec-
trode and prevent the migration of the electrochemical
products at the electrode into the drug chamber.[43] An
ion-exchange resin (or material) loaded with chloride
or other Ag precipitating materials can be incorpor-
ated in the electrode chamber to either supply sufficient
amounts of chloride ion for the electrochemical
reaction at the anode or remove the Ag ion generated
at the electrode, respectively.[44,45] The ion-exchange
resin or material can also be coated on the conductive
electrode.[46] Other methods have been proposed to
utilize specific membranes and materials to precipitate
or bind the chloride ion at the cathode.[44,47] Another
use of an ion-exchange resin or membrane in the drug
chamber is to increase the drug loading capacity to
enhance iontophoresis efficiency and reduce the size
of the device.[48–50] Ion-selective membrane can also
be interposed between the drug reservoir and the skin
surface that only allows passage of the drug ion and
ions having the same charge as the drug but prevents
the passage of the ions of the opposite charge (to the
drug) that migrate from the body into the drug
reservoir.[51] The exclusion of the endogenous ions
carrying the electric current from the body into the
reservoir can enhance the transference of the drug
and drug delivery.

Direct current and alternating current

Iontophoretic devices generally employ a constant
direct current (DC) approach. Examples of constant
current iontophoresis device are Numby Stuff Phoresor
system (Iomed, Inc., UT) and LidoSiteTM Topical
system (Vyteris, Inc., NJ) for local lidocaine delivery
and IONSYS E-TRANS system for systemic fentanyl
delivery (Alza Corp., CA). The transference number
[as defined in Eq. (7)] is generally assumed to be con-
stant in normal iontophoresis operation. As a result,
it is believed that a constant current would lead to con-
stant permeant flux, and permeants could theoretically
be delivered or extracted at a constant, predictable,
and programmable rate that is only dependent upon
the applied current. For a small ionic molecule,
although inter- and intra-subject variation of the trans-
ference number (i.e., permeant flux) has been observed
during iontophoresis, such variability is usually within
acceptable range with an adequate electrode design.
Another DC approach is to maintain constant voltage
(instead of constant current) during iontophoresis.
During constant voltage iontophoresis, the skin intrinsic
permeability continues to change, making the control of
the iontophoretic flux complicated. This approach is

generally used in systematic and mechanistic study of
iontophoretic transport. Thus, constant voltage DC
iontophoresis is not commonly employed in practice
but is mainly found in academic setting in the literature.

Alternating current (AC) is also employed in ionto-
phoretic transport. For example, the GlucoWatch�

G2TM Biographer for glucose monitoring (Cygnus
Inc., CA) utilizes an iontophoresis protocol that alters
the polarity of a DC in each ten-minute cycle. Lectro
Patch� (General Medical Co., CA) comprising a pair
of carbon or silicon electrodes also operates under
AC at a frequency of between 0.0027 and 10 Hz for
drug delivery. It is suggested that AC can eliminate
potential electrochemical burn and reduce skin
irritation and sensation that would otherwise occur
during long iontophoresis application or under the
circumstances when an inappropriate electrode design
is used.[39,52,53] Other advantages of AC are its ability
to reduce transdermal flux variability of neutral
permeants (electroosmosis) and to maintain the skin
electric resistance constant. Significant inter-subject
and intra-subject variability and flux drift (the increase
in permeant flux with time) are observed in transder-
mal iontophoretic transport of neutral polar per-
meants,[54–58] and iontophoresis operating under the
AC principles has been shown to reduce such varia-
bility. It is also found that AC enhances transdermal
flux by the mechanism of electroporation similar to
that that occurs during DC. Transport enhancement
of AC over that of electroporation is related to electro-
phoresis and electroosmosis due to the asymmetric
boundary conditions in the drug chamber (donor)
and the body (receiver) across the membrane.[59,60]

Electroporation

Transdermal electroporation is a method to induce
transient small pores in the skin to enhance transder-
mal drug delivery with the application of high electric
field pulses. Although pores are also induced during
conventional iontophoresis,[35,36] transdermal electro-
poration is commonly defined as the application of
short (millisecond) high voltage pulses �50 V.[61]

Similar to iontophoresis, the flux enhancing mechan-
isms of electroporation are electropermeabilization
(membrane alteration, pore induction), electrophoresis
(direct-field effect), and electroosmosis (electric field
induced convection) with electropermeabilization
being the major flux enhancing mechanism [i.e.,
increasing ep and Dp in Eq. (6)]. Electropermeabiliza-
tion is the spontaneous formation of metastable pores
from the energy of the electric field. The minimum
voltage or electric field required to induce pore forma-
tion is around 0.2–1.0 V per lipid bilayer, depending
on the bilayer composition. The rate of pore formation
is energy and field dependent and the rate of pore
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destruction (membrane recovery) is usually assumed to
be independent of the field. During electroporation,
new electric current pathways are created in the stra-
tum corneum, which can be reversible or irreversible.
At greater than 30 V across the stratum corneum,
electroporation is suggested to occur at the lipid-
corneocyte matrix, whereas at voltage less than 30 V,
electroporation is believed to occur at the appendageal
ducts, e.g., cells lining the appendages.[35] Details of
the mechanisms and applicability of electroporation
in transdermal transport can be found in the litera-
ture.[62] Potential problems of electroporation in trans-
dermal delivery are similar to those of iontophoresis
with more severe problems related to sensation, tissue
damage, and muscle reflex under the high electric field
pulses. To reduce electric current traveling across the
muscle, microarray electrodes are being developed to
avoid deep electric current penetration during
electroporation.[63]

Poration and Physical Abrasion

Owing to transport hindrance related to the steep-
molecular size dependence of transdermal transport,
several technologies have been studied to physically
remove the stratum corneum [i.e., increasing eP and DP

in Eq. (6)]. Micron-scale needle (microneedle), laser,
and radio frequencies (RF) current are among the
technologies under development in this area. The main
goal of these technologies is to create small micropores
across the stratum corneum without penetration into
the dermis and the nerve ending in the skin. Thus, these
methods are suggested to be painless, minimally invas-
ive, and within the limits of toleration.

Microneedle

With the advances in microfabrication technology in
microelectronics industry, arrays of micron-sized nee-
dles can now be manufactured and produced on a
massive scale. The proposed uses of microneedle patch
include vaccination and the delivery of macromole-
cules such as oligonucleotides and peptides. Solid
needle arrays for penetrating the stratum corneum to
create macropores that increase transdermal transport
or drug-coated needle arrays for carrying the drug into
the skin have been investigated. Hollow microneedles
that remain on the skin surface during transdermal
application are also under development. An example
is the Alza Macroflux patch. Macroflux is a drug-
coated titanium microneedle array. The tips of micro-
needle arrays are covered with a solid coating of the
drug crystal. When applied to the skin, the drug-coated
needles penetrate the skin and deliver the drug from
the drug-coated needle surface into the epidermal layer

in 5–15 minutes of application.[64] Review articles of
microneedles in transdermal transport are available
in the literature.[65]

Poration with heat, laser, and RF

The PassPort system from Altea Therapeutics uses a
thermal process to create an array of macropores
across the stratum corneum. The device consists of a
planar array system of small metallic filaments that
rapidly converts electrical energy to thermal energy.
The heat ablates the stratum corneum for a few
milliseconds at a time and porates only the stratum
corneum. After skin poration with this process, drug
absorption occurs from a drug reservoir on the porated
site. Hydromorphone and insulin delivery with this
method is currently under human clinical testing.

Laser such as ArF (argon–fluoride) at short ultra-
violet wavelength and erbium : YAG at wavelength
strongly absorbed by tissue water can be used to create
pores in the stratum corneum. The main obstacles of
this approach are the hardware cost of laser and the
precision of the poration process. SpectRx Inc is cur-
rently developing a continuous glucose monitor for
people with diabetes after precise abrasion with laser.
In this application, the interstitial fluid is collected
through an array of microscopic holes, or micropores,
created with a laser in the stratum corneum. Norwood
Abbey has been developing a handheld device that dis-
rupts the stratum corneum with a burst of low-level
laser light. With the low level laser, it is suggested that
the device only alters the stratum corneum structure
and does not punctuate the stratum corneum.

RF wave, used in electro-surgery, is also applied to
create macropores in the stratum corneum. These
macro-passages allow effective delivery of drugs and
extraction of endogenous compounds from the body
surface. TransPharma Medical is developing a hand-
held electronic unit and a disposable microelectrode
array system utilizing this technology for transdermal
transport. The device has a feedback system that con-
trols the duration of the poration process by monitor-
ing the electric current across the system. The poration
process is automatically terminated when macropores
reach the viable epidermis.

Heat

The mechanisms of heat-assisted transdermal delivery
include an increase in drug diffusion, increase in skin
permeability, alteration of skin structure, increase in
body circulation, and increase in the release rate of
drug from local skin tissue into systemic circulation.
Heat can also increase drug solubility. The advantage
of heat control is that it does not involve chemical
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and physical enhancers that may cause skin irritation
and other adverse skin effects. It can modify drug
absorption on an on-demand basis such as to treat
breakthrough symptoms of pain and anxiety and be
removed to slow down drug absorption. By increasing
the rate of drug absorption, shorter onset time of drug
action is also expected. Because no chemical permeation
enhancer is used, component compatibility issues are also
avoided. If chemical enhancers are used, heat can shorten
the onset time of the enhancer effects. An example of
heat-assisted transdermal systems is controlled heat-
assisted drug delivery (CHADD) by Zars. The main
component of the CHADD system is a patch-like chemi-
cal heating layer of heat-generating chemicals that
enhance the penetration of drug. The temperature and
duration of the heating layer is predetermined ranging
from 5 minutes to 24 hours to maintain the temperature
of the skin and the underlying tissues to within a set tem-
perature range (from 31�C to 41�C) for that time period.

Ultrasound

Sonophoresis (ultrasound) enhances transdermal trans-
port through the mechanisms of pore induction
(membrane alteration due to cavitation), convection,
and stratum corneum lipid alteration. Potential pro-
blems of the sonophoresis approach include the signifi-
cant increase in temperature at the site of application
during sonophoresis, the requirement of the coadminis-
tration of chemical enhancers such as sodium dodecyl
sulfate (SDS) for effective transdermal transport in
vivo, and unpredictable flux due to inter-subject and
intra-subject variability of the energy required to
achieve the same stratum corneum permeability state.
Detailed information regarding the mechanisms and
the interplay of frequency and energy of sonophoresis
in transdermal transport can be found elsewhere.[66]

The SonoPrep system by Sontra Medical operates
under the principle of sonophoresis. The company has
recently completed several clinical studies with the
system. The SonoPrep system uses a short burst (about
15 seconds) of ultrasound (55 kHz) to alter the stratum
corneum in a pretreatment process to enhance drug
delivery. The first application of the SonoPrep system
is to locally deliver lidocaine that permits faster onset
time of pain relief prior to painful skin procedure.
According to the company, the system provides skin
anesthesia in approximately five minutes after SonoPrep
pretreatment vs. 60 minutes without the pretreatment.

Therapeutics

Currently approved therapies of systemic drug delivery
via the transdermal route include aprostadil for erectile
dysfunction, clonidine for hypertension, estradiol and

testosterone for hormone replacement therapy, fenta-
nyl for pain management, nicotine for smoking cess-
ation, nitroglycerin for angina pectoris,
norelgestromin and ethinyl estradiol as contraceptive,
and scopolamine for motion sickness. These products
account for a market of more than $2 billion in the
United States. Among these therapeutic areas, pain
management (e.g., fentanyl for chronic pain and lido-
caine for postherpetic neuralgia) and hormone replace-
ment (e.g., estradiol and testosterone) are the largest
and fastest growing areas. Other attractive areas
include the delivery of macromolecules such as oligo-
nucleotides and peptides and vaccination targeting
the immune systems such as Langerhans cells in the
viable epidermis. Despite the enormous interest in
these areas, small molecules remain the mainstream
candidates of transdermal delivery due to the barrier
properties of the stratum corneum. Another development
in the transdermal industry that is worth mentioning is
transdermal analyte monitoring and the anticipated
development of automatic feedback systems such as the
combination of transdermal blood glucose monitoring
and insulin delivery (artificial pancreas) in the manage-
ment of diabetes. Along this development, a device
of transdermal iontophoretic glucose extraction and
monitoring was introduced in mid-2002 (GlucoWatch,
Cygnus).

New technologies are usually first tested with
approved small molecules in well-established thera-
peutic areas for the proof of concept. For example,
the first FDA approved transdermal sonophoresis
product (SonoPrep by Sontra Medical) in Aug 2004
topically delivers lidocaine to anesthetize skin before
patients undergo painful skin procedures such as nee-
dle pricks and the insertion of catheters. Similarly,
transdermal iontophoretic delivery of lidocaine (with
epinephrine) to provide local skin analgesia is the only
FDA approved indication for iontophoresis at this
time (Iontocaine by Iomed and LidoSite by Vyteris
in Summer 1996 and Spring 2004, respectively). Lido-
caine is also the drug of choice in the first NDA fillings
of heat-assisted transdermal delivery (S-Caine Patch
and S-Caine peel by Zars, NDA filed in Mar 2003)
when a systemic fentanyl CHADD system is still in
clinical trials. Another iontophoresis product, which
received an approval letter from FDA in Jul 2004, is
the E-TRANS fentanyl HCl patient-controlled system
for acute pain management (IONSYS by Alza). The
device is small and is applied to the patient’s upper
outer arm or upper chest. It has a button for the patients
to activate the system and deliver fentanyl for break-
through pain. The system has been shown to provide
the same effect as patient-controlled intravenous fentanyl
delivery but is needle-free and more convenient to
patients. The device is currently targeted for in-hospital
use only, according to the NDA filing.
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CONCLUSIONS

Technology in medicine is defined as the application
and evolution of basic science to clinical practice. It is
important to understand that the advance in trans-
dermal technologies depends largely on our understand-
ing of the mechanisms and principles of transdermal
transport and of the methods to enhance it. After trans-
dermal drug delivery was re-introduced into modern
medicine several decades ago, the pace of transdermal
technology development has been slow and steady.
The first transdermal nitroglycerin patch was available
in the 1970s. Since then, the passive patch technology
has evolved. Lagging behind but recently catching up
are active transdermal products such as iontophoresis
products, which see the first FDA approval in the mid-
1990s. In recent years, we have observed progress in
our understanding of the morphology and functions of
the skin and its barrier properties. This leads to the
identification of more therapeutic areas suitable for the
transdermal route and the capability to apply basic
principles of physics, chemistry, material science, and
engineering to enhance transdermal delivery. The
process of putting concepts and science into practice
can be long and difficult. Nevertheless, drug delivery
companies are actively involved in transdermal drug
delivery technologies and more new transdermal pro-
ducts are expected in the near future. This is a result
of the continuous interest in the transdermal area.
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INTRODUCTION

Ultrasonic nebulizers use ultrasonic energy to convert
liquid, usually an aqueous solution, into an aerosol
for inhalation. They are used to deliver b2-agonists,
corticosteroids, antiallergics, anticholinergics, and
antiviral and mucolytic agents to the respiratory
tract.[1] Recent innovations have increased the popu-
larity of nebulizers, both ultrasonic and air-jet, and
new devices with improved portability, compared with
traditional models, are capable of generating aerosols
with high respirable fractions (deep lung delivery) with
a high drug output. Nebulized drugs may be inhaled
during normal tidal breathing through a mouthpiece
or face mask, permitting their use for patients, such
as the hospitalized, the elderly, children, and patients
with arthritis, who experience difficulties with other
devices. Nebulizers represent ideal delivery systems
for drugs that cannot be conveniently formulated into
pressurized metered-dose inhalers (pMDIs) or dry
powder inhalers (DPIs) or when the therapeutic dose
is too large for delivery with these systems.

Ultrasonic nebulizers were first developed in the
1960s and were initially used for air humidification in
respiratory care units.[2] Generally, ultrasonic nebulizers
have higher mass outputs than do air-jet nebulizers, in
which compressed gas is used as a means of generating
the aerosol. However, this is achieved at the expense
of a large aerosol droplet size.[3–7] Consequently, the
majority of ultrasonically generated aerosols have a
mean droplet size considered unsuitable for efficient
targeting of a drug to the alveolar region of the lung.
However, the size distribution of droplets within aero-
sols produced by ultrasonic nebulization is generally
less than that from air-jet nebulizers. Nevertheless,
the generated aerosols are polydisperse in nature, and
as with air-jet nebulizers, they require baffles to remove
the larger droplets from the emitted aerosol. Because
ultrasonic nebulizers have a high mass output, with
increased droplet concentration, which is independent
of the airflow, the duration of nebulization is shorter
than with air-jet nebulizers. This, together with their
quieter mode of operation, may make them particularly
attractive to patients. Ultrasonic nebulizers are reported

to produce bronchodilator responses comparable with
those of air-jet nebulizers and pMDIs.[8]

MECHANISM OF AEROSOL GENERATION

The energy required to atomize a liquid is produced by
a piezoelectric crystal transducer, usually a synthetic
ceramic material, vibrating at a high frequency
(1–3 MHz). When an alternating electric current is
applied, the crystal shrinks and expands and the resul-
tant vibrations are transmitted to the nebulized fluid,
either directly or via a coupling liquid, usually water.
A fountain of liquid is produce at the liquid surface,
with large droplets being emitted from its apex and a
‘‘fog’’ of small droplets being produced from the lower
part.

Fig. 1 illustrates the two mechanisms proposed for
the processes of liquid disintegration and aerosol gen-
eration within ultrasonic nebulizers.[9] The capillary-
wave theory relates to the production of capillary
waves in the bulk liquid. These waves constructively
interfere to form peaks and a central geyser. When
the amplitude of the applied energy is sufficiently high,
the crests of the capillary waves break off, and droplets
are formed. The rate of generation of capillary waves is
dependent on both the physicochemical properties of
the nebulized fluid and the intensity of the ultrasonic
vibration. Mercer[3] used Eq. (1) to calculate the
threshold amplitude for the generation of capillary
waves:

A ¼ 4
v

fl
ð1Þ

where A is the threshold amplitude, v is the kinematic
viscosity of the liquid, f is the acoustic frequency, and
l the capillary wavelength. When the amplitude
exceeds the threshold value by a factor of approxi-
mately four, droplets are formed. Lang[10] noted that
the mean droplet size generated from thin liquid layers
was proportional to thecapillary wavelength on the
liquid surface. Using an experimentally determined
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factor of 0.34, the droplet diameter D is given by
Eq. (2);

D ¼ 0:34l ð2Þ

where D is the number median diameter and l is the
capillary wavelength. Lobdell[11] concurred with these
findings and calculated a theoretical value of 0.36 for
the proportionality constant. The capillary wavelength
can be calculated from Kelvin’s equation, as in Eq. (3):

l ¼ ð8py=rf2Þ1=3 ð3Þ

where g is the surface tension, r is the density, and f the
acoustic frequency. When y is in mN/m (dyne/cm), r
is in g/cm3, and f is in megacycles/s, then D is given
in micrometers. Good correlation exists between
calculated and experimentally derived values.[12]

The second mechanism proposed for aerosol gener-
ation is based on the piezoelectric crystal operating at
low frequency and imparting vibrations to the bulk
liquid. This results in the formation of cavitation bub-
bles, which move to the air–liquid interface.[13] The
internal pressure within the bubbles equilibrates with
that of the atmosphere, causing their implosion. When
this occurs at the liquid surface, portions of the liquid
break free from the turbulent bulk liquid, resulting in
droplet formation. The dependence of atomization on
cavitation phenomena has been demonstrated for fre-
quencies between 0.5 and 2.0 MHz.[14,15] Boguslavskii
and Eknadiosyants[16] combined these theories with-
their proposal that droplet formation resulted from
capillary waves initiated and driven by cavitation
bubbles.

NEBULIZER DESIGN

Ultrasonic nebulizers exist in a number of basic designs
that differ in the configuration of the piezoelectric crys-
tal transducer, nebulizer chamber, baffles, and auxil-
iary airflow systems (Fig.2).[9] Once the aerosol cloud
is generated from the nebulizer fluid, it is transferred
from the chamber and made available to the patient.
Ultrasonic nebulizers produce a large number of drop-
lets per unit volume, which tend to aggregate and settle
in the absence of air circulating through the device.
Larger droplets impact on the baffles or internal surfaces
to return to the reservoir surface for recirculation under
the influence of gravity. Smaller droplets leave the device
aided by an internal fan (e.g., Medix Electronic�,
Easimist�) or by entrainment into the inspiratory flow
of the patient (e.g., DeVilbiss Pulmosonic�). Air velocity
over the reservoir surface may be modified by fan speed
(and flow constrictors), thereby influencing both droplet
size and aerosol output rate. For instance, changing the
fan speed setting of the Sonix 2000� (Medix) ultrasonic
nebulizer can vary flow output between 1 ml per min and
1 ml per 6 min. The important design features influencing

A

B

C

D

F

E

Fig. 2 Schematic diagram of a typical ultrasonic nebulizer.
(A) Face mask or mouthpiece; (B) baffles; (C) geyser of res-
piratory solution or suspension; (D) piezoelectric crystal; (E)
internal fan; (F) battery or electrical source. (From Ref.[9].)

A B

Fig. 1 Proposed ultrasonic nebulizer aerosolization mechan-
isms. (A) Cavitation bubble formation at low frequency; (B)
capillary-wave formation at high frequency. (From Ref.[9].)
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mass output and the particle size of the generated aero-
sols are summarized in Table 1.

Whereas air-jet nebulizers are usually disposable or
sterilizable, ultrasonic nebulizers are too expensive to
be produced as disposable units and are thus used
repeatedly,[17] running the risk of bacterial contami-
nation.[18] Cleaning nebulizers and connecting tubing
is difficult, and the transfer of Gram-negative bacteria
between nebulization equipment and patients has been
reported[19]

Although most ultrasonic devices share a basic
design, some novel devices have been developed. The
Respimat� (Boehringer Ingelheim) offered direct deliv-
ery of a metered dose from a valve similar to that used
in pMDIs to the surface of a vibrating crystal
(2.5 MHz). Although the mass median aerodynamic
diameter (MMAD) of th eaerosol generated was closed
to 10 mm, generally considered too large for effective
inhalation therapy, equivalence to an equivalent pMDI
formulation was claimed.[20]

The Bespak Piezo Electric Actuator� is a novel
aerosol delivery system based on a piezoelectric crystal
combined with an electroformed mesh (Fig.3). It pro-
duces droplets of ‘‘adjustable’’ size from a single
metered drop or fluid reservoir.[21] The mesh hole
dimension (as small as 3 mm) determines the size of
the droplets produced, whereas the size and density
of the holes control the rate of fluid delivery.
These can be varied according to the formulation.
Although solutions are more readily nebulized, sus-
pensions can be aerosolized if the particle size of the
suspended particles is two to three times smaller than
the mesh size.

More recently, The Technology Partnership has cre-
ated several new forms of a perforated mesh atomizer
known as TouchSpray�.[22] TouchSpray devices deliver

suspensions without requiring these to be formulated
with small suspended particles. Furthermore, they
can produce small droplets from large mesh holes.
For example, TouchSpray devices can deliver 5 mm
droplets of suspensions containing normally micro-
nized drug suspensions, which typically include parti-
cles of 3 mm or larger. These droplets can be
produced by devices having mesh hole sizes of 15 mm.
TouchSpray allows small droplets to be produced from
solutions. A review of the development of perforated
mesh devices is given in Humberstone, Sant, and
van Rensburg.[23] An inhalation droplet spray plume
produced by the TouchSpray is shown in Fig.4.

Future devices are likely to be hybrids of ultrasonic
nebulizer technology and pMDI or DPI technology.
Vibrating transducer or grids, incorporated into
pMDIs, could break down large propellant droplets
that would otherwise be wasted into a more respirable
size range. Alternatively, the dependence of DPIs
on patient-generated turbulent airstreams could be
minimized by deaggregating powder by vibrational
elements within the inhalation device or by generating
aerosols electrostatically (Spiros�, Dura).

AEROSOL DROPLET SIZE

The efficacy of a therapeutic inhalation aerosol
depends onits ability to penetrate the respiratory tract.
This is primarily dependent on the particle size of the
particles or droplets. To penetrate to the peripheral
(respiratory) airways, aerosols generally require a size
less than approximately 5–6 mm, with a size less than
2 mm being optimal for alveolar deposition.[24,25]

Table 1 Design features of ultrasonic nebulizers
determining particle size distribution and mass output

Design features Nebulizer characteristics

Piezoelectric crystal

Frequency of vibration
Amplitude of vibration
Surface morphology

(flat or curved)
Coupling between
crystal and fluid

Fluid reservoir

Size
Shape
Baffles

Auxiliary air flow

Velocity

(Modified from Ref.[7].)

Liquid Housing

Mesh

Droplets

Plezo electric element

Fig. 3 Schematic diagram of the sprayhead of the Bespak

Piezo Electric Actuator. (Reproduced courtesy of Bespak
plc, UK.)
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Clinical performance is often predicted from in vitro
measurements of the droplet size of an aerosol. Nebu-
lized aerosols are usually assessed by a multistage
liquid impinger (MSLI), cascade impactor, or laser dif-
fraction methods. The MSLI and cascade impactors
comprise a series of progressively finer jets and col-
lection plates, permitting fractionation of aerosols
according to their MMADs.[26] Problems associated
with the cascade impactors for the assessment of neb-
ulized aerosols are that the high flow rates involved
(typically 28–90 L/min) give rise to rapid solvent evap-
oration and droplet entrainment. Additionally, these
inertial impaction techniques are invasive, laborious,
and time-consuming. Alternatively, nebulized aerosols
may be sized by passing the spray through a beam of
a laser diffraction analyzer. The volume or mass
median diameter is then calculated from the generated
diffraction pattern. Provided the liquid density is
known, the MMAD can be calculated.

Numerous investigators have compared the aerosol
droplet size of nebulized aerosols from ultrasonic
and air-jet devices.[3,4,6,27–31] Because droplet size is
inversely proportional to the acoustic frequency,
smaller droplets are generated from ultrasonic devices
with higher frequencies. Ultrasonic nebulizers with
high operating frequencies (2–3 MHz) are capable of

generating droplets of sizes comparable to arrow
air-jet devices. However, devices with low frequencies
(<0.5 MHz) tend to generate droplets outside the res-
pirable range.[4,32] Most commercially available ultra-
sonic nebulizers have an operating frequency between
1 and 2 MHz. Although these produce aerosol droplets,
which are significantly larger than those produced by
air-jet nebulizers,[3,4] the size distributions are generally
less polydisperse.[3,33]

NEBULIZATION TIME, DRUG OUTPUT,
AND RESIDUAL VOLUME

Patient compliance with prescribed nebulization
regimes is primarily determined by the duration of
the therapy. Nebulizer fluids may be atomized for a
set period, or more usually, a measured volume of
therapeutic liquid is nebulized to ‘‘dryness.’’ The time
taken to achieve this is directly related to the volume to
be delivered. However, not all the fluid in the nebulizer
can be atomized, and some fluid remains associated
with the baffles, internal structures, and walls of
the nebulizer as the ‘‘dead’’ or ‘‘residual’’ volume.[34]

The proportion of fluid remaining as the residual
volume and thus unavailable to patients is higher for
smaller fill volumes.

Ultrasonic devices typically produce a much larger
fluid output per unit of time than do jet nebulizers.
Although Sterk et al.[4] suggested that high airflow
through these devices resulted in lower droplet concen-
trations per unit volume than for air-jet nebulizers,
more recent findings indicate that the reduced volume
of dilution air in modern ultrasonic devices gives a
more concentrated aerosol cloud. Ultrasonic nebuli-
zers may retain a higher residual volume than do com-
parable air-jet nebulizers,[35] but they show less
tendency to increase the solute concentration within
the nebulizer chamber during operation.[27,29]

In comparing DeVilbiss ultrasonic and jet devices,
Newman, Pellow, and Clarke[29] reported shorter neb-
ulization times for the ultrasonic devices with higher
fluid outputs. Furthermore, the air-jet devices tended
to increase the concentration of drug in the nebulizer
chamber more than did the ultrasonic counterparts.
The output from nebulizers comprises droplets of
drug solutions and suspensions and solvent vapor,
which saturates the outgoing air, causing solute con-
centration to increase during nebulization. Because
ultrasonic nebulizers generally have higher fluid out-
puts and larger droplet sizes than do air-jet nebulizers,
there is more solvent available within the dense aerosol
cloud to saturate the outgoing air. Thus, the changes in
solute concentration within the dead volume are much
smaller than for air-jet devices.

Fig. 4 Inhalation droplet spray plume produced by Touch-

Spray device. (Reproduced courtesy of The Technology Part-
nership plc, UK.)
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THERMAL EFFECTS

Excess energy within the nebulizer is converted to heat,
causing the temperature of the liquid in the reservoir to
increase until the input energy balances the energy
removed by evaporation and by conduction to the sur-
roundings and circulating air.[12] The temperature of a
liquid in an ultrasonic nebulizer may thus increase by
as much as 20�C above ambient temperature during
use.[6,36] This results in changes in the properties of
the fluid, including surface tension and viscosity.
Although such changes may affect the aerosol particle
size characteristics and overall drug output, little vari-
ation was seen during prolonged operation of Medix
Electronic or Easimist nebulizers[37] or when the tem-
perature in a DeVilbiss Aerosonic nebulizer was
increased using a heating coil.[38]

Warming may have a beneficial effect. For instance,
the temperature of fluids atomized in air-jet nebulizers
decreases by approximately 10–15�C during use,[34,39]

resulting in bronchoconstriction in some asthma suf-
fers.[40] Bronchoconstriction, which is most marked at
5�C, disappears at 37�C and thus may be minimized
by using an ultrasonic device. Furthermore, when
solutions of drugs with low solubility are to be nebu-
lized, ultrasonic nebulizers, which warm the solutions,
may be preferable[36] to air-jet devices, which cool them
and may cause precipitation.[39] However, the heat
generated may harm heat-labile materials such as
diethylenetriaminepentoacetic acid (99mTc-/DTPA),[41]

proteins,[31] and some antibiotic solutions.[42] Thus,
ultrasonic nebulizers are specifically prohibited for aero-
solization of recombinant human deoxyribonuclease
(rhDNase).[1]

FORMULATION OF NEBULIZER FLUIDS

Respiratory solutions are the mainstay of nebulized
inhalation therapy. These typically contain drug dis-
solved in aqueous, isotonic solvent systems, with the
inclusion of cosolvents (e.g., ethanol) if necessary. Sus-
pensions are less common for nebulization, although
corticosteroid preparations such as budesonide are
available. Antioxidant and antimicrobial preservatives
may be included in the formulations; however, some
(e.g., sodium metabisulfate, benzalkonium chloride,
EDTA) may have paradoxical effects and cause cough-
ing and bronchoconstriction.[43] To prevent this,
‘‘preservative-free’’ unit dose products are marketed.
Isotonicity is generally achieved using sodium chloride.
Although iso-osmotic solutions of pH 3–8.5 are usually
employed, the osmolarity and pH may change during
use, resulting in bronchospasm.[44]

The size and output characteristics of aerosols gener-
ated from such liquids depend on their physicochemical

properties (density, surface tension, viscosity) in
conjunction with the nebulizer design and operating
conditions. Empirical and semiempirical formulas pre-
dict that the droplet size of the aerosols is proportional
to surface tension and inversely related to viscosity,
whereas the effect of density, over the concentration
range normally encountered, is negligible. The filtering
effects of the baffles and solvent evaporation may
modify the secondary aerosol produced, but stu-
dies[32,37,45,46] have found viscosity to be a major
determinant of aerosol size and output characteristics.
High-viscosity fluids offer greater resistance to the
integral fountain-disintegration process, thereby pro-
ducing not only lower output but also larger droplets.
Gershenzon and Eknadiosyants[14] noted higher
droplet outputs with lower viscosity fluids, whereas
Boucher and Kreuter[32] reported that it was difficult
to ultrasonically aerosolize fluids with viscosities
exceeding 10 cP. Gershenzon and Eknadiosyants[14]

stated that the atomization rate for a wide range of
fluids (except water) is given by the proportionality
of A2 to pr/Zs, where A is the atomization rate, r is
the liquid vapor pressure, Z is the viscosity, and s is
the surface tension.

Il’in and Eknadiosyants[15] suggested that the
dynamic viscosity coefficient was the most important
property determining the nebulization rate. The rate
of nebulization for solutions of tyloxapol or N-
acetyl-L-cysteine decreased progressively as the solution
viscosity increased. When certain oily and viscous liquids
(e.g., Lipiodal�; a radio-opaque diagnostic agent) were
nebulized, a fountain of liquid was generated, although
this did not disintegrate to produce an aerosol. Similar
results were reported by McCallion et al.[37], who com-
pared a range of different model fluids, finding that
ultrasonic nebulizers could not efficiently atomize the
more viscous liquids and tended to produce poor total
fluid outputs. Furthermore, when the fluid viscosity
increased, larger droplets were generated.

Surface tension is also important because it repre-
sents the force resisting the formation of new surfaces.
These forces tend to impair atomization by opposing
any distortion or irregularity on the liquid surface,
thereby delaying the onset of fountain formation. In
suspension formulations, surfactants may be present
as suspending agents. Reduction in liquid surface ten-
sion, through the addition of these agents, may
decrease nebulization rate. This may be attributed to
reduction in capillary wavelength, causing an increase
in threshold amplitude[45] or through their influence
on the diffusion of gas into cavitation bubbles.[47]

When a range of pharmaceutically relevant surfactant
systems was nebulized, an inverse relationship was
found between droplet size and surface tension over
the entire concentration range investigated or to a peak
value.[33] There was no relationship between this peak
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value and a specific surface tension or the critical
micelle concentration. In most cases, the total fluid
output was unchanged.

Most nebulizer formulations are solutions, but a few
corticosteroid suspension formulations have been mar-
keted. In general, ultrasonic nebulizers are less efficient
and more variable in delivering suspensions than are
air-jet nebulizers. Although soluble radiopharmaceuti-
cals may be more appropriate for delivery from ultra-
sonic nebulizers,[48] Lin et al.[49] successfully used an
ultrasonic nebulizer to deliver radiolabeled sulfur and
tin colloids for lung imaging. McCallion et al.[50] neb-
ulized a range of latex sphere suspensions in air-jet
and ultrasonic nebulizers. No correlation was found
between the size of the suspended spheres and the size
distribution of the nebulized droplets. Higher outputs
of smaller spheres were reported, with a concentrating
effect occurring in the residual volume. The ultrasonic
nebulizer studied was less efficient than the jet nebuli-
zers, degrading some of the larger spheres and
being unable to atomize suspended spheres of a specific
size range.

Nebulizers, particularly air-jet devices, have been
studied extensively for the delivery of liposomes to
the lung (e.g., Refs.[51,52]). Because in ultrasonic nebu-
lizers, thetemperature of fluid in the reservoir is raised
during use, they have generally been avoided for deli-
vering liposomes, which exhibit temperature-depen-
dent drug release. Barber and Shek[53] reported that
egg phosphatidylcholine (egg PC) liposomes with a
mean size of 281 nm or smaller were stable to nebuliza-
tion in a DeVilbiss Ultra-Neb 99� ultrasonic nebulizer.
However, dipalmitoylphosphatidylcholine liposomes
of 499 nm increased in size within the nebulizer reser-
voir, suggesting fusion of vesicles, which could result
in loss of entrapped hydrophilic materials. A later
study[54] showed that the size of large multilamellar
egg PC liposomes remaining in a Medix Electronic
nebulizer decreased markedly during nebulization,
suggesting vesicle disruption, which was reduced by
including cholesterol in the formulations.

Ultrasonic nebulizers are less suitable than jet nebu-
lizers for delivery of proteins to the airways because of
their thermal sensitivity. In a comparison of eight air-
jet and two ultrasonic nebulizers, all air-jet nebulizers
maintained the enzymatic activity of rhDNase in both
the collected aerosol and the residual volume.[31] With
the ultrasonic nebulizers, some thermal denaturation
of the enzyme was evident toward the end of the neb-
ulization period when the liquid volume was minimal
and its temperature highest. The maximum tempera-
ture of the rhDNase solution was 58�C, which was
near the thermal transition temperature (approxi-
mately 65�C) of the enzymes.[31]

Ip et al.[55] investigated DeVilbiss Aerosonic�,
Mountain Medical Microstat�, and Medix Electronic�

ultrasonic nebulizers for the delivery of recombinant
consensus a-interferon. The extent of protein aggre-
gation was governed by the type of nebulizer used
with, the Easimist causing the least and Microstat the
most aggregation. This was related to the increase in
temperature and could be minimized by cooling the
nebulizer solution during use. The Aerosonic� nebuli-
zer completely inactivated lactate dehydrogenase after
20 min.[38] The profile of inactivation differed from that
of an air-jet nebulizer and was associated both with the
temperature increase of the nebulizer fluid and the
aerosol production. The activity of the enzyme was
almost completely retained if Tween 80 or PEG 8000
was included in the nebulizer fluid.

GUIDELINES AND STANDARDIZATION
FOR THE USE OF NEBULIZERS

The British Thoracic Society Nebulizer Project Group
published a set of guidelines for nebulizer treatment.[18]

Their findings relating to ultrasonic devices are sum-
marized as follows:

1. The aim of treatment is to deliver a therapeutic
dose of the drug as an aerosol in the form of res-
pirable particles within 5–10 min.

2. Nebulizers are useful when large doses of drug
are to be inhaled by patients too ill to use alter-
native devices and when drugs are not available
for delivery from pMDIs and DPIs.

3. Nebulizers are generally used to treat acute
exacerbations of asthma or chronic obstructive
pulmonary disease. Other indications include
long-term bronchodilator treatment of chronic
airflow obstruction; prophylactic treatment for
asthma; antimicrobial drugs for cystic fibrosis,
bronchiectasis, and HIV/AIDS; and sympto-
matic relief in palliative care.

4. When drugs other than bronchodilators are
being nebulized, equipment known to provide
a suitable output should be used, and specific
instructions should be given to patients. Such
treatment should be supervised by hospital
specialists.

5. Nebulization times for bronchodilators should
be less than 10 min. Nebulization times and cor-
rect operation of devices should be familiar to
the patients.

Convenience and patient preference determine
whether a mouthpiece or face mask is used.

Currently, there are no U.S. Pharmacopeia or
European Pharmacopoeia standard tests for charac-
terizing the output of respiratory solutions or suspen-
sions generated by air-jet or ultrasonic nebulizers.
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If nebulizers are to truly compete with pMDIs and
DPIs, standardization of methods to measure dead
volume, quantity of aerosol emitted from the device,
nebulization times, and the size distribution of nebu-
lized clouds is a logical and fundamental requirement.
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INTRODUCTION

Pharmaceutical manufacturing can be divided into a
number of unit process on the basis of a few funda-
mental principles. The following monograph describes
briefly fluid flow and heat and mass transfer.

FLUID FLOW

Fluids (liquids and gases) are a form of matter that
cannot achieve equilibrium under an applied shear
stress but deform continuously, or flow, as long as
shear stress is applied.

Streamlines are hypothetical lines without width
drawn parallel to all points to the motion of the fluid.
As velocity increases, pressure decreases. Pressure field
around an object is the reverse of velocity field. This
may appear to contradict common experience. How-
ever, it follows from the principle of conservation of
energy and finds expression in Bernoulli’s theorem.

Bernoulli’s Theorem

At any point in system through which a fluid is flow-
ing, the total mechanical energy can be expressed in
terms of potential energy, pressure energy, and kinetic
energy.

Potential energy of a body is its capacity to do work
by reason of its position relative to some center of
attraction. For unit mass of fluid at a height z above
some reference level, the potential energy is zg.

Pressure energy or flow energy is an energy form
peculiar to the flow of fluids. The work done and the
energy acquired in transferring the fluid is the product
of the pressure P and the volume.

Volume of unit mass of the fluid is the reciprocal of
the density r. For an incompressible fluid, the density
is not dependent on the pressure, so for unit mass of
fluid the pressure energy is P/r.

Kinetic energy is a form of energy possessed by a
body by reason of its movement. If the mass of

the body is m and its velocity u, the kinetic energy is
1/2 mu2, and for unit mass of fluid the kinetic energy
is u2/2.

The total mechanical energy of unit mass of fluid is
therefore

u2

2
þ P

r
þ zg

and proved no energy is lost or gained by the system,
the mechanical energy at two points A and B is the
same as that expressed by Eq. (1).

u2
A

2
þ PA

r
þ zAg ¼ u2

B

2
þ PB

r
þ zBg ð1Þ

This relationship neglects the frictional degradation
of mechanical energy that occurs in real systems. A
fraction of the total energy is dissipated in overcoming
shear stresses induced by velocity gradients in the fluid.
Energy E lost during flow between A and B must be
considered. The dimensions of each component are
L2 T�2, Length2 Time�2. In practice, each term is
divided by g (LT�2) to give the dimension of length.
The terms are then referred to as velocity head, press-
ure head, potential head, and friction head, the sum
giving the total head of the fluid as shown in Eq. (2).

u2
A

2g
þ PA

rg þ zA
¼ u2

B

2g
þ PB

rg
þ zB þ

E

g
ð2Þ

The evaluation of the kinetic energy term requires
consideration of the variation in velocity found in the
direction normal to flow. The kinetic energy, given
by the term u2

mean/2, differs from the true kinetic
energy found by summation across the flow direction.
The former can be retained, however, if a correction
factor a is introduced. Then

velocity head ¼ u2
mean

2ga

where a has a value of 0.5 in laminar flow and
approaches unity in fully turbulent flow. Mechanical
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energy is added to the system at some point by means
of a pump. The work W done, in absolute units, on a
unit mass of fluid at A is given by Eq. (3).

W

g
þ u2

A

2g
þ PA

pg
þ zA ¼ u2

B

2g
þ PB

rg þ zB
þ E

g

ð3Þ

The power required through a system at a certain
rate may be calculated using Eq. (3) to drive a liquid.
The sum of heads, DH, being the total head against
which the pump must work is therefore

W

g
þ DH

If the work performed and energy acquired by unit
mass of fluid is DHg, the power required to transfer
mass m in time t is given by

Power ¼ DHgm

t

As the volume flowing in unit time Q is m/rt, the
power is given by Eq. (4).

Power ¼ QDHgr ð4Þ

Flow Measurement

The Bernoulli theorem can also be applied to the
measurement of flow rate. The passage of an incom-
pressible fluid through a constriction results in an
increase in velocity from u1 to u2, which is associated
with a decrease in pressure from P1 to P2, which can
be measured directly. The volumetric flow rate Q ¼
u1a1 ¼ u2a2 by algebraic rearrangement (which is not
shown). The final linear velocity u2 can be described
by Eq. (5).

u2
2

2
� u2

1

2
¼ P1 � P2

p
ð5Þ

The volumetric flow rate can be described by
Eq. (6).

Q ¼ a2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðP1 � P2Þ
p

�

1 � a2
2=a

2
1

�

v

u

u

t

This derivation neglects the correction of kinetic
energy loss due to nonuniformity of flow in both cross
sections and the frictional degradation of energy dur-
ing passage through the constriction. This is corrected
by the introduction of a numerical coefficient, CD,

known as the coefficient of discharge, as shown in
Eq. (6).

Q ¼ CDa2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðP1 � P2Þ
p

�

1 � a2
2=a

2
1

�

v

u

u

t
ð6Þ

The value of CD depends on conditions of flow and
shape of the constriction. For a well-shaped constriction
(notably circular cross section), it would vary between
0.95 and 0.99 for turbulent flow. The value is much lower
in laminar flow because the kinetic energy correction is
larger. The return of the fluid to the original velocity
by means of a diverging section forms a flow-measuring
device known as a Venturi meter.

The Venturi meter is shown in Fig. 1A. The con-
verging cone leads to the narrowest cross section
known as the throat. The change in pressure is mea-
sured across this part of the meter and the volumetric
flow rate found by substitution into Eq. (6). Values of
the coefficient of discharge are given previously. The
diverging section or diffuser is designed to induce a
gradual return to the original velocity. This minimizes
eddy formation in the diffuser and permits the recovery
of a large proportion of the increased kinetic energy as
pressure energy. The permanent loss of head due to
friction in both converging and diverging sections is
small. The meter is therefore efficient.

When the minimization of energy degradation is less
important, the gradual economic return to the original
velocity may be abandoned, compensation for loss of
efficiency being found in a device that is simpler,
cheaper, and more adaptable than the Venturi meter.
The orifice meter, to which this statement applies, con-
sists simply of a plate with an orifice. A representation
of flow through the meter is depicted in Fig. 1B,
indicating convergence of the fluid stream after passage
through the orifice to give across section of minimum
area called the vena contracta. The downstream
pressure tapping is made at this cross section. The
volumetric flow rate is given by Eq. (6) in which a2 is
the jet area at the vena contracta. The measurement
of this dimension is inconvenient. It is therefore related
to the area of the orifice, a0, which can be accurately
measured by the coefficient of contraction Cc by the
relation Cc ¼ a2/a0.

The coefficient of contraction, frictional losses
between the tapping points, and kinetic energy cor-
rections are absorbed in the coefficient of discharge.
The volumetric flow rate is then given by Eq. (7).

Q ¼ CDa0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðP1 � P2Þ
p

�

1 � a2
0=a

2
1

�

v

u

u

t
ð7Þ
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If the orifice is small compared with the pipe cross
section, the term (1 � (a0

2/a1
2)) approaches unity. As

P1 � P2 ¼ Dhrg, Dh being the difference in head
developed by the orifice, Eq. (7) reduces to Eq. (8).

Q ¼ CDa0ðDhrgÞ1=2 ð8Þ

The value of CD for the orifice meter is about 0.6,
varying with construction, the ratio a0/a1, and flow
conditions within the meter. Due to its complexity, it
cannot be calculated.

After passage through the orifice, flow disturbance
during retardation causes the dissipation of most of
the excess kinetic energy as heat. The permanent loss
of head is therefore high, increasing as the ratio of
a0/a1 falls, ultimately reaching the differential head
produced within the meter.

The Bernoulli theorem may be used to determine
the change in pressure caused by retardation of fluid
at the upstream side of a body immersed in a fluid
stream. This principle is applied in the Pitot tube,
shown in Fig. 1C. The fluid velocity is reduced
from ua, the velocity of the fluid filament in alignment
with the tube, to zero at B, an position known as the
stagnation point. The pressure, Pb, is measured at this
point by the method shown in Fig.1 C. The undis-
turbed pressure, Pa, is measured in this example with
a tapping point in the wall connected to a manometer.

As the velocity at B is zero, Eq. (10) reduces to

u2
a

2
¼ Pb � Pa

r

and u2 can be calculated. As only a local velocity is
measured, variation of velocity in a section can be
studied by altering the position of the tube. This pro-
cedure must be used if the flow rate in a pipe is to be
measured. The mean velocity is derived from velocities
measured at different distances from the wall. This
derivation and the low pressure differential developed
render the Pitot tube less accurate than either the ven-
turi tube or the orifice meter for flow measurement.
Hence, the tube is small in comparison with the pipe
diameter and, therefore, produces no appreciable loss
of head.

The rotameter (a variable area meter), shown in Fig.
1D, is commonly used, giving a direct flow rate reading
by the position of a small float in a vertical, calibrated
glass tube through which the fluid is flowing. The tube
is internally tapered toward the lower end so that the
annulus between float and wall varies with the position
of the float. Acceleration of the fluid through the annu-
lus produces a pressure differential across the position
of the float and an upward force upon it. At the equi-
librium position, which may be stabilized by a slow
rotation of the float, this upward force is balanced by
the weight force acting on the float. If the equilibrium

To manometers

A

Us B

Pa  Pb

C

Pressure
tapping

Pressure
tapping

Vena
contracta

Onfince
D

B

Fig. 1 (A) Venturi meter; (B) orifice meter; (C) Pitot tube; and (D) rotameter.
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is disturbed by increasing the flow rate, the balance of
weight force and the pressure differential are produced
by movement of the float upward to a position at
which the area of the annulus is bigger. For accurate
measurement, the rotameter is calibrated with the fluid
to be metered. Its use is, however, restricted to that
fluid.

Laminar and Turbulent Flow

The nature of flow may be examined by introducing a
dye into the axis of the tube. At low speeds, the dye
forms a coherent thread, which grows very little in
thickness with distance down the tube. However, with
progressive increase in speed, the line of dye begin to
waver and then break up. Secondary motions crossing
and recrossing the general flow direction occur.
Finally, at very high speeds, no filament of dye is
detected and mixing is instantaneous. In this experi-
ment, flow changes from laminar to turbulent, the
change occurring at a critical speed. Generalizing, in
laminar flow, the instantaneous velocity at a point is
always the same as the mean velocity in both magni-
tude and direction. In turbulent flow, order is lost
and irregular motions are imposed upon the main
steady motion of the fluid. At any instant of time,
the fluid velocity at a point varies in both magnitude
and direction, having components perpendicular as
well as parallel to the direction of net flow. Over a per-
iod of time, these fluctuations even out to give the net
velocity in the direction of flow.

In turbulent flow, rapidly fluctuating velocities
produce high velocity gradients within the fluid.
Proportionately large shear stresses are developed,
and to overcome them, mechanical energy is degraded
and dissipated in the form of heat. The degradation of
energy in laminar flow is much smaller.

The turbulent mechanism that carries motion, heat,
or matter from one part of the fluid to another is
absent in laminar flow. The agency of momentum
transfer is the shear stress arising from the variations
in velocity, that is, the viscosity. Similarly, heat and
matter can only be transferred across streamlines on
a molecular scale, heat by conduction and matter by
diffusion. These mechanisms that are present but less
important in turbulent flow are comparatively slow.
Velocity, temperature, and concentration gradients
are, therefore, much higher than in turbulent flow.

The Flow of Liquids in Pipes

The many pharmaceutical processes that involve the
transfer of a liquid confer great importance on the
study of flow in pipes. This study permits the evalu-
ation of pressure loss due to friction in a simple pipe

and assesses the additional effects of pipe roughness,
changes in diameter, bends, exists, and entrances.
When the total pressure drop due to friction is known
for the system, the equivalent head can be derived and
the power requirement for driving a liquid through the
system can be calculated from Eq. (9).

Streamline flow in a tube

The mathematical analysis of streamline flow in a sim-
ple tube results in the expression known as Poiseuille’s
law, one form of which is Eq. (9).

Q ¼ DPpd4

128Zl
ð9Þ

where Q is the volumetric flow rate or discharge, DP is
the pressure drop across the tube, d and l are the diam-
eter and length of the tube, respectively, and Z is the
viscosity of the fluid.

Where flow in the tube is streamline or turbulent, an
infinitesimally thin stationary layer is found at the wall.
The velocity increases from zero at this point to a
maximum at the axis of the tube. The velocity profile
of streamline flow is shown in Fig. 9A. The velocity
gradient du/dr varies from a maximum at the wall to
zero at the axis. In flow through a tube, the rate of
shear is equal to the velocity gradient, and Eq. (1) dic-
tates the same variation of shear stress.

To derive Poiseuille’s law, the form of the velocity
profile must first be established. For a fluid contained
within a radius r flowing in a tube of radius R, the
pressure drop across length l is DP; therefore, the
pressure force driving this section is DPpr2. If the flow
is steady, this force can only be balanced by opposing
viscous forces acting on the ‘‘wall’’ of the section. This
force is

t ¼ DPr

2l

Substituting for Eq. (1) gives

� du

dr
¼ DPr

2Zl

The velocity gradient is negative because u decreases as
r increases. If r ¼ R, then u ¼ 0. Integration gives

Z u

0

du ¼ DP

2Zl

Z r

R

r dr
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Therefore, Eq. (10) can be written as

u ¼ DP

2Zl
R2 � r2

2

� �

ð10Þ

This relation shows that the velocity distribution
across the tube is parabolic. For such a distribution,
the maximum velocity is twice the mean velocity.

The volumetric flow rate across an annular section
between r and (r þ dr) is given by

Q ¼ 2pr dr r:

Substituting for u for Eq. (10) gives

Q ¼ DPp
2Zl
ðR2r � r2Þr dr

The total volumetric flow rate is the integral between
the limits r ¼ R and r ¼ 0:

Q ¼ DPp
2Zl

Z R

0

ðR2r � r3Þdr

¼ DPp
2Zl

R2
r2

2 � r4

4

 !R

0

Therefore Eq. (9) is valid:

Q ¼ DPpR4

8Zl
¼ DPpd4

128Zl

where d is the diameter of the tube.
As Q ¼ umeanp(d2/4), substitution and rearrange-

ment gives Eq. (11).

DP ¼ 32umeanZl

d2
ð11Þ

The Significance of Reynolds Number Re

The Reynolds number describes the ratio of the inertia
and viscous or frictional forces. Higher the Reynolds
number, greater is the relative contribution of inertial
effects. At very low Re, viscous effects predominate
and the contribution of inertial forces can be ignored.

Calculation of the Pressure Drop
in a Pipe Due to Friction

If the volumetric flow rate of a liquid of density r and
viscosity Z through a pipe of diameter d is Q, the deri-
vation of the mean velocity u from the flow rate and

pipe area completes the data required for calculating
Re. If the pipe roughness factor is known, the equiva-
lent value of R/ru2 can be read from Fig. 2, and the
shear stress at the pipe wall calculated. The total fric-
tional force opposing motion is the product of R and
the surface area of the pipe, pdl, where l is the length
of the pipe. If the unknown pressure drop across the
pipe is DP, the force driving through the pipe is
DP�pd2/4. Equating pressure force and frictional force,

DP ¼ pd2

4
¼ Rpdl

Therefore, Eq. (12) follows.

DP ¼ 4Rl2

d
ð12Þ

Division by rg gives the pressure loss as a friction
head.

Flow in Tubes of Non-Circular Cross Section

The foregoing arguments may be applied to turbulent
flow in noncircular ducts by introducing a dimension
equivalent to the diameter of a circular pipe. This is
known as the mean hydraulic diameter, dm, which is
defined as four times the cross-sectional area divided
by the wetted perimeter. The following examples are
given:

For a square channel of side b,

dm ¼
4b2

4b
¼ b

For an annulus of outer radius r1 and inner radius r2,

4ðpr1
2 � pr2

2Þ
2pr1 þ 2pr2

¼ 2ðr1 � r2Þ

Transition
region

Turbulent flow

Rough pipe (e/a=0.05)

Rough pipe (e/a=0.005)

Smooth pipe

Laminar
flow

0.1

0.01

0.001

R
/p

u2

102 103 104 105 106

Re=(pud)/η

Fig. 2 Pipe friction chart R/ru2 vs. Re.
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This simple modification does not apply to laminar
flow in noncircular ducts.

Frictional Losses at Pipe Fittings

In addition to the friction losses at the wall of a
straight pipe, losses occur at the various fittings and
valves used in practical systems. In general, these losses
are derived from sudden changes in the magnitude or
direction of flow induced by changes in geometry. They
can be classified as losses due to a sudden contraction
of enlargement, losses at entrance or exit, and losses
due to pipe curvature. Losses can be conveniently
expressed as a length of straight pipe offering the same
resistance. This is usually in the form of a number of
pipe diameters. For example, the loss at a right-angled
elbow is equivalent to the length of a straight pipe
equal to 40 diameters. The sum of the equivalent
lengths of all fittings and vales is then added to the
actual pipe length and the total frictional loss
estimated by Eq. (20).

Motion of Bodies in a Fluid

Viscous and inertial forces operate to determine the
flow pattern and drag force on a body moving relative
to a fluid. The Reynolds number, which expresses their
ratio, is used as a parameter to predict flow behavior.
The relation between the drag force and its controlling
variables is presented in a manner similar to that
employed for flow in a pipe. Considering a sphere
moving relative to a fluid, the projected area normal
to flow is pd2/4, where d is the diameter of the sphere.
The drag force acting on the unit projected area R0 is
determined by the velocity u, the viscosity Z, and the
density r of the fluid and the diameter of the sphere
d. Dimensional analysis yields Eq. (13).

R

ru2
¼ fðReÞ ¼ f

udr
Z

� �

ð13Þ

This form of Reynolds number, Re0, employs the
diameter of the sphere as the linear dimensions.

With the exception of an analysis at very low Re.
values, the form of this function is established by
experiment. Results are presented on logarithmic
coordinates in Fig. 3. When Re0 is less than about
0.2, viscous forces are solely responsible for drag on
the sphere and Eq. (13) becomes

R

ru2
¼ 12

Re

Therefore,

Total drag force ¼ R
pd2

4
¼ ru2

12

Re

pd2

4
¼ 3pZdu

ð14Þ

This is the normal form of Stokes law.
At larger Re0 values, the experimental curve pro-

gressively diverges from this relation, ultimately
becoming independent of Re0 and giving a value of
R/ru2 equal to about 0.22. As Re0 increases, the form
drag increases, ultimately becoming solely responsible
for the force opposing motion.

For nonspherical particles, the analysis employs the
diameter of a sphere of equivalent volume. A correc-
tion factor, which depends upon the shape of the body
and its orientation in the fluid, must be applied.

An important application of this analysis is the esti-
mation of the speed at which particles settle in a fluid.
Under the action of gravity, the particle accelerates
until the weight force mg is exactly balanced by the
opposing drag. The body then falls at a constant ter-
minal velocity u. Equating weight and drag forces gives
Eq. (15).

mg ¼ p
6

d3ðrs � rÞg ¼ R
pd2

4
ð15Þ

where r is the density of the particle.
For a sphere falling under streamline conditions

(Re00.2), R0 ¼ ru2 (12/Re0). Substituting in Eq. (15)
gives Eq. (16).

u ¼ d2ðrs � rÞg
18Z

ð16Þ

R
′/p

u2

Re′=(pud)/η
10-3 10-1

10-1

101

101

103

103

Fig. 3 R0/ru2 vs. Re0 number for a smooth sphere.
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This expression follows more simply from the equation
mg� 3pdZu.

Flow of Fluids through Packed Beds

The analysis of the flow of fluids through a permeable
bed of solids is widely applied in filtration, leaching,
and several other processes. A first approach may be
made by assuming that the interstices of the bed corre-
spond to a large number of discrete, parallel capillaries.
If the flow is streamline, the volumetric flow rate Q is
given for a single capillary by Eq. (14):

Q ¼ DPpd4

128Zl

where l is the length of the capillary and d its diameter,
DP is the pressure drop across the capillary, and Z is
the viscosity of the fluid. The length of the capillary
exceeds the depth of the bed by a value that depends
upon its tortuosity. The depth of bed, L, is however,
proportional to the capillary length l so that

Q ¼ DPd4

kZL
;

where k is a constant for a particular bed. If the area
of the bed is A and it contains n capillaries per unit
area, the total flow rate is given by

Q ¼ DPd4nA

kZL

Both n and d are not normally known. However, they
have certain values for a given bed, expressed by
Eq. (17).

Q ¼ KA
DP

ZL
ð17Þ

where K ¼ d4n/k. This constant is a permeability coef-
ficient and its reciprocal, 1/K, is the specific resistance.
Its value characterizes a particular bed.

The postulate of discrete capillaries precludes valid
comment on the factors that determine the permea-
bility coefficient. Channels are not discrete but are
interconnected in a random manner. Nevertheless, the
resistance to the passage of fluid must depend on
the number and dimensions of the channels. These
can be expressed in terms of the fraction of the bed
which is void, that is, the porosity, and the manner in
which the void fraction is distributed. Illustrating this
reference to a specific example, water would flow more
easily through a bed with a porosity of 40% than

through a bed of the same material with a porosity of
25%. It would also flow more quickly through a bed
of coarse particles than through a bed of fine particles
packed to the void fraction or porosity. The latter effect
can be expressed in terms of the surface area offered to
the fluid by the bed. This property is inversely pro-
portional to the size of the particles forming the bed.
Permeability increases as the porosity increases and
the total surface of the bed decreases and these factors
may be combined to give the hydraulic diameter d0 of
an equivalent channel. This is defined by:

d ¼ Volume of voids

Total surface of material forming bed

The volume of voids is the porosity, and the volume
of solids is (1 � e). If the specific surface area, that is,
the surface area of unit volume of solids, is S0, the total
surface presented by unit volume of the bed is S0(1 � e).
Therefore, Eq. (18) applies.

d ¼ e
S0ð1 � eÞ ð18Þ

Under streamline conditions, the rate at which a
fluid flows through this equivalent channel is given
by Poiseuille’s Eq. (14).

The velocity u’ in the channel is derived by dividing
the volumetric flow rate by the area of the channel,
k0d02. Combining the constants,

u ¼ Q

kd2
¼ DPd2

kZL

This velocity, when averaged over the entire area of the
bed, solids, and voids, gives the lower value u. These
velocities are related by

u ¼ ue

Therefore:

u

e
¼ DPd2

kZL

Substituting for d0 by means of Eq. (18) gives

u

e
¼ DP

kZL
e2

ð1 � eÞ2S2
0
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and Eq. (19)

u ¼ DP

kZL
e3

ð1 � eÞ2S2
0

ð19Þ

In this equation, known after its originator as Kozeny’s
equation, the constant k00 has a value of 5 � 0.5. As Q ¼
uA, where A is the area of the bed, Eq. (19) can be
transformed to Eq. (20).

Q ¼ DPA

ZL
� e3

5ð1 � eÞ2S2
0

ð20Þ

This analysis shows that permeability is a complex func-
tion of porosity and surface area, the latter being
determined by the size distribution and shape of the
particles. The appearance of specific surface in Eq. (20)
offers a method for its measurement and provides the
basis of fluid permeation methods of size analysis. This
equation also applies in the studies of filtration.

Pumps

Eqs. (8) and (9) examine the power requirement for
driving a liquid through a system against an opposing
head. This energy is normally generated by a pump. In
different processes, the quantities to be delivered, the
opposing head, and the nature of the fluid vary widely,
and many pumps are made to meet these differing
requirements. Basically, however, pumps can be div-
ided into positive-displacement pumps, which may be
reciprocating or rotary, and impeller pumps. Positive-
displacement pumps seek to displace a fixed volume
of fluid with each stroke or revolution; impeller pumps,
on the other hand, impart high kinetic energy to the
fluid which is subsequently converted to pressure
energy. The volume discharged depends upon the
opposing head.

The equipment for pumping gases and liquids is
essentially similar. Machines delivering gases are
commonly called compressors or blowers; compressors
discharge at relatively high pressures and blowers at
relatively low pressures. The lower density and
viscosity of gases results in higher operating speeds
and, to minimize leakage, smaller clearance between
moving parts.

HEAT TRANSFER

Heat transfer in process vessels has been described pre-
viously in this encyclopedia.[1] The following is a more
complete review of heat transfer as a unit operation in

pharmacy. Heat energy can only be transferred from a
region of higher to a region of lower temperature.
Understanding heat transfer requires the study of the
mechanism and rate of this process.

Heat is transferred by three mechanisms: conduc-
tion, convection, and radiation. It is unusual for the
transfer to take place by one mechanism only.

Conduction is the most widely understood
mechanism of heat transfer and the main method in
solids. The flow of heat depends upon the transfer of
vibrational energy from one molecule to another and,
in the case of metals, the movement of free electrons.
Radiation is rare in solids but examples are found
among glasses and plastics. Convection by definition,
is not possible under these conditions. Conduction in
the bulk of fluids is normally overshadowed by
convection, but it assumes great importance at fluid
boundaries.

Heat is transferred from or to a region by the
motion of fluids and the phenomenon of convection.
In natural convection, the movement is caused by
buoyancy forces induced by variations in the density
of the fluid; these variations are caused by differences
in temperature. In forced convection, movement is
created by an external agency such as a pump.

All bodies with a temperature above absolute zero
radiate heat in the form of electromagnetic waves.
The radiation may be transmitted, reflected, or
absorbed by matter, the fraction absorbed being trans-
formed into heat. Radiation is of great importance at
very high or very low temperatures and under circum-
stances in which the other modes of heat transmission
are suppressed. Although the heat losses can, in some
cases, equal the losses by natural convection, the mech-
anism is, from the standpoint of pharmaceutical pro-
cessing, least important and needs only brief
consideration.

Heat transfer in many systems occurs as a steady-
state process, and the temperature at any point in the
system does not vary with time. In other important
processes, temperatures in the system do vary with
time. This situation, which is common among the
small-scale, batch-operated processes of the pharma-
ceutical and fine chemical industry, is known as
unsteady heat transfer and, as warming or cooling
occurs, the thermal capacity (i.e., the size and specific
heat), of the system becomes important. Analysis of
unsteady heat transfer is complex.

Heat Transfer through a Wall

Heat transfer by conduction through walls follows the
basic relation given by Fourier’s equation [Eq. (21)],
which states that the rate of heat flow, Q, is
proportional to the temperature gradient, dT/dx, and

Unit Processes in Pharmacy: Fundamentals 3869



U
nit–V

ali dation

to the area normal to the heat flow, A

Q ¼ �kA
dT

dx
ð21Þ

As the distance x increases, the temperature T
decreases. Hence, measuring in the x direction, the
temperature gradient, dT/dx, is algebraically negative.
The proportionality constant k is the thermal conduc-
tivity. Its numerical value depends on the material of
which the body is made and on its temperature.

Metals exhibit high conductivity, although values
vary widely. Nonmetallic solids normally have lower
conductivities than do metals. For the porous materi-
als of this group, the overall conductivity lies between
that of the homogeneous solid and the air that perme-
ates the structure. Low resultant values lead to wide
use as heat insulators. Carbon is an exception among
nonmetals. Its relatively high conductivity and chemi-
cal inertness permit its wide use in heat exchangers.

Steady nondirectional heat transfer through a plane
wall of thickness x and area A is represented in Fig. 4A.
Assuming that thermal conductivity does not change
with temperature, the temperature gradient is linear
and equal to (T1 � T2)/x, where T1 is the temperature
of the hot face and T2 the temperature of the cool face.
Eq. (21) then becomes Eq. (22)

Q ¼ kA
T1 � T2

x
ð22Þ

This may be rearranged to Eq. (23)

Q ¼ A
T1 � T2

x=k
ð23Þ

where x/k is the thermal resistance. Thus, for a given
heat flow, a large temperature drop must be created
if the wall or layer has a high thermal resistance.

Conversely, the heat flow promoted by a given tem-
perature difference is reduced if the thermal resistance
is increased. This is the principle of insulation by lag-
ging, and it is illustrated by a composite wall, as shown
in Fig. 4B. If steady-state heat transfer exists, the rate of
heat transfer is the same for both materials. Therefore,

Q ¼ k1AðT1 � T2Þ
x1

¼ k2AðT2 � T3Þ
x2

The major temperature drop occurs across the dis-
tance x2, indicating that this material provides the
major thermal resistance. (In the case of heavily lagged,
thin metal walls, the temperature drop and thermal
resistance of the metal are so small that they can be
ignored). Rearrangement of this equation and the elim-
ination of the junction temperature gives Eq. (24).

Q ¼ A
ðT1 � T2Þ

ðx1=k1 þ x2=k2Þ
ð24Þ

Equations of this form can be applied to any number
of layers.

Heat Transfer in Pipes and Tubes

Pipes and tubes are common as barriers over which
heat exchange takes place. Conduction is complicated
in this case by the changes in the area over which heat
is transferred. If Eq. (21) is to be retained, some value
of A must be derived from the length of the pipe, l,
and the internal and external radii, r1 and r2, respect-
ively. If the pipe is thin-walled and the ratio r2/r1 is less
than approximately 1.5, the heat transfer area can be
based on an arithmetic mean of the two radii, and
Eq. (21) becomes Eq. (25).

Q ¼ k2p
r2 þ r1

2
l
T1 � T2

r2 � r1
ð25Þ

This equation is inaccurate for thick-walled pipes,
where the heat transfer area must be based on a logar-
ithmic mean radius rm. Heat transfer is then expressed
by Eq. (26)

Q ¼ k2prml

T1 � T2

r2 � r1
ð26Þ

where

rm

r2 � r1

logr2
er1

A B

T1

T1

Q Q

x

T2

T2

T3

x1 x2

Fig. 4 Conduction of heat through (A) a plane wall and
(B) a composite wall.
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Heat Exchange between a Fluid
and a Solid Boundary

Conduction and convection contribute to the transfer
of heat from a fluid to a boundary. The distribution
of temperatures at a plane barrier separating two fluids
may be considered. If the fluids are turbulent motion,
temperature gradients are confined to a relatively
narrow region adjacent to the wall. Outside this region,
turbulent mixing, the mechanism of which has been
explained earlier, is very effective in the transfer of
heat. Temperature gradients are quickly destroyed
and equalization at values T1 and T2 occurs. Within
the region, there exists a laminar sublayer across which
heat is transferred by conduction only. The tempera-
ture gradients produced by a given heat flow are corre-
spondingly high. Outside the laminar layer, eddies
contribute to the transfer of heat by moving fluid from
the turbulent bulk to the edge of the sublayer, where
heat can be lost or gained, and by corresponding
movements in the opposite direction. The temperature
gradients in this region, where both convection and
conduction contribute to heat transfer, are smaller
than in the sublayer.

The major resistance to the flow of heat resides in
the laminar sublayer. Its thickness, therefore, is of criti-
cal importance in determining the rate of heat transfer
from the fluid to the boundary. It depends on the
physical properties of the fluid, the flow conditions,
and the nature of the surface. Increase in flow velocity,
for example, decreases the thickness of the layer and,
therefore, its resistance to heat flow.

To evaluate the rate of heat transfer at a boundary,
a film, transmitting heat only by conduction is postu-
lated. This fictitious film presents the same resistance
to heat transfer as the complex turbulent and laminar
regions near the wall. If on the hot side of the wall
the fictitious layer had a thickness x1, the equation of
heat transfer to the wall would be

Q ¼ kA
T1 � T1 wall

x1

where k is the thermal conductivity of the fluid. A simi-
lar equation applies to heat transfer at the cold side of
the wall. The thickness of the layer is determined by the
same factors that control the extent of the laminar sub-
layer. In general the layer thickness is not known and
the above equation is rewritten as Eq. (27).

Q ¼ h1AðT1 � T1 wallÞ ð27Þ

where h1 is the heat-transfer coefficient for the film
under discussion. It corresponds to the ratio k/x1

and is the Btu/ft2 � h � �F. It is a convenient numerical
expression of heat flow by conduction and convection

at a boundary. The approximate evaluation of these
coefficients is discussed later.

The film coefficient h2 may be used to characterize
heat transfer from the barrier to the colder fluid.

T1 � T1 wall ¼
Q

h1A
T1 wall � T2 wall ¼

Qxw

hwA

where kw is the thermal conductivity of the wall, and

T2 wall � T2 ¼
Q

h2A

Addition and rearrangement of these equations gives
Eq. (28).

Q ¼ A

ð1=h1 þ xw=kw þ 1=h2Þ
ðT1 � T2Þ ð28Þ

The quantity

1

ð1=h1 þ xw=kw þ 1=h2Þ

is called the overall heat-transfer coefficient U. A
general expression of the rate of heat transfer then
becomes Eq. (29).

Q ¼ UADT ð29Þ

or

ql

DTk
¼ constant

l3DTagr2

Z2

� �

CpZ
k

� �q

ð30Þ

Heat transfer by free convection can thus be pre-
sented as a relation between three dimensionless
groups: CpZ/k is known as the Prandtl number, the
combination l3DTagr2/Z2 as the Grashof number,
and ql/DT, the Nusselt number may also be written
hl/k.

The specific relation in which these groups stand is
established for a particular system experimentally.

The fluid properties, Cp, k, Z, and r are themselves
temperature dependent. In establishing a correlation,
the temperature at which these properties are to be
measured must be chosen. This is usually the tempera-
ture of the main body of the fluid or the mean of this
temperature and the temperature of the surface.

The exponents r and q are usually found experimen-
tally to be equal to 0.25 in streamline flow and 0.33 in
turbulent flow. The constant varies with the configur-
ation. As an example, the heat transfer to gases and
liquids from a large horizontal pipe by free convection
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is described by Eq. (31)

qd

kDT
¼ 0:47

d3DTagr2

Z2

� �

CpZ
k

� �0:25

ð31Þ

The linear dimension in this correlation is the pipe
diameter d. The fluid properties are to be measured
at the mean of the wall and bulk fluid temperatures.

In forced convection, the fluid is moved over
the surface by a pump or blower neglecting natural
convection are usually neglected. The study of forced
convection is of great practical importance and vast
amount of data have been amassed for streamline
and turbulent flow in pipes, across and parallel to
tubes, across plane surfaces, and in other important
configurations such as jackets and coils.

In forced convection, the heat transferred per unit
area per unit time q, is determined by a linear dimen-
sion which characterizes the surface l, the temperature
difference between the surface and the fluid, DT, the
viscosity Z, the density r, and the velocity u, of the
fluid, its conductivity k, and its specific heat Cp.
Dimensional analysis yields Eq. (32)

qd

kDT
¼ constant

CpZ
k

� �x
ulr
Z

� �y

ð32Þ

where ql/kT is the Nusselt number, Nu, CpZ/k is the
Prandtl number, Pr, and ulr/Z is the Reynolds num-
ber, Re, a parameter discussed previously. The values
of the indices, x and y and of the constant are estab-
lished for a particular system experimentally. In the
case of turbulent flow in pipes, the correlation for
fluids of low viscosity is given by Eq. (33).

Nu ¼ 0:023 PrxRe0:8 ð33Þ

where x has the value 0.4 for heating and 0.3 for cool-
ing. The linear dimension used to calculate Re or Nu is
the pipe diameter, and the physical properties of the
fluid are to be measured at the bulk fluid temperature.
This relation shows that in a given system, the film
coefficient varies as the fluid velocity0.8. If the flow
velocity is doubled, the film coefficient increases by a
factor of 1.7.

Heat Transfer to Boiling Liquids

Heat transfer to boiling liquids occurs in a number of
operations, for example, distillation and evaporation.
Heat is transferred by both conduction and convection
in a process further complicated by the phase change
that occurs at the heating boundary. When boiling is
induced by a heater in contact with a pool of liquid,
the process is known as pool boiling. Liquid movement

is derived only from heating effects. In other systems,
the boiling liquid may be driven through or over
heaters, a process referred to as boiling with forced
circulation.

Pool boiling

If a horizontal heating surface is in contact with a
boiling liquid, a sequence of events occurs as the tem-
perature difference between the surface and the liquid
increases.

When DT is small, the degree of superheating of the
liquid layers adjacent to the surface is low and bubble
formation (growth and disengagement), if present, is
slow. Liquid disturbance is small and heat transfer
can be estimated from expressions for natural convec-
tion given, for example, in Eq. (29).

Vapor formation becomes more vigorous and bub-
ble chains rise from points that progressively increase
in number and finally merge. This movement increases
liquid circulation. This phase is called nucleate boiling
and is the practically important regime. A peak flux
occurs and a maximum heat-transfer coefficient is
obtained. At this point, DT is known as the critical
temperature drop. For water, the value lies between
40 and 50�F (4–10�C). The critical temperature drop
for organic liquids is somewhat higher. Beyond the
critical temperature, vapor formation is so rapid that
escape is inadequate and a progressively larger fraction
of the heating surface becomes covered with a vapor
film. This represents a transition from nucleate boiling
to film boiling. When this transition is complete, the
vapor entirely covers the surface, film boiling is fully
established, and the heat flux rises again.

The low heat-transfer coefficient renders film boil-
ing undesirable and equipment is designed for and
operated at temperature differences which are less than
the critical temperature drop. If a constant tempera-
ture heat source such as steam or hot liquid is
employed, exceeding the critical temperature drop
results simply in a drop in heat flux and process
efficiency. If, however, a constant heat-input source is
used, as in electrical heating, decreasing heat flux as
the transition region is entered causes a sudden and
possibly damaging increase in the temperature of the
heating element; such damage is known as boiling
burn-out.

Boiling heat-transfer coefficients depend upon both
the physical character of the liquid and the nature of
the heating surface. Through the agencies of wetting,
roughness, and contamination, the latter greatly influ-
ences the formation, growth, and disengagement of
bubbles in the nucleate boiling regime. There is, at
present, no reliable method of estimating the boiling
coefficients of heat transfer from the physical proper-
ties of the system.
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Boiling inside a vertical tube

Heat transfer to liquids boiling in vertical tubes is com-
mon in evaporators. If a long tube of suitable diameter
in which liquid lies at a low level is heated, the pattern
of boiling is established Fig. 5. At low levels, boiling
may be suppressed by the imposed head (Fig. 5A).
Higher in the tube, bubbles are produced, which rise
and coalesce (Fig. 5B). Slug formation due to bubble
coagulation occurs (Figs. 5C and D). The slugs finally
break down (Fig. 5E). Escape is hindered and both
liquid and vapor move upward at an increasing speed.
Draining leads to separation of the phases, giving an
annular film of liquid dragged upward by a core of

high velocity vapor (Fig. 5F). In long tubes, the main
heat transfer takes place in this region by either forced
convection or nucleate boiling. At low temperature
differences between wall and film, heat transfer occurs
quietly as in forced convection. This is the normal
regime in a climbing film evaporator and heat flux
can be calculated from correlations of the type given
in Eq. (40). At high temperatures differences, nucleate
boiling takes place in the film and the vigorous move-
ment leads to an increase in heat transfer coefficient.

Boiling with forced circulation

In many systems, movements other than those caused
by boiling are imposed. For example, boiling in agi-
tated vessels is common in many batch processes.
The boiling heat-transfer coefficients depend upon
the properties of the liquid, the nature of the surface,
and the agitation. The coefficients obtained are slightly
higher than those of pool boiling. Inside the tubes, the
pattern of forced circulation boiling is similar to that
described in the previous section. Coefficients, how-
ever, are higher because the velocities attained are
higher.

Heat Transfer from Condensing Vapors

When a saturated vapor is brought into contact with a
cool surface, heat is transferred to the surface and a
liquid condenses. The vapor may consists of a single
substance or a mixture, some components of which
may be non-condensable.

The process is described by the following sequence.
The vapor diffuses to the boundary where actual
condensation takes place. In most cases, the conden-
sate forms a continuous layer over the cooling surface,
draining under the influence of gravity. This is known
as film condensation. The latent heat liberated is trans-
ferred through the film to the surface by conduction.
Although this film offers considerable resistance to
heat flow, film coefficients are usually high.

Dropwise condensation

Under some surface conditions, the condensate does
not form a continuous film. Droplets are formed which
grow, coalesce, and then run from the surface. As a
fraction of the surface is always directly exposed to
the vapor, film resistance is absent, and heat-transfer
coefficients, which may be ten times those of film
condensation, are obtained. This process is known as
dropwise condensation. Although highly desirable, its
occurrence, which depends upon the wettability of
the surface, is not predictable and cannot be used as
a basis for design.

A B C

D E F

Fig. 5 Boiling in a narrow vertical tube. (A) Boiling

suppressed by head, natural convection is shown; (B) bubble
formation; (C) slug formation due to bubble coagulation; (D)
fully developed slug flow; (E) breakdown of slugs at high
vapor rates; (F) annular-flow-climbing film.
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Condensation of a pure vapor

For film condensation, a theoretical analysis of the
laminar flow of a liquid film down an inclined surface
and the progressive increase in thickness due to
condensation yields Eq. (34) for the mean-transfer
coefficient hm

hm ¼ constant
r2k3lg
DTZx

� �0:25

ð34Þ

where l is the latent heat of vaporization; r, k, and Z
are the density, thermal conductivity, and viscosity of
the liquid, respectively; DT is the difference in tem-
perature between the surface and vapor. Experimen-
tally determined coefficients confirm the validity of
Eq. (34). In practice, however, the coefficients are
somewhat higher due to disturbance of the film arising
from a number of actors. As the condensation rate
rises, the thickness of the condensate layer increases
and the film coefficient falls. However, a point may
be reached in long vertical tubes at which flow in the
layer becomes turbulent. Under these conditions, the
coefficient rises again and Eq. (34) is not valid. Coeffi-
cients may also be increased if high vapor velocities
induce ripples in the film.

Condensation of mixed vapors

If a mixture of condensable and noncondensable gases
is cooled below its dew point at a surface, the former
condenses, leaving the adjacent layers richer in the
latter, thus creating an added thermal resistance. The
condensable fraction must diffuse through this layer
to reach the film of condensate and heat-transfer
coefficients are normally very much lower than the
corresponding value for the pure vapor. For example,
the presence of 0.5% of air has been found to reduce
the heat transfer by condensation of steam by as much
as 50%.

Heat Transfer by Radiation

Of the radiation that falls on a body, a fraction a is
absorbed, a fraction r is reflected, and a fraction t is
transmitted. These fractions are called absorptivity,
reflectivity, and transitivity, respectively. Most indus-
trial solids are opaque such that the transmissivity is
zero and Eq. (35) holds.

a þ r ¼ 1 ð35Þ

Reflectivity, and therefore, absorptivity depend
greatly on the nature of the surface. The limiting case,

that of a body which absorbs all and reflects none of
the incident radiation, is called a black body.

Exchange of radiation

The exchange of radiation is based upon two laws. The
first, known as Kirchoff’s law, states that the ratio of
the emissive power to the absorptivity is same for all
bodies in thermal equilibrium. The emissive power of
a body, E, is the radiant energy emitted from unit area
in unit time. A body of area A1 and emissivity E1,
therefore, emits energy at a rate E1A1. If the radiation
falling on unit area of the body is Eb, the rate of energy
absorption is Eba1A1, where a1 is the absorptivity. At
thermal equilibrium, Eba1A1. For another body in the
same environment, Eba1A2 ¼ E2A2, leading to Eq. (36)

Eb ¼
E1

a1
¼ E2

a2
ð36Þ

For a black body, a ¼ 1. The emissive power is
therefore Eb. The black body is a perfect radiator
and is used as the comparative standard for other sur-
faces. The emissivity e of a surface is defined as the
ratio of the emissive power E of the surface to
the emissive power of a black body at the same tem-
perature Eb, as shown by Eq. (37).

e ¼ E

Eb
ð37Þ

Emissivity is numerically equal to absorptivity. As
emissive power varies with wavelength, the ratio
should be quoted at a particular wavelength for many
materials. However, the emissive power is a constant
fraction of the black body radiation, that is, the emiss-
ivity is constant. These materials are known as gray
bodies.

The second fundamental law of radiation, known as
the Stefan–Boltzmann law, states that the rate of
energy emission from a black body is proportional to
the fourth power of the absolute temperature T, as
shown by Eq. (38)

E ¼ sT4 ð38Þ

where E is the total emissive power and s is the Stefan–
Boltzmann constant. It is sufficiently accurate to say
that the heat emitted in unit time Q from a black body
of area A is given by

Q ¼ sAT4
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and for a body that is not perfectly black by Eq. (39)

Q ¼ seAT4 ð39Þ

where e is the emissivity.
The net energy gained or lost by a body can be esti-

mated by these laws. The simplest case is that of a gray
body in black surroundings. These conditions, in which
none of the energy emitted by the body is reflected
back, are approximately those of a body radiating to
atmosphere. If the absolute temperature of the body
is T1, the rate of heat loss is seAT4

1 [Eq. (40)], where
A is the area of the body and e its emissivity. Surround-
ings at a temperature T2 emit radiation proportional to
sT4

2, and a fraction, determined by area and absorp-
tivity a, is absorbed by the body; this heat is saAT4

2,
and as absorptivity and emissivity are equal, Eq. (40)
is valid.

Net heat-transfer rate ¼ seAðT4
1 � T4

2 Þ ð40Þ

If part of the energy emitted by a surface is reflected
back by another surface, the calculation of radiation
exchange is more complex. Equations for various sur-
face configurations take the following general form:

Q ¼ F1F2sAðT4
A � T4

BÞ

where F1 and F2 are factors determined by the con-
figuration and emissivity of surfaces at temperatures
TA and TB.

MASS TRANSFER

Mass transfer in unit operations has been described in
detail previously in this encyclopedia.[2] The following
is a brief review to complete the overview of unit pro-
cesses in pharmacy.

In mass transfer operations, two immiscible phases
are normally present, one or both of which are fluid.
In general, these phases are in relative movement and
the rate at which a component is transferred from
one phase to the other is greatly influenced by the bulk
movement imposed upon the fluids. In most drying
processes, for example, water vapor diffuses from a
saturated layer in contact with the drying surface into
a turbulent air stream. The boundary layer, as
described earlier, consists of a sublayer in which flow
is laminar and an outer region in which flow is tur-
bulent. The mechanism of diffusion differs in these
regimes. In the laminar layer, movement of water
vapor molecules across streamlines can occur only by
molecular diffusion. In the turbulent region, the move-
ment of relatively large units of gas, called eddies, from

one region to another causes mixing of the components
of the gas. This is called eddy diffusion. Eddy diffusion
is a more rapid process and although molecular dif-
fusion is still present, its contribution to the overall
movement of material is small. In still air, eddy dif-
fusion is virtually absent and evaporation occurs by
molecular diffusion.

Molecular Diffusion of Gases

Transport of material in stagnant fluids or across
streamlines of a fluid in laminar flow occurs by molecu-
lar diffusion. Two adjacent compartments, separated
by a partition containing pure gases A or B may be
envisaged. Random movement of all molecules occurs
so that after a period tome, molecules are found quite
remote from their original positions. If the partition is
removed, some molecules of A move toward the region
occupied by B, their number depending on the number
of molecules at the point considered. Concurrently,
molecules of B diffuse toward regimes formerly occu-
pied by pure A.

Ultimately, complete mixing occurs. Before this
point in time, a gradual variation in the concentration
of A occurs along an axis, designated x, which joins
the original compartments. This variation, expressed
mathematically, is �dCA/dx, where CA is the concen-
tration of A. The negative sign arises because the con-
centration of A decreases as the distance x increases.
Similarly, the variation in the concentration of gas B
is �dCB/dx. The rate of diffusion of A, NA, depends
on the concentration gradient and the average velocity
with which the molecules of A move in the x direction.
This relationship is expressed by Fick’s law, given by
Eq. (41)

NA ¼ �DAB
d=CA

dx
ð41Þ

where D is the diffusivity of A in B, a property
proportional to the average molecular velocity and,
therefore, dependent on the temperature and pressure
of the gases. The rate of diffusion NA is usually
expressed as the number of moles diffusing across unit
area in unit time. As with the basic equations of heat
transfer, Eq. (41) indicates that the rate of a process
is directly proportional to a driving force, which, in
this context, is a concentration gradient.

This basic equation can be applied to a number
of situations. Restricting discussion exclusively to
steady-state conditions, in which neither dCA/dx or
dCB/dx change with time, equimolecular counter
diffusion is considered first.
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Equimolecular counterdiffusion

If no bulk flow occurs in an element of length dx, the
rates of diffusion of the two gases A and B must be
equal and opposite, that is, NA ¼ �NB.

The partial pressure of A changes by dPA over the
distance dx. Similarly, the partial pressure of B changes
dPB. As there is no difference in total pressure across
the element (no bulk flow), dPA/dx must equal
�dPB/dx. for an ideal gas, the partial pressure is
related to the molar concentration by the relation

PAV ¼ nART

where nA is the number of moles of gas A in a volume
V. As the molar concentration CA is equal to nA/V,
therefore

PA ¼ CART

Consequently, for gas A, Eq. (40) can be written as in
Eq. (42),

NA ¼ �
DAB

RT

dPA

dx
ð42Þ

where DAB is the diffusivity of A in B. Similarly,

NB ¼ �
DBA

RT

dPB

dx
¼ DAB

RT

dPA

dx

It, therefore, allows that DAB ¼ DBA ¼ D. If the partial
pressure of A at x1 is PA1

and at x2 is PA2
, integration of

Eq. (42) gives Eq. (43).

NA ¼ �
D

RT

PA2
� PA1

x2 � x1

� �

ð43Þ

A similar equation may be derived for the counter-
diffusion of gas B.

Diffusion through a stationary, non-diffusing gas

An important practical case arises when a gas A dif-
fuses through a gas B, there being no overall transport
of gas B. It arises, for example, when a vapor formed at
a drying surface diffuses into a surrounding gas. At the
liquid surface, the partial pressure of A is dictated by
the temperature. For water, it would be 12.8 mm Hg
(1.7 kPa) at 15�C. Some distance away the partial
pressure is lower, and the concentration gradient
causes diffusion of A away from the surface. Similarly,
a concentration gradient for B must exist, the concen-
tration being lowest at the surface. Diffusion of this
component takes place toward the surface. There is,
however, no overall transport B so that diffusional

movement must be balanced by bulk flow away from
the surface. The total flow of A is, therefore, the diffu-
sional flow of A plus the transfer of A associated with
this bulk movement.

Molecular Diffusion in Liquids

Equations describing molecular diffusion in liquids are
similar to those applied to gases. The rate of diffusion
of material A in a liquid is given by Eq. (40).

NA ¼ D
dCA

dx

Fick’s law for steady-state equimolal counterdiffusion
is then expression by Eq. (44)

NA ¼ �D
CA2

� CA1

x2 � x1
ð44Þ

where CA2
and CA1

are the molar concentrations at
points x2 and x1 respectively.

Equations for diffusion through a layer of stagnant
liquid can also be developed. The applicability of these
equations is, however, limited because diffusivity in a
liquid varies with concentration. In addition, unless
the solutions are very dilute, the total molar concen-
tration varies from point to point. These complications
do not arise with diffusion in gases.

Diffusivities in liquids are very much lower than dif-
fusivities in gases, commonly by a factor of 104.

Mass Transfer in Turbulent and Laminar Flow

As already explained, movement of molecules across
the streamlines of a fluid in laminar flow can occur
only by molecular diffusion. If the concentration of a
component A varies in a direction normal to the
streamlines, the molar rate of diffusion is given by
Eq. (44).

When a fluid flows over a surface, the surface
retards the adjacent fluid region, forming a boundary
layer, If the flow throughout the fluid is laminar, the
equation for molecular diffusion may be used to evalu-
ate the mass transferred across the boundary layer. In
most important cases, however, the flow in the bulk of
the fluid is turbulent. The boundary layer is then con-
sidered to consist of three distinct flow regimes. In the
region of the boundary layer most distant from the sur-
face, flow is turbulent, and mass transfer is the result of
the interchange of large portions of the fluid. Mass
interchange is rapid and concentration gradients are
low. As the surface is approached, a transition from
turbulent to laminar flow occurs in the transition or
buffer region. In this region, mass transfer by eddy
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diffusion and molecular diffusion are of comparable
magnitude. In a fluid layer at the surface, a fraction
of a millimeter thick, laminar flow conditions persist.
This laminar sublayer, in which transfer occurs by mol-
ecular diffusion only, offers the main resistance to
mass transfer as shown in Fig. 6A. As flow becomes
more turbulent, the thickness of the laminar sublayer
and its resistance to mass transfer decrease.

An approach to the evaluation of the rate of
mass transfer under these conditions lies in the postu-
lation of a film, the thickness of which offers the same
resistance to mass transfer as the combined laminar,
buffer, and turbulent regions. The analogy with
heat transfer by conduction and convection is exact
and quantitative relations between heat and mass
transfer can be developed for some situations. This,
however, is not attempted here. The postulate of an
effective film is explained by Fig. 6B. As a gas flows
over a surface, equimolecular counterdiffusion of com-
ponents A and B occurs, A away from the surface and
B toward the surface. The variation in partial pressure
of A with distance from the surface is shown in Fig. 6A.
At the surface, the value of PAi, a linear fall to PAb

occurs over the laminar sublayer. Beyond this, the
partial pressure falls less steeply to the value PA at
the edge of the boundary layer. A value slightly higher
than this is PAg, the average partial pressure of A
in the entire system. In general, the gas content of
the laminar layer is so small that PA and PAg are
virtually equal. If the molecular diffusion were solely
responsible for diffusion, the partial pressure PAg

would be reached at some fictitious distance x0 from
the surface, over which the concentration gradient
(PAi � PAg)/x0 exists. The molar rate of mass transfer
would then be

NA ¼
D

RT
� PAi � PAg

x

However, x0 is not known, and Eq. (45) may be written
as

NA ¼ �
kg

RT
ðPAi � PAgÞ ð45Þ

where kg, is a mass transfer coefficient, the units of
which are cm sec�1. As CA ¼ PA/RT, it can also be
written as

NA ¼ kgðCAi � CAgÞ

where CAi and CAg are the gas concentrations at either
side of the film. Similar equations describe the dif-
fusion of B in the opposite direction.

Diffusion across a liquid film is described by Eq. (46)

NA ¼ k1ðCAi � CA1Þ ð46Þ

where CAi is the concentration of component A at the
interface and CA1 is its concentration in the bulk of the
phase.

In all cases, the mass-transfer coefficient depends
upon the diffusivity of the transferred material and
the thickness of the effective film. The latter is largely
determined by the Reynolds number of the moving
fluid, that is, its average velocity, density, and viscosity,
and some linear dimension of the system. Dimensional
analysis gives the following relation:

kd

D
¼ constðReÞq Z

rD

� �r

where Re is the Reynolds number, k the mass transfer
coefficient, D the diffusivity, and d a dimension charac-
terizing the geometry of the system.

This relation is analogous to the expression for the
heat transfer by forced convection given earlier. The
dimensionless group kd/D corresponds to the Nusselt
group in heat transfer. The parameter Z/rD is known
as the Schmidt number and is the mass-transfer
counterpart of the Prandtl number. For example, the
evaporation of a thin liquid film at the wall of a pipe
into a turbulent gas is described by the equation

kd

D
¼ 0:023 Re0:8Sc0:33

where Sc is the Schmidt number. Although this equa-
tion expresses experimental data, comparison with
Eq. (41) again demonstrates the fundamental relation
of heat and mass transfer.

Similar relations have been developed empirically
for other situations. The flow of gases normal to
and parallel to liquid surfaces can be applied to drying
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Fig. 6 Mass transfer at (A) a boundary and (B) an interface.
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processes, and the agitation of solids in liquids can pro-
vide information for crystallization or dissolution.

Interfacial Mass Transfer

On a macroscopic scale, the interface can be regarded
as a discrete boundary. On the molecular scale, how-
ever, the change from one place to another takes place
over several molecular diameters. Due to movement of
molecules, this region is in a state of violent change, the
whole surface layer changing many times a second.
Transfer of molecules at the actual interface is, there-
fore, virtually instantaneous and the two phases are,
at this point in equilibrium.

As the interface offers no resistance, mass transfer
between phases can be regarded as the transfer of a
component from one bulk phase to another through
two films in contact, each characterized by a mass-
transfer coefficient. This is the two-film theory and
the simplest of the theories of interfacial mass transfer.
For the transfer of a component from a gas to a liquid,
the theory is described in Fig. 6B. Across the gas film,
the concentration, expressed as partial pressure, falls
from a bulk concentration PAg to an interfacial con-
centration PAi. In the liquid, the concentration falls
from an interfacial value CAi to bulk value CA1.

At the interface, equilibrium conditions exist. The
break in the curve is due to the different affinity of
component A for the two phases and the different units
expressing concentration. The bulk phases are not,
of course, at equilibrium and it is the degree of dis-
placement from equilibrium conditions that provides
the driving force for mass transfer. If these conditions
are known, an overall mass-transfer coefficient can be
calculated and used to estimate the mass-transfer rate.

Transfer of a component from one mixed phase to
another, as described above, occurs in several pro-
cesses. Liquid–liquid extraction, leaching, gas absorp-
tion, and distillation are examples. In other processes
such as drying, crystallization, and dissolution, one
phase may consist of only one component. Concen-
tration gradients are set up in one phase only, with
the concentration at the interface given by the relevant
equilibrium conditions. In drying, for example, a layer
of air in equilibrium (i.e., saturated) with the liquid is
postulated at the liquid surface and mass transfer to
a turbulent air stream is described by Eq. (44),
the interfacial concentration being the saturation

concentration. The rate of solution is determined by
the difference between the interfacial concentration
and the concentration in the bulk solution, and the
mass-transfer coefficient.
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INTRODUCTION

The fundamentals of unit processes have been
described elsewhere.[1,2] The following is a summary
of the major operations. Although it is broad in scope,
the abbreviated form of this article has resulted in
selected omissions. References are given, wherever
possible, to make up for this deficiency.

EVAPORATION AND DISTILLATION

Evaporation

The term evaporation, in the pharmaceutical industry,
is primarily associated with the removal of water and
other solvents by boiling in batch processes.

Heat transfer to boiling liquids in an evaporator

The heat required to boil a liquid in an evaporator is
usually transferred from a heating fluid, such as steam
or hot water, across the wall of a jacket or tube in or
around which the liquid boils. A qualitative discussion
of the methods used to secure high rates of heat flow
can be used on Eq. (1),

Q ¼ UA DT ð1Þ

where Q is the rate of heat flow, U is the overall heat
transfer coefficient, A is the area over which heat is
transferred, and DT is the difference in temperature
between the fluids.

Other factors described by Eq. (1) are the area of the
heat transfer surfaces, which should be as large as pos-
sible, and the temperature difference between the heat-
ing surface and the boiling liquid. As long as the critical
heat flux is not exceeded, the latter also should be large.

The physical properties of solution and liquids

A number of physical factors, which are inter-related,
are relevant to the study of evaporation. For a given

heating fluid, the temperature difference across the
wall of an evaporator is determined by the boiling tem-
perature, a variable controlled by the external pressure
and the concentration of the solute in the solution. The
boiling temperature and the solute concentration both
influence the viscosity of the solution, a factor which
greatly affects the heat transfer coefficient. The boiling
temperature also determines the solubility of dissolved
constituents and the degree of concentration which can
be carried out without separation of solids.

The Effect of Heat on the Active Constituents of a
Solution. The thermal stability of components of a
solution may determine the type of evaporator to be
used and the conditions of its operation. If a simple
solution contains a hydrolyzable material and the rate
of its degradation during evaporation depends on its
concentration at any time, an exponential relation
between the remaining fraction, F, and the time, t,
characteristic of a first-order reaction, is obtained, as
shown in Eq. (2).

F ¼ e�kt ð2Þ

The dependence of the reaction velocity constant, k,
on the absolute temperature, T, is expressed by Eq. (3),

k ¼ Ae�B=T ð3Þ

where A and B are constants characteristic of the reac-
tion. Thus, at temperatures T1, T2, and T3, where
T1 > T2 > T3, the relation between the remaining
fraction and the time of heating becomes clear, as
shown in Fig. 1. This indicates the importance of
the temperature and time of heating. If the latter can
be shortened, the temperature of evaporation can be
increased greatly without increasing the fraction which
is degraded. If, therefore, the effect of temperature on
the rate of evaporation is known, it is possible to define
the conditions of time and temperature at which
decomposition is minimum.

In practice, the kinetics of degradation and the
relation of evaporation rate and temperature are
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usually not known. This is particularly true when the
criteria by which the product is judged are color, taste,
or smell. In addition, this analysis neglects the tem-
perature variation in the evaporating liquid and the
degradation in boundary films where temperatures
are higher. Therefore, experiments are often necessary
to determine the suitability of an evaporation process.

In batch processes, the time of exposure to heat is
well defined. This is also true of continuous processes
in which the liquid to be evaporated is passed only
once through the heater. In continuous processes, is
where the liquid is recirculated through the heater,
the average residence time, a, is given by the ratio.

The volumetric discharge is only an indication of
the damage that may be caused by prolonged heating.
If perfect mixing occurs in the evaporator, the fraction,
f, which is in the unit for time t or less, is given by
Eq. (4).

f ¼ 1 � e�t=a ð4Þ

This relation shows that an evaporator, for
example, with an average residence time of 1 h holds
13.5% of active principles for 2 h and about 2% for 4 h.

Evaporators

It is convenient to classify evaporators into natural cir-
culation evaporators, forced-circulation evaporators,
and film evaporators.

Natural circulation evaporators

Small-scale evaporators consist of a simple pan heated
by a jacket or a coil, or both. Admission of the heating
fluid to the jacket induces the liquid in the vessel to
boil. Very small evaporators may be open, the vapor

escaping to atmosphere or into a vented hood. Larger
pan evaporators are closed, the vapor escaping
through a pipe. Small jacketed pans are efficient and
easy to clean and may be fitted for the vacuum evapora-
tion of thermolabile materials. Their size, however, is
limited because the ratio of heating area to volume
decreases as the capacity increases. Larger vessels must
employ a heating coil which increases their evaporating
capacity but it also makes cleaning more difficult.

Forced-circulation evaporators

On the smallest scale, forced-circulation evaporators
are similar to the pan evaporators described priviously,
modified only by the inclusion of an agitator. Vigorous
agitation increases the boiling film coefficient, the
degree of which depends on the type and speed of
the agitator. An agitator should be used for the evap-
oration of viscous materials to prevent degradation
of material at the heated surfaces. Some large-scale
continuous units are similar to the natural circulation
evaporators already described.

Film evaporators

In the short tubes of the calandria, an intimate mixture
of vapor and liquid is discharged at the top as shown in
Fig. 2A. If the length of the tube is greatly increased,
progressive phase separation occurs until a high veloc-
ity core of vapor is formed which propels an annular
film of liquid along the tube. This phenomenon, which
is one stage of flow when a liquid and a gas pass in the
same direction along a tube, is employed in film evap-
orators. The turbulence of the film gives very high heat
transfer coefficients, and the bubbles and vapor
evolved are rapidly swept into the vapor stream.
Although recirculation may be adopted, it is possible
with the high evaporation is found in long tubes to
sufficiently concentrate the liquid in a single pass.
Because a very short residence time is obtained, very
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Fig. 2 (A) Evaporator with calandria; (B) climbing film
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Fig. 1 The effect of time and temperature of degradation.
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thermolabile materials may be concentrated at rela-
tively high temperatures. Film evaporators are also
suitable for materials which foam strongly. Various
types have been developed, but all are essentially con-
tinuous in operation and their capacity starts from a
few liters per hour upward.

The climbing film evaporator, which is the most
common film evaporator, consists of tubes 15 to 30 feet
(4.5–13.6 m) long and 1 to 2 in. (2.5–5 cm) in diameter
mounted in a steam chest (Fig. 2B). The feed liquid
enters the bottom of the tubes and flows upward for
a short distance before boiling begins. The length of
this section, which is characterized by low heat transfer
coefficients, may be minimized by preheating the feed
to its boiling point. The pattern of boiling and phase
separation follows and a mixture of liquid and vapor
emerges from the top of the tube to be separated by
baffles or by a cyclone separator. Climbing film evap-
orators are not suitable for the evaporation of viscous
liquids.

In the falling film evaporator, the liquid is fed to the
top of a number of long heated tubes. Because the
gravity assists the flow down the tube, this arrange-
ment is better suited to the evaporation of moderately
viscous liquids. The vapor evolved is usually carried
downward and the mixture of liquid and vapor
emerges from the bottom for separation. Even distri-
bution of liquid must be secured during feeding.
The tendency to channel in some tubes leads to drying
in others.

The rising-falling film evaporator concentrates a
liquid in a climbing film section and leads the emerging
liquid and vapor into a second tube section which
forms a falling film evaporator. Good distribution of
liquid is claimed in the falling film section and this type
is particularly suitable for liquids which greatly
increase in viscosity during evaporation.

In mechanically aided film evaporators, a thin
film of material is maintained on the heat transfer sur-
face irrespective of the viscosity. This is usually
achieved by means of a rotor, concentric with the tube,
which carries blades that either scrape the tube or
ride with low clearance in the film. Mechanical agi-
tation permits the evaporation of highly viscous mate-
rials or those that have a low thermal conductivity.
Because the temperature variations in the film are
reduced and residence times are shortened, the vacuum
evaporation of viscous thermolabile materials becomes
possible.

Evaporation without boiling

During heating, some evaporation takes place at the
surface of a batch of liquid before boiling begins. Simi-
larly, liquids that are very viscous or excessively froth
may be concentrated without boiling. The diffusion

of vapor from the surface is described by Eq. (5),

NA ¼ kg RTðPAi � PAgÞ ð5Þ

where NA is the number of moles evaporating from
unit area in unit time, kg is the mass transfer coefficient
across the boundary layer, R is the gas constant, T is
the absolute temperature, PAi is vapor pressure of the
liquid, and PAg is the partial pressure of the vapor in
the gas stream; kg is proportional to the gas velocity.

Distillation

Distillation is a process in which a liquid mixture is
separated into its component parts by vaporization.
The vapor evolved from a boiling liquid mixture is nor-
mally richer in the more volatile components than the
liquid with which it is in equilibrium. Distillation rests
upon this fact. Although multicomponent mixtures are
most common in distillation processes, an understand-
ing of the operation can be based on the vapor pressure
characteristics of two-component or binary mixtures.

Binary mixtures of immiscible liquids:
steam distillation

If the components of a binary mixture are immiscible,
the vapor pressure of the mixture is the sum of the
vapor pressures of the two components, each exerted
independently and not as a function of their relative
concentrations in the liquid. This property is employed
in steam distillation, a process particularly applicable
to the separation of high boiling substances from
non-volatile impurities. The steam forms a cheap and
inert carrier. The principles of the process also apply
to other immiscible systems.

The composition of the distillate is calculated in the
following way. For two components, A and B, the total
vapor pressure, P, is the sum of the vapor pressures of
the components, PA and PB. Since the partial pressure
of a component in a gaseous mixture is proportional to
its molar concentration, the composition of the vapor
is given by Eq. (6),

nA

nB
¼ PA

PB
ð6Þ

where nA and nB are the number of moles of A and B
in the vapor, respectively. If WA and WB are the weights
of A and B in the vapor, Eq. (7) holds,

WA

MA
¼ MB

WB
¼ PA

PB
ð7Þ

where MA and MB are the respective molecular weights.
The distillate obtained from the vapor is WA þ WB,
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and the percentage of A in the distillate is expressed by
Eq. (8).

WA

MA þ WB
� 100 ¼ PAMA

PAMA þ PBWB
� 100 ð8Þ

The ratio of immiscible organic liquid to water in
the distillate is increased if the former has a high
molecular weight or a high vapor pressure. Steam
distillation under vacuum may be employed when the
thermal stability of the material prohibits temperatures
of approximately 100�C.

The Relation of Vapor Pressure and Mixture Compo-
sition. In a binary mixture of two completely miscible
components, the vapor pressure is a function of the
mixture composition as well as of the vapor pressures
of the two pure components. If the liquids are ideal,
the relation of vapor pressure and composition is given
by Raoult’s law. At a constant temperature, the partial
vapor pressure of a constituent of an ideal mixture is
proportional to its mole fraction in the liquid. Thus,
for a mixture of A and B, the partial vapor pressure
of A is given by Eq. (9),

PA ¼ P0
A � xA ð9Þ

where P0
A is the vapor pressure of pure A and xA is its

mole fraction. Similarly, the partial vapor pressure of B
is expressed by Eq. (10).

PB ¼ P0
B � xB ð10Þ

The total pressure of the system, P, is simply PA þ PB.
Very few liquid mixtures rigidly obey Raoult’s law.

Consequently, the vapor pressure data must be determ-
ined experimentally. Mixtures that deviate positively
from this law give a total vapor pressure curve
which lies above the theoretical straight line. Negative
deviations fall below the line. In extreme cases, devia-
tions are so large that a range of mixtures exhibits a
higher or lower vapor pressure than either of the pure
components.

Returning to ideal systems, the partial pressure of a
component in the vapor is proportional to its mole
fraction, as shown in Eq. (11) for component A,

PA ¼ yAP ð11Þ

where PA is the partial pressure of A in the vapor and
yA is its mole fraction. Because, PA ¼ P0

A � xA, Eqs. (12)
and (13) can be written as:

yA ¼
xAP0

B

P
ð12Þ

similarly,

yB ¼
xBP0

B

P
ð13Þ

If A is the more volatile component, P0
A is greater than

P. Therefore yA is greater than xA, that is, the vapor is
richer in the more volatile component than the liquid
with which it is in equilibrium.

Systems that form minimum boiling mixtures are
common. Ethyl alcohol and water provide an example,
the azeotrope containing 4.5% by weight of water. The
boiling point at atmospheric pressure is 78.15�C that is
0.25�C lower than the boiling point of pure alcohol.
Maximum boiling mixtures are less common. The most
familiar example is hydrochloric acid which forms an
azeotrope boiling at 108.6�C containing 20.2% by
weight of hydrochloric acid. Mixtures that form azeo-
tropes cannot be separated into the pure components
by normal distillation methods. However, separation
into the azeotrope and one pure component is possible.

Simple or differential distillation

In simple or differential distillation, the vapor evolved
from the boiling mixture is immediately removed and
condensed. Unless the boiling points of the two pure
components differ widely, a reasonable degree of sep-
aration is not possible. This method may be used to
remove low boiling solvents from aqueous solutions.

Rectification or fractionation

In simple distillation, vapor enrichment is small. In
fractionation, a term synonymous with rectification,
the vapor leaving the boiling liquid is led up a column
to meet a liquid stream or reflux which originates
higher in the column as part of the condensate. In a
series of partial condensations and vaporizations, the
rising vapor becomes richer in the more volatile
component at the expense of the falling liquid and high
degrees of separation become possible. The columns,
called fractionating columns, are of two basic types:
packed columns and plate columns.

Packed Columns. These are used for laboratory and
small-scale industrial distillation and are usually oper-
ated as a batch process. The column consists of a
vertical, hollow, cylindrical shell containing a packing
designed to offer a large interfacial contact area
between liquid and vapor. The form of the packing
varies but Raschig rings, which consist of small met-
allic or ceramic cylinders, are the most commonly used.
In general, packed columns operate under widely vary-
ing conditions without serious loss of efficiency.
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Plate Columns. A plate column consists of a series of
plates or trays on which the liquid is retained for some
period during its movement down the column. The ris-
ing vapor is bubbled through this liquid, providing
intimate contact between the phases. Liquid in reflux
moves downward between plates and is usually carried
by a downcomer. Contact between the vapor and
liquid takes place in stages.

Plate columns operate efficiently over a limited
range of conditions. They are mainly used in large-
scale continuous installations in which the conditions
of distillation can be closely maintained.

Molecular distillation

Molecular distillation is carried out without boiling at
very low pressures of the order 0.001 mm Hg
(0.133 Pa). At these pressures, collision of molecules
in the evolving vapor and reflection back to the liquid
surface is greatly decreased and the mean free path of
the molecules is of the same order as the distance
between the evaporating surface and a condenser placed
a short distance away. It then becomes possible to distil
liquids of very high boiling point although the degree
of separation cannot exceed one theoretical plate. The
process therefore is used primarily to concentrate non-
volatile components in a high boiling medium. The
vitamins in cod liver oil can be concentrated this way.
For the separation of liquids of comparable volatility,
several separate distillation stages are necessary.

Because agitation due to boiling is absent, an alterna-
tive method of maintaining the more volatile component
at the evaporating surface must be adopted. In the

industrial molecular still shown in Fig. 3, the feed is
introduced at the bottom of a heated conical rotor and
flows upward as a thin liquid layer under the action of
centrifugal force. The residue is caught in a gutter at
the top. The vapor is condensed on a concentric, water-
cooled condenser a short distance away and discharged.

AIR CONDITIONING AND HUMIDIFICATION

General principles of the supply of air in pharmaceuti-
cal processes are similar to conventional air condition-
ing. The control of its quality, however, may be more
stringent. In areas where sterile materials are made
and handled, for example, the cleaning process must
remove bacteria. In other situations, it may be neces-
sary to remove water vapor. The flow of powders is a
sensitive function of moisture content, and the equilib-
rium moisture content of a material is determined by
the humidity. Some tableting processes break down if
the humidity is too high. In such processes, the scale
of the air conditioning varies. It may be necessary to
supply a whole room with air of a certain quality.
Alternatively, conditioning may be restricted to a small
area surrounding a particular piece of equipment.

Vapor and Gas Mixtures

The study of the properties of the air–water vapor mix-
ture is called psychometry, and data are presented in
various forms of psychrometric charts presenting vari-
ous data. In Fig. 4, humidity is plotted as ordinate and
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Fig. 3 Large-scale molecular still. (From Ref.[3].)
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temperatures as abscissa. Percentage of relative
humidity is plotted as curves running across the chart.
The use of this simplified chart is demonstrated later.

Hygrometry, the Measurement of Humidity

The accurate determination of the humidity of air is
carried out gravimetrically. The water vapor present
in a known volume of air is chemically absorbed with
a suitable reagent and weighed. In less laborious meth-
ods, the humidity is derived from the dew point or the
wet-bulb depression of a water–vapor mixture.

The dew point is the temperature at which a vapor
condenses when cooled at constant pressure. If air of
the condition denoted by point A in Fig. 4 is cooled,
the relative humidity increases until the mixture is fully
saturated. This condition is given by point B; the tem-
perature coordinator is the dew point, which can be
measured rapidly by evaporating ether in a silvered
bulb. The temperature at which dew deposits from
the surrounding air is noted and the humidity is read
directly from a psychrometric chart.

The derivation of the humidity from the wet-bulb
depression requires a preliminary study of the transfer
of mass and heat at a boundary between air and water.
The difference between the air temperature and the
wet-bulb temperature is the wet-bulb depression. If
these temperatures are denoted by Ta and Twb, the rate
of heat transfer, Q, is given by Eq. (14),

Q ¼ hAðTa � TwbÞ ð14Þ

Q ¼ rkgAðHi � HaÞ ð15Þ

Equating Eqs. (14) and (15) gives Eq. (16).

Hi � Ha ¼
h

rkgl
ðTa � TwbÞ ð16Þ

Both the heat and mass transfer coefficients are
functions of air velocity. However, at air speeds greater
than about 15 ft/s (4.5 m/s), the ratio h : kg is approxi-
mately constant. The wet-bulb depression is directly
proportional to the difference between the humidity
at the surface and the humidity in the bulk of the air.
In the wet- and dry-bulb hygrometer, the wet-bulb
depression is measured by two thermometers, one of
which is fitted with a fabric sleeve wetted with water.
These thermometers are mounted side by side and
shielded from radiation, an effect neglected in the deri-
vation above. Air is drawn over the thermometers by
means of a small fan. The derivation of the humidity
from the wet-bulb depression and a psychrometric
chart are discussed later.

Many wet- and dry-bulb hygrometers operate with-
out any form of induced air velocity at the wet bulb.
This may be explained by examining another air–water
system. If a limited quantity of air and water is allowed
to equilibrate under conditions in which heat is neither
gained nor lost by the system, the air becomes satu-
rated and the latent heat required for evaporation is
drawn from both fluids which cool to the same tem-
perature. This temperature is the adiabatic saturation
temperature, T1. It is a peculiarity of the air–water sys-
tem that the adiabatic saturation temperature and the
wet-bulb temperature are the same. If water at this
temperature is recycled in a system through which air
is passing, the incoming air is cooled till it reaches
the adiabatic saturation temperature at which point it
is saturated. The temperature of the water, on the other
hand, remains constant and all the latent heat required
for evaporation is drawn from the sensible heat of the
air. Equilibrium is expressed by Eq. (17),

ðTa � T1ÞS ¼ ðH1 � HaÞl ð17Þ

where Ta is the temperature of the incoming air and S is
its specific heat, Ha and H1 are the humidities of the
incoming air and the saturated air, and l is the latent
heat of evaporation for water.

When both wet- and dry-bulb temperatures have
been found, the humidity is read from the psychro-
metric chart in the following way. The point on the
saturation curve corresponding to the wet-bulb tem-
perature is found first. An adiabatic cooling line is then
interpolated and followed until the coordinate corre-
sponding to the dry-bulb temperature is reached. The
humidity is read from the other axis.
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Humidification and Dehumidification

Most commonly, air is humidified by passage through
a spray of water. Small quantities of air are easily
dehumidified by adsorbing the water vapor with alu-
mina or silica gel arranged in columns. These are
mounted in pairs so that one can be regenerated while
the other is in use. Alternatively, the air can be cooled
below the dew point. Excess water vapor condenses
and the cold saturated air is reheated.

CRYSTALLIZATION

The term crystallization describes the production of a
solid, single-component, crystalline phase from a mul-
ticomponent fluid phase. The importance of crystalli-
zation lies primarily in the purification achieved
during the process and in the physical properties of
the product. A crystalline powder is easily handled,
stable, and often possesses good flow properties and
an attractive appearance.

Crystallization from a vapor, which occurs nat-
urally, e.g., in the formation of hoar frost, is employed
in sublimation processes and for the condensation of
water vapor during freeze-drying.

Crystallization in Melts

A melt may be defined as the liquid form of a single
material or the homogeneous liquid form of two or
more materials which solidify on cooling. Crystalliza-
tion in such a system passes through the following
stages: supercooling, nuclei formation, and crystal
growth.

If a single-component liquid is cooled, some degree,
often high, of supercooling must be established before
crystal nuclei form and growth begins. A metastable
liquid region exists below the melting point which only
can be entered by cooling. In this metastable, super-
cooled region, the absence of nucleation precludes
the formation and growth of crystals. If, however, a
crystal seed is added, growth occurs. The deliberate
seeding of a metastable system is commonly employed
in industrial crystallization. With further cooling,
spontaneous nucleation usually takes place and the
released heat of crystallization raises the temperature
of the melt to its true melting point.

Nucleation

In certain single-component systems, such as piperine,
nucleation and crystal growth are independent and can
be separately studied. The rate of nucleation as a func-
tion of supercooling is studied by maintaining the melt

for a certain time at the given temperature and then
quickly raising the temperature to the metastable
region where further nucleation is negligible but the
already formed nuclei can grow.

Spontaneous nucleation occurs when sufficient
molecules of low kinetic energy come together in such
a way that the attraction between them is sufficient to
overcome their momentum.

Crystal Growth

If nucleation and crystal growth are independent, the
latter can be studied by seeding a melt with small crys-
tals under conditions of little or no natural nucleation.
The rate of growth can then be measured. The form of
the crystal growth curve is again explained by the
kinetics of the molecules. At temperatures just below
the melting point, molecules have too much energy to
remain in the crystal lattice. As the temperature falls,
more molecules are retained and the growth rate
increases. Ultimately, however, diffusion to and orien-
tation at the crystal surface is depressed.

For crystal growth in a single component melt, the
molecules at the crystal surface must reach the correct
position at the lattice and become suitably orientated,
losing kinetic energy. These energy changes appear as
heat of crystallization, which must be transferred from
the surface to the bulk of the melt. The rate of crystal
growth is influenced by the rate of heat transfer and the
changes taking place at the surface. Agitation of the
system increases heat transfer by reducing the thermal
resistance of the liquid layers adjacent to the crystal
until the changes at the crystal face become the
controlling effect.

In multicomponent melts and solutions, deposition
of material at the crystal face depletes the adjacent
liquid layers and a concentration gradient is set up
with saturation at the face and supersaturation in the
liquid. Diffusion of molecules to the crystal face is dis-
cussed in the following section.

Crystallization from Solutions

During crystal growth, a high degree of supersatura-
tion promotes a high growth rate. A reaction at the
surface, in which, solute molecules become correctly
orientated in the crystal lattice, provides a second
resistance to the growth of the crystal. Simultaneously,
the heat of crystallization must be conducted away.

For given conditions of temperature and saturation,
agitation modifies the rate of crystal growth. Initially,
agitation quickly increases the growth rate by decreas-
ing the thickness of the boundary layer and the diffu-
sional resistance. However, as agitation is intensified,
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a limiting value is reached which is determined by the
kinetics of the surface reaction.

As with melts, soluble impurities may increase or
reduce nucleation rate. Insoluble materials may act as
nuclei and promote crystallization. Impurities may also
affect crystal form and, in some cases, are deliberately
added to secure a product with good appearance,
absence of caking, or suitable flow properties.

Crystallizers

Although other methods may be adopted, crystallizers
can be classified conveniently in the same way, a
solution is supersaturated. This leads to the self-
explanatory terms, cooling crystallizer and evaporate
crystallizer. In vacuum crystallizers, evaporation and
cooling both take place.

FILTRATION

Filtration may be defined as the removal of solids sus-
pended in a liquid or gas by passage through a pervi-
ous medium on which the solids are retained. The
pervious medium or septum is normally supported
on a base and these, together with a suitable housing
providing free access of fluid to and from the septum,
comprise the filter.

Methods

Clarification

Clarification of parenteral solutions eliminates
unwanted solids normally present in very small con-
centrations. This may be carried out with the help of
thick media, which allow the penetration and arrest
of particles by entrapment, impingement, and electro-
static effects. This procedure leads to the concept of
depth filtration in which particles, perhaps a hundred
times smaller than the dimensions of the passages
through the medium, are removed. Such filters are
not absolute and must be designed with sufficient
depth so that the probability of the smallest particle
under consideration passing right through the filter is
extremely small.

Depth filtration fundamentally differs from the use
of media in which pore size determines the size of par-
ticle retained. Such filters may be said to be ‘‘absolute’’
at a particle diameter closely related to the size of the
pore, so that there is a relatively sharp division between
particles which pass the filter and those that are
retained. An analogy with sieving may be drawn for
this mechanism. The life of such filters depends on
the number of pores available for the passage of fluid.

Once a particle is trapped at the entrance to the pore,
the contribution of the latter to the overall flow of
liquid is very much reduced. Coarse straining with a
wire mesh and membrane filter employ this mech-
anism. Sterilization of liquids by filtration could be
regarded as an extreme application of clarification in
which the complete removal of particles as small as
0.3 mm must be ensured.

Cake filtration

The most common industrial application is the fil-
tration of slurries containing a relatively large amount
of suspended solids, usually 3 to 20%. The septum acts
only as a support in this operation, the actual filtration
being carried out by the solids deposited as a cake. In
such cases, solids may completely penetrate the septum
until the deposition of an effective cake occurs. Until
this time, cloudy filtrate may be recycled. The physical
properties of the cake largely determine the method
employed. Washing and partial drying or dewatering
are often integral parts of the process. Effective dis-
charge of the cake completes the process. The solids,
the filtrate, or both may be wanted.

The Theories of Filtration

Filtration theory has two important aspects. The first
describes the flow of fluids through porous media
and is applicable to both clarification and cake fil-
tration. The second, which is of primary importance
only in clarification, is the retention of particles on a
depth filter.

Flow of fluids through porous media

The concept of a channel with a hydraulic diameter
equivalent to the complex interstitial network which
exists in a powder bed leads to Eq. (18),

Q ¼ KA DP

ZL
ð18Þ

where Q is the volumetric flow rate, A is the area of the
bed and L its thickness, DP is the pressure difference,
and Z is the viscosity of the fluid. The permeability
coefficient, K, is given by

e3

5ð1 � eÞ2S2
0

where e is the porosity of the bed and S0 its specific
surface area (cm2/cm3).

In clarification, high permeability and filtration rate
oppose good particle retention. In the formation of
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clarifying media from sintered or loose articles, accurate
control of particle size, specific surface and porosity is
possible, and, a medium can be designed which offers
the best compromise between permeability and particle
retention. The analysis of permeability given above can
be accurately applied to these systems. Because of
extremes of shape, this is not so with the fibrous media
used for clarification. Here it is possible to develop a
material of high permeability and high retentive
capacity. Such a material is, however, intrinsically weak
and must be adequately supported.

A mathematical account of the theories of clarifi-
cation with depth filters is found in the work of Ives[4,5]

and Maroudas and Eisenklam.[6]

Filters

The method by which the filtrate is driven through the
filter medium and cake, if present may be used to clas-
sify filters into:

� Gravity filters
� Vacuum filters
� Pressure filters

Each group may be further subdivided into filters
employed in continuous or batch processes although,
due to technical difficulties, continuous pressure filters
are uncommon and expensive. Centrifugation is
another means of removing filtrate. Extensive surveys
can be found in the literature.[7,8]

Many small-scale filters simply consist of a fixed,
rigid medium, robust enough to withstand limited
pressures, mounted in a suitable housing. These filters,
which are also vacuum operated, are used to clarify by
depth filtration. Media are composed of sintered
metals, ceramics, plastics, or glass. Filters prepared
from closely graded and sintered chemical powders
are suitable for the sterilization of solutions by
filtration on a manufacturing scale.

Filter Media

In cake filtration, the medium must oppose excessive
penetration and promote the formation of a junction
with the cake, to high permeability. The medium
should also give free discharge of cake after washing
and dewatering.

Rigid media

Rigid media may be loose or fixed. The former is exem-
plified by the deposition of a filter aid on a suitable
support. Filtration characteristics are governed mainly

by particle size, size distribution, and shape in a man-
ner described earlier. These factors may be varied for
different filtering requirements.

Fixed media vary from perforated metals used for
coarse straining for the removal of very fine particles
with a sintered aggregate of metal, ceramic, plastic,
or glass powder. The size, size distribution, and shape
of the powder particles together with the sintering con-
ditions control the size and distribution of the pores in
the final product. The permeability may be expressed
in terms of the coefficient given in Eq. (18). Alterna-
tively, the medium may be characterized by air
permeability. The maximum pore size, which is impor-
tant in the selection of filters for sterilization, may be
determined by measuring the pressure difference
required to blow a bubble of air through the medium
while it supports a column of liquid with a known
surface tension.

Flexible media

Flexible media may be woven or unwoven. Filter
media, woven from cotton, wool, synthetic and regen-
erated fibers, and glass and metal fibers, are used as
septa in cake filtration. Cotton is the most widely used
natural fiber, nylon is predominant among synthetic
fibers. Terylene is a useful medium for acid filtration.
Penetration and cake discharge are influenced by twist-
ing and plying of fibers and by the adoption of various
weaves such as duck and twill. The choice of a parti-
cular cloth often depends on the chemical nature of
the slurry.

Non-woven media in the form of felts and com-
pressed cellulose pulps, are used for clarification by
depth filtration. Unless carefully prepared, they have
the disadvantage of losing fibrous material from the
downstream side of the filter. The application of sheet
media has been discussed earlier. High wet strength
is conferred on paper sheets by resin impregnation.
An alternative technique employs asbestos fibers
supported in a cellulose framework.

Mechanism of air filtration

A theoretical foundation for the filtration of air by
passage through fibrous media was laid in the early
1930s by studies of the flow of suspended particles
around various obstacles. In studies of the filtration
of smokes[9,10] it has been shown that the following fac-
tors operate simultaneously in the arrest of a particle
during its passage through a filter, although their rela-
tive importance varies with the type of filter and the
conditions under which it is operated.

� Diffusion effects due to Brownian movement.
� Electrostatic attraction between particles and fibers.
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� Direct interception of a particle by a fiber.
� Interception as a result of inertial effects acting on a

particle and causing it to collide with a fiber.
� Settling and gravitational effects.

Air filters operate under conditions of streamline
flow as indicated by the streamlines drawn around a
cylindrical fiber. It was assumed that capture of a par-
ticle takes place if any contact is made during its move-
ment around the fiber. Once captured, the particle is
not re-entrained in the air stream and deposited deeper
in the bed. Support for this assumption has been found
by using an atomized suspension of Staphylococcus
albus and spores of Bacillus subtilis.[11] Nevertheless,
some fiber filters are treated with viscous oils, presum-
ably to make capture more positive and to reduce
re-entrainment.

Deviation of particles from streamlines can occur
ina number of ways.[10,12] The chance of capture
increases if Brownian movement causes appreciable
migration across streamlines, an effect only important
for small particles (less than 0.5 mm) and low airspeeds,
when the time span spent in the vicinity of a fiber is
relatively long. These conditions also apply to capture
which is the result of electrostatic attraction.

Sampling efficiency has been demonstrated for bac-
terial aerosols[13] in a study of the efficiency with which
a glass fiber mat collected B. subtilis spores atomized
as particles just over a micrometer in radius. A theo-
retical approach to the removal of industrial dusts has
been developed.[14–16]

Design, operation, and testing of air filters

Granular beds, fibrous media, and ‘‘absolute filters’’
prepared from cellulose and asbestos are used for
high-efficiency air filtration. With fibrous and granular
filters, the fractional reduction in particle content is
assumed to be the same through successive incremental
thicknesses of the filter, expressed by Eq. (19),

dC

dx
¼ �kC ð19Þ

where C represents the number of particles entering a
section of thickness dx. The constant, k, is a measure
of the filter’s ability to retain a particle. It is a complex
function of fiber diameter, interfiber distance, and the
operational air velocity. Integration between inlet and
outlet conditions gives Eq. (20).

log
Cout

Cin
¼ �kC ð20Þ

The use of this log penetration effect in filter
design has been described elsewhere.[17] If a certain

filter thickness is capable of retaining 90% of the enter-
ing particles and 106 particles enter, 105 penetrate. If
six thicknesses are used, Eq. (21) predicts that only
one particle penetrates. The log-penetration effect has
been confirmed for fibrous filters[13] and granular
beds.[18]

Centrifugal Operations

An object moving in a circular path is subjected to an
outward centrifugal force which balances the centrip-
etal force moving the object toward the center of
rotation. This principle is used in the mechanical
separations called centrifugal filtration and centrifugal
sedimentation. In the former, a material is placed in a
rotating perforated basket which is lined by a filter
cloth used to separate a solid, which is retained at
the cloth, from a liquid. It is essentially a filtration pro-
cess in which the driving force is of centrifugal origin.
This does not depend upon a difference in the density
of the two phases.

In centrifugal sedimentation, the separation is due
to the difference in the density of two or more phases.
This is the more important process, where both solid–
liquid mixtures and liquid–liquid mixtures can be com-
pletely: separated. If, however, the separation is incom-
plete, there is a gradient in the size of the dispersed
phase within the centrifuge due to the faster radial
velocity of the larger particles. Operated in this way,
the centrifuge becomes a classifier.

Centrifugal sedimentation

The motion of a particle in a liquid is described by
Stokes’ equation. If its diameter is d, the rate u at
which it settles by gravity in a liquid of viscosity Z
and density r is given by Eq. (21)

u
1

18
d2 rs � r

Z
g ð21Þ

where g is the acceleration due to gravity, and rs is the
density of the particle. In the centrifuge, the gravi-
tational force causing separation is replaced by a cen-
trifugal force. If the particle has a mass m and moves
at an angular velocity o in a circle of radius r, the cen-
trifugal force is o2r � (m � m1), where m1, is the mass
of the displaced ligand. The expression

o2r

g

is, therefore, the ratio of the centrifugal and gravi-
tational forces in the example described previously.
Its value can exceed 10,000. The separation is quicker,
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more complete, and effective in systems containing
very fine particles which do not settle by gravity
because of Brownian movement.

Expressing the mass of the particle in terms of its
volume and effective density, the centrifugal force
can be written as in Eq. (22).

p
6

d2ðrs � rÞo2r ð22Þ

In streamline conditions, the opposing viscous force
is 3p dZu, where u is the terminal velocity of the par-
ticle. Equating these expressions gives Eq. (23).

u ¼ 1

18
d2 ðrs � rÞ

Z
o2r ð23Þ

The rate of sedimentation is proportional to the
radius of the basket and the square of the speed
at which it rotates. Centrifugal sedimentors can be
divided into a number of types. For operations at very
high speeds, the centrifuge bowl is tubular with a
length/diameter ratio from 4 to 8. The solids are
periodically discharged by scraping the walls of the
centrifuge tube. Uses include the cleaning of fats and
waxes, the fractionation of blood, and the recovery
of viruses.

DRYING

Drying may be defined as the vaporization and
removal of water or other liquid from a solution, sus-
pension, or other solid–liquid mixture to form a dry
solid. The change of phase from liquid to vapor distin-
guishes drying from the mechanical methods of sepa-
rating solids from liquids such as filtration. The latter
often precede drying because they offer a cheaper
method for removing a large part of the liquid, where
applicable.

Adjustment and control of moisture levels by dry-
ing, is important in the manufacture and development
of pharmaceutical products. Apart from the obvious
requirement of dry solids for many operations, drying
may be carried out in order to:

� Improve handling characteristics, as in bulk powder
filling and other operations involving powder flow,
and

� Stabilize moisture-sensitive materials, such as
aspirin and ascorbic acid.

Theory

The following terms are employed in discussing drying:
humidity and humidity of saturated air, relative

humidity, wet-bulb temperature, and adiabatic cooling
line. Other terms may be defined as:

� Moisture Content. It is usually expressed as weight
per unit weight of dry solids.

� Equilibrium Moisture Content. If a material is
exposed to air at a given temperature and humidity,
it will gain or lose moisture until equilibrium is
reached. The moisture present at this point is
defined as the equilibrium moisture content for
the given exposure conditions. At a given tempera-
ture, it will vary with the partial pressure of the
water vapor in the surrounding atmosphere.

Equilibrium moisture content curves vary greatly
with the type of material examined. Insoluble, non-
porous materials, such as talc or zinc oxide, have equi-
librium moisture contents of almost zero over a wide
humidity range. A moisture content between 10 and
15% may be expected for cotton fabrics under; normal
atmospheric conditions. Drying below the equilibrium
moisture content for room conditions may be deliber-
ately undertaken, particularly if the material is
unstable in the presence of moisture; subsequent sto-
rage becomes important.

The effects of storage after drying also may be
assessed from the equilibrium moisture content curves.
Storage conditions are not critical for the lactose
granulation.[19,20] If the antacid formulation is stored
at a relative humidity of only 65% it would, given
sufficient time, absorb moisture until the content was
91%. This could be associated with poor flow character-
istics and its attendant difficulties during compression.

Evaporation of Water into an Air Stream

The evaporation of moisture into a warm air stream,
with the latter providing the latent heat of evaporation,
is a common drying mechanism although it is not
easily adapted to the recovery of the liquid. In the
evaporation from a liquid surface which, with the
passage of air, falls to the wet bulb temperature corre-
sponding to the temperature and humidity of the air,
the rate at which water vapor is transferred from the
saturated layer at the surface to the drying stream is
described by Eq. (15),

N ¼ kg

RT
ðPwi � PwaÞ

where Pwi is the partial pressure of the water vapor at
the surface, Pwa is the partial pressure of water vapor in
the air, kg is a mass transfer coefficient, and N the num-
ber of moles vapor transferred from unit area in unit
time. Rewriting this in terms of the total mass, W,
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transferred in unit time from the entire drying surface
A gives Eq. (6),

W ¼ MwA

RT
kgðPwi � PwaÞ

where Mw is the molecular weight of water vapor, R is
the gas constant, and T the absolute temperature. The
mass transfer coefficient, kg, is a function of the tem-
perature, the air velocity, and the angle of air inci-
dence. A high velocity or angle of incidence
diminishes the thickness of the stationary air layer in
contact with the liquid surface and therefore lowers
the diffusional resistance.

The rate of evaporation may also be expressed in
terms of the heat transferred across the laminar film
from the drying gases to the surface, as shown in
Eq. (9),

Q ¼ hAðTa � TsÞ

where Q is the rate of heat transfer, A is the area of the
surface, Ta and Ts, are the temperatures of the drying
air and the surface, respectively, and h is the heat trans-
fer coefficient. The last is also a function of air velocity
and the angle of impingement. If the latent heat of
evaporation is l, this affords a mass transfer rate, W,
which is given by Eq. (24).

W ¼ hA

l
ðTa � TsÞ ð24Þ

When these conditions pertain to drying, the surface
temperature, Ts, which is the wet bulb temperature, is
normally much lower than the temperature of the dry-
ing gases. This is of great importance in the drying of
thermolabile materials. If solids are present in the sur-
face, the rate of evaporation is modified, the overall
effect depending on the structure of the solids and
the moisture content.

Static Beds of Non-porous Solids

The drying of wet granular beds containing non-
porous particles, which are insoluble in the wetting
liquid, has been extensively studied. The operation is
presented as the relation of moisture content and time
of drying in Fig. 5A. It should be noted that the
equilibrium moisture content is approached slowly. A
protracted period may be required for the removal of
water just above the equilibrium value. This is not
justified if a small amount of water can be tolerated
in further procession establishing realistic drying
requirements.

The data have been converted to a curve relating
the rate of drying to moisture content in Fig. 5B.

The initial heating period during which equilibrium is
established is short and has been omitted from both
figures. Assuming that sufficient moisture is initially
present, the drying-rate curve exhibits three sections
limited by the points A, B, C, and D. In section A-B,
called the constant-rate period, moisture is evaporating
from a saturated surface at a rate governed by the
stationary air film in contact with it. An analogy with
evaporation from a plain water surface can therefore
be drawn and Eqs. (11) and (13) apply. The rate of dry-
ing during this period depends upon the air tempera-
ture, humidity, and speed, which in turn determine
the temperature of the saturated surface. Assuming
that these are constant, all variables in the drying equa-
tions given earlier are fixed, and a constant rate of dry-
ing is established which is largely independent of the
material being dried. The drying rate is somewhat
lower than for a free-water surface and to some extent
depends on the particle size of the solids. During the
constant-rate period, liquid must be transported to
the surface at a rate sufficiently high to maintain satu-
ration. The mechanism of transport is discussed later.

At the end of the constant-rate period B, a break in
the drying curve occurs. This point is called the critical
moisture content, and a linear fall in the drying rate
occurs with further drying. Because section, B-C, is
called the first falling-rate period. At and below the
critical moisture content, the movement of moisture
from the interior is no longer sufficient to saturate
the surface. As drying proceeds, moisture reaches the
surface at a decreasing rate and the mechanism which
controls its transfer influences the rate of drying.
Because the surface is no longer saturated, it tends to
rise above the wet bulb temperature.

For any material, the critical moisture content
decreases as the particle size decreases. Eventually,
moisture ceases to reach the surface which becomes
dry. The plane of evaporation recedes into the solid,
the vapor reaching the surface by diffusion through
the pores of the bed. This section is called the second
falling-rate period and is controlled by vapor diffusion,
a factor which is largely independent of the conditions
outside the bed but markedly affected by the particle
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Fig. 5 (A) Relation of moisture content and time of drying;
(B) rate of drying and moisture content.
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size due to its influence on the dimensions of pores and
channels. During this period, the surface temperature
approaches the temperature of the drying air.

Considerable migration of liquid occurs during the
constant-rate and first falling-rate periods. Associated
with the liquid is any soluble constituent which forms
a concentrating solution in the surface layers as
drying proceeds. Deposition of these materials takes
place when the surface dries. Considerable segregation
of soluble elements in the cake can occur, therefore,
during drying. These effects have been fully investi-
gated.[21]

The Internal Mechanism of Drying

Capillary forces offer a coherent explanation for the
drying periods of many materials. If a tapered capillary
is filled with water and exposed to a current of air, the
meniscus at the smaller end remains stationary while
the tube empties from the wider end. A similar situa-
tion exists in a wet particulate bed and the phenom-
enon is explained by the concept of suction potential.
A negative pressure exists below the meniscus of a
curved liquid surface which is proportional to the sur-
face tension, l, and inversely proportional to the radius
of curvature, r. (The meniscus is assumed to be a part
of a hemisphere.) This negative pressure or suction
potential may be expressed as the height of liquid,
expressed by Eq. (25),

h ¼ 2l
rgr

ð25Þ

where r is the density of the liquid.
The suction potential, hx, acting at a depth x below

the meniscus is given by Eq. (26).

hx ¼ h � x ð26Þ

The particles of the bed enclose spaces called pores
connected by passages, the narrowest part of which is
called the waist. The dimensions of the latter are
determined by the size of the surrounding particles
and the manner in which they are packed. In a ran-
domly packed bed, pores and waists of varying sizes
are found. Thus, the radius of a capillary running
through the bed varies continuously. The depletion
of water in this network is controlled by the waists
because the radii of curvature are smaller and the suc-
tion potentials are greater than for the pores. The
application of this mechanism has been described fully
elsewhere.[22,23]

Through Air-Circulation Drying

If the particles are in a suitable granular form, it is
often possible to pass the air stream downward
through the bed of solids. Drying follows the pattern
described previously, except that each particle or
agglomerate behaves as a drying bed. The surface area
exposed to the drying gases is greatly increased, and
the drying rates are 10 to 20 times higher than those
encountered when air is passed over a free surface.

Methods Involving Movement of the Solid

As an extension of drying by passing the air stream
through a static bed of solids, it is possible to project
air upward through the bed at a velocity high enough
to fluidize the particles. Alternatively, the material may
be mechanically subdivided and introduced into the
drying stream. Both methods give high drying rates
due to high interfacial contact between the drying sur-
faces and the air stream. Fluidized bed driers and spray
driers, respectively, are based on these principles.

Solids Moving Over a Hot Surface

Conditions in which the solids move over a heated
surface are employed in tumbling and agitated driers.
Drying rates are higher than those obtained in static
beds because fresh solids are continually exposed to
the hot surface. The heat treatment received by the
solid is more uniform.

Batch Driers

Hot air ovens

Ovens operating by passing hot air over the surface of
a wet solid which is spread over trays arranged in
racks, provide the simplest and cheapest drier. In small
installations, the air is passed over electrically heated
elements and once through the oven. Larger units
may employ steam-heated, finned tubes, and thermal
efficiency is improved by recirculating the air. This is
controlled by manually set dampers, and a common
operating position gives 90% recirculation and 10%
bleed-off. The heater blank is placed in such a position
that the solids do not receive radiant heat and
incoming air may be filtered.

The chief advantage of the hot air oven, apart from
its low initial cost, is its versatility. With the exception
of dusty solids, materials of almost any physical form
may be dried. Thermostatically controlled air tempera-
tures between 40 and 120�C permit heat-sensitive
materials to be dried. For small batches this may be
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the equipment of choice. However, the following char-
acteristics have led to development of other small
driers:

� A large floor space is required for the oven and tray
loading facilities.

� Labor costs for loading and unloading the oven are
high.

� Long drying times, usually of the order of 24 h, are
necessary.

� Solvents can be recovered from the air only with
difficulty.

� Unless carefully designed, non-uniform distribution
of air over the trays results in variations in tempera-
ture and drying times within the oven. Variations of
�7�C in temperature have been found from
location to location during the drying of tablet
granules.[19] Poor air circulation may permit local
saturation and the cessation of drying.

An extensive analysis of tray drying and the effect of
operational variables has been given by Shepherd,
Hadlock, and Brewer.[24]

If the material is of suitable granular form, drying
times may be reduced to 1 h or less by passing the
air downward through the material laid on mesh
trays. The oven in this form is called a batch through-
circulation drier.

Vacuum tray driers

Vacuum tray driers offer an alternative method for
drying small quantities of material. When scaled up,
construction becomes massive to withstand the applied
vacuum and cost is further increased by the associated
vacuum equipment. Vacuum tray driers are, therefore,
only used when a definite advantage over the hot air
oven is secured, such as low temperature drying of
thermolabile materials or the recovery of solvents from
the bed. The exclusion of oxygen may also be advan-
tageous or necessary in some operations.

Heat is usually supplied by passing steam or hot
water through hollow shelves. Radiation from the shelf
above may cause a significant increase in temperature
at the surface of the material if high drying tempera-
tures are used. Drying times are long, usually of the
order of 12 to 48 h.

Tumbling driers

The limitations of ovens, particularly with respect to
the long drying times, has, where possible, promoted
the design and application of other batch driers. The
simplest of these is the tumbler drier. Its most common
shape is the double cone.[19] Operating under vacuum,
it provides controlled low temperature drying, the

possibility of solvent recovery, and increased drying
rates. Heat is supplied to the tumbling charge by con-
tact with the heated shell and heat transfer through the
vapor.

A normal charge would be about 60% of the total
volume and, for driers 2–7 ft (0.6–2 m) in diameter,
drying times of 2–12 h may be expected. In studying
the application of tumbler driers to drying tablet gran-
ules, periods of 2–3.5 h were sufficient instead of 18 h
required by hot air ovens.[25] The mixing and granulat-
ing capacity of the tumbling action has suggested that
these operations could precede drying in the same
apparatus.

Fluid-bed driers

The term ‘‘fluidization’’ is applied to processes in
which a loose, porous bed of solids is converted to a
fluid system, having the properties of surface leveling,
flow, and pressure-depth relationships, by passing the
fluid up through the bed.

Fluidized-bed techniques, employing air as the flui-
dizing medium, have been successfully applied to the
drying of solids of the suitable physical form. The high
interfacial contact between drying air and solids gives
drying rates 10 to 20 times higher than those obtained
during tray drying.

Fluidized-bed driers are particularly suitable for
granulated materials and are being increasingly used
for tablet granulations, providing that product change-
over is not too frequent. Machines vary in size, handl-
ing up to 250 kg. Drying times, maximum, minimum,
and optimum air velocities, air temperature, and the
tendency to cake and channel are established exper-
imentally as those cannot be predicted accurately at
present.

Agitated batch driers

Agitated batch driers consist of a jacketed cylindrical
vessel with agitator blades designed to scrape the bot-
tom and walls. They may operate at atmospheric pres-
sure or under vacuum. Pasty materials that could not
be handled in tumbling or fluidized-bed driers, may be
successfully dried at rates higher than can be achieved
in an oven.

Freeze drying

Freeze drying is an extreme form of vacuum drying in
which the solid is frozen and drying takes place by sub-
liming the solid phase[26–30] at low temperatures and
pressures. Establishing and maintaining these con-
ditions, together with the low drying rates obtained,
constitutes the most expensive method of drying which
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is only used on a large scale when other methods are
inadequate.

Freeze drying is extensively used when rapid
decomposition occurs during normal drying. Another
application concerns substances that can be dried at
high temperatures but are thereby changed in some
way.

Freeze drying is theoretically a simple technique.
Pure ice exhibits an equilibrium vapor pressure of
4.6 mm Hg (611 Pa) at 0�C and 0.1 mm Hg (13.3 Pa)
at �40�C. The vapor pressure of ice containing dis-
solved substances is, of course, lower. If, however,
the pressure above the frozen solution is less than its
equilibrium vapor pressure, the ice sublimes, eventually
leaving the solute as a sponge-like residue equal in
apparent volume to the original solid.

Continuous Driers

Although many types of continuous driers are avail-
able, the scale of the operation for which they are
designed is rarely appropriate to pharmaceutical
manufacture. As with most continuous operations,
the cost is disproportionately high for small units.
Spray and drum driers provide an exception, because
residence times in the driers are short and thermal
degradation is minimized. Under some conditions,
freeze drying may be the only practicable alternative.

Spray driers

The solution or suspension to be dried is sprayed into a
hot air stream and circulated through a chamber. The
dried product may be carried out to cyclone or bag
separators or may fall to the bottom of the drying
chamber and be expelled through a valve. The cham-
bers are normally cylindrical with a conical bottom
although proportions vary widely. The process can
be divided into four sections: atomization of the fluid,
mixing of the droplets, drying, and finally removal and
collection of the dry particles.

In vertical spray driers, the flow of the drying gas
may be concurrent or counter-current with respect of
the movement of droplets. The movement of the
gas is, however, complex and highly turbulent. Good
mixing of droplets and gas occurs, and the heat and
mass transfer rates are high. In conjunction with the
large interfacial area conferred by atomization, these
factors give very high evaporation rates. The residence
time of a droplet in the drier is only a few seconds (5–
30 s). Since the material is at wet bulb temperature for
much of this time, high gas temperatures of 150–200�C
may be used even with thermolabile materials.
Although the temperature of the material rises above
the wet-bulb temperature at the end of the process,

the drying gas is cooler and the material is almost
dry, a condition in which many materials are thermally
less sensitive.

Drying is considered to take place by simple evapor-
ation rather than by boiling and it has been observed
that a droplet reaches a terminal velocity within about
one foot of the atomizer. Beyond this, there is no rela-
tive velocity between the droplet and the drying gas
unless the former is very large. The droplets may dry
to form a solid, spherical particle. If, however, the
emerging solids form a skin, internal pressure may
inflate the particle and the final dry form will consist
of hollow spheres which may or may not have a blow
hole. These xenospheres may also fragment, resulting
in a final product of agglomerates of finely divided
solids.

The capital and running costs of spray driers are
high, but if the scale is sufficiently large, it may provide
the cheapest method. When thermolabile materials are
dried on a small scale, costs will be 10 to 20 times
higher than for oven drying. Air used to dry fine che-
micals or food products is heated indirectly, thus
reducing thermal efficiency and increasing costs. In
some other installations, hot gases from combustion
may be used directly.

Drum driers

The drum drier consists of one or two slowly rotating,
steam-heated cylinders. These are coated with solution
or slurry by means of a dip feed in which the lower por-
tion of the drum is immersed in an agitated trough of
feed material or, in the case of some double-drum
driers, by feeding the liquor into the gap between the
cylinders. Spray and splash feeds are also used. In
dip feeding, the hot drum must not boil the liquid in
the trough. Drying takes place by simple evaporation
rather than by boiling. The dried material is scraped
from the drum by a knife at a suitable point.

Drying capacity is influenced by the speed of the
drum and the temperature of the feed, which may be
preheated. With the double-drum drier, the gap
between the cylinders determines the thickness of
the film.

Drum driers, like spray driers, are relatively
expensive in small sizes and their use in the pharmaceu-
tical industry is largely confined to drying thermo-
labile materials where the short contact time is
advantageous. Drums are normally fabricated from
stainless or chrome-plated steel to reduce contami-
nation. The heat treatment to which the solid is sub-
jected is more intense than in spray drying and the
physical form of the produce is often less attractive
during drying, the liquid approaches its boiling point
and the dry solids attain the temperature of the drum
surface.
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SIZE REDUCTION AND CLASSIFICATION

The theoretical strength of crystalline materials can be
calculated from interatomic attractive and repulsive
forces. The strength of real materials, however, is
found to be many times smaller than the theoretical
value. The discrepancy is explained in terms of flaws
of various kinds, such as minute fissures or irregulari-
ties of lattice structure known as dislocations. These
have the capacity to concentrate the stress in the vicin-
ity of the flaw. Failure may occur at a much lower
overall stress than is predicted from the theoretical
considerations. Failure occurs with the development
of a crack tip which propagates rapidly through the
material, penetrating other flaws which may, in turn,
produce secondary cracks. The strength of the material
depends therefore on the random distribution of flaws
and is a statistical quantity varying within fairly side
limits. This concept explains why a material becomes
progressively more difficult to grind. Since the prob-
ability of containing an effective flaw decreases as the
particle size decreases, the strength increases until, with
the achievement of faultless domains, the strength of
the material equals the theoretical strength. This
position is not realized in practice due to complicating
factors such as aggregation.

The strength of most materials is greater in com-
pression than in tension. It is therefore unfortunate
that technical difficulties prevent the direct application
of tensile stresses. The compressive stresses commonly
used in comminution equipment do not cause failure
directly but generate by distortion sufficient tensile or
shear stress to form a crack tip in a region away from
the point of primary stress application. This is an inef-
ficient but unavoidable mechanism. Impact and
attrition are the other basic modes of stress appli-
cation. The distinction between impact and com-
pression is referred to later. Attrition, which is
commonly employed, is difficult to classify but is prob-
ably primarily a shear mechanism.

The deformation and subsequent failure of a brittle
material is not only a function of stress but also of the
rate at which the stress is applied. Different results may
be obtained from slow compressive breaking and
impact breaking at the same energy level. Particle
shape, size, and size distribution may be affected. In
impact breaking, the rate of stress application is so
high that the limiting strain energy may be exceeded
several times by the suddenness of the operation. The
reason is that fracture is time dependent, a lag occur-
ring between the application of maximum stress and
failure.

Stress application is further complicated by ‘‘free
crushing’’ and ‘‘packed crushing’’ mechanisms. In free
crushing, the stress is applied to an unconstrained
particle and released when failure occurs. In packed

crushing, the application of stress continues on the
crushed bed of particles. Although further size reduction
occurs, the process is less efficient due to vitiation
of energy by the effects of interparticulate friction
and stress transmission via particles which do not
themselves fracture. This is easily demonstrated when a
crystalline material is ground in a pestle and mortar.
The fine powder initially produced protects coarser
particles. If the material is sieved and oversize particles
are returned, the operation may be completed with far
less effort.

Various hypotheses relate the net grinding energy
applied to a process and the size reduction achieved.
The first, proposed by Karl von Rittinger in 1867,
states in Eq. (27) that the energy necessary for size
reduction is directly proportional to the increase in sur-
face area,

E ¼ kðSp � SfÞ ð27Þ

where E is the energy consumed, and Sp and Sf are the
surface area of the product and feed materials, respec-
tively. The constant, k, depends on the grinding unit
employed and represents the energy consumed in
enlarging the surface area by one unit. The relation
between surface area and particle size has already been
derived, and Eq. (28) may therefore be written,

E ¼ k
1

dp
� 1

df

� �

ð28Þ

where df and dp are the particle sizes of feed and pro-
duct particles, respectively.

The hypothesis indicates that energy consumption
per unit area of new surface produced increases faster
than the linear ratio of feed and product dimensions, a
phenomenon already noted and explained. The pro-
portionality of net energy input and new surface pro-
duced has been confirmed in some grinding operations.

Conversion of grinding energy to surface energy is
neglected in Kick’s law, promulgated in 1885. It is
based on the deformation and brittle failure of elastic
bodies and states that the energy required to produce
analogous changes of configuration of geometrically
similar bodies is proportional to the weight or volume
of those bodies. The energy requirements are inde-
pendent of the initial particle size and depend only
on the size reduction ratio. Kick’s law predicts lower
energies than the relation proposed by Rittinger. The
theory, however, demands that the resistance to crush-
ing does not change with particle size. The role of flaws
present in real materials is not considered, with the
result that the energy required for fine grinding, when
the apparent strength may have greatly risen, is under-
estimated.
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A third theory of comminution gives results inter-
mediate between the predictions of the laws of Kick
and Rittinger.[31] It rests upon three principles: the first
states that any divided material must have a positive
energy register. This can only be zero when the particle
size becomes infinite. The input energy, E, for any size
reduction process then equals the product energy
register minus the feed energy register. The energy
associated with a powder increases as the particle size
decreases, and it may be assumed that the energy regis-
ter is inversely proportional to the particle size to an
exponent, n. Hence, Eq. (29) is valid.

E ¼ Ep � Ef ¼
K

dn
p

� K

dn
f

ð29Þ

The second principle of this theory[31] assigns to n a
value of i, stating that ‘‘the total work useful in break-
ing, which has been applied to a stated weight of an
homogeneous material, is inversely proportional to
the square root of the diameter of the product parti-
cles.’’

The third principle states that breakage of the
material is determined by the flaw structure. This
aspect of size reduction has already been discussed.

A modification to Kick’s law, sometimes known as
the fourth law of comminution, has also been pro-
posed.[32] For its discussion, the reader is referred to
the original paper.

An empirical, but realistic approach to mill
efficiency is gained through experiments in which the
energy consumed and size reduction achieved are com-
pared with values obtained in a laboratory test operat-
ing under free crushing conditions. All energy supplied
in the latter is available for crushing and the test is
assumed to be 100% efficient. Both slow crushing
and impact tests are used. A large number of single
particles may be simultaneously crushed and the work
done is measured.[33] The latter is related to the size
reduction. Similar measurements can be made during
practical milling, expressing the efficiency of the pro-
cess as a percentage of the free crushing value. On this
basis, the approximate efficiency of the roll crusher is
80%, of the swing hammer mill 40%, of the ball mill
10%, and of the fluid energy mill only 1%.

The Operation of Mills

Heywood[34] has stated that any type of crushing or
grinding machine exhibits optimal comminution con-
ditions for which the ratio of the energy to new surface
is minimal. If finer grinding is attempted in such a
machine, the; ratio is increased. Mills may thus become
grossly inefficient if called upon to grind at a size for

which they were not designed. A limited size reduction
ratio is imposed upon a single operation, larger ratios
being obtained by the adoption of several stages, each
employing a suitable mill. The fluid energy mill,
which presents a size reduction ratio of up to 400, is
exceptional.

A low retention time is inherent in free crushing
machines. Little overgrinding takes place and the pro-
duction of excessive undersize material or fines is
avoided. Protracted milling times are found with many
low-speed mills, with the result that considerable over-
grinding takes place. Accumulation of product parti-
cles within the mill reduces the effectiveness of
breaking stresses and the efficiency of milling progress-
ively decreases.

Dry and wet grinding

Between the approximate limits of 5 and 50% moisture,
materials cake and do not flow. Both factors oppose
effective grinding. Dry grinding is carried out at low
moisture contents, the upper limit depending on the
nature of the material. Although 5% or more moisture
may be permissible for vegetable drugs, it would prove
excessive during the milling of a coarse, impervious
solid.

Wet grinding is a common procedure when a fluid
suspension is required and drying, which would pro-
vide a significant drawback, is unnecessary. An excel-
lent dispersion can be produced simultaneously,
which in some operations provides the primary objec-
tive, size reduction being of secondary importance.
Wet grinding also may be adopted when the size
reduction achieved during dry grinding is prematurely
linked by aggregation.

Certain general advantages are secured during wet
grinding, including increased mill capacity, a lower
energy consumption, the elimination of hazards from
dust, and easier handling of materials. The principal
disadvantage, apart from the possible inclusion of a
drying stage, is the increased wear of the grinding
medium.

Temperature sensitivity

Care must be exercised during the milling of tempera-
ture-sensitive materials, especially for a very fine pro-
duct; caking results if the softening point is exceeded.
Materials may be chilled before grinding or facilities
provided for cooling the mill during grinding. Waxy
solids can be successfully ground with dry ice, the
low temperatures conferring brittle characteristics on
the material. Chemical degradation may occur at high
grinding temperatures. Oxidative changes can be pre-
vented by grinding in an inert atmosphere such as
nitrogen.
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Structural changes

Several examples of change of physical structure dur-
ing very fine grinding have been reported, for example,
changes in the crystal form of calcium carbonate after
ball milling,[35] distortion of the kaolinite lattice,[36]

and formation of various barbiturate polymorphs.[37]

Changes such as these could affect solubility and other
physical characteristics which, in turn, might influence
formulation and therapeutic value.

Dust hazards

Hazards from dust may become acute during dry
grinding. Extremely potent materials require dust
proofing of machines and dust-proof clothing and
masks for operators. Danger may also arise from the
explosive nature of many dusts.

Grinding Equipment

The following equipment are in regular use for dry-
grinding pharmaceutical materials: edge- and end-runner
mills, hammer mills, pin mills, ball mills, vibratory mills,
fluid energy mills, colloid mills, and roller mills.

Classification or Size Separation

Although a number of particle properties can be used
to classify a powder, only two are important. The first
is based on the ability of a particle to pass through an
aperture. This is sieving or screening. The second
employs the drag forces on a particle moving through
a fluid. The term ‘‘classification’’ is sometimes restricted
to this method of separation but here the terms ‘‘elutria-
tion’’ and ‘‘sedimentation’’ are used. In general, screen-
ing is applied to the separation of coarse particles and
sedimentation to the separation of fine particles.

Sieving and screening

Sieves and screens are widely used for the classification
of relatively coarse materials. For very large particles
(>0.5 in.) a robust plate perforated with holes is used.
However, the pharmaceutical applications of screening
are for much smaller particles and screens are in the
form of woven meshes. Unless special methods are
used to prevent clogging and powder aggregation, the
lower useful limit is in a cloth woven with 200 mesh/in.
(70–80mm). Fine screens of this type are extremely fragile
and must be used with great care.

As the scale of the operation increases it becomes, in
general, less precise. For continuous screening, the feed
material is made to move across the screen to a point
of discharge. The residence time on the screen is

usually short and many undersize particles traverse it
without falling through. With an increase of sieving
area, the meshes become more fragile and the finest
meshes must be supported with a coarser wire. An
example of a large-scale separator utilizes a circular
screen, up to 5 ft (1.5 m) in diameter, vibrated in a hori-
zontal plane, the gyratory movement being imparted
by an out-of-balance fly wheel connected to the
assembly. In other machines, the mesh is rectangular
and inclined at a shallow angle (5–30�). A gyratory
movement is developed and the material to be classi-
fied is fed to the top. These machines may bear more
than one deck, thus allowing the separation of the
powder into several fractions at one time.

Elutriation and sedimentation

The simplest classifier is a rising current of fluid in
which the particles are suspended. In this case, the
force opposing the upward drag is gravitational. If
the opposition develops a terminal velocity higher than
the current speed, the particle falls. This is the principle
of elutriation; the particle size d at which the sepa-
ration is made follows from a rearrangement of
Eq. (29) for conditions in which Stokes’ law is valid;
it is given by Eq. (30),

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

18Zm
ðrs � rÞg

s

ð30Þ

where rs � r is the density difference between solid
and fluid, Z is the viscosity of the fluid, and m is the
speed of the upward current.

In practice, fluctuations in flow conditions due to
natural convection and a violation of the conditions for
which Stokes’ law is valid, blur the point of separation.

The centrifuge is normally operated to completely
separate two phases. If, however, the rate at which
the feed passes through does not allow all particles to
settle, the action of a classifier is developed. This is
illustrated by a solid-bowl centrifuge which consists
of a steel shell in the form of a frustum mounted
horizontally. It contains a conveying screw at the wall
which rotates at a slightly higher speed than the shell.
Particles that settle at the wall are conveyed to the
narrow end of the shell and discharged. Fine particles
are entrained with the overflow to the other end.
Further details of this and other centrifugal classifiers
have been given by Treasure.[38]

MIXING

Mixing has been defined[39] as an operation in which
two or more ingredients in separate or roughly mixed
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condition are treated so that each particle of any one
ingredient is adjacent to a particle of each of the other
ingredients, as nearly as possible. The term ‘‘blending’’
is synonymous and ‘‘segregation’’ or ‘‘demixing’’ is the
opposite.

Mixing has been classified[40] as follows:

� Positive mixing which applies to systems that, given
time, would spontaneously and completely mix.
Examples are provided by two gases or two miscible
liquids; mixing apparatus is used on such systems to
accelerate mixing.

� Negative mixing is demonstrated by suspensions of
solids in liquids. Any two-phase system in which the
phases differ in density separates unless continu-
ously agitated.

� Neutral mixing occurs when neither mixing nor
demixing takes place unless the system is acted
upon by a system of forces. Examples are found
in the mixing of solids and of solids with liquids
when the concentration of the former is high.

Theoretical knowledge is, however, insufficient to
predict the performance of mixers. More commonly,
choice is based upon broad empirical principles which
are supported by practical tests.

Mixing of Solids

The mixing of all systems of matter involves a relative
displacement of the particles, whether they are mole-
cules, globules, or small crystals, until a state of
maximum disorder is created and a completely random
arrangement is achieved.

In 1953, Lacey[41] showed that the variation in the
composition of samples drawn from a random mixture
of two materials could be expressed by Eq. (31),

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pð1 � pÞ
n

r

ð31Þ

where s is the standard deviation of the samples, p is
the proportion of one component, and n is the number
of particles in the sample. The relation requires that the
two components are alike in particle size, shape, and
density and only can be distinguished by some neutral
property, such as color. If very many samples are with-
drawn from a mixture of equal parts of two materials,
each containing a given number of particles, the results
of analysis can be presented in the form of a frequency
curve in which the samples are normally distributed
around the mean content of the mixture, and 99.7%
of the samples will fall within the limits p ¼
0.5 þ 3s. The standard deviation of the samples is
inversely proportional to the square root of the

number of particles in a sample. If the particle size is
reduced to the extent that the same weight of sample
contains four times as many particles, the standard
deviation is halved.

In a critical examination of pharmaceutical mixing,
Train[42] showed that samples of a random mixture of
equal parts A and B must contain at least 800 particles
if 997 out of every 1000 samples were to lie between
�10% of the stated composition, that is, the pro-
portion, p, of A ¼ 0.5 � 0.05, where s ¼ 0.05/3. If
limits of �1% were substituted, 90,000 particles must
be present in each sample. The true standard deviation
is given by s. The standard deviation estimated by the
withdrawal of a number of samples is denoted as s.

If, instead of equal parts A and B, the proportion of
an active ingredient, A, in the mixture was 0.1 (10%),
imposition of limits of �10% (in 997 cases out of
1000) requires that each sample shall contain over
8000 particles. If the proportion of active constituent
is 0.01, or 1%, a figure of 90,000 particles per sample
is obtained, and if the limits are reduced to þ1%, the
active constituent is 0.01, or 1% a figure of 90,000
particles per sample is obtained, and if the limits are
reduced to �1%, the figure is 9 � 106.

The theoretical derivation of these results is based
on component particles which vary in size, shape,
and density. This condition is not encountered in the
practical mixing of solids and, as described later, any
of these factors may prevent the formation of a ran-
dom mixture. The value of the number of particles
per sample derived in any example must therefore be
raised if the limits given are to be maintained.

As already shown, a series of samples drawn from a
random mix exhibits a standard deviation of sr. An
index of mixing, M, suggested by Lacey[43] is given by
Eq. (32),

M ¼ sr

s
ð32Þ

where s is the standard deviation of samples drawn
from the mixture under examination. This approaches
unity as mixing is completed. Eq. (33) has been sug-
gested,

M ¼ s0 � s

s2
0 � sr

ð33Þ

where s0 is the standard deviation of samples drawn
from the unmixed materials. It is equal to p (1 � p),
where p is the proportion of the component in the
mix. It has been modified[43] to Eq. (34), using the
variance of the samples,

M ¼ s2 � s2
r

s2
0 � s2

r

ð34Þ
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This is a fundamental equation for expressing the state
of the mixture, the index M varying from zero to one.

The binomial and Poisson distributions have also
been used to examine the state of a mixture. If the pro-
portion of black particles in a random mixture of black
and white particles is p, the probability, P(x), of
obtaining x black particles in a sample of n particles
is given by Eq. (35).

PðxÞ ¼ n

x

� �

pxð1 � pÞn�x ð35Þ

If p is small (<0.15) and n is large, the Poisson distri-
bution can be used, applying Eq. (36),

PðxÞ ¼ e�mmx

xl ð36Þ

where m ¼ np, the mean number of black particles in
the samples of n particles. This relation may be used in
an assessment of dry mixing equipment.[44] If m is
greater than 20 and more than 10 samples are taken,
then:

� About 10 of the samples have the number of black
particle’s outside the limits m � 1:7

ffiffiffiffi

m
p

,
� About 5% of the samples have the number of black

particles outside the limits m � 2:0
ffiffiffiffi

m
p

, and,
� About 1% of the samples has the number of black

particles outside the limits m � 2:6
ffiffiffiffi

m
p

.

Mechanism of mixing and demixing

The randomization of particles by relative move-
ment, one to another, is achieved by the following
mechanisms:

� Convective mixing, where groups of adjacent parti-
cles are transferred from one location in the mass to
another.

� Diffusive mixing, where the particles are distribu-
ted over a freshly developing surface, and

� Shear mixing, where slip planes are set up within
the mass.

Convective mixing predominates in machines utiliz-
ing a mixing element moving in a stationary container,
for example, the horizontal ribbon mixer. Groups of
adjacent particles are moved from one position to
another, steadily decreasing the scale of segregation.

Diffusive mixing predominates in tumbler mixers.
The material is tumbled as it is lifted past its angle of
repose. Mixing occurs when a particle changes its path
of circulation through a collision or by being trapped
in voids presented by another layer of particles.

Shear mixing occurs when forces acting on the par-
ticles induce the formation of a slip place, resulting in

relative displacement of two regions. Shear mixing
occurs, for example, in the rearrangement of shapes
as the main charge falls from end to end in a double
cone mixer. Train[42] has stressed the importance of
expansion or dilation of the material so that shear
forces may be effective. A practical corollary is that
efficiency will be reduced if the machine is overfilled.

As long as one type of particle is not preferentially
caught, random mixing eventually occurs in the radial
plane. If, however, one component is smaller, denser,
or has certain shape characteristics, it is preferentially
trapped and moves into the lower layers of the mixing
zone until it finally concentrates as a central core run-
ning the length of the mixer. Similar effects occur in
axial mixing, and the final shape of the segregated zone
formed under the influence of axial and radial move-
ment depends on the flow properties of the material.
Similar effects have been reported with a double-cone
blender.[44] Segregation also occurs with materials
dumped from the mixer.

Mixing rate

Because mixing is a process of achieving uniform ran-
domness, the rate of mixing is proportional to the
amount of mixing still to be done. If, at the start a par-
ticle changes its path of circulation, it is most likely to
find itself in a different environment. The mixing rate is
therefore high. At the end of the process, the particle is
less likely to find a different environment, and such a
change gives no useful mixing. Fewer mixing events
take place, and the mixing rate finally reaches zero. It
can be represented for any mixing mechanism by
Eq. (37),

dM

dt
¼ kð1 � MÞ ð37Þ

where M, the index of mixing, has already been defined.
Integration of Eq. (37) gives Eq. (38).

M ¼ I � e�kt ð38Þ

The rate constant, k, depends on the physical nature of
the materials being mixed and on the geometry and
operation of the mixer.

Mixing Machines

Trough and ribbon mixers

A simple trough mixer consists of a semicircular
trough in which an impeller, such as a number of pad-
dles mounted at diverse angles on a shaft running the
length of the trough, rotates, lifting and distributing
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the material in an irregular manner. Convective and
shear mixing occurs, as well as some fine-scale diffusive
mixing when the impeller lifts material clear of the
main charge.

The ribbon mixer employs a ribbon-like conveying
scroll. The helix, which may be continuous or interrupted,
is rotated in a semicircular trough and mixing again occurs
through convection and shear, giving rapid coarse-scale
dispersion. Two ribbons set to convey material in
opposite directions are frequently fitted to the shaft.
Although little axial mixing in the vicinity of the shaft
occurs, mixtures with high homogeneity can be produced
by prolonged mixing, even when components differ in
particle size, shape, or density or tend to aggregate.

Tumbler mixers

Tumbler mixers operate primarily by a diffusive mech-
anism; their use is confined to freeflowing and granular
materials. The mild forces are employed, which pre-
clude the mixing of materials that aggregate strongly,
allow friable materials to be handled satisfactorily.
The more elaborate geometrical forms are most com-
monly used because movement of material in all
planes, which is necessary for rapid overall mixing, is
induced. Internal baffles and lifter blades may also be
incorporated. For example, axial movement of
material along the length of a simple drum mixer is
slow and can be enhanced by these methods.

Mixing of Liquids

Miscible liquids are most commonly mixed by impellers
rotating in tanks, including paddles, propellers, and
turbines. All the material should pass through the
impeller zone at frequent intervals of time, the design
of the mixer preventing the formation of ‘‘dead’’ zones.
The turbulent, high velocity flow of liquid from the
impeller causes mixing by projecting eddies into, and
entraining liquid from, the neighboring zones. The
thin ribbons of one component in another rapidly
become diffuse and finally disappear through molecular
diffusion.

The flow pattern may be analyzed in terms of its
three components of motion:

� Radial flow, in a direction perpendicular to the
impeller shaft.

� Longitudinal or axial flow, in a direction parallel to
the shaft, and

� Tangential flow, in which the liquid follows a circu-
lar path around the shaft.

A satisfactory flow pattern depends on the correct
balance of these components. In a cylindrical tank,

radial flow gives rise to axial flow by reaction at the
wall of the tank. Tangential flow receives no such
modification. Its predominance as laminar flow circu-
lation supports stratification at various levels. Further-
more, a vortex is created at the surface of the liquid
which may penetrate to the impeller, causing air to
be dispersed in the liquid. In general, tangential flow
should be minimized by moving the impeller to an
off-center position, thus destroying the symmetry of
the mixer, or by modification of the flow pattern by
means of baffles. Tanks with vertical agitators may
be baffled by one, two, or more strips mounted verti-
cally on or just away from the vessel wall. These reduce
but do not eliminate tangential flow, whereas little
modification of radial and axial flow occurs. Baffles
produce additional turbulence.

Paddle mixers

For a simple paddle, with upper and lower blades, suit-
able for mixing miscible liquids of low viscosity a tan-
gential flow pattern predominates with zones of
turbulence to the rear of the blades (10–100 rpm).
The gate paddle is suitable for mixing liquids of higher
viscosity and the anchor paddle with low clearance
between pan and blade is useful for working across a
heat transfer surface. Stationary paddles intermeshing
with the moving element suppress swirling in the mixer.
In other examples, baffles are also necessary. Unless
paddle blades are pitched, poor axial turnover of the
liquid occurs. Paddles are therefore not suitable for
mixtures that separate.

Propeller mixers

Propellers are commonly used for mixing miscible and
immiscible liquids of low viscosity. The marine propel-
ler is typical of the group. High speed rotation (400–
1500 rpm) of the relatively small element provides high
shear rates in the vicinity of the impeller and a flow
pattern with mainly axial and tangential components.
They may be used in unbaffied tanks when mounted
in an off-center position or inclined from the vertical.
In large-scale operations, horizontal mounting in the
side of the vessel is frequently used.

Turbines

Turbine designs are intermediate between paddles and
propellers. Turbines are effective mixers over a wide
viscosity range and provide a very versatile mixing
tool. The ratio of radial to tangential flow, the predom-
inating parameters with this impeller, increases as the
operating speed increases. Pitched-blade turbines are
sometimes used to increase axial flow. Baffles must
be used to limit swirling unless the turbine is shrouded.
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This impeller produces a discharge with no tangential
component.

STERILIZATION

Sterilization processes do not result in a product that
can be described as absolutely sterile or non-sterile
inasmuch as the process is a statistical phenomenon.
A variety of techniques are available,[45] including heat,
radiation, ethylene oxide sterilization, and sterile fil-
tration.

Thermal Sterilization

The amount of heat required to sterilize depends upon
the magnitude (T), duration (t), and amount of mois-
ture present, t 1/T. For example, heat coagulates
protein in the living cell. The temperature required
for this phenomenon to occur is inversely proportional
to the moisture present.

Dry heat

Relatively stable substances that resist degradation at
high temperatures (>140�C) are suitable candidates
for dry heat sterilization. A 2-h exposure at 180�C or
45 min at 260�C kills spores as well as vegetative forms
of micro-organisms. These exposure periods do not
include the lag time from loading of the oven until ster-
ilization temperature is reached. The lag time depends
on the geometry and operating features of the oven
and the characteristics of the load.

Both natural and forced-convection oven types can
be employed; they have been described in the section
on drying. The forced-convection oven offers the
advantages of uniformity of heat distribution and
reduction in lag time in comparison with the natural-
convection system. The dry-heat method is reserved
almost exclusively for glass or metal as other materials
char (cellulose), oxidize (rubber), or melt (plastic) at
these temperatures.

Moist heat

Moist heat offers the advantage of greater effectiveness
at low temperatures. The thermal capacity of steam is
much greater than that of hot air. Spores and vegeta-
tive forms of bacteria may be effectively destroyed in
an autoclave employing steam (121�C) under pressure
(15 psig) for 20 min or (27 psig at 132�C), for 3 min.
The lag time to complete exposure of the material to
be sterilized is important.

Radiation

Ultraviolet light is frequently employed to reduce air-
borne microbial contamination. Surface sterilization
is usually achieved by employing a mercury vapor
lamp with an emitted light of 253.7 run.

Radiation sterilization includes the use of the ioniz-
ing radiation of x-rays and gamma-rays. The former
are derived from bombardment of a heavy metal target
with electrons. Gamma-rays are obtained from atomic
nucleus decay from excited to ground state.

The energy evolved from radiation can be equated
to photon behavior where E hn and n ¼ C/l, (E
and n are the energy and frequency of a photon,
respectively), h is Planck’s constant, and C and l are
the speed and wavelength of light, respectively. The
energy absorbed from the radiation sources equates
to the dose.

1�rad ¼ 100 erg/g of material absorbing

¼ 6:24 � 1013 eV=g

¼ 2:4 � 10�6 cal=gð10 � 10�6 J=gÞ

There are a variety of radiation sources. 60Cobalt
decays to 59Co in the core of a nuclear reactor to emit
two photons (1.17 and 1.33 MeV) and an electron
(0.31 MeV). The half-time for decay is 5.3 years.
137Cesium decays emitting one photon (0.661 MeV).
Cesium has a 33-year half-life. An electron beam can
be accelerated to an energy equivalent of 5–10 MeV.
At energies below 5 MeV, penetration is insufficient
for sterilization. Depth of penetration can be correlated
with energy levels; for example, materials with density
equivalent to water (r ¼ 1 g/cm3) are penetrated
0.5 cm/MeV. 60Cobalt gives rise to radiation that
penetrates 30 cm through water. Accelerating electrons
have a high dose rate and exposure is only required
for seconds. 60Cobalt has a lower dose rate, and an
exposure for hours is required.

Ionizing radiation arises from the photoelectric
effect, the Compton effect, or ion pair production.
Gamma radiation causes local and intense damage and
may break chemical bonds. The primary target is the
deoxyribonucleic acid (DNA) of the micro-organism.
In addition, free radicals may be formed, such as
peroxides that result in intracellular and extracellular
peroxides by a chain reaction that causes damage.

Resistance to damage

Damage depends on the amount of energy absorbed
relative to the number and resistance of the micro-
organisms being irradiated. Unicellular organisms
have greater resistance than multicellular ones.
Gram-positive bacteria have greater resistance than
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gram-negative bacteria. Finally, bacterial spores have
greater resistance than vegetative forms. Viruses are
more resistant than bacteria. The energy required to
reduce the population of viruses by 90% (D value), is
0.5 Mrg i d (5 mGy). Fungi are equivalent to bacterial
spores in their resistance.

In order to evaluate the dose, a number of param-
eters must be known. What magnitude of source
(e.g., 60Co) is available? A typical source ranges from
500,000 to 2 � 106 Curies (Ci) where 1 Ci is
3.7 � 1010 disintegrations per second. The product
geometry and the speed of the conveyor carrying it
to the source must be known. The dose can be evalu-
ated by a variety of dosimetric techniques. In bulk or
ampoules containing liquids, ferric ammonium sulfate
and ceric sulfate can be used and the absorbance
change evaluated by UV spectroplidtometry; however,
this is only accurate for 60CO and 137CS.

Radiochromic solids can be utilized and evaluated
by visible spectrophotometry. Amber and red poly-
methyl methacrylate are used to evaluate 0.1–1.0 Mrad
and 0.5–5.0 Mrad, respectively. Nylon film is examined
for opacity following exposure and may be used to
evaluate exposures of 0.1–5.0 Mrad.

Validation requires the determination of the biobur-
den and the D value. These represent the dose required
to achieve sterilization and the estimated dose. If low
D values are obtained, the dose may be regarded
as overkill. Bocillus pumulis exhibits inherently high
resistance to gamma-ionization radiation (D values
0.15–0.22 Mrad). The FDA prefers a 12-log reduction
in microorganisms. The dose required is approximately
2.6 Mrad.

Ethylene Oxide

Ethylene oxide (bp, 10.8�C) is a gaseous alkylating
agent. It alkylates proteins and ribonucleic and deoxy-
ribonucleic acid in micro-organisms. It replaces labile
hydrogen with hydroxyethyl groups. Ethylene oxide
is utilized as a surface sterilant. Bulk crystalline materi-
als can occlude vegetative bacterial cells or spores with
crystals. Consequently, ethylene oxide does not reach
them. The final step prior to sterilization is an aseptic
recrystallization step.

Ethylene oxide is a colorless gas with an aromatic
odor. The threshold limit for the odor is 700 ppm.
The OSHA specification for worker exposure is
10 ppm. The toxicity of ethylene oxide is similar to that
of ammonia. It causes conjunctival and respiratory
irritation, dizziness, headaches, and vomiting. It is
known to be mutagenic and may be carcinogenic.
By-products include ethylene glycol (bp, 198.9�C)
and ethylene chlorhydrin (bp, 128.4�C). Pure ethylene
oxide is flammable and explosive. It is generally mixed

with propellant (88 : 12) or carbon dioxide (90 : 10).
Ethylene oxide polymerizes in the liquid state in
90–120 days. In this form it may plug lines or deposit
polymerized sludge.

Ethylene oxide inactivates all micro-organisms. The
sterilizing rate depends upon its concentration, the
temperature, the duration of exposure, and the water
content of the micro-organism. Inactivation follows
classical first-order kinetics and is irreversible. Relative
humidity is synergistic, at 30–60% the micro-organism
hydrates. The water acts as a vehicle to transport the
gas through polyethylene and polypropylene. Poly-
styrene traps ethylene oxide and dissipates it over years
and thus is not appropriate for ethylene oxide steriliza-
tion. Temperatures of 40–60�C are suitable for
heat-sensitive articles. Cycle times are longer at low tem-
peratures, relative humidities, or ethylene oxide concen-
trations. Generally, concentrations of 350–700 mg/ml
are employed; cycle times vary from 4–12 h.

Following sterilization the load is degassed by a
dynamic process wherein filtered air is passed over
the product for 12–72 h. Degassing usually takes place
in the treatment chamber but may be moved to a sterile
facility. The process is monitored using Bacillus subti-
lis var. niger as a biological indicator, commercially
available as spore strips (106 spores per strip). In
addition, the load is probed with thermocouples during
validation. The gaseous mixture is sampled at different
points in the sterilizer for gas chromatographic analysis.

Sterile Filtration

Several filter geometries are available for sterile fil-
tration. They consist of flat membranes in a stainless
steel press (<293 mm), pleated membranes housed in
stainless steel cartridges, and stacked plates in the form
of flat segments of membrane filters.

Matrix filters consist of fibers with pores having a
depth up to 120 mm. Cellulose nitrate may be dissolved
in a highly volatile solvent, such as amyl acetate, ether,
or dioxane. A gel-forming solvent, acetone, ethanol, or
propanol, may be added. The mixture is poured on a
flat plate and placed in a controlled-temperature
environment to dry. Pore size is dependent on the con-
centration of the gel-forming solvent. A number of
other substances may be used as filter material, includ-
ing cellulose, acetate and butyrate, polyamides (nylon),
polysulfones, fluorocarbons (Durapore membranes),
polyvinylidene difluoride (hydrophobic), or surfaces
modified with organic amides (hydrophilic), acrylic
polymers, or polyvinyl chloride. To make some mem-
branes hydrophilic, surfactants may be added includ-
ing Tween 80, Triton X-100, hydroxypropyl cellulose,
or glycerol. Sieve filters are made of polycarbonate
(Nucleopore, 10 mm thick). Collimated uranium fission
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products form nucleation tracks in film. Exposure to
chemical etching determines the pore size.

Adsorption and screening

Most membrane filters, when wetted, have a negative
charge. Bacteria have a similar negative charge and do
not necessarily remain on the filter. Filters with other
characteristics can be selected under these circumstances.
Positively charged (AMF Zeta Plus Membrane) or
protein- and peptide-adsorbing (Pall Posidyne Nylon 66)
filters can be selected.

Ionic strength, pH, pressure, and flow rate affect
particle adsorption. The flow rate through a filter is
expressed by Eq. (39),

Q ¼ CiA P

V
ð39Þ

where Ci is the inherent resistance of the filter to flow (a
function of void volumes), A is the surface area, P is
the pressure, and V is the viscosity. Filters are rated
according to nominal pore size and absolute pore size
(the largest pore in the filter); this recognizes that a
pore size distribution exists.

Filter integrity

The filter integrity can be evaluated by a number of
techniques. The destructive test involves filtering a sus-
pension of bacterial cells (Pseudomonas diminuta,
0.3 � 1 mm, through a 0.2 mm-filter. If 6 L of suspen-
sion containing 1 � 107 organisms per mL are passed
through a 1-mm filter, there should be no micro-
organism and an 8-log reduction would have occurred.
The bubble-point test assumes that pores can be char-
acterized as capillaries. When totally wetted, all the
capillaries should be full of water or solution. The pore
length is generally much greater than the diameter.
Pressure is applied to the wetted filter. The bubble-
point pressure, P, may be described by Eq. (40),

P ¼ 4g cos yY
D

ð40Þ

where g is the surface tension (72 dynes/cm2 or 7.2 Pa),
y is the contact angle, and D is the diameter of capil-
lary. The bubble-point test is performed before and
after sterile filtration.

A specified area of filter must be soaked in a speci-
fied volume of product for a designated time. The
accelerated stability of active ingredients at 40–60�C
for 60 days must be established prior to the selection
of a filter for a particular purpose. The extent of dam-
age, and the nature and quantity of extractables and
their potency have to be evaluated.

EXTRACTION AND LEACHING

Leaching or solid–liquid extraction are terms that
describe the extraction of soluble constituents from a
solid or semisolid by means of suitable solvents. The
process, which is used whenever tea or coffee is made,
is an important stage in the production of many fine
chemicals found naturally in animal and vegetable
tissue. Examples are found in the extraction of fixed
oils from seeds, in the preparation of alkaloids, such
as strychnine from Nux vomica beans or quinine from
Cinchona bark; and in the isolation of enzymes, such
as rennin, and hormones, such as insulin, from animal
sources. In the past, a wider importance attended the
process because the products of simple extraction pro-
cedures, known as galenicals, formed the major part of
the ingredients used to fulfill a doctor’s prescription.

Whatever the scale of the extraction, leaching is per-
formed in one of two ways. In the first, the raw
material is placed in a vessel, forming a permeable
bed through which the solvent or menstrum percolates.
The wanted constituents are dissolved, and the solu-
tion issues from the bottom of the bed. This liquid
is sometimes called the miscella and the exhausted
solids, the marc. The process is called leaching by
percolation. The second process employs immersion
and consists of immersing the solid in the solvent and
stirring. After a suitable period of time, solid and liquid
are separated.

Percolation

Coarsely ground material is placed in the body of the
extractor which may be jacketed for control of the
extraction temperature. The packing must be even or
the solvent flows preferentially through a limited vol-
ume of the bed and leaching is inefficient. In large
extractors, channeling is prevented or reduced by
horizontal, perforated plates placed at intervals in the
bed; these redistribute the percolating liquid.

Solvent inhibition swells dried materials and reduces
the permeability of the bed. This is most marked with
aqueous solvents. If swelling occurs, it is necessary to
moisten the material with water or with the solvent
before it is packed into the extractor.

Immersion

In pharmaceutical processes, leaching by immersion is
carried out in simple tanks which may be agitated by a
turbine or paddle. If the solids are adequately sus-
pended, intimate contact between the phases promotes
efficient extraction. Incomplete extraction due to chan-
neling is avoided and difficulties due to swelling do not
arise. Problems arise, however, in the subsequent
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separation of the phases. The materials to which leach-
ing by immersion is applied are normally either finely
divided or coarse and compressible. When agitation
ceases, the solids settle and the leach liquid can be
siphoned or pumped off by lines suitably placed in
the tank. The sediment, however, contains a large
volume of the leach liquid which must be recovered
by resuspending the solids in fresh solvent, allowing
the solids to sediment and decanting the supernatant
liquid. Cake filtration provides an alternative method
of separation. The leach liquid remaining in the cake
is displaced by passing a wash liquid. In some
cases, a filter press may be used for both extraction
and separation.

Solvent

The ideal solvent is cheap, non-toxic, and non-flammable.
It is highly selective, dissolving only the wanted con-
stituents of the solid. It should have a low viscosity,
allowing easy movement through a bed of solids, and,
if the resulting solution is to be concentrated by
evaporation, have a high vapor pressure. Water and
alcohol, and mixtures of the two, are widely used.
Both, however, are non-selective, leaching varying
proportions of gums, mucilages, and other unwanted
components. Most of the tinctures and liquid extracts
used in pharmacy are simple, impure extracts made
with, water or mixtures of water and alcohol. Acidified
or alkaline mixtures of water and alcohol are used to
extract insulin from comminuted pancreas. A more selec-
tive extraction is given by petroleum solvents, benzene,
and related solvents. In the preparation of many pure
alkaloids, the powdered material is moistened with an
alkaline solution, packed into a bed, and leached with
petroleum. Subsequent purification by fractional crystal-
lization is facilitated by the absence of gums. Acetone
and chlorinated hydrocarbons also find applications in
leaching. In some cases, specific properties of the wanted
constituents may suggest a particular solvent. Eugenol,
for example, can be readily extracted from cloves with
a solution of potassium hydroxide.

Leaching Rate

Whatever method is adopted, leaching consists of a
number of consecutive diffusional or mass transfer
processes. The solvent first penetrates the raw material
and dissolves the soluble elements. These diffuse in the
opposite direction to the surface of the solid matrix
and through the liquid layers at its surface to reach
the bulk solution. These processes are under the
influence of an overall concentration gradient, the con-
centration being lowest in the bulk solution. Any of
these processes may be responsible for limiting the rate

at which leaching proceeds. In pharmaceutical leach-
ing, however, the solid matrix is usually cellular, a
structure which normally offers the highest diffusional
resistance. The complexity of such structures does not
permit a strict analysis of the processes of mass trans-
fer. Nevertheless, the simple diffusional concepts
expressed in Fick’s law suggest that the following
factors influence the leaching rate:

� The size distribution of the leached particles,
� The temperature of leaching,
� The physical properties of solvent, and
� The relative movement imposed upon the solids

and the liquid.

Size and Size Distribution of the
Solid Particles

The particle size of the solids determines the distance
which solvent and solute must diffuse within the solid
matrix. Since this distance offers the major diffusional
resistance, its reduction by comminution raises the rate
of leaching, the concentration gradient being effec-
tively increased. In addition, the inverse relationship
between particle size and surface area requires an
increase in the area of contact between the matrix
and the surrounding liquid. Transfer of solute at this
boundary is therefore facilitated. In leaching by
immersion, a further advantage conferred by size
reduction is the ease with which finer particles are sus-
pended. Finally, extensive cell rupture occurs during
grinding, allowing more direct contact between solvent
and solute and more rapid dissolution and diffusion.

Other factors, however, operate against size
reduction. Leaching by percolation demands the for-
mation of a permeable bed. Low permeability gives
low flow rates and low extraction rates. Permeability
is a complex function of both particle size and
porosity, the former determining how a given void
space is to be disposed within the bed. The disposition
of the void space consists of few channels of relatively
large diameter, that is, a bed of high permeability, if the
particle size is large. In leaching by immersion, the dif-
ficulties of separating solid and liquid increase as the
particle size decreases.

The opposition of the factors suggests an optimum
particle size for any particular extraction. This is
determined to some extent by the physical nature of
the solids. A dense, woody structure would be
extracted as a fine powder. An example is given by
the root of Ipecacuanha. A leafy structure, on the other
hand, would be more satisfactorily leached as a coarse
powder.

Both porosity and permeability are influenced by
the particle size distribution. A high porosity is secured
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if the distribution is narrow. Small particles may other-
wise fill the interstices created by the contact of larger
particles. After grinding it is often necessary, therefore,
to classify the product and remove undersize material.
This material would then be bulked with the fines from
other batches and extracted separately. A further
advantage arising from a narrow size distribution is
even packing and the creation of a regular system of
pores and waists. This promotes even movement of sol-
vent and solution through the bed.

Temperature

Within the limits imposed by the thermal stability of
the wanted constituents, a high extraction temperature
appears desirable. The solubility of most materials
increases with increasing temperature, allowing higher
solute concentrations and higher concentration gradi-
ents. Both this and the increased diffusivity result in
higher extraction rates. In many cases, however, mate-
rials are susceptible to heat degradation and cold
extraction must be used. In addition, the selectivity
of a solvent may be impaired at high temperatures.
An example of the use of moderately high tempera-
tures is the extraction of Rauwolfia alkaloids with boil-
ing methanol.

The Relative Movement Imposed Upon the
Solids and the Liquid

The major and controlling resistance to the diffusion of
the solute to the bulk solution is normally found in the
cell matrix. Increase in the rate of movement of the
solution past the surface does not, therefore, greatly
affect the rate of extraction. This is in marked contrast
to the processes of dissolution and crystallization.
Nevertheless, movement is imposed upon the solvent
in both general methods described above.

In the percolation of a liquid through a bed of
solids, mass transfer of the solute from the surfaces
of the solid to the liquid in the interstices of the bed
takes place by molecular diffusion and by natural con-
vection arising from the density changes created by dis-
solution. Although these processes are slow, they are
much faster than mass transfer in the matrix under
the same concentration differences. Concentration
gradients in the liquid outside the particles are, there-
fore, very low. At any point in the bed, the introduc-
tion of dilute solution from above and the loss of
concentrated solution to below decrease the interstitial
concentration by dilution or displacement. This effect
can be considered simply to reduce the solute concen-
tration at the junction of solid and solution, thus
imposing a favorable concentration gradient within
the matrix.

APPLICATIONS

The processes described here are integrated in order to
facilitate the production of pharmaceutical dosage
forms. The following examples are intended to illus-
trate the application of the processes in the dominant
pharmaceutical settings. They have been selected to
demonstrate the broad application of unit operations
in pharmaceutical manufacturing. Unique processes
are associated with each dosage form. This is no less
the case for dermatologics, intranasal and inhalation
products, and the range of alternative pharmaceuticals
than for the examples given. Nevertheless, the majority
of processes and their underlying principles[11] are simi-
lar from one dosage form to the next.

Parenteral Products

Parenteral products are intended for injection into a
variety of subdermal and submucosal locations.[46]

Their manufacture can be defined as a sequence of
operations intended to be performed in certain environ-
ments or under specific conditions. Fig. 6 illustrates the
sequence in which these processes may be combined.
This flow diagram shows the relationship of the unit
operations to the underlying physical-organic chemis-
try of compounding and the subsequent processes
pertaining to packaging.

Solid Dosage Forms

The majority of solid dosage forms are intended for
oral ingestion. The drug released from the dosage form
is available at the site of absorption or action within
the gastrointestinal tract.

Additional processes are required for the pro-
duction of tablets beyond those described previously.
As these processes are not ubiquitous in pharmaceuti-
cal manufacturing they are dealt with only briefly here.

Supply/
storage

Clean environment
Aseptic
area

Clean
area

Cleaning Sterilization

Filling/
sealing

Packaging/
storage

Processing
equipment

Containers

Formulation
ingredients

Compounding/filtration
[using cleaned and sterilized 

processing equipment]

Fig. 6 Flow diagram illustrating the various processes in
sterile parenterals production.
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Granulation

Following particle size reduction and blending the for-
mulation may be granulated,[47] which provides hom-
ogeneity of drug distribution in the blend. In
addition, it may help flow properties and compression
characteristics of the powder. Large granules can be
prepared from primary particles by drying from a
slurry (with techniques described above) or spraying
with granulating solution. Fig. 7 shows a top-spray
granulator. An alternative method (Fig. 7) employs
an auger to force the blend between rollers, thereby
forming a compressed solid which disintegrates into
large aggregates.[48]

The steps involved in granulation begin with trans-
ferring powders to a mixer and blending the product.
The granulation solution can be added and coarse
milling or wet granulation begun. Finally, the product
is dried and milled to an appropriate size.

Compression

Compressed solids, tablets, or caplets, are prepared by
placing the blend of component additives in a cylinder
or die, above a moveable piston or punch. An upper
punch is brought into the top of the piston, and pres-
sure applied to the distal ends of the punches forces
the powder into a compact (Fig. 7). The quality of
the product depends upon the cohesive forces acting
on the powder upon compression. These cohesive
forces are influenced by the selection of additives
in the dosage formulation. One method of evaluating

tablet manufacture considers the effect of the applied
pressure on porosity of a compressed powder.[49] Data
may be plotted as the negative natural logarithm of
porosity against applied pressure in the form of a
Heckel plot.[50] The slope of this plot is proportional
to the yield value (f, elastic limit) with a value of 1/3f).

Bioprocessing

The use of biotechnology in the manufacture of phar-
maceuticals is of increasing interest Consequently these
techniques require attention in the planning of unit
processes. Bioprocessing can be considered in terms
of small-scale bioreactors, or fermenters, and the trans-
lation of such processes into large-scale economically
viable production operations.[51,52]

Bioprocessing is by no means a new field. The topi-
cality of this subject is due to the increased interest in
the use of isolated cells and microorganisms as manu-
facturing tools. It might well be argued that this tech-
nology was developed millennia ago for the purposes
of wine and beer production. More recently, the use
of attenuated microorganisms or isolated antigenic
materials for vaccination resulted in further develop-
ments. In the last decade, the interest in genetic engi-
neering and manipulation of the genetic code of certain
microorganisms has produced a revolution in the
manufacturing of pharmaceuticals.

Bioreactors

The major difference between a biotechnological
process and other pharmaceutical manufacturing
operations is the need for a bioreactor (Fig. 8). These
bioreactors may be required to produce expressed pro-
teins utilizing bacteria, yeast, insect, or mammalian

Fill Compress Eject

Fig. 7 Sequence of events in tablet press operation.

Aerobic

UnMIXED MIXED

BIOREACTORS

Anaerobic

Mechanical Pneumatic

Uncoupled to
other processes

Reactors coupled with
separation processes

MEMBRANES EXTRACTION EVAPORATION

Fig. 8 Schematic of types of bioreactors.
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cells. It would be difficult to describe the various bio-
reactor elements and their permutations. Some of sim-
plest examples of bioreactors are shown in Fig. 9.

CONCLUSIONS

Pharmaceutical manufacturing entails the combination
of a number of unit processes. The major processes
have been described in this article. Brief outlines of
the applications of these processes to parenteral, solid
dosage form, and biological materials production are
given.

The efficiency, quality, and economy of manufactur-
ing depends upon an understanding of the individual
operations involved in processing. In many cases,
unlike in other industrial processing, safety and effi-
cacy of a therapeutic agent may be affected. A guide
or introduction to the practical aspects of unit pro-
cesses in pharmacy is provided here.
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INTRODUCTION

The concept of vaccination was introduced in the
late 18th century by Edward Jenner when he used
cowpox virus as a vaccine to protect humans against
smallpox virus infections. This led to the develop-
ment of vaccines over the next 2 centuries to provide
protection against various bacterial and viral patho-
gens. Undoubtedly, the effective vaccination against
infectious diseases is the best method of reducing
suffering of human and animals caused by viral,
bacterial, and parasitic infections. Over the last 200
years, the technology of vaccine development and
production has not changed significantly. This
usually involves the use of either a killed pathogen
combined with an adjuvant or a livepathogen with
reduced virulence. Apart from the tremendous suc-
cess of killed and attenuated virus vaccines over
the years, many of such vaccines do not provide
satisfactory protection, and there are a number of
other disadvantages associated with these vaccines.
Additionally, there are important pathogens against
which attempts to develop effective vaccines using
traditional approaches were unsuccessful. Various
protective viral antigens (envelope and/or capsid
proteins or glycoproteins and other viral proteins)
and bacterial antigens (surface, internal, or fimbria
proteins; bacterial polysaccharides; bacterial toxins;
and other proteins involved in bacterial metabolism)
have been identified as potential vaccine candidates.
These protective antigens are used by various means
to develop effective vaccines. The field of vaccine
technology is not limited to infectious diseases but
has shown potential in other areas, such as cancer
treatment, reproduction, and modulation of animal
productivity. An overview of vaccine strategies is
depicted in Fig. 1.

Conventional Vaccines

Inactivated vaccines

Inactivated (killed) pathogenic organisms can be used in
vaccines. This is the simplest way to produce vaccines,
provided the organisms can be cultured easily. Therefore,
this method is often first tested to develop a potential-
vaccine. As with any other technique of vaccine pro-
duction, this procedure is only good for some organisms.
There are a number of methods of inactivating patho-
genic organisms; the most common are treatment with
chemicals (formalin, formaldehyde, or propiolactate),
heat, or g-irradiation. Insome instances, the procedure
of inactivation may enhance antigenicity of some antigens
important in protection. Inactivated vaccines usually
result in good humoral immune response after multiple
inoculations. Because inactivated vaccines in general fail
to elicit effective mucosal and cell-mediated immune
responses, they may provide limited protection against
mucosal and intracellular pathogens. Failure to inactivate
the pathogenic organisms completely could result in dis-
ease instead of protection. During the 1950s, some lots
of poliovirus vaccine were not inactivated completely.[1,2]

Now, the methods used to detect residual infectivity are
more stringent, therefore, inactivated vaccines are con-
sidered safe with extremely low or no chance of infection.

There have been instances in which inactivated vac-
cines led to atypical disease or enhanced disease severity.
For example, in the 1960s, formalin-inactivated respira-
tory syncytial virus (RSV) vaccine actually enhanced
the disease symptoms when vaccinated children were
naturally exposed to RSV.[3,4] It was later discovered
that a change in the antigenicity of RSV F and G glyco-
proteins[5] resulted not only in alteration in humoral
immune response but also in the Th1 and Th2 compo-
nents of the CD4þ T-cell response to RSV.[6]

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100000445
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Live attenuated vaccines

Mostly attenuated organisms are being used as live
virus vaccines; however, in some instances, even virulent
organisms could be used, provided they are not adminis-
tered via the natural route of infection. For example,
human adenovirus types 4 and 7 may cause acute respi-
ratory infections in humans when administered via the
oronasal route but provide protection when given orally
in enteric-coated capsules.[7]

There are different ways to attenuate pathogens for
vaccine production. Attenuation of organisms can be
achieved by growing them under abnormal conditions,
which include cultivation in unnatural hosts or cell
lines. Some organisms are attenuated when they repli-
cate at different pH levels and/or temperatures. In
cells infected with multiple viruses with a segmented
genome (e.g., influenza virus, reovirus), genome seg-
ments are randomly recombined in the progeny. This
process of recombination is known as reassortment
and is also useful in generating attenuated viruses.
A natural pathogen of one host may be attenuated
for another host, e.g., vaccinia virus worked as an atte-
nuated vaccine for small poxvirus eradication program
during the 1960s and 1970s, and turkey herpesvirus
works as an attenuated vaccine for Marek’s disease
virus (a chicken herpesvirus). In an inoculated host,
the attenuated organism replicates without causing dis-
ease symptoms, thereby leading to induction of immune
response somewhat similar to the natural infection with
the disease-causing organism. The Bacille Camet–
Guerin (BCG) strain of Mycobacterium tuberculosis
was attenuated after more than 200 passages on media
containing increasing amounts of bile. The Sabin polio-
virus vaccine was attenuated by a number of passages

in monkeys and in monkey kidney epithelial cells.[8]

Measles virus was initially adapted to monkey kidney
cells and subsequently attenuated in duck embryo and
human tissue culture cell lines.[9–11]

Temperature-sensitive (ts) mutants have proven to
be the most useful type of mutants for a number
of viruses and bacteria because of their conditional-
lethal phenotype. The (ts) mutants are produced by
alteration in the nucleotide sequence of a gene so that
the resulting protein product of the gene is unable to
assume or maintain its functional configuration at the
non-permissive (37–39�C) temperature. The protein,
however, is able to assume a functional configuration
at the permissive temperature (32–34�C), e.g., herpes-
viruses, adenoviruses, and influenza viruses. Thus, these
mutants can replicate in mucosal sites with a lower
temperature, e.g., the nasal cavity, but are unable to
cause systemic infections and disease.

A number of advantages associated with live vac-
cines are that: 1) they are cheap to produce because
the inoculum dose is relatively less; 2) they require
fewer inoculations; 3) they do not require adjuvants;
4) they elicit both humoral and cell-mediated immune
responses; and 5) they can be inoculated by the
natural route of infection. Some of the disadvantages
associated with live vaccines are that: 1) they are
usually less stable than inactivated vaccines and
may require refrigeration for storage; 2) some of
these vaccines under certain situations may revert
to virulent form in the host and thereby lead to clini-
cal disease; 3) they may not be recommended for
immunosuppressed, immature, older, or pregnant
hosts; 4) they may have a low level of residual viru-
lence; and 5) they may be contaminated with other
adventitious organisms.

Wild type organisms
Attenuated organisms
Bacterial expression vectors
Viral expression vectors

Live
vaccines

Vaccine
strategies

Inactivated
vaccines

Subunit
vaccines

Nucleic acid
vaccines

Inactivated organisms

One or more subunits isolated 
from organisms or tissues
Recombinant protein produced in
Immunogenic peptides
Anti-idiotypic antibodies

Mammalian
cells
Bacteria
Insect cells
Viruses
Plants

Temperature-sensitive
mutants
Cold-adapted mutants
Site-directed mutants
Gene-deleted mutants
Gene reassessment mutants
Naturally available mutants
Mutants generated by
adaptation to unnatural host

Fig. 1 Overview of vaccine strategies.
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Recombinant Vaccines

Recombinant vector vaccines

Viral Vectors. For the development of an effective
vaccine strategy for protection against mucosal patho-
gens such as respiratory and enteric viruses, a vaccine-
delivery system that can induce a protective mucosal
immunity in the form of secretory IgA antibody, in
addition to a systemic immune response, is extremely
important. The route of vaccine delivery also plays
an important role in determining the type of resultant
immunity induced. A number of viruses, such as adeno-
viruses, poxviruses, herpesviruses, picornaviruses,
togaviruses, orthomyxoviruses, paramyxoviruses, and
others, have demonstrated considerable potential as
vectors for antigen delivery at mucosal surfaces.[12]

Immunogenic foreign epitopes can be expressed on
the virus surface by modifying the viral capsid or
envelope protein.[13] A wide variety of foreign viral
antigens has been expressed in viral vectors, and
vaccination-challenge studies in experimental animals
have demonstrated moderate to complete protection.
Immunization with such vectors leads to the foreign
viral antigen expression similar to that of natural infec-
tion without causing disease. Antigenic peptides are
expressed along with major histocompatibility (MHC)
class I and class II antigens and, thus, result in both
humoral and cytotoxic T-cell responses.

Both adenovirus-and poxvirus-based vectors have a
number of common advantages including that 1)
vector construction is easy; 2) relatively high levels of
foreign protein expression are easily attained; 3) rela-
tive thermostability; 4) they have a large capacity for
foreign DNA insertion; 5) vector derivatives are non-
pathogenic; and 6) they have a wide host range. More
than one foreign antigen can be expressed in the same
vector to provide protection against a number of
diseases by inoculation with a single vector.

Vaccinia virus expressing rabies glycoprotein has
been licensed for use to control rabies in the wildlife
population, especially raccoons, foxes, skunks, and
coyotes.[14] Baits containing a live vaccinia-rabies gly-
coprotein recombinant virus vaccine are distributed
in the rabies endemic area with the intention that
rabies-susceptible wild animals that eat these baits will
become immunized against rabies virus,[15] and this
approach has demonstrated satisfactory results. Vacci-
nia virus expressing the F and H gene of rinderpest
virus has shown potential for its use to control rinder-
pest in developing countries.[16,17]

To increase the safety of viral vectors for immuno-
compromised hosts and to control their indiscriminate
spread, replication defective viral vectors have been
developed. These vectors can be grown to high titers
in vitro, but they are defective for in vivo replication.

Replication-defective vectors undergo an abortive
infection in an inoculated host that leads to foreign
antigen expression similar to replication-competent
vectors. Replication-defective adenovirus vectors are
generated by deleting the early region 1 (E1) genes.[18,19]

E1-deleted vectors can be grown in an E1-complementing
cell line, and animals immunized with such vectors elicit a
protective immune response.[20] Avian poxviruses grow
normally in avian cells but would result in an abortive
infection in mammalian hosts. Dogs and cats immunized
with an avipox-rabies glycoprotein recombinant are
protected against rabies virus infection.[21]

Bacterial Vectors. Similar to viral expression vectors,
attenuated bacteria can be developed as vectors for
foreign gene expression and delivery for the purpose of
multivalent vaccines. Immungenic foreign epitopes can
be expressed on bacteria surfaces by modifying cell
surface proteins, fimbria, or flagella. It has been demon-
strated that M. bovis BCG strain induces both strong
humoral and cell-mediated immunity, therefore, it has
been developed as a delivery vector with the assumption
that foreign proteins expressed by M. bovis in inoculated
individuals will also raise a strong protective immune
response.[22] Because Salmonella and Vibrio colonize in
the intestinal tract, attenuated strains of these bacteria
were developed as vectors for mucosal delivery.[23–26]

Various bacterial vectors have been used to express
a number of bacterial (B. pertussis, S. pneumoniae, Y.
pestis, and L. monocytogenes), viral (herpesvirus, influ-
enza virus, human immunodeficiency virus, simian
immunodeficiency virus, and hepatitis B virus), and
parasitic (S. mansoni, and L. major) antigens.[26] Sig-
nificant improvements in attenuation of bacteria, and
the stability, localization, and expression levels of het-
erologous antigens are required to market the bacterial
vector-based vaccines for use in humans or animals.

To enhance foreign gene expression, ‘‘balanced
lethal,’’ plasmid-based expression vehicles have been
developed.[27] A foreign antigen may form inclusion
bodies or localize in intracellular compartment of the
vector thereby affecting the type, levels, and duration
of immune response elicited against the antigen. The
Escherichia coli a-hemolysin secretion system (HSS)
that includes HlyB, HlyD, and TolC is involved in
exporting the HlyA-fused foreign antigens to extra-
cellular compartment.[28] Using the HSS system for
attenuated Shigella dysenteriae the expression and
secretion of Shiga toxin-B subunit were obtained.[29]

Gene-deleted vaccines

Many attenuated vaccines are derived after intro-
duction of random mutations in the genomes of
various pathogens. In situations in which these
random mutations may be point mutations, attenuated
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organisms may regain virulence owing to back muta-
tions. Because of our increased understanding of viru-
lence of various pathogens at the molecular level, one
or more genes responsible for virulence has been iden-
tified in many pathogens. The genes associated with
virulence may be genes involved with nucleic acid
replication and other non-structural and structural
components of the organism. This has made it possible
to delete one or more of these genes involved in
virulence—another strategy to produce safer attenu-
ated vaccines.

Pseudorabies virus has been attenuated by deleting
genes associated with viral virulence. These genes
include the thymidine kinase gene (non-structural pro-
tein) involved in viral DNA replication and the gC,
gG, and gE genes (non-essential glycoproteins)
involved in virus assembly.[30,31] A gene-deleted vaccine
of pseudorabies virus has proved highly effective in
controlling this viral infection under field conditions. It
has been demonstrated that Salmonella typhimurium
aroA, aroB, and aroC deletion mutants fail to grow
in its host because of the absence of aromatic amino
acid production. These genes have been targeted to
reduce the virulence of the bacterium. S. typhimurium
gene-deleted mutants are capable of replication at least
for a short period in its host, thus raising a protective
immune response.[32] Vaccination with gene-deleted
vaccines also allows eradication of wild-type patho-
gens from the population. Because antibodies against
the deleted gene product will only be developed in
infected animals, it is feasible to differentiate between
vaccinated and naturally infected animals.[33,34] The
process of gene deletion not only attenuates the patho-
gen but also offers a unique opportunity to insert
foreign genes for developing viral or bacterial-vectored
vaccines.

Subunit vaccines

A subunit vaccine consists of one or more immuno-
genic epitopes, proteins, or other components of a
pathogenic organism. Immunogenic epitopes can be
chemically synthesized and are known as peptide
vaccines, e.g., peptide vaccine candidates for foot-
and-mouth disease virus.[35,36] The pathogen could be
disrupted, and one or more immunogenic proteins such
as bacterial cell wall proteins; flagella or pili; and viral
envelope, capsid, or nucleoproteins can be purified.
The isolation of such components in purified form
is sometimes cumbersome and expensive. However,
bacterial exotoxins can be easily purified, inactivated,
and used as toxoid vaccines.

A number of expression systems including bacteria,
yeasts, mammalian cells, insect cells, and plants are now
available for foreign protein expression. High amounts

of a foreign protein can be produced in a bacterial-
expression system at a low cost. Because scale-up and
downstream processing have been well worked out
for bacterial-expression systems, they are usually first
tested for subunit vaccine production. Many of
the immunogenic proteins, especially of viral origin,
require secondary modifications that are important
for their antigenicity. A bacterial-expression system
may produce proteins of altered immunogenicity
because the bacterial system lacks many posttransla-
tional processes. However, some viral glycoproteins
expressed in bacteria induce protective immunity,
e.g., the gp 70 gene of feline leukemia virus.[37]

A yeast-expressed hepatitis B virus surface antigen
(HbsAg)-based subunit vaccine is currently in use for
humans and has demonstrated excellent protection
against hepatitis B virus infection.[38] This vaccine is
an excellent example of the potential of recombinant
subunit vaccines for providing protection against many
viral and bacterial infections.

Because mammalian cells are known to process viral
glycoproteins to their functional form by secondary
modifications, they are considered one of the means
to produce viral antigens for subunit vaccine pro-
duction. However, the expression of such proteins in
mammalian cells is usually too low. It was demon-
strated that the stable expression of the transmembrane
anchor-deleted form of many viral glycoproteins in
mammalian cells results in the secretion of truncated
products in the medium in large quantities that could
be used as a subunit vaccine without further purifi-
cation. However, the removal of transmembrane
anchor may potentially alter antigenicity of the secreted
protein. A number of viral glycoproteins that were
expressed either in mammalian or in insect cells and
secreted in form of proteins were suitable for providing
protective immune response include F and G genes of
respiratory syncytial virus,[39] the HN and F genes
of parainfluenza virus,[40] and the gD gene of bovine
herpesvirus type 1.[41]

Immunogenic Antigen Production in Plants. In the
past decade, significant progress has been made in
the stable integration and expression of a wide variety
of genes in plant cells, resulting in the creation of novel
plants for agricultural and industrial use. The inserted
genes confer resistance to insect pathogen and herbi-
cides; enhanced tolerance to drought, salt, and frost;
and improved agricultural production. Undoubtedly,
improvements in plant attributes by genetic engineer-
ing will have a great impact on agriculture production.
However, it has been estimated that the major eco-
nomic (over 90%) gain of plant biotechnology will result
from the use of plants as bioreactors to produce high-
valued products such as vaccines, industrial enzymes,
and other pharmaceuticals.

Vaccines and Other Immunological Products 3911
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Production of subunit vaccines in mammalian cells
is usually expensive because of the low level of foreign
gene expression and high processing cost. High levels
of foreign gene expression can be obtained in bacteria
and yeast, but many animal viral or mammalian pro-
teins expressed in these systems fail to undergo proper
secondary modifications such as glycosylation, phos-
phorylation, sulfation, etc. Therefore, these recombi-
nant proteins may have altered antigenicity. Because
most mechanisms regulating secondary modifications
of proteins are present in plants, transgenic plants offer
an attractive alternative to produce functional viral,
bacterial, or parasitic proteins in large quantities at a
very low cost for subunit vaccine production.[42]

Similarly, the production of functional multimeric
antibody molecules in plants has made it possible to
manufacture antibodies in bulk amounts for passive
immunization.[43]

Two major strategies have been devised to produce
foreign proteins in plants. These are: 1) the stable inte-
gration of chimeric gene into the plant genome under a
suitable constitutive or inducible plant promoters,[44,45]

and 2) manipulation of plant pathogenic viruses.[46]

Foreign protein expression in plants usually range
from 0.01 to 1% of the total plant protein.

The hepatitis B virus (HBV) surface antigen HBsAg
produced in transgenic tobacco elicits an immune
response when injected in mice.[47] Mice fed transgenic
potato tuber expressing B subunit of heat-labile entero-
toxin (LT-B) of enterotoxigenic E. coli developed
antibodies to LT-B, particularly IgA antibodies.[44]

Dalsgaard et al.[46] demonstrated that immunization
of mink with the VP2 capsid protein of mink enteritis
virus, expressed in cowpea after infection with modi-
fied cowpea mosaic virus, elicited a protective immune
response. Protection against challenge with virulent foot-
and-mouth disease virus (FMDV) in mice inoculated
with the structural protein VP1 of FMDV produced in
transgenic Arabidopsis has been shown.[45] It has been
hypothesized that transgenic plants could serve as ‘‘edible
vaccine,’’ thereby providing a very inexpensive mean of
oral immunization.[48]

Anti-idiotypic vaccines

Another approach to provide protective immune
response is the use of anti-idiotype antibodies as vac-
cines. Antibodies have unique sequences in the variable
(V) region in their binding site known as ‘‘idiotypic
determinants’’. Some of the idiotypic determinants
make up the antigen-binding site (paratope) of the
antibody. The part of the antibody that binds to the
antigen is called a paratope. Antibodies to a specific
paratope of an idiotype mimic the epitope of immuniz-
ing antigen and are known as anti-idiotypic antibodies.
Thus, anti-idiotype antibodies are mirror images of

antigens and can be used instead of immunogens to
elicit a protective immune response. Monoclonal anti-
idiotypic antibodies could serve as a source of antigen.
Anti-idiotype vaccines are useful in cases in which
actual antigen is poorly immunogenic or similar to
host antigens. Some of the pathogens against which
anti-idiotype vaccines have been tested include Listeria
monocytogenes, Streptococcus pneumoniae, hepatitis B
virus, Semliki forest virus, and Sendai virus.[49,50] This
type of vaccine is still in the developmental stage.

DNA Vaccines

Immunization of mammalian hosts with a plasmid
DNA containing a gene under control of a heterolo-
gous promoter has introduced a new approach in the
area of recombinant vaccine design. The introduced
DNA is taken up by cells, and the gene of interest is
expressed. The cells expressing the foreign antigen are
recognized by the host immune system, leading to
humoral and cell-mediated immune responses. DNA
vaccines can also be called polynucleotide vaccines or
nucleic acid (NA) vaccines. Such vaccines appear to
have the primary advantages of both attenuated and
inactivated vaccines but without their known limita-
tions. NA vaccines elicit an immune response similar
to that obtained with live attenuated vaccines. They
also provide safety similar to that of inactivated vac-
cines, however, without the obvious side effects of
adjuvants or animal-derived proteins.

The concept of NA vaccine evolved from initial stu-
dies in experimental animals in which the inoculation
with naked plasmid DNA resulted in a protective
immune response.[51] After inoculation into a muscle,
the efficiency of cellular uptake of the naked DNA is
poor, and a large portion of the DNA is degraded
before it reaches the nucleus for transcription. To
increase the efficiency of DNA uptake by host cells
and to reduce DNA degradation within the cell, a
number of delivery systems, such as bombardment with
gold microparticles coated with NA,[52,53] incorpor-
ation of NA into liposomes and other polycationic
lipids,[54,55] biological erodable polymers,[56] and others,
have been developed (Fig. 2). Recently, it has been
demonstrated that alginate microspheres can be used
for the encapsulation, delivery, and expression of
plasmid DNA[57] (Fig. 3). Inoculation of mice with
microspheres containing both plasmid DNA and bovine
adenovirus type 3 (BAd3) resulted in a significant
increase in transgene expression compared with those
inoculated with microspheres containing only the plas-
mid DNA. As with other delivery systems, alginate
microspheres led to a stronger mucosal or systemic
immune response, depending on route of inoculation.[58]

Because alginate microspheres are most likely taken up
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by macrophages and dendritic cells, it may have a posi-
tive effect on the type of immune response elicited.

A number of factors that have an impact on the level
and type of immune response produced by an NA vac-
cine include the type of immunogen, the dosage and
number of inoculations, the heterologous regulatory
sequences, the delivery system, the route of inoculation,
and the presence or absence of immunomodulatory

molecules. A variety of immunogenic antigens including
HIV-1, SIV, HTLV-1, influenza virus, hepatitis B virus,
hepatitis C virus, herpesvirus, M. tuberculosis, Leishma-
nia, malaria, and many more have been expressed by
NA vaccines and have demonstrated encouraging
results.[59–63]

Adjuvants

Adjuvants are compounds that, when administered in
combination with antigens, enhance the immune
response to those antigens. This enhanced immunogeni-
city can be measured as an increase of antigen-specific
antibody levels in serum and/or mucosal secretions, a
response against an increased number of epitopes, an
increase of cell-mediated immune responses, or a combi-
nation thereof. Adjuvants are particularly important for
the induction of protective immune responses against
weak immunogens such as subunit vaccines. The
mechanisms by which adjuvants enhance the immuno-
genicity of antigens are not completely understood, but
they include immunostimulation, altered processing of

Nucleic acid
immunization

Naked
DNA

Gene gun

Other delivery
systems

Liposomes

Biodegradable
microspheres

Fig. 2 Methods of nucleic acid delivery.

Fig. 3 b-Galactosidase expression in tissues of mice inoculated orally with alginate microspheres containing plasmid DNA: (A)
liver; (B) intestine; and (C) spleen sections from the animal inoculated with microspheres containing bovine adenovirus type 3
(BAd3). (D) Liver; (E) intestine; and (F) spleen sections from the animal inoculated with microspheres containing LacZ plasmid
þ, BAd3. (From Ref.[57].)
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antigens, and sustained release of antigens (depot effect).
A different type of immune response is obtained by
administration of antigens via the oral route, and this
has different delivery requirements.

Many compounds can act as adjuvants. Their classi-
fication is made difficult by the variety in chemical
composition and the overlapping, often poorly under-
stood, mechanisms of action. Only aluminum adju-
vants are approved by the FDA for use in human
vaccines. Quil A is a saponin that is commonly used
as an adjuvant in veterinary vaccines and is also a
component of immune-stimulating complexes (ISCOM).
These adjuvants are addressed in some detail below.
A detailed discussion of other types of adjuvants
can be found in recent books[64–66] and reviews[67] on this
subject.

Immunostimulation

The immune system can be divided into the adaptive
immune system, comprising of B and T lymphocytes,
and the innate immune system, which includes neutro-
phils, macrophages, dendritic cells, and soluble factors
such as the complement system. The innate immune
system plays a critical role in the activation of the
adaptive immune system. Dendritic cells are antigen-
presenting cells that integrate the signals from the
innate immune system and activate T-cells and pos-
sibly B-cells. T-cells have antigen-specific receptors that
recognize peptides displayed by MHC I molecules
(CD8þ cytotoxic T-cells) and MHC II molecules
(CD4þ T helper cells). Engagement of the antigen-
specific T-cell receptor is not sufficient, and T-cells also
need to receive costimulatory signals delivered via
CD28 and CD40-ligand. Dendritic cells express both
MHC I and MHC II and, on activation, increase the
expression of the costimulatory molecules CD80 and
CD86 (ligands for CD28) and CD40. The signals that
activate dendritic cells include microbial molecules.
The innate immune system is equipped with receptors
(called pattern-recognition receptors) that can recog-
nize molecules that are expressed by pathogens, but
not by mammalian cells, and alert the innate immune
system on infection. These molecules, pathogen-
associated molecular patterns, include lipopolysac-
charides (LPS), mannose, and bacterial DNA with
unmethylated CpG motifs. In addition, dendritic cells
are stimulated by host cell components that are
expressed and/or released by cells when they undergo
stress and pathologic cell death (necrosis). The identity
of these components, called danger signals, is uncertain
but may include heat shock proteins. The microbial
molecules and danger signals can directly activate
dendritic cells, or they can activate other components
of the innate immune system resulting in the secre-
tion of cytokines and other mediators that activate

dendritic cells. The activated dendritic cells, in turn,
activate T- and B-cells.

Immune responses can be divided into type 1 and
type 2, based on the pattern of cytokine secretion
and functional outcome of the immune response. Type
1 immune responses are characterized by secretion
of IFN-gamma, production of IgG2a in mice, and
activation of macrophages, NK cells, and cytotoxic
T-cells. Type 2 responses are characterized by secretion
of IL-4, IL-5, and IL-13 and by IgG1 and IgE
production. The responses are reciprocally regulated.
How the polarization of the immune response toward
type 1 or type 2 is determined is not exactly under-
stood. IL-12 is an important factor that drives the
type 1 response, and IL-4 is implicated in the type 2
response. Microbial products such as LPS and bac-
terial DNA stimulate the secretion of IL-12 by
dendritic cells and preferentially induce type 1 immune
responses.

It is likely that the primary mechanism by which
adjuvants stimulate the immune response is by direct
or indirect signaling through pattern-recognition and
danger signal receptors. Very strong adjuvants are
often composed of or include microbial components
such as LPS and mycobacteria or derivatives thereof.
These type of adjuvants bind to pattern-recognition
receptors to stimulate IL-12 production and a type 1
immune response. Coadministration of cytokines can
directly activate and influence dendritic cells and the
outcome of the immune response. This was clearly
demonstrated with an experimental Leishmania vaccine
using IL-12 as an adjuvant. Immunization of genetically
susceptible BALB/c mice with a Leishmania antigen did
not result in protection, but when IL-12 was injected
with the antigen, the mice became markedly resistant
to infection. The effect of IL-12 correlated with increased
IFN-g and decreased IL-4 secretion by antigen-specific
T-cells in vitro.

Altered Processing of Antigens

Most T-cells that carry the a–b-T-cell receptor do not
recognize and react with intact proteins. Instead, the
T-cells recognize small peptides that are derived from
proteins and that are linked to MHC I and MHC II
molecules. The MHC I-linked peptides are generated
in the cytoplasm (endogenous pathway) and recog-
nized by CD8þ T-cells. Proteins in the cytoplasm are
degraded by a complex of proteolytic enzymes, the
proteasome, and the peptides are transported into the
rough endoplasmic reticulum where they associate
with MHC I molecules. Peptide binding stabilizes the
MHC I molecules, and the complexes are transported
to the cell surface. In contrast, proteins that enter cells
by endocytosis are partially degraded into peptides in
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endosomal vesicles. The peptides bind MHC II mole-
cules that have been transported from the endoplasmic
reticulum to the endosomes. The MHC II–peptide
complexes are then displayed on the cell surface and
are available for recognition by CD4þ T-cells.

Vaccines that contain single proteins or inactivated
pathogens can readily activate CD4þ T-cells because
the antigens are endocytosed and processed by MHC
II–positive antigen-presenting cells. Activation of the
CD4þ T-cells can result in a type 1 or a type 2 immune
response, depending on the type of adjuvant included.
However, such vaccines usually do not activate CD8þ

cytotoxic T-cells because activation of CD8þ T-cells
requires processing of antigen via the endogenous
pathway. Certain adjuvant formulations such as lipo-
somes, the saponin QS-21, and poly-(lactic-co-glycolic
acid) (PLGA) are able to induce cytotoxic T-cell
responses to protein antigens.[68] These adjuvants
appear to target some of the injected antigens into
the cytosol of antigen-presenting cells for processing
via the endogenous pathway. The mechanism by which
this occurs is not known.

Sustained release of antigens

The slow and continued release of antigens has been
postulated to induce a strong immune response through
continued activation of the immune system. This may
contribute to the adjuvant effect of aluminum-based
adjuvants and mineral oils. Newer technologies may
allow for the design of vaccines that release antigens
from a depot at certain time intervals after a single
injection. One example is the use of poly PLGA micro-
spheres for encapsulation of antigens. By varying the
polymer composition and size of the microspheres,
the release of antigen can be varied. Pulsatile release
of antigen can be attained by combining multiple
variations of PLGA microspheres in a single dose of
the vaccine.[69] Relatively little is known about the
desired pattern of antigen release to obtain a maximal
response. It was recently suggested that continued
release of antigen is not desirable for the induction of
strong memory cell responses. Mathematical models
may help design appropriate strategies for the release
of antigens from depots after a single injection.[70]

Aluminum

Aluminum adjuvants in human vaccines are either
aluminum hydroxyphosphate (commonly referred to
as aluminum phosphate) or aluminum oxyhydroxide
(aluminum hydroxide).[71] Aluminum-based vaccines are
prepared by adsorption of antigen to commercial alumi-
num hydroxide or aluminum phosphate gels or by mix-
ing antigen with alum (potassium aluminum sulfate),

resulting in precipitation. The alum-precipitated adju-
vants resemble aluminum phosphate in their chemical
and physical properties.[71] The surface charge and
morphology of the aluminum adjuvants affect their
adsorptive capacity. The rate and degree of adsorption
are further dependent on the pH, ionic strength of the
antigen solution, and isoelectric point of the antigen.

Aluminum adjuvants are universally used in
diptheria–tetanus–pertussis (DTP) vaccines and in
most hepatitis B vaccines and have an excellent safety
record. They are not ideal adjuvants, however, because
the enhancement of the immune response is relatively
weak, they are not effective with all antigens, and, most
important, they only enhance the humoral (type 2)
immune response and have little effect on the cell-
mediated (type 1) immune response.

The mechanism by which aluminum enhances the
immune response is not clear. Early studies suggested
that aluminum adjuvants slowly release the adsorbed
antigen over time (depot effect). However, recent
experiments demonstrated that antigens are rapidly
desorbed after injection in animals. Moreover, alumi-
num phosphate enhanced the immune response to
DNA-encoded antigen after DNA immunization,
clearly indicating that adsorption may not be critical
to the adjuvant effect of aluminum compounds. These
data indicate that aluminum enhances the immune
response via other mechanisms. A satisfactory expla-
nation of the adjuvant effect of aluminum also needs
to take into account its selective mode of enhancing
the immune response, i.e., a predominant type 2
immune response. Aluminum adjuvants induced differ-
entiation toward type 2 immune responses, even in the
absence of IL-4 or IL-13. Aluminum stimulated a type 1
and type 2 immune response in genetically engineered
mice with a defective IL-4 and IL-13 response, suggest-
ing that aluminum-induced IL-4 and/or IL-13 secretion
suppresse the type 1 response but are dispensable for a
type 2 response in intact animals.[72] The lack of a type 1
immune response is a drawback for the use of aluminum
in vaccines for intracellular pathogens and tumors.
A recent study demonstrated that aluminum adjuvant
with adsorbed IL-12 induces a strong type 1 response,
indicating that it is possible to overcome the aluminum-
induced suppression of type 1 responses.[73]

Saponins

The saponins of the bark of the Quillaja saponaria
Molina tree have long been known to have immuno-
stimulatory activity. A partially purified fraction, Quil
A, has reduced toxicity and more potent adjuvant
activity and is used in veterinary vaccines. Quil A can
be further fractionated into fractions that have differ-
ent degrees of toxicity. QS-21 is a less toxic component
with strong adjuvant activity. Saponins probably act
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by direct stimulation of the immune system.[74] They
stimulate both the humoral (primarily IgG2a anti-
bodies in the mouse) and cell-mediated immune
responses. QS-21 causes protein antigens to be pro-
cessed and presented via the MHC I pathway, resulting
in cytotoxic T-cell responses. Cytokine analysis indi-
cates that QS-21 stimulates type 1 cytokine production.

Immune-stimulating complexes (ISCOMs) are 30–
40 nm particles consisting of Quil A, cholesterol,
antigen, and phospolipids.[74] They are used in a commer-
cial vaccine for equine influenza. ISCOM-adjuvanted
vaccines stimulate a strong humoral and cell-mediated
immune response caused by the immunostimulatory
actions of Quil A and targeting of the particles to macro-
phages. As with Quil A, ISCOMs target antigens for
processing via the MHC I pathway, resulting in induction
of cytotoxic T-cell responses.

Delivery of Vaccines

Parenteral vs. mucosal route

The success of vaccination depends primarily on the
method of presenting the antigen to the host immune
system. Antigens have usually been delivered by par-
enteral (such as intravenous, intramuscular, intraperito-
neal, intradermal, and subcutaneous) administration,
but recent studies have shown that other routes of deliv-
ery such as intranasal, oral, and transdermal delivery
have also been effective. In some cases, vaccination
through mucosal routes resulted in better responses in
IgA production. Because non-parenteral vaccine delivery
presents many obvious advantages, numerous attempts
have been made on the development of non-parenteral
delivery of vaccines.

Parenteral Route. Parenteral vaccination remains the
immunization method of choice for most antigens
because it provides more effective immune response
than do any other routes of vaccination in most cases.
Every years millions of people receive inactivated influ-
enza vaccine by parenteral administration. Subcuta-
neous vaccination with inactivated influenza vaccine
is known to induce simultaneous immune responses
in the blood and upper respiratory tract of subjects.
The immune response, i.e., the increase in the number
of influenza virus-specific antibody-secreting cells in
peripheral blood and tonsils, increased rapidly to reach
a peak within 1 week after vaccination.[75] Parenteral
vaccination of a DNA vaccine encoding glycoprotein
D of herpes simplex virus type 2 resulted in systemic
cellular and humoral responses. The mucosal humoral
responses generated by intramuscular and intradermal
vaccination were comparable with those obtained by
mucosal vaccination. The DNA vaccine was able to

stimulate a response in the Peyer’s patches, a major
inductive site for mucosal responses.[76] For many
other antigens, however, the usefulness of parenteral
vaccination is limited by the insufficient induction of
mucosal immune responses.

Parenteral vaccination is difficult for those living in
the developing countries where medical care is not
well-established. Vaccination of a large number of
subjects using hypodermic needles, which is a highly
labor-intensive procedure requiring healthcare person-
nel, is not practical. The problem becomes even more
significant for vaccination of millions of animals. For
example, vaccination for routine control of Newcastle
disease in chickens by intramuscular injection requir-
ing individual handling of the birds is not practical.[77]

Recent advances in needleless injectable systems have
made the parenteral vaccination easier, but it still
requires individual handling. Examples of needleless
injection systems are PowderJect�, Medi-Jector�,
Biojector�, Vitajet�, Bio-Set�, and Intraject�. They
all use high pressure released in a very short period
to deliver drugs through the skin. A jet-immunization
technique was used for intraoral administration of
DNA in the cheek, resulting in high IgA mucosal
responses.[78] The intraoral jet-injection technique for
DNA vaccine delivery has the advantages of being a
simple and rapid way to administer the DNA in solution
and to provoke specific mucosal IgA after administra-
tion in the mucosal-associated lymphoid tissue.

The results of parenteral vaccination depend on the
route of administration. For plasmid DNA vaccines,
the highest levels of antibodies were induced by intra-
muscular and intravenous injections, although signifi-
cant titers were also obtained with sublingual and
intradermal delivery. Delivery to the skin by the gene
gun induced exclusively IgG1 antibodies (Th2-like) at
4 weeks and only very low IgG2a levels at later times.
Other routes, such as intraperitoneal, intraperineal,
subcutaneous, intranasal inhalation, intranasal instil-
lation, intrarectal, intravaginal, ocular, and oral, did
not result in significant immune responses.[79]

Dual-chamber syringe. For delivery of two estab-
lished vaccines (e.g., polyribosyl ribitol phosphate
conjugated to tetanus toxoid and diphtheria–tetanus–
whole cell pertussis and inactivated poliovirus vaccine)
at the same time, a dual-chamber syringe delivery sys-
tem can be used. The proximal chamber may contain a
vaccine in the freeze-dried solid state, and the distal
chamber contains a vaccine in the liquid formulation
that allows reconstitution of the vaccine in the proxi-
mal chamber. The immune response by the dual-
chamber delivery of vaccination was equivalent to that
by the separate-injection method of vaccination. The
dual-chamber syringe can be used for safe and effective
delivery of two different vaccines that are not yet avail-
able as a single formulation for pediatric applications.[80]
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The primary advantage of the dual-chamber syringe
is that it reduces the cost of vaccine delivery and, at
the same time, increases the vaccine acceptability and
coverage rate of vaccines.[81]

Mucosal Route. Vaccination through mucosal routes
provides new avenues of vaccination with a unique
advantage of mucosal immunity, that may not be
obtained, through parenteral vaccination. Mucosal
immunization presents a realistic alternative to par-
enteral administration for inducing protective immune
responses. Vaccination by mucosal route provides a
number of advantages over parenteral vaccination.
First, mucosal vaccination does not involve hypoder-
mic needles, which are not user-friendly. Second, the
total surface area of the mucosal surfaces in the gastro-
intestinal, respiratory, and urogenital tracts where
many infectious pathogens come into contact with
the host is huge. Thus, preventing infections at the
mucosal surface provides an immunological first line
of defense against diseases.[82] This makes priming of
the mucosal-associated lymphoid tissue (MALT) by
vaccination most desirable. Parenteral vaccination
alone is quite often insufficient in inducing mucosal
immune responses, because stimulation of the MALT
usually requires direct contact between the immunogen
and the mucosal surface.[83] The mucosal tissues are
protected by interconnected local immune system,
which is essentially separated from systemic immun-
ity.[84] In a common mucosal-defense system, an anti-
gen interacting with localized lymphoid tissue can

stimulate IgA precursor cells that may then migrate
to other mucosal surfaces to elicit immune reaction
in other mucosal tissues. It is known that the mucosal
immune system produces 70% of the body’s anti-
bodies.[85] Fig. 4 shows a schematic description of the
common mucosal-immunization system. Mucosal
delivery of numerous antigens by a variety of routes
(oral, nasal, tracheal, and rectal) has been shown to eli-
cit immunity at mucosal surfaces mediated by
secretory IgA. The presence of MALT indicates that
mucosal vaccination at a certain site in the body can
be achieved by mucosal immunization at the distal site
of the body. Although the mucosal and systemic
humoral immune systems function essentially inde-
pendent of each other, an antigen administered by
one route can modify responsiveness to subsequent
immunization by an alternate route.[86]

Oral vaccination of the various mucosal routes,
oral vaccination is the most preferable mode of vacci-
nation because of its ease of use and low cost of manu-
facturing.[87] Furthermore, the gastrointestinal (GI)
tract provides the largest component of the mucosal
immune system that has been well-characterized. Oral
administration of vaccines has high acceptability, by
avoidance of injection, to individuals of all ages.
Fig. 5 shows the current understanding of oral vacci-
nation. After oral vaccination, an antigen, which is
typically loaded in microspheres, is taken up by M-cells
in the Peyer’s patch of the gut-associated lymphoid
tissue. The antigen is then passed to the macrophages
and B-cells (B). These cells in turn present the antigen
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Fig. 4 Mucosal immunization and production of IgA antibodies in various mucosal surfaces via the common mucosal-simmu-
nization system. Nasal and rectal vaccinations usually result in IgA production in upper respiratory tract and genitourinary tract,
respectively, whereas effector sites by oral vaccination are expected to include many mucosal surfaces.
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to T helper lymphocytes. These cells migrate into the
blood via the mesenteric lymph nodes (MLN) and
the thoracic duct (TD). These cells subsequently loca-
lize in the effector sites, i.e., mucosal membranes of
the GI tract, upper respiratory tract, genitourinary
tract, and glandular tissue. At the effector sites, the
migrating B-cells develop into plasma cells that pro-
duce IgA antibodies. Polymeric IgA is then released
as secretory IgA (sIgA) through epithelial cells.

The maximal intestinal immunization can be
achieved by intra-Peyer’s patch immunization, and
thus this method can be used to screen oral vaccine
candidate antigens without the added complication of
simultaneously testing oral-delivery systems.[88]

Immunization of subjects against Helicobacter pylori
by intra-Peyer’s patch resulted in an 84–91% reduction
in H. pylori infection compared with unimmunized
controls. The therapeutic efficacy of the recombinant
H. pylori urease vaccine in mice was shown to be com-
parable with that achieved with the combined anti-
biotic/antacid treatment in humans. The oral
vaccination is preferred to conventional treatment of
ulcers because it is a very simple and quick procedure
compared with long-term conventional treatment. In
addition, vaccines use the defense mechanisms of the
body to establish long-lasting immunity.[89]

One of the limitations of oral vaccination is that it
does not always induce sufficient immunity. There
are a few good reasons for this. First, the GI tract is
designed to digest proteins by acidic and enzymatic
degradation for absorption. Because most antigens
are proteins in nature, they may be degraded by
enzymes in the GI tract as well as by acids in the sto-
mach. This is why soluble antigens administered orally

are not effective. Thus, prevention of the antigen
degradation is the first step toward successful oral vac-
cination. Adding protease inhibitors before oral vacci-
nation may induce complete immunity, but this
approach is not practical. There are many different
enzymes that may not be inhibited by a particular pro-
tease inhibitor, and, more important the action of pro-
tease inhibitors may not occur at the same time that
the antigens are present in the GI tract. Second, the
systemic uptake of antigens from the GI tract is very
poor. Even after oral intake of gram quantities of anti-
gen, only a nanogram range of antigenic material was
found to pass the intestinal barrier.[90] It is also poss-
ible that for certain antigens, oral vaccination may sim-
ply be less effective than parenteral vaccination in
induction of systemic immunity.[91] The protection
resulting from oral vaccination is known to last for a
relatively short period, ranging from a few months to
1 year. To obtain the desirable immunity equivalent
to systemic immunization, oral vaccination requires
much higher and more frequent oral doses. The use of
highly effective adjuvants in oral vaccine formulation
may result in strong and long-lasting immunity in
mucosal tissues.

The issues of degradation of antigens in the GI tract
and the poor systemic uptake of antigens from the GI
tract have led to encapsulation of antigens in micropar-
ticles (also called microcapsules or microspheres). Anti-
gens that are encapsulated in microparticles are
protected from degradation, and the microparticulate
nature allows better uptake by the M-cells in the Peyer’s
patches. A large number of studies have shown that anti-
gens orally delivered in microparticles resulted in good
mucosal immunity. It is noted here that virus itself can
be regarded as a particulate vaccine-delivery system.
Many viruses are highly effective in inducing immuni-
zation after oral vaccination. Norwalk virus, which is a
major cause of epidemic gastroenteritis, was immuno-
genic in healthy human adults even when administered
without adjuvants.[92] Influenza virus can also elicit
immune response after oral administration. Successful
oral vaccination relies on targeting of microparticles to
the Peyer’s patches. It is known that the surface chemis-
try of microparticles affects the targeting to and uptake
by M-cells in the Peyer’s patches.[93] The exact relation-
ships between the surface chemistry and the uptake by
Peyer’s patches, however, have not been fully under-
stood. Development of better oral vaccines requires
understanding of such relationships.

Intranasal vaccination route has received growing
interest for non-invasive immunization. Intranasal
immunization has been quite effective for various vac-
cine-delivery systems. Both solution and microsphere for-
mulations tend to show good immune responses after
intranasal administration. Immunization of mice with
tetanus toxoid, in solution and microsphere-encapsulated
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Fig. 5 Mucosal immunization by oral vaccination.
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formulations, resulted in high levels of specific IgG and
IgA antibodies.[94] Nasal vaccine delivery is known to
be superior to oral delivery in inducing specific IgA and
IgG antibody responses in the upper respiratory tract.[95]

Nasal immunization is also known to be preferable to the
oral route for distant mucosal vaccination that might be
used to prevent adhesion of pathogens to the urogenital
tract.[95] It is interesting to note that the volume of
the nasally instilled vaccine is important.[94] The larger-
volume (e.g., 50mL) of microsphere suspension resulted
in the higher percentage of particles entering the lungs
than did the lower, volume (e.g., 10mL) instillation.

It is generally believed that microspheres that
adhere to the nasal mucus elicit better immune
response, and for this reason, many microspheres made
of mucoadhesive polymers, such as chitosan, have been
used extensively in the preparation of nasal vaccine
formulations.

Transdermal vaccination or transcutaneous immu-
nization, is attractive, because it does not require spe-
cially trained personnel necessary for needle injections.
Topical application of antigens to intact skin has shown
promising results for the administration of DNA-based
vaccines. Noninvasive gene delivery by pipetting adeno-
virus- or liposome-complexed plasmid DNA onto the
outer layer of skin was able to achieve localized trans-
gene expression within a restricted subset of skin in mice.
It also elicited an immune response against the protein
encoded by the DNA.[96]

For improved results, transdermal electroporation
was also tried to explore the feasibility of non-
adjuvant, needle-free skin immunization.[97] The trans-
dermal electroporation route elicited higher responses
to a myristylated peptide than did intradermal immu-
nization. For diphtheria toxoid, however, the result
was the opposite. It appears that transdermal electro-
poration is a promising technique for non-adjuvant skin
immunization, especially with low-molecular-weight,
weakly immunogenic antigens. Topical application of
antigen and cholera toxin or bacterial exotoxin to the
skin surface resulted in detectable antigen-specific IgG
in plasma and mucosal secretions.[98,99] It appears that
transcutaneous immunization can induce potent, protec-
tive immune responses to both systemic and mucosal
challenge.[100]

Pulmonary vaccination is especially useful in mass
vaccination campaigns. A conventional method of
pulmonary delivery of drugs using metered-dose,
propellant-driven, small-particle aerosols was used to
deliver killed whole bacterium vaccines. The results
showed good stimulation of mucosal immunity against
respiratory infections in animals[101] Recent advances
in powder inhaler devices have made it possible
to deliver vaccines via the pulmonary route using
dry powder inhalation technologies[102] Dry pow-
der vaccine in the size range from 1 to 5 mm in

diameter is used for the maximum alveolar (deep lung)
deposition.[101]

Direct gene transfer into the respiratory system can
be carried out for either therapeutic or immunization
purposes. Cells in the lung can take up and express
plasmid DNA whether it is administered in naked form
or formulated with cationic liposomes. For a given
dose of DNA, the results can be improved when the
DNA is mixed with the minimum amount of lipid that
can complex it completely.[103] Such a complex forma-
tion can be considered a formation of microparticles
that can enhance cellular uptake and subsequent
immune responses.

Parenteral and Mucosal Combination Vaccination. The
combination of mucosal and systemic immunization
routes (e.g., parenteral immunization followed by oral
immunization or vice versa) generally induces mucosal
immune responses that are superior to immunization
by either route alone.[91] Pigs showed some protec-
tion after intramuscular inoculation with formalin-
inactivated M. hyopneumoniae vaccine in incomplete
Freund’s adjuvant and a booster inoculation with the
same vaccine in microspheres onto the mucosal surface
of Peyer’s patches by a surgical operation.[104]

Antigen delivery systems

The primary goal of antigen-delivery systems is to
maintain a stable dosage form during storage and,
when administered to present antigens to elicit a vigor-
ous immune response in vivo. It is necessary to develop
vaccine formulations that would preserve the antigen
and deliver it to a specific target organ over a desired
period. Continuous release or multiple pulsatile release
during the desired period would eliminate the incon-
venience of multiple vaccine administration for obtaining
satisfactory immune responses. The antigen-delivery
system plays one of the most crucial roles in the outcome
of the immunization. The way that antigens are delivered
affects the immune response significantly. Currently,
antigen-delivery systems are classified into two systems:
live attenuated microorganisms and non-living micro-
particulate systems.

Live Attenuated Organisms. Live attenuated bacteria
and viruses have been used not only as vaccines but
also as a delivery system that elicits humoral, mucosal,
and cellular immune responses against exogenous
antigens. Since the success with live attenuated oral
vaccines against tuberculosis and polio more than
3 decades ago, a number of live attenuated micro-
organisms have been used as antigen-delivery systems.
Live vaccines are relatively easy and cheap to manu-
facture, because they do not require purification of
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antigens or formulation with adjuvants.[82] Attenuated
strains of microorganisms can be formed sponta-
neously or induced by heat, chemical, or UV mutagen-
esis. Another advantage of the attenuated live vaccines
is that they can be administered by the natural route of
infection. Recently, pathogenic microorganisms have
been attenuated by genetic engineering, i.e., mutating
specific genes or removing some toxic genes. Because
much of the infection occurs through the mucosal sur-
faces, live attenuated vaccines are best suited for pro-
tection against pathogens that access the body
through the mucosal surfaces. Live attenuated oral
vaccines are expected to provide the most convenient
and effective means of vaccinating against enteric dis-
ease.[105] Orally administered attenuated Salmonella
are known to interact with the MALT.[82] Other exam-
ples of live attenuated microorganism vaccines
are BCG (bacilli Calmette–Guérin), adenovirus, and
poliovirus.

Some viruses and bacteria are inherently quite
stable. For example, polio virus can be formulated
as a frozen liquid. A live poliovirus vector expressing
a foreign antigen generates both antibody and cyto-
toxic T-lymphocyte responses in mice.[106] Most live
bacteria and viruses, however, are usually stored as
powders after freeze-drying or lyophilization. Preser-
ving the live state through freeze-drying often requires
the presence of a stabilizer, which is selected primarily
through trial and error. The most widely used non-
specific stabilizers are sugars, amino acids, polyols,
and neutral salts which are known to act as bound
water substitutes for maintaining the conformational
integrity of proteins. An example of lyophilized vac-
cine products is S. typhi bacteria lyophilized to a
powder that is encapsulated into gelatin for oral
administration.[107]

One of the drawbacks of using live microorganisms
is that attenuated pathogens may invoke the very dis-
ease they are designed to prevent if they are insuffi-
ciently attenuated. Even if they are sufficiently
attenuated, they still may cause severe infections in
immunocompromised individuals. In addition, they
always have a potential to revert to full virulence if
lesions causing attenuation are not fully character-
ized.[82] If pathogens are overattenuated, they fail to
trigger an appropriate immune response. Thus, it is
highly important to attain the right balance between
minimal virulence and maximal immunogenicity. This
balance can be achieved in a normal population but
may not be the same in a population with even minor
defects in immune competence.[108] Another aspect to
notice in using live vaccines is that the distribution
of live vaccines requires a cold chain that may not
be readily accessible in many developing countries,
and this may offset advantages of using live-vectored
vaccines.[109]

Non-living Microparticulate Delivery Systems. Non-
living immunogens generally result in immune responses
of lesser magnitude and of shorter duration than do
those by living immunogens.[82] Nonliving immunogens
are usually made of microparticulate forms to protect
antigens and to improve cellular uptake. Nonliving
microparticulates that can be used as antigen-delivery
systems include polymeric microparticles, liposomes,
virus-like particles, neosomes, and cross-linked protein
crystals. The definition of microparticles should be
broad enough to include all other forms, such as protein
aggregates. The size of microparticles used in the vaccine
area is usually less than 50mm.[110] It is common,
however, to call any particles less than a few hundred
micrometers microparticles. For this reason, it is impor-
tant to specify the average size of microparticles for
particular applications, because the size of microparticles
often affect the outcome.

Polymeric microparticles and liposomes have been
used extensively as controlled-release dosage forms
for many drugs including antigens. They have been
quite useful in oral delivery of antigens because encap-
sulation in microparticles can protect antigens from
acidic and enzymatic degradation in the GI tract,
and thus serve as a stable vaccine vehicle with extended
shelf life. Delivery of antigens by microparticulate-
delivery systems has the potential benefits of reducing
the number of inoculations, enhancing the immune
response via both parenteral and oral vaccination
routes, and reducing the total antigen dose required
to achieve immune protection.[111] Microparticulate
vaccine-delivery systems show improved immune
responses because of the protection of the loaded anti-
gens from degradation and the slow release of the
antigens. For this reason, microparticulate-delivery
systems are often considered adjuvants.[66]

Polymer microparticles, a large number of poly-
mers, such as poly(methyl methacrylate), poly(butyl
cyanoacrylate), poly(lactide-co-glycolide), polyarcyl-
starch, dextran, albumin, and alginic acid, have been
used for making microparticles for vaccine delivery.
All the polymers that have been used for controlled
drug delivery can be used for vaccine delivery.[112]

Preparation of microparticles from water-insoluble
polymers [e.g., poly(methyl methacrylate), poly(butyl
cyanoacrylate), and poly(lactide-co-glycolide)] requires
use of organic solvents or high temperature, both of
which may not be good for maintaining tertiary struc-
tures of antigens. Preparation from water-soluble poly-
mers frequently requires cross-linking reaction to make
the polymers remain insoluble. It is possible that cross-
linking agents cross-link not only polymer chains but
also antigen molecules. Absorption of water into
hydrophilic polymers results in swelling of the net-
work, i.e., formation of hydrogels, or aquagels. Prep-
aration of microparticles from hydrophilic polymers
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is preferred because it does not require organic solvents
or high temperature. Polymers that have been used in
the immunization vary depending on the route of
administration.

For parenteral vaccination, biodegradable poly-
meric microparticles made of poly(lactide-co-glycolide)
are commonly used as vaccine carriers. Poly(lactide-co-
glycolide) has been well-characterized and known to be
highly biocompatible. The size of microparticles can be
easily controlled, and microparticles of less than
100 mm in diameter can be easily administered by injec-
tion through standard-sized needles (22 gauge or smal-
ler). Because of the slow degradation of the polymer,
antigens are slowly released from the microparticles
for long term in much the same way as do alum adju-
vants, and this results in enhanced immune responses.
Other polymers, such as chitosan, have been used for
preparation of vaccine formulations. Because one of
the important roles that microparticles play in immuni-
zation is the slow release of antigens, a number of
approaches have been tried to achieve antigen release
at desired rates. The surface of microparticles can be
modified to alter the adsorption and desorption
kinetics of antigens. Alternatively, the pore size can
be varied to control the release of antigens from
microparticles.

The size of microparticles is known to play a critical
role in oral immunization. In addition to protecting
antigens from acidic and enzymatic degradation in
the GI tract, microparticulates are known to enhance
uptake by M-cells in the Peyer’s patches, and the effec-
tiveness of the uptake depends on the size of micropar-
ticles. It is generally thought that microparticles
smaller than 10 mm are preferentially absorbed by
M-cells, and the smaller the size, the better the absorp-
tion. One study using microparticles of different sizes
showed that the efficiency of uptake of 100-nm parti-
cles by the intestinal tissue was 15- to 250-fold higher
than that of larger size microparticles.[113] In addition
to the small size, microparticles with more hydro-
phobic surface property are absorbed better than those
with more hydrophilic surface property. There are,
however, no definite studies confirming or supporting
these assumptions. Once microparticles are placed in
the GI tract, adsorption of numerous proteins and
polysaccharides present in the GI tract would alter
the surface chemistry drastically, and it is difficult to
correlate a particular surface chemistry of the native
microparticles with the absorption ability.

Virus-like particles (VLPs) consist of one or more
viral-coat proteins. They are very immunogenic mole-
cules that allow for covalent coupling of the epitopes
of interest.[114] Recently, parvovirus-like particles have
been engineered to express foreign polypeptides in cer-
tain positions, resulting in the production of large
quantities of highly immunogenic peptides, and to

induce strong antibody, helper T-cell, and cytotoxic
T-lymphocyte responses.[114] Parenteral administration
of recombinant VLPs of papillomavirus induced VLP-
specific humoral and cellular immune responses.[115]

Immunization of VLPs without adjuvant via mucosal
route is also known to elicit specific antibody at muco-
sal surfaces and also systemic VLP epitope-specific
T-cell responses.[115]

Liposomes are vesicles composed of naturally occur-
ring or synthetic phopholipids. The bilayer structure
can be single- or multicompartment. The size can also
vary from smaller than 1 mm to larger than 10 mm.
When negatively charged lipid molecules, which form
liposomes, interact with divalent cations, a solid, multi-
layered, crystallaine structure called cochleate is
formed. Because liposomes and cochleates can protect
antigens from the GI tract and deliver them to the
Peyer’s patches, they have been exploited as an effec-
tive delivery system for oral vaccination.

Liposomes, like other vaccine-delivery systems, can
exert immunoadjuvant effects. The surface charge of
liposomes is known to affect the immune responses.
Positively charged liposomes containing soluble anti-
gens were reported to function as a more potent
inducer of antigen-specific, cytotoxic T-lymphocyte
responses and delayed-type hypersensitivity responses
than negatively charged and neutral liposomes con-
taining the same concentrations of antigens.[116] Stu-
dies showed that the positively charged liposomes
delivered proteinaceous antigens efficiently into the
cytoplasm of the macrophages/antigen-presenting cells
where the antigens are processed to be presented by
class I MHC molecules to induce the cell-mediated
immune response.[116]

Liposomes containing highly immunogenic glyco-
proteins of the Sendai virus on their surface, which are
called fusogenic liposomes, showed enhanced antigen-
specific humoral immunity in mice. The levels of antio-
valbumin antibody were markedly increased in serum
from mice immunized with OVA encapsulated in
fusogenic liposomes. It appears that the fusogenic
liposomes function as an immunoadjuvant in inducing
antigen-specific antibody production.[117]

Virosomes are liposomes containing viral fusion pro-
teins that allow efficient entering into cells fusion with
endosome membranes. Viral fusion proteins become
activated in the low pH environment in the endosome
to release its contents into the cytosol.[118] Hepatitis A
and influenza vaccines constructed on virosomes elicited
fewer local adverse reactions than did their classic
counterparts and displayed enhanced immunogenicity.
Virosome-formulated influenza vaccine has also been
shown to be safe and immunogenic when administered
by the intranasal route.[119] Other studies have suggested
that immunopotentiating reconstituted influenza viro-
somes can be a suitable delivery system for synthetic
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peptide vaccines. The virosomes have a great potential
for the design of combined vaccines targeted against
multiple antigens and multiple pathogens.[120]

Micelles are aggregates of detergent molecules in
aqueous solution. Detergents are water-soluble, surface-
active agents composed of a hydrophilic head group
and a hydrophobic or lipophilic tail group. They can
also align at aqueous/non-aquous interfaces, reducing
surface tension, increasing miscibility, and stabilizing
emulsions. Polymeric micelles made of block copolymers,
such as poly(ethylene oxide)-poly(propylene oxide)-
poly(ethylene oxide), have been used as a delivery system
for hydrophobic drugs. They can also encapsulate
antigens for vaccination.

Niosomes are non-ionic surfactant vesicles. They
have been used to develop a vaccine-delivery system
by peroral and oral routes. Ovalbumin was encapsu-
lated in various lyophilized niosome preparations con-
sisting of sucrose esters, cholesterol, and dicetyl
phosphate. Encapsulation of ovalbumin into niosomes
consisting of 70% stearate sucrose ester and 30% pal-
mitate sucrose ester (40% mono-, 60% di/triester)
resulted in a significant increase in antibody titers in
serum, saliva, and intestinal washings.[121]

Cross-linked protein crystals have been used as
antigens. The immunogenicity of cross-linked protein
crystals of human serum albumin was 6- to 30-fold
higher in antibody titer than that of the soluble protein
over an almost 6-month study.[122] It is likely that the
cross-linked protein crystals release antigen in a slow-
release manner, and in this sense, the cross-linked
protein crystals function as a depot. The cross-linked
protein crystals present high stability, purity, biode-
gradability, and ease of manufacturing, all of which
are highly attractive features for vaccine formu-
lation.[122] Because the cross-linked protein crystals
are microparticulates, they can also be used for
vaccination through various routes.

IMMUNOMODULATION

Immunomodulation refers to treatments that alter
immune responsiveness in a non-antigen-specific man-
ner. Enhancement of the immune response is desired in
the treatment of chronic infectious diseases and neo-
plastic diseases, whereas suppression is needed in cases
of inappropriate or exaggerated immune response,
including allergies and autoimmune diseases. There
are numerous treatments that affect the activity of
the immune system. The effect of currently available
immunosuppressive drugs is very broad, giving these
drugs undesirable side effects. The aim of the research
in this area is to design treatments that selectively
enhance or suppress immune responses. Some of the
newer treatment options are those that target

costimulatory molecules, and the use of CpG DNA,
and cytokines.

Costimulation

Activation of T-cells requires two signals. The first sig-
nal is provided by recognition of MHC/peptide com-
plex by the T-cell receptor. This does not result in
proliferation and differentiation of the T-cell unless
the T-cell receives a second, costimulatory signal.
Several costimulatory signals have been identified, but
the major costimulatory signal appears to result from
the binding of CD28 on T-cells to B7 molecules on
antigen-presenting cells. There are at least two B7
molecules, B7-1 (CD80) and B7-2 (CD86). Activation
of antigen-presenting cells results in increased expression
of B7-2, followed by B7-1. A second T-cell ligand of
the B7 molecules is cytotoxic T lymphocyte antigen-4
(CTLA-4 or CD152) that, other than its name implies,
is rapidly expressed on both CD4þ and CD8þ T-cells
after binding of the T-cell receptor to the MHC/
peptide complex on antigen-presenting cells. However,
in contrast to the positive signal provided by CD28,
CTLA-4 downregulates T-cell responses.[123] CTLA-4
has a higher affinity for the B7-molecules than does
CD28 and may prevent the activation of T-cells when
B7 expression by dendritic cells is low and terminate
the immune response when its expression is strongly
increased. A soluble chimeric protein, CTLA4Ig,
blocks the binding of both CD28 and CTLA-4 to the
B7 molecules and, thus, may prevent T-cell activation.
Administration of this protein to patients with pso-
riasis vulgaris, an immune-mediated skin disease, in a
phase I clinical trial resulted in significant improve-
ment in approximately 50% of the patients.[124] Selec-
tive inhibition of CTLA-4 with specific antibodies
may boost the immune system. The combination of
surgery and anti-CTLA-4 antibody therapy was highly
effective in the prevention of metastatic recurrence in a
mouse prostatic carcinoma model.[125]

Other CD28 and B7 homologs continue to be iden-
tified and appear to play a role in costimulation.[126]

These molecules may provide additional targets for
immunomodulation and suggest that it may be possible
to fine-tune the immune response through pharmaco-
logic intervention.

CpG DNA

Bacterial DNA has a higher content of the CpG dinu-
cleotide than does vertebrate DNA, and, in contrast
to vertebrate DNA, the CpG is not preferentially
methylated. The unmethylated CpG DNA sequences
provides a strong stimulus for the immune system.[127]

CpG DNA stimulates the secretion of IL-12 by
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macrophages and dendritic cells and thus provides a
potent stimulus for type 1 immune responses. It also
directly stimulates B cells to proliferate and differen-
tiate into immunoglobulin secreting cells. A cellular
receptor for CpG DNA has not been identified. The
DNA appears to enter the cell via endocytosis, and
some of the DNA escapes the endosomes into the
cytoplasm of the cell where it activates various
signaling pathways.

Applications for oligonucleotides containing
unmethylated CpG sequences (CpG–ODN) are being
explored in various areas of immunotherapy. Adminis-
tration of CpG–ODN to mice protected against sub-
sequent challenge with the intracellular bacteria
Listeria monocytogenes and the intracellular protozoa
Leishmania major. In addition, the CpG–ODN cured
established L. major infections. The strong type 1
immunostimulatory property of CpG–ODN makes
this compound a good candidate for vaccine adjuvants.
Indeed, coadministration of CpG–ODN with antigen
markedly boosts the humoral and cell-mediated
immune responses. Allergic diseases such as asthma
and atopic dermatitis are caused by type 2 immune
responses directed against otherwise innocuous anti-
gens. Treatment with CpG–ODN cleared established
disease in a mouse model of airway hyper-reactivity,
suggesting a CpG-induced reversal to type 1 immune
responses. CpG DNA may also have a place in immu-
notherapy of cancer because of its ability to activate
NK cells through the induction of IL-12. Administra-
tion of CpG–ODN in combination with monoclonal
antibodies directed against tumor antigens greatly
enhanced the survival of mice that had been inoculated
with tumor cells.

Cytokines

Cytokines play a critical role in the regulation of the
immune and inflammatory response, and they are poten-
tial targets for therapy. Important limitations, however,
are the pleiotropy and redundancy in the cytokine system
and the short half-life and short action range of most
cytokines. In spite of these limitations, considerable effort
is spent on developing reagents that either block or
enhance the activity of a specific cytokine.

Two remarkable successes of cytokine therapy are
the treatment of multiple sclerosis with interferon-b
and the treatment of rheumatoid arthritis and inflam-
matory bowel disease with tumor necrosis factor-a
inhibitors.

Interferon-b

Clinical trials have demonstrated that subcutaneous
injections of recombinant or natural interferon-b

reduces the rate of exacerbation of relapsing-remitting
multiple sclerosis.[128,129] The mode of action of
interferon-b has not been determined. Interferon-b
reduces the production of tumor necrosis factor-a
and increases the secretion of IL-10 in vitro. TNF-a
is a proinflammatory cytokine that may contribute to
demyelination in multiple sclerosis. IL-10 suppresses
macrophage function and the production of TNF-a.
In addition, interferon-b may reduce the entry of leu-
kocytes into the central nervous system, a critical
component in the inflammation that causes the lesions
in multiple sclerosis.

Tumor necrosis factor-a inhibitors

Tumor necrosis factor-a (TNF-a) is a cytokine with
multiple biological effects. It is produced as a trans-
membrane precursor molecule by various cells in the
body. It is cleaved by the TNF-a-converting enzyme
and forms trimeric aggregates that bind to either the
TNF-receptor (TNFR) I or the TNFR II that are
expressed on many different types of cells. The extra-
cellular domains of the TNFR can be cleaved by
enzymes and can inhibit TNF-a activity by preventing
binding of TNF-a to cell-bound receptors. Recent
studies have demonstrated that inhibition of TNF-a
activity resulted in significant improvement of the clini-
cal condition of many patients with rheumatoid
arthritis and inflammatory bowel disease.[130,131] These
studies clearly demonstrate an important role of TNF-
a in rheumatoid arthritis and inflammatory bowel dis-
ease, although the precise mechanisms remain to be
determined. The inhibition of TNF-a activity is
achieved by treatment with anti-TNF-a monoclonal
antibodies or with soluble TNFR-fusion protein. To
reduce the induction of antibodies against the mouse
monoclonal antibodies, the monoclonal antibodies
are chimeric (i.e., the constant portion is derived from
human immunoglobulins and the TNF-a-specific vari-
able portion is derived from mice) or humanized (all of
the immunoglobulin is human except for the comple-
mentarity determining regions that fold into the
TNF-a-binding region). The TNFR-fusion protein is
constructed from the extracellular domain of TNFRII
and the Fc portion of human immunoglobulins. This
construct has a much longer half-life than does the
naturally occurring soluble TNFR.

CHALLENGES IN FUTURE VACCINE
FORMULATIONS

Recent advancements in microbial pathogenesis,
immunology, genetic engineering, plant genetics, and
expression vector technology have formed the foun-
dation for a new generation of vaccines and other

Vaccines and Other Immunological Products 3923



U
nit–V

ali dation

pharmaceutical products. New developments in the
delivery system have provided us with novel ways to
enhance the immunogenicity of subunit antigens or
nucleic acids by their controlled release and reduced
degradation.

For more convenient and more effective immuni-
zation, current vaccine-delivery technologies need to
be improved. Currently, vaccination of many inacti-
vated or subunit antigens requires booster doses
because of the lack of inherent immunogenicity found
in the natural organism. Thus, reducing the number of
doses is one of the primary goals in vaccination. The-
oretically, various controlled-release technologies can
be used to release antigens over time in a sustained
or pulsatile manner and to direct antigens to specific
antigen-presenting cells for increased vaccine efficacy.
In addition to controlled-release technology, the sin-
gle-shot vaccination requires development of better
adjuvants. The mechanism of action of such adjuvants
should be known so that reproducible results can be
obtained in a mass vaccination program. The require-
ments and problems of immunizing immunocompro-
mised, immature, older, or pregnant hosts need to be
addressed effectively. Further improvement in our
understanding of how to modulate Th1 and Th2
responses effectively would certainly help us design
better vaccines. Another means of improvement is to
combine a number of vaccines into multivalent vac-
cines. This will improve the immunization compliance
in people living in developed or developing countries.
Because the majority of pathogens enter their hosts
via mucosal routes, the new-generation vaccines
should have the advantage of providing effective pro-
tection at the mucosal sites. An ideal vaccine would
be one that provides life-long protection with a single
inoculation. The new-generation vaccine formulations
should also have high stability, thus avoiding the
problems commonly observed during storage.
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INTRODUCTION

Process validation is a requirement of current Good
Manufacturing Practices (GMPs) for finished pharma-
ceuticals (21 CFR 211) and of the GMP regulations for
medical devices (21 CFR 820) and therefore applies to
the manufacture of both drug products and medical
devices.

According to the FDA Guidelines on General Prin-
ciples of Process Validation,[1] process validation is
defined, ‘‘ as establishing documented evidence, which
provides a high degree of assurance, that a specific pro-
cess will consistently produce a product meeting its
predetermined specifications and quality characteris-
tics.’’ The process for making a drug product consists
of a series (flow diagram in logically defined steps) of
unit operations (modules) that result in the manufac-
ture of the finished pharmaceutical.

There is much confusion regarding the definition of
process validation and what constitutes process vali-
dation documentation. The term validation is used here
generically to cover the entire spectrum of current GMP
concerns, essential most of which are; facility, equip-
ment, component, method, and process qualification.
Based upon the FDA process validation guidelines,[1]

the specific term should be reserved for the final stage(s)
of the product and process development sequence.
The essential or key steps or stages of a successfully
completed development program are shown in Table 1.

The end of the development sequence, which should
be assigned to formal (three-batch) process validation,
derives from the fact that the specific exercise of pro-
cess validation should never be designed to fail. Failure
in carrying out the formal process validation assign-
ment is often the result of incomplete or faulty under-
standing of the process capability, in other words, what
the process can and cannot accomplish under a given
set of operational requirements.

In a well-designed validation program, most of the
effort should be spent on facilities, equipment, compo-
nents, methods, and process qualification. In such a
program, the formalized, final three-batch validation
sequence provides only the necessary process vali-
dation documentation required by the FDA to show
product reproducibility and a manufacturing process
in a state of control. Such a strategy is consistent with
the FDA preapproval inspection program directive.[2]

PROCESS VALIDATION OPTIONS

The guidelines on general principles of process vali-
dation[1] mention three options: prospective process
validation (also called premarket validation), retro-
spective process validation, and revalidation. Actually
there are four, if concurrent process validation is
included.

Prospective validation is carried out prior to the dis-
tribution of a new product or an existing product made
under a revised manufacturing process where such
revisions may affect product specifications or quality
characteristics. The prospective approach features
critical step analysis in which the unit operations are
challenged during the process qualification stage to
determine those critical process variables that may affect
overall process performance, using either worst-case
analysis or a fractional–factorial design. During formal,
three-batch, prospective validation, critical process
variables should be set within their operating ranges
and should not exceed their upper and lower control lim-
its during process operation. Output responses should be
well within finished-product specifications.

Retrospective validation is recognized in both
current GMPs [21 CFR 211.110(b)] and the FDA pro-
cess validation guidelines.[1] It involves accumulated
in-process production and final product testing and
control (numerical) data to establish that the product
and its manufacturing process are in a state of control.
Valid in-process results should be consistent with the
final specifications of the drug product and shall be
derived from previous acceptable process average and
process variability estimates where possible and deter-
mined by the application of suitable statistical procedures
(quality control charting) where appropriate.

The retrospective validation option is chosen for
established products whose manufacturing processes
are considered to be stable and when, on the basis of
economic considerations and resource limitations,
prospective qualification and validation experimen-
tation cannot be justified. Prior to undertaking either
prospective or retrospective validation, the facilities,
equipment, and subsystems used in connection with
the manufacturing process must be qualified in con-
formance with cGMP requirements.

Concurrent validation studies are carried out under
a protocol during the course of normal production.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-100001927
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The first three production-scale batches must be mon-
itored as comprehensively as possible. The evaluation
of the results is used in establishing the acceptance
criteria and specifications of subsequent in-process
control and final product testing. Some form of
concurrent validation, using statistical process con-
trol techniques (quality control charting) may be
employed throughout the product manufacturing life
cycle.

Revalidation is required to ensure that changes in the
process and/or in the process environment, whether
introduced intentionally or unintentionally, do not
adversely affect product specifications and quality
characteristics.[2] There should be a quality assurance
program (change control) in place which requires
revalidation whenever there are significant changes in
formulation, equipment, process, and packaging that
may impact on product and manufacturing process
performance.[3] Furthermore, when a change is made
in a raw material supplier, the drug manufacturer should
be made aware of subtle, potentially adverse differences
in raw material characteristics that may adversely affect
product and manufacturing process performance.

It is recommended that every requested change be
reviewed by the validation or CMC committee. Such
a committee should judge if a change is significant
for revalidation and decide on a course of action to
be taken. The following conditions require revalidation
study and documentation:

1. Change in a critical component (usually refers
to active pharmaceutical ingredient, key excipi-
ents, or primary packaging);

2. Change or replacement in a critical piece of
modular (capital) equipment;

3. Significant change in processing conditions that
may affect subsequent unit operations and pro-
duct quality;

4. Change in a facility and/or plant (usually
location, site, or support systems);

5. Significant increase or decrease in batch size
that affects the operation of modular equip-
ment; and

6. Sequential batches that fail to meet product and
process in-process specifications.

In some situations process performance requalifica-
tion studies may be required prior to undertaking
specific revalidation assignments. With the exception
of sterile products manufacture, periodic revalidation
is not required at the present time. The performance
and state of control of the product and its manufactur-
ing process can be adequately covered during the
annual product and process review. The FDA has
issued an interim guidance document that addresses
what constitutes major and minor formulation and
manufacturing changes for immediate-release solid
dosage forms.[4] Such documentation and others to fol-
low should simplify manufacturing decisions about the
need to revalidate.

VALIDATION PRIORITIES

There is a basic concept with respect to which pharma-
ceutical processes should be given a higher priority
over others. All pharmaceutical manufacturing pro-
cesses require process validation documentation, but
there is an accepted logical approach to priority selec-
tion, in the following order:

Sterile products and their processes

� large volume parenterals (LVPs) infusions greater
than 100 ml

� small volume parenterals (SVPs) single and multiple
dose injections

� ophthalmics and sterile devices

Non-sterile products and their processes

� low dose high potency tablets and capsules
� drugs with inherent stability problems
� transdermal delivery (TDD) and inhalation pro-

ducts
� the rest of the oral solid dosage forms
� oral liquids and topical products

The best approach to assessing problems with
respect to a terminal sterilization method (i.e., moist
heat, dry heat, radiation, and chemical methods) is to
first establish the qualification, validation and stability
of the pharmaceutical process prior to conducting a
given sterilization procedure.

Table 1 Development sequence with respect to process

validation

Developmental stages Batch size

Product design 1X
Product characterization
Product selection

Process design
Product optimization 10X
Process characterization

Process optimization
Process qualification
Process qualification 100X

Process validation
Process certification
Process revalidation 100X to 1000X
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THE VALIDATION COMMITTEE

In most companies, the validation or Chemistry,
Manufacturing and Control (CMC) committee is
charged with the responsibility of establishing and
operating the complete validation program for the
specific manufacturing site. In some companies the
program is led by a validation manager whereas in
others, quality assurance personnel have taken on
expanded responsibilities in this regard.

Specific process validation assignments are carried
out by those with the necessary training and experi-
ence. The specifics of how the committee is organized
to conduct process validation assignments is beyond
the scope of this article. The responsibilities that must
be carried out and the traditional organizational struc-
tures best equipped to handle each of these assign-
ments are outlined in Table 2. Other members may
include Quality Control, Regularity affairs, etc.

VALIDATION MASTER PLAN

The creation of a master plan permits the development
of a logical overview of the validation effort. It lays out
in a logical sequence the activities or key elements or
both to be performed in accordance with the approxi-
mate time schedule in a Gantt or PERT chart format.
The master plan establishes the critical path through
the chart against which progress can be monitored.

The validation program starts with the design and
development of raw materials and components, fol-
lowed by the IQ/OQ of facilities, equipment, and sys-
tems through performance and process qualification
stages, and terminates in the protocol-driven, three-
batch, formal process validation program. Most of
these activities move forward in series. However, by
combining activities and elements and moving in paral-
lel, where possible, on independent tracks with respect
to active pharmaceutical ingredients (APIs) analytical
methods development, facilities, equipment, support
systems, and the drug product design and manufactur-
ing process development, a great deal of time can be
saved before the individual elements or grouping of
activities are combined prior to the formal process

validation program. A Process Validation progress
chart is shown in Fig. 1.

Installation Qualification (IQ)

This includes procedures and documentation to show
that all important aspects of the installation of the
facility, support system, or piece of modular equip-
ment, having been properly calibrated, meet its design
specifications and that the vendor’s recommendations
had been suitably considered.

Operational Qualification (OQ)

Following IQ, procedures and documentation show
that the facility, support system, or piece of modular
equipment perform as intended throughout all antici-
pated operating ranges under a suitable load.

Table 2 Composition of the process validation committee

Representative of Function

Engineering Qualifies for plant, facilities, equipment, and support systems

Development Qualifies for products and their specific manufacturing processes

Manufacturing Operates plant, facilities, equipment, support systems and the various manufacturing processes

Quality assurance Audits plant, facilities, equipment, support systems, the various manufacturing
processes, and their products

Fig. 1 Process validation progress chart.
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Performance Qualification (PQ)

Following IQ and OQ, actual demonstrations during the
course of the validation program show that the facility,
support system, or piece of modular equipment perform
according to a predefined protocol and achieve process
reproducibility and product acceptability.

VALIDATION PROTOCOL AND REPORT

The following validation protocol and format for the
completed validation report have been suggested in
the WHO Guidelines on Validation of Manufacturing
Processes (TRS 823).[5]

1. Purpose (for the whole validation) and prereq-
uisites

2. Presentation of the whole process and subpro-
cesses including flow diagram and critical step
analysis

3. Validation protocol approvals
4. Installation and operational qualifications,

including blueprints or drawings
5. Qualification report(s)

� Subprocess 1
� Purpose
� Methods and procedures
� Sampling and testing procedures, release cri-

teria
� Reporting function
� Calibration of test equipment
� Test data
� Summary of results
� Approval and requalification procedure
� Subprocess 2 (repeat)

6. Product qualification, test data from prevalida-
tion batches

7. Product validation, test data from three formal
validation batches

8. Evaluation and recommendations (include reva-
lidation and requalification requirements)

9. Certification (approval)
10. Summary report with conclusions

The validation protocol and report may also include
copies of the product stability report or its summary as
well as validation documentation on cleaning and ana-
lytical methods.

PREAPPROVAL INSPECTION

The FDA Preapproval Inspection Program[2] is designed
to provide a basis for determining the adequacy and

accuracy of reported and factual information in New
Drug Application (NDA) and Abbreviated New Drug
Application (ANDA) submissions with respect to the
suitability of cGMP product development, analytical
laboratory, and manufacturing facilities.

A preapproval inspection checklist should include
the following documentation which may be required
prior to the formal inspection:

1. API development and validation report(s)
including impurity profile and polymorphic
forms;

2. Pharmaceutical (dosage form) development
report;

3. Stability and clinical batch records and history,
including phase-III program;

4. Data for API and key excipients used in the
manufacture of clinical and biobatches;

5. Bioequivalency report;
6. Technical transfer report (development to

manufacturing/QA/QC);
7. Copy of the CMC section of the NDA including

information on suppliers and vendors;
8. Copy of proposed production monograph and

master batch record;
9. Equipment validation report establishing IQ

and OQ;
10. Cleaning validation report;
11. Analytical methods validation and computer

systems validation reports;
12. Stability report establishing expiry dating; and
13. Process validation protocol for formal three-

batch validation of production-size batches.

During preapproval inspection, the FDA accepts a
process-validation protocol based on the company’s
commitment to complete successfully three production-
size validation batches prior to product launch. In
some situations a prevalidation (process demonstration
qualification) production-size batch is completed before
the entire formal three-batch program is carried out.

PILOT SCALE-UP AND TECHNOLOGY
TRANSFER

The pilot-production program may be carried out as a
shared responsibility between the development labora-
tories and their appropriate manufacturing counter-
part or as a process demonstration by a separate,
designated pilot-plant or process development depart-
ment. Supporting technology transfer documentation
applies to both the specific process and system being
qualified and validated and the related testing
standards and testing methods. The formal technology
transfer is normally made from the development
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laboratories or the process development pilot-plant to
pharmaceutical production function.

In actuality, a number of technology transfer points
and documents are generated as prospective validation
proceeds through the various stages of product devel-
opment. These stages of technology transfer in terms
of scale-up are illustrated in Fig. 2.

Solid pharmaceutical dosage forms (tablets and
capsules) are used to illustrate the various stages of
product and process development. These principles
and practices also apply in a general way to the devel-
opment of liquid and semisolid pharmaceutical dosage
forms (not discussed here).

STAGES OF VALIDATION

Elements of the validation concept should be incorpo-
rated during each of the various stages of the product
and process development continuum. These stages can
be summarized as follows.

Stage Preformulation Studies:
APIs plus rey excipients

Stage I Product design and development
Stage II Preparation of clinical and biobatches
Stage III Process scale-up and evaluation
Stage IV Formal process validation

Preformulation Studies: API

Preformulation testing of the specific API of interest
and key excipients to be used in the product design
stage, alone and in combinations with the API, should
be included as a preliminary first step in the product
and process development sequence. A simple check list
of items worth consideration in preformulation studies
with APIs and important or critical excipients is pro-
vided as follows:

API

� Key excipients

– Fillers and diluents
– Binders
– Disintegrants
– Glidants and lubricants

� Establish chemical and physical compatibility
� Minimize lot-to-lot variability in properties
� Worldwide availability from comparable suppliers
� Properties for possible evaluation

– Color, odor, taste, solubility;
– Particle morphology (DSC, TGA, x-ray diffrac-

tion);
– Particle size distribution and surface area;
– Crystal and bulk density, compaction index;
– Angle of repose and flowability index;
– Spectrophotometry (UV, FTIR, NMR, OR);
– Water content, LOD, moisture uptake;
– Microbial limits and heavy metals;
– HPLC assay and impurity profile.

Before preformulation studies are undertaken,
two-way technical communication between the manu-
facturers of the API (laboratory and plant) and the
pharmaceutical product development laboratories
must be established (Fig. 1). It should start early and
be maintained through-out the product and process
development program.

In addition to potency, purity, and stability consid-
erations of the API, the product development depart-
ment is especially interested in the chemical and
physical form (free acid or base, salts, esters, amides,
polymorphs, solvates, particle size and shape) of the
API. Time spent early in the cycle in establishing these
particular factors often aids and/or simplifies the sub-
sequent product and process development program.

Not every subject shown above must be tested or
addressed. However, aspect, particle morphology and
size, compaction and flowability, water content, spec-
trophotometric and chromatographic data should be
studied and monitored throughout the product and
process development program.[6,7]

Because key excipients are well established in most
new product and process development programs, the
same degree of preformulation scrutiny is often not
required. Compatibility studies with the API, however,
should be performed to study possible untoward inter-
actions between the active ingredients and the excipi-
ents. It should be kept in mind that small or minor
changes in physical and possibly chemical properties
upon intimate contact in binary studies with key exci-
pients should not automatically exclude a favored
excipient without further critical testing.

Stage I: Product Design and Development

Following successful preformulation studies, the API is
transferred to the formulations laboratory for prelimi-
nary product design and development studies. In most
cases, the drug is mixed with an appropriate diluent or

Fig. 2 Technology transfer stages.
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filler and glidant combination and filled into two-piece
opaque hard-shell capsules for preliminary stability
and subsequent phase I clinical studies versus matching
placebo capsules.[8] At or about the same time, initial
studies of a prototype tablet formulation should be
started. The key steps in the product design and devel-
opment sequence are given below.

Stage I: Product Design: 1� Laboratory Scale
(1–10 kg)

� Hard-shell capsule (phase I clinical trials) followed
by prototype tablet dosage form

– Direct compression versus wet granulation
– Maximize chemical and physical stability
– Minimize product and process costs
– Product characterization
– Product selection
– Process design

� Excipients are selected among the following cate-
gories:
Binder, diluents, and disintegrants including
alginates, calcium phosphate, cellulose, dextrates,
gelatin, povidones, starch and derivatives, sorbitol,
sucrose, and derivatives. Glidants and lubricants
including colloidal silicon dioxide, hydrogenated
vegetable oil, mineral oil, PEG, silica gel, sodium
lauryl sulfate, stearates, talc.

Although the work is conducted in the research or
formulations laboratory using small-scale processing
equipment, it is important to gain early experience with
colorant systems that have been selected for the fin-
ished tablet product; color aids in blend-uniformity
evaluation.

In addition to excipient screening and selection, it is
important to gauge processing parameters that are
more fully explored during the scale-up phases. These
processing factors include flowability, compaction
and compressibility of powders and granules, content
uniformity of powder and granule blends and finished
tablets, moisture uptake, in vitro dissolution release
profiles, and subsequent full-scale stability testing.

Products used in human clinical trials must, of
course, conform to good laboratory, good clinical,
and good manufacturing practice requirements.[1,9]

Stage II: Process Development:
Pilot Laboratory (Clinical)

After the (1X) ‘‘go’’ laboratory batch has been deter-
mined to be both physically and chemical stable, based

upon accelerated, elevated temperature testing (1 month
at 45�C or 3 month at 40�C and 80% relative humidity)
the next step (stage II) is to scale the product and its
process to (10X) pilot-laboratory size batch(es). This
batch represents the first replicated scale-up of the
designated formula. Its size usually ranges between
10 and 100 kg, 10 and 100 L, or 10,000 to 100,000 units.
Often these pilot-laboratory batches are used in clinical
trials and bioequivalency studies. According to the
FDA, the minimum requirement for a biobatch is
100,000 units.[10]

Pilot-laboratory batches are usually prepared in
small pilot equipment within a designated current
GMP approved facility. The number and size of these
pilot-laboratory batches may vary, depending on one
or more of the following factors:

� Equipment availability
� API availability
� Cost of raw materials
� Inventory requirements for both clinical and non-

clinical studies

Process development (process qualification) or pro-
cess capability studies are normally started in this impor-
tant stage II of the scale-up sequence. The scope of
stage-II process development consists essentially of pro-
duct optimization and process characterization studies.

Product Optimization:

� Establish formula rationale and boundary con-
ditions for API and excipients
Process Characterization:

� Define unit operations, process variables, and
response parameters.

– Define critical process variables and response
parameters using simple experimental designs.

– Establish provisional control limits for critical
process variables and their response parameters
based on process replication.

� Maintain product stability.

Unit operations for solid dosage-form development
include:

� Granulation
� Drying
� Sizing
� Blending and mixing
� Encapsulation andar tablet compression
� Coating
� Filling and packaging
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Unit operations are selected for the development of
a tablet (coated or non-coated) or capsule (hard shell
or soft-gel) process.[11] Unit operations that are con-
sidered to be critical are determined through analysis
of the process variables and their respective measured
response for each unit operation (Table 3).[12–14]

In order to determine critical control parameters and
their unit operations, constraint analysis techniques[15]

followed by fractional factorial designs (Table 4) are
used to challenge the tentative control limits (so-called
worst-case analysis) established for the process at this
intermediate stage. Time and effort spent to qualify
the process at the 10X stage often simplifies the work
that follows during stages III and IV.

Von Doehren et al.[13] and Chowhan[16] have
described the various stages of solid dosage form pro-
cess development as it relates to technology transfer
and process validation. Their respective approaches
to the topic have been integrated in this article.

Fahrner[17] raises the following issues regarding the
new role for pilot plants in product development.

� Too much time is devoted to preliminary or applied
research and not enough to the proper development
of the process.

� Often a suitable manufacturing strategy is lacking
during the early phases of the program, which
results in poorly planned technology transfer and
an inappropriate division of responsibility with
respect to the overall program.

� Most laboratory processes are rarely scalable, since
piloting is a scaled-down version of manufacturing
not a scaled-up version of the laboratory batch.

Fahrner makes the case for a separate pilot facility
(process development function) to bridge the com-
munication gap between R & D and production.

Table 3 Control parameters for solid-dosage-form development

Unit Operation Process variables (X)a Measured responses (Y)b

Granulation (Power type) Load Power consumption
Speed (main chopper)

Liquid addition rate
Granulation time

Drying Load Moisture content
Inlet temperature Bulk density

Air-flow rate
Drying time

Sizing (Screening) Load Particle size distr.
Screen size Bulk density
Speed

Feed rate

Blending (Mixing) Load Blend uniformity
Speed
Mixing time

Encapsulation Fill volume Capsule weight

Tamper setting Moisture content
Speed Dissolution
Glidant (type, amount) Content uniformity

Potency

Tablet compression Press speed Tablet weight
Feed rate Moisture content
Precompression force Hardness/friability

Compression force Thickness
Dissolution/disintegration
Content uniformity

Potency

Coating (Film type) Load Weight gain
Pan speed
Spray rate
Air flow

a7–23 possible variables.
b11–16 possible responses.
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Stage III: Pilot Production

The technology transfer of the product and process
from the traditional product development function to
a separate process development (pilot plant) function
or production itself is normally carried out at the
(100�) pilot-production batch stage (100–1000 kg):

� Full-scale production batch
� For possible future commercial or clinical use
� Evaluate critical process parameters; product and

process are scaled to another order of magnitude
(100�)

� Process optimization

– Mixing and blending times
– Drying times
– Milling operations
– Press speed, compression force
– Encapsulation speed, tamping settings
– Speed, air flow, spray settings, temperature

� Process qualification (prevalidation batches); deter-
mine process capability, challenge in-process con-
trol limits

� Maintain product stability

The creation of a separate pilot plant or process
development unit has been favored in recent years
because it is ideally suited to carry out key process
qualification and/or process validation studies in a
timely manner.[18,19]

The objective of the pilot-production batch is to
scale the product and its process by another order of
magnitude (100�). For most solid dosage forms it
represents a full production scale batch, in standard

equipment. The technology transfer documents should
include the technical information normally required
for preapproval inspection:

1. Preformulation information
2. Product development report
3. Product stability report
4. Analytical methods report
5. Proposed manufacturing formula, manufactur-

ing instruction, in-process and final product spe-
cifications at the 100�-batch size

The objectives of prevalidation trials at stage III
(100� pilot production) is to qualify and optimize
the process in full-scale production equipment and
their facilities.

Rushing through the first (100�) pilot-production
batch in order to proceed with formal validation
should be discouraged. Small problems that often arise
during (100�) scale-up should be addressed immedi-
ately and not ignored. Such problems are often best
addressed by returning to the laboratories (10�) for
supplemental process characterization and qualifi-
cation studies.

Many companies, however, proceed directly to
three-batch formal validation without stage III preva-
lidation work and often complete formal trials prior
to preapproval inspection. The downside of this alter-
native strategy is that finished production batches
often remain in the warehouse beyond their approved
expiry dating period.

When faced with a choice of strategies, there is no
one ideal way of completing the pilot scale-up and
validation sequence other than depending on prior
experience with related products and their processes.

Stage IV: Formal Process Validation

In the normal course of events and following a success-
fully completed preapproval inspection, formal, three-
batch process validation is carried out in accordance with
the protocol approved during the preapproval inspec-
tion. The primary objective of the formal process vali-
dation exercise is to establish process reproducibility
and consistency. The program is not designed to chal-
lenge upper and lower control limits (so-called worst-case
analysis) of critical process variables. Such upper and
lower control limit challenging is normally conducted
during the stage II (10X size) process characterization,
optimization, and qualification program, using suitable
and reasonable experimental designs (Table 4).

The documentation to be established before, during,
and after formal process validation is shown below.

Table 4 Fractional factorial design for process

developmenta

Key variablesb

Trials X1 X2 X3 X4 X5 X6 X7 Sums

1 � � � � � � � 0/7

2 � � � þ � � � 1/6

3 � � þ � � þ � 2/5

4 þ þ � � þ � � 3/4

5 þ þ � � � þ þ 4/3

6 þ � þ þ þ � þ 5/2

7 � þ þ þ þ þ þ 6/1

8 þ þ þ þ þ þ þ 7/0

Sums 4/4 4/4 4/4 4/4 4/4 4/4 4/4 28/28
aAdapted from Hendrix, C. D., What every technologist should

know about experimental design, CHEMTECH (March 1979).
bKey variables are randomly assigned an ‘‘X’’ value.
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The protocols and the subsequent formal validation
studies are designed to establish uniformity among
the three batches with respect to granulation, blending,
finished tablet, and finished capsule stages.[1,2,10]

100� production batches

� Complete product development program and report
� Prepare protocol for prospective process validation
� Complete preapproval inspection requirements;

conduct three-batch formal process validation,
establish reproducibility for mixing, blending, and
compression or encapsulation operations

� Establish process documentation

– Preformulation report
– Analytical methods validation report
– IQ/OQ and cleaning validation reports
– Formula development report
– Process feasibility report
– Manufacturing bioequivalency report
– Product development report
– Process validation protocol
– Process validation report
– Product stability report

In that respect, the following test data and results
are used to show process reproducibility and consist-
ency among validation batches: particle or granule size
distribution, bulk density, moisture content, hardness,
thickness, friability, weight uniformity, potency unifor-
mity, disintegration–dissolution profile, and product
stability. Not every one of these categories have to be
addressed nor followed both during in-process and
final product testing. Nevertheless, testing must be
sufficient to establish process reproducibility and
demonstrate, with a high degree of certainly, that the
product and process are in a state of control.

Whenever possible, formal validation studies should
continue through packaging and labeling operations
(whole or in-part), so that machinability and stability
of the finished product can be established and docu-
mented in the primary container–closure system.

Recently the FDA, with the cooperation of the
Pharmaceutical Industry has developed a series of
guidance procedures to speed approval of post
approval changes with or without process scale-up
changes. At the present time the SUPAC (scale-up post
approval change) program covers the following pro-
duct categories:

� Immediate Release (IR) solid dosage forms
� Extended Release (ER) solid dosage forms
� Delayed Release (MR) solid dosage forms
� Semisolids (SS) dosage forms

� API changes presently called BACPAC
� Packaging changes called PACPAC
� Analytical Methods changes called AMPAC
� Sterile Aqueous Solutions called SUPAC-SAS

If the program is successful, other dosage form cate-
gories will be added later.

The following changes are covered:

� Components and Composition Changes
� Manufacturing Equipment and Process Changes
� Batch Size (scale-up) Changes
� Manufacturing Site Changes

The program consists of three levels:

� Level 1 or minor changes that are made without FDA
approval and reported in the Annual Report (AR).

� Level 2 or intermediate changes that may be insti-
tuted by first filing a Change Being Effected
(CBE) Supplement with the FDA and waiting 30
days for a reply before instituting the change.

� Level 3 or major change in which a prior approval
supplement (PAS) is filed with the FDA and
approval must be obtained from the FDA before
proceeding with the change.

This new program is off to a good start and is inter-
mittently involved with the need for adequate process
validation studies and documentation to support the
changes requested.

CHANGE CONTROL

Procedures with respect to establishing change con-
trol should be in place before, during, and after the
completion of the formal validation program. A change
control system maintains a sense of functionality as the
process evolves and provides the necessary documenta-
tion trail that ensures that the process continues in a vali-
dated, operational state, even when small non-critical
adjustments and changes have been made. Such minor,
non-critical changes in materials, methods, and machines
should be reviewed by the validation commitee (develop-
ment, engineering, production, and QA/QC) to ensure
that process integrity and comparability have been
maintained and documented before the specific change
that has been requested can be approved by the head
of the quality control unit.

The change control system, based upon an approved
standard operating procedure(s) (SOPs), takes on
added importance as the vehicle or instrument through
which innovation and process improvements can be
made more easily and more flexibly without prior
formal review on the part of the NDA and ANDA
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reviewing function of the FDA. If more of the sup-
plemental procedures with respect to the chemistry
and manufacturing control sections of NDAs and
ANDAs could be covered through annual review doc-
umentation procedures, with appropriate safeguards,
process validation will become more innovative.[20–22]

OUT-OF-SPECIFICATIONS

Probably the single most important technical issue
facing the pharmaceutical industry at the present time
is the question: what constitutes process or batch fail-
ure in terms of an out-of-specification (OOS) assay
value? The concept of product and/or process failure
appears twice in the cGMPs.[3]

According to 21 CFR Sect. 211.165(f), ‘‘Drug pro-
ducts failing to meet established standards or specifica-
tions and other relevant quality control criteria shall be
rejected.’’ In CFR Sect. 211.192 it is stated:

Any unexplained discrepancy (including a percentage

of theoretical yield exceeding the maximum or mini-
mum percentages established in master production
and control records) or the failure of a batch or any

of its components to meet any of its specifications shall
be thoroughly investigated [regardless] whether the
batch has already been distributed. The investigation

shall extend to other batches of the same drug product
and other drug products that may have been associated
with the specific failure or discrepancy. A written rec-

ord of the investigation shall be made and shall include
the conclusions and follow-up.

The key to establishing product and/or process fail-
ure is to verify the accuracy, relevance, and reproduci-
bility of deviant assay value(s), test result(s), and
recorded number(s) that are reported.[23] All companies
should have SOPs in place that cover first the verifi-
cation of deviant numbers in the quality control labora-
tories and, following that investigation and a report
showing the test result to be deviant, a second set of
SOPs covering follow-up actions taken as described in
the following steps:

1. A written procedure for full investigation when
there is not a verified laboratory error.

2. Scientific criteria for retesting and resampling
during the formal investigation.

3. Description and results of the formal investi-
gation into possible causes of the OOS result(s).

4. Results of all testing involved during the inves-
tigation.

5. A scientific basis and justification for discarding
any OOS test result and accepting the batch in
question.

6. Final determination of conformity to appropri-
ate specifications and justification of the actions
taken, and

7. Signature of individual(s) responsible for final
decision(s) and the action(s) taken.

Even though the responsibility for batch acceptance
or rejection lies with the head of the quality control
unit, the help of the validation committee should prove
useful in reviewing the process of OOS investigation
and arriving at a recommendation for action taken.

CLEANING VALIDATION

According to 21 CFR Sect. 211.67, Equipment Cleaning
and Maintenance of cGMP regulations,[3] equipment
and utensils should be cleaned, maintained, and sani-
tized at appropriate intervals to prevent malfunction
or contamination that would alter the safety, identity,
strength, quality, or purity of the drug product. Written
procedures shall be established and followed for clean-
ing and maintenance of equipment. These procedures
shall include, but are not limited to the assignment of
responsibility for cleaning and maintaining equipment;
maintenance, cleaning, and sanitizing schedules where
appropriate; description in sufficient detail of methods,
equipment, and materials used in cleaning and mainte-
nance operations, and the methods of disassembling
and reassembling equipment as necessary to assure
proper cleaning and maintenance; removal or oblitera-
tion of previous batch identification, protection of clean
equipment from contamination prior to use; and inspec-
tion of equipment for cleanliness immediately before
use. Records shall be kept of maintenance, cleaning,
sanitizing, and inspection.

The objective of cleaning validation of equipment and
utensils is to reduce the residues of one product below
established limits so that the residue of the previous
product does not affect the quality and safety of the sub-
sequent product manufactured in the same equipment.

According to 21 CFR Sect. 211.63, Equipment
Design, Size, and Location, of cGMP regulations,[3]

equipment used in the manufacture, processing, pack-
ing, or holding of a drug product shall be of appropri-
ate design, adequate size, and suitably located to
facilitate operations for its intended use and for its
cleaning and maintenance. Some of the equipment
design considerations include type of surface to be
cleaned (stainless steel, glass, plastic), use of dispos-
ables or dedicated equipment and utensils (bags, filters,
etc.), of stationary equipment (tanks, mixers, centri-
fuges, presses, etc.), of special features (clean-in-place
systems, steam-in-place systems), and identifying the
difficult-to-clean locations on the equipment (so-called
hot spots or critical sites).
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The specific cleaning procedure should define the
amounts and the specific type of cleaning agents
and/or solvents used. The cleaning procedure should
give full details as to what is to be cleaned and how
it is to be cleaned. The cleaning method should focus
on worst-case conditions, such as highest-strength,
least-soluble, most difficult to clean formulations.
Cleaning procedures should identify the time between
processing and cleaning, cleaning sequence, equipment
dismantling procedure, need for visual inspection, and
provisions for documentation.

The choice of a particular analytical method
(HPLC, TLC, spectrophotometric, total organic car-
bon (TOC), pH, conductivity, gravimetric, etc.) and
sampling technique chosen (direct surface by swabs
and gauze, or by rinsing) depends on the residue limit
to be established, based upon the sampling site, type of
residue sought, and equipment configuration (critical
sites vs. large surface area) considerations. The analyti-
cal and sampling methods should be challenged in
terms of specificity, sensitivity, and recovery.

The established residue limits must be practical,
achievable, verifiable, and assure safety. The potency
of selected drug and presence of degradation products,
cleaning agents, perticulates and microorganisms
should be taken into consideration.

The following residue limits have been suggested: not
more than (NMT) 10 ppm or NMT 0.001% of the dose
of any product appears in the maximum daily dose of
another product and no residue visible on the equip-
ment after cleaning procedures have been performed.

PHARMACEUTICAL EXCIPIENTS

Pharmaceutical Excipients are components of finished
drug products and site active components are recognized
in the USP/NF. A list of key excipients for solid dosage
forms is given:

� Diluents, Fillers, and Binders:

– Calcium phosphate, dibasic
– Dextrates
– Dextrin
– Lactose (anhydrous, fast flow)
– Mannitol
– Starch (corn)
– Sugar, compressible

� Tablet Disintegrants:

– Cellulose, microcrystalline
– Croscarmellose sodium
– Crospovidone

– Sodium starch glycolate
– Starch, pregelatinized

� Tablet and Capsule Lubricants:

– Magnesium stearate
– Mineral oil, light
– Polyethylene glycol
– Sodium stearyl fumarate
– Stearic acid, purified
– Talc
– Vegetable oil, hydrogenated

� Other Excipients:

– Carboxymethylcellulose sodium
– Cellulose acetate phthalate
– Ethylcellulose
– Hydroxypropyl cellulose
– Hydroxypropyl methylcellulose
– Hydroxypropyl methylcellulose pathalate
– Methacrylic acid copolymer
– Polysorbates
– Polyvinyl acetate phthalate
– Povidone
– Sodium lauryl sulfate

Fig. 3 Manufacture of active pharmaceutical ingredients
(APIs).
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ACTIVE PHARMACEUTICAL
INGREDIENTS (API)

A chemical is considered to be an API if it is intended
for medicinal purposes. Regulatory agencies however,
place greater emphasis and priority on the manufac-
ture and validation of APIs than UPS/NF exciepients.

According to Sect. 501 (a)[2](b) of the Food, Drug,
and Cosmetic (FD&C) Act, all drugs must be manu-
factured, processed, packed, and held in accordance
with cGMPs. No distinction is made between APIs
and finished drug products.

Elements common to both APIs and finished drug
products include facilities and equipment qualification
(IQ/OQ, and PQ), cleaning validation, validation of
water supplies, microbial limits for non-sterile material,
manufacture of sterile and pyrogen-free material,
in-process blending and mixing, analytical methods
validation, laboratory controls and in-process testing,
change control procedures and revalidation, reproces-
sing, packaging and labeling, and stability testing.

Process

There are four primary processes used in the manufac-
ture of APIs. They are chemical synthesis, fermentation,
extraction, and purification. A flow diagram (Fig. 3) and

a description of the chemistry involved are helpful in
defining the process. The process description should
include appropriate parameters, such as charging quan-
tities or volumes of reactants or solvents, reaction times,
temperatures, pressures, etc. Critical processing steps
and critical operating parameters should be maintained
to ensure batch-to-batch consistency, product yield,
and quality.

Where in the chain of unit operations (chemical pro-
cess) does API validation start? As long as key inter-
mediates are made in the plant, they and their
reaction and processing steps should be subjected to
an appropriate cGMP and process qualification-
validation program. A key intermediate is defined as an
intermediate in which an essential molecular character-
istic, usually related to stereochemical configuration, is
introduced into the final API structure (moeity).

Physical Characteristics

Besides purity (chemical potency), the physical charac-
teristics and properties of the API are extremely impor-
tant to the end user (drug product manufacturer).
Characteristics such as crystal morphology, particle
size and shape, bulk density, melting point, optical
rotation, etc., have a profound effect upon the final
drug product and its performance and stability.

Table 5 Meeting quality standards

ISO 9000 series cGMPs

Management responsibility Organization and personnel

Quality system Organization and personnel, laboratory, controls, records, reports

Contract review Holding and distribution

Design control Production and process controls

Document control Records and reports

Purchase products Control of components, drug product containers, closures

Supplied product Holding and distribution

Product identification, traceability Packaging and labeling control

Process control Production and process control

Procedures for inspection, testing Laboratory controls

Inspection, measuring, testing equipment Laboratory controls production, and process controls

Inspection, testing status Laboratory controls

Control of nonconforming products Returned and salvaged drug products

Corrective action Records and reports

Handling, storage, packaging, delivery Packaging and labeling control holding, distribution

Quality records Records and reports

Internal quality audits Laboratory controls

Training needs Organization and personnel

Servicing procedures Equipment

Statistical techniques Building, facilities production and process controls
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In addition to the reaction or extraction step, crystalli-
zation, milling, and blending unit operations must be
subject to qualification and validation.

Impurity Profile

The USP permits up to 2% of ordinary non-toxic
impurities. However, impurities above 0.1% should
be fully characterized and quantified. Impurities may
include starting materials, by-products, intermediates,
degradation products, reagents, catalysts, heavy metals,
electrolytes, filter aids, and residual solvents. Known
toxic impurities must be held to a tighter standard,
i.e., below 0.1%.

The ISO quality standards series

The ISO 9000 Series was developed in 1987 by the
International Organization for Standardization (ISO)
in Geneva, Switzerland. It is a comprehensive set of
management standards governing the operation of
quality assurance to help develop and document a
quality system that is useful for individual companies.

The ISO 9000 Quality Management and Quality
Assurance Standards, Guidelines for Selection and
Use, provide basic definitions and concepts and
explain how to use the rest of the series (9001, 9002,
9003, and 9004).

The ISO 9001 Quality System—Model for Quality
Assurance in Design and Development provides for
quality assurance in the areas of design, installation,
servicing, development, and production. It is useful
primarily for companies that design and develop their
own products.

The ISO 9002 Quality System—Model for Quality
Assurance in Production, Installation and Service
applies to manufacturers, distributors, and service ven-
dors whose products have been designed and serviced
by a subcontractor. Such companies are exempt from
design control requirements. Both ISO 9001 and ISO
9002 are directly applicable to cGMPs. The connection
between the two independent systems is shown in
Table 5. Except for language, shades of meaning, and
stresses the documents are similar.

The ISO 9003 Quality Systems—Model for Quality
Assurance in Inspection and Testing, designed for testing
laboratories and equipment distributors only requires
conformance to final inspection and testing procedures.

The ISO 9004 Quality Management and Quality
Systems Elements—Guidelines provide standards and
guidelines for quality management planning and
implementation.
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Veterinary Dosage Forms

J. Desmond Baggot
School of Veterinary Medicine, St. George’s University, Grenada, West Indies

INTRODUCTION

Veterinary dosage forms are drug preparations
designed for use in, or topical application to, one or
more species of domestic animal and/or other species
of veterinary interest. Although the majority of veter-
inary dosage forms contain the same drugs as human
dosage forms, some veterinary preparations contain
drugs that are not widely used in humans. Examples
include benzimidazole anthelmintics, macrolide endec-
tocides, salicylanilide flukicides, synthetic pyrethroids,
chloramphenicol derivatives, a2-adrenoceptor agonists
(sedative–analgesics), and antagonists. The converse
applies to some classes of pharmacological agent
(e.g., benzodiazepine derivatives, tricyclic antidepres-
sants) because of limited clinical indications for use
in animals. Veterinary pharmacology differs from
human pharmacology both in the diversity of species
of interest and in the emphasis placed on the various
classes of drug. Some types of dosage forms are suit-
able for use in humans and certain animal species.
They include parenteral solutions (although the
concentration of the drug, the nature of the vehicle,
and other constituents of the preparation must be
considered); conventional tablets and capsules (amount
of the drug relative to dosage requirement must be
considered); oral solutions and suspensions (pediatric
preparations are generally appropriate for administra-
tion to small animals, especially cats); and conventional
ophthalmic preparations. Sustained-release tablets and
controlled-release transdermal drug-delivery systems
designed for use in humans could be used in medium
to large breeds of dog. It is because of the unique
physiological characteristics of each species, or closely
related group of species, and the variation among spe-
cies in the dose–effect relationship of pharmacological
agents that veterinary dosage forms of drugs are
required. Veterinary dosage forms designed specifically
for use in certain animals species include long-acting
parenteral dosage forms of antimicrobial agents for
intramuscular injection, oral pastes containing anti-
microbial agents or anthelmintics for horses, granules
containing non-steroidal anti-inflammatory drugs or
anthelmintics for addition to the feed for horses or pigs,
respectively, modified-release ruminal boluses contain-
ing anthelmintics for cattle or sheep, intramammary
antimicrobial preparations for cows, preparations

containing ectoparasiticides for topical application to
various species, and darts containing sedative drugs for
capture and restraint of exotic animal species. The avoid-
ance of drug residues in tissues and animal products (milk
and eggs) is a regulatory requirement of veterinary
preparations administered to food-producing species.

VETERINARY DRUGS

Although the majority of drugs available as veterinary
dosage forms were initially developed for use in
humans, based on experimental findings in laboratory
animals, some drugs have been developed specifically
for veterinary use. Anthelmintics and ectoparasiti-
cides/insecticides are primarily veterinary drugs. Some
anthelmintics (e.g., ivermectin, mebendazole, albenda-
zole, pyrantel, piperazine, levamisole, praziquantel,
bithionol) have been adopted for the treatment of
parasitic infections in humans. Most ectoparasiticides
are exclusively veterinary drugs. Some antimicrobial
agents within certain classes, which include sulfon-
amides, fluoroquinolones, macrolides, chloramphenicol
derivatives, and carboxylic ionophores, are available
only for use in animals. Relatively few pharmacologi-
cal agents were initially developed as veterinary drugs,
although some drugs have indications for use in
animals that do not apply to humans (Table 1). Other
pharmacological agents have largely become veteri-
nary drugs by virtue of their clinical efficacy in animals
and replacement by alternative drugs for use in
humans. Examples include phenylbutazone, quinidine,
phenobarbital, and thiopental.

Steroid (sex) hormones, gonadotrophins, gonado-
trophin-releasing hormones (synthetic forms and
GnRH analog), and synthetic prostaglandins (F2a type
or analog) are used in female animals (cows, ewes,
sows, and mares) to regulate various stages of the
estrous cycle, whereas synthetic prostaglandins may
be used to induce parturition. Melatonin, a modified-
release dosage form implanted subcutaneously behind
the ear of ewes, is used to stimulate the onset of cyclical
ovarian activity. Progestogens are used to synchronize
estrus in groups of animals or to enable prediction of
the onset of estrus. On removal of the progestogen
source (intravaginal device for cows and ewes; added
to feed for sows and mares), the negative feedback
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effect on the pituitary and hypothalamus is terminated,
and estrus is initiated. Progestogens (medroxyprogester-
one, megestrol, proligestone), generally administered by
subcutaneous injection, are used to suppress ovarian
activity (estrus) in dogs and cats, whereas altrenogest
(added to feed) is used to suppress estrus in cycling mares
or to synchronize estrus in gilts and sows.

Monensin, a carboxylic ionophore antibiotic, is
available as a premix (for addition to feed) used for
the prevention of coccidiosis caused by Eimeria spp.
in broiler chickens. Turkeys over 16 weeks of age,
guinea fowl, and other game birds should not be given
access to monensin-containing feed. Monensin is used
as a production enhancer (improves feed conversion
efficiency and growth rate) in beef cattle and dairy
heifers up to the time of first service. It is available for
use in cattle as a premix (sodium salt) for addition to
the feed and as a modified-release ruminal bolus. The
oral LD50 (mg/kg) of monensin differs among species:
horses, 2–3; sheep, 12; pigs, 16; cattle, 22; and chickens,
200. Extreme care should be taken not to feed cattle, pig,
or poultry rations or supplements to horses and to avoid
accidental contamination in feedmills. Steroid hor-
mone-growth promoters (bovine somatotropin, porcine
somatrotropin, bovine growth hormone-releasing fac-
tor) are available for use as production enhancers in
some countries, whereas in others (European Union
member states), their use is banned. The properties of
somatotropins and the dosage forms that have been
studied were comprehensively reviewed by Foster.[1]

The use of b2-adrenoceptor agonists such as clenbuterol
for production enhancement in cattle is illegal.

Some antidotal substances used in the treatment
of plant or heavy metal toxicity in animals could be

considered veterinary drugs. They include methyl-
thioninium chloride (methylene blue), sodium nitrite,
sodium thiosulfate, ammonium molybdate, and
sodium calciumedetate. Phytomenadione (vitamin
K1) is indicated for the treatment of warfarin and
coumarin poisoning in animals. The substances are
present in sweet vernal grass Anthoxanthum odoratum
and in spoiled sweet clover (Melilotus officinalis and
M. alba) hay, and silage. Acetylcysteine and ascorbic
acid are used concurrently in the treatment of acetami-
nophen (paracetamol) toxicity in cats. The acetylcys-
teine, which is administered by intravenous injection,
serves as a precursor for glutathione replenishment,
whereas ascorbic acid (administered intravenously
or orally) reduces methemoglobin to hemoglobin.
Feline hemoglobin is particularly susceptible to oxidat-
ive damage (methemoglobinemia). Atropine sulfate is
widely used in animals for preanesthetic medication
(although glycopyrronium is preferred in horses) and
at a much higher dose (25 to 40 times the preanesthetic
dose, 44 mg/kg), often in conjunction with a cholin-
esterase-reactivating agent (pralidoxime mesilate), in
the treatment of organophosphate toxicity.

This overview of veterinary drugs shows applica-
tions of these drugs in animals and how some aspects
of veterinary and human pharmacology differ in their
orientation.

CATEGORIZATION OF SPECIES

Even though mammalian species differ in physical
characteristics (notably body weight) and behavior,
they possess the same body systems that perform

Table 1 Some pharmacological agents that are used exclusively in animals

Drug Classification Clinical indications

Xylazine a2, (a1)-Adrenoceptor agonist Sedation; analgesia preanesthetic medication

Yohimbine a2, (a1)-Adrenoceptor antagonist agonist Xylazine reversal

Detomidine a2-Adrenoceptor agonist Preanesthetic medication

Atipamezole a2, (a1)-Adrenoceptor antagonist Detomidine reversal

Acepromazine Phenothiazine-derivative tranquilizer Preanesthetic medication; sedation

Etorphine–Acepromazine Potent opioid agonist-PTZ-derivative
tranquilizer

Neuroleptanalgesia

Diprenorphine Opioid antagonist Etorphine reversal

Droperidol–Fentanyl Butyrophenon m-opioid agonist Neuroleptanalgesia

Azeperone Butyrophenone Preanesthetic medication;
behavior modification (pigs)

Alfadolone–Alfaxalone Steroid anaesthetic (contraindicated

in dogs)

Anesthesia

Flunixin Cyclo-oxygenase inhibitor Anti-inflammatory; analgesia; antipyresis

Metamizole (Dipyrone) Cyclo-oxygenase inhibitor (‘‘Similar’’ to other NSAIDs)
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generally similar physiological functions. There are,
however, species-related adaptations that account for
the uniqueness of each species. The character of the
adaptations underlies the feasibility of extrapolating
scientific information obtained in certain species (such
as laboratory animals) to other species (domestic
animals) and human beings. Because the pattern of
quantifiable adaptations can be generally described
mathematically, it is possible to make some predictions
regarding interspecies extrapolation. The reliability of
predictions on drug bioavailability and disposition
depends on knowledge of both the anatomical and
physiological similarities of and differences among
the species of interest.

The anatomical arrangement of the gastrointestinal
tract serves as a basis for broadly categorizing
domestic animals as ruminant species (cattle, sheep, and
goats) or monogastric species (horses, pigs, dogs, and
cats). Consideration of dietary habit somewhat refines
the categorization and enables the pattern of drug
absorption to be explained as well as the potential
interaction among commensal microbial flora in the
digestive system and drugs, especially antimicrobial
agents. Ruminant species are herbivores with a volu-
minous forestomach compartment in which microbial
fermentation takes place continuously. Horses are
monogastric herbivores with a small-capacity stomach
and large-capacity colon where microbial digestion
takes place. Dogs and cats are monogastric carnivores,
whereas pigs are monogastric omnivores (similar to
humans) fed a vegetable diet. Because the urinary pH
reaction is determined primarily by the composition
of the diet, the usual pH range differs among herbivor-
ous species (pH 7.2–8.4) and carnivorous species (pH
5.5–7.0), whereas in omnivorous species, urinary pH
can vary over a wide range (pH 4.5–8.2), but would
be expected to be alkaline in pigs, whereas it is usually
acidic in humans. Urinary pH influences the extent of
reabsorption from the distal renal tubules and the
half-life of weak organic acids and bases when a signifi-
cant fraction (arbitrarily >20%) of the systemically
available dose is eliminated by renal excretion.

The character of the female reproductive (estrous)
cycle varies with the animal species in several respects,
that include duration of cycle, length of estrus (sexual
receptivity), and time of ovulation (Table 2).[2] In
seasonal breeding species (mare, ewe, doe, and queen),
the time of year during which estrous cycles occur is
strongly influenced by the photoperiod. The mare
and queen become anestrous in late autumn owing to
decreasing daylight hours, and cycles are re-established
with increasing daylight in early spring. The converse
situation applies to ewes and does. The plane of
nutrition can affect the onset of estrous cycles in seaso-
nal breeding species. The queen is unique among dom-
estic animal species in that ovulation is induced by

coitus. Pharmacological intervention at any stage of
the reproductive cycle, whether it be to induce ovu-
lation in mares, ewes, or cows or to suppress estrus
or prevent ovum implantation in bitches or queens, is
based on changing the plasma concentrations of the
reproductive hormones that influence the particular
process. To be successful, knowledge of the temporal
pattern of the various hormone concentrations in
plasma is essential.

Because avian and mammalian species differ in
many respects, these distinct classes of animal should
be considered separately. Avian species that are
‘‘farmed’’ include chickens, turkeys, ducks, geese,
ostriches, guinea fowl, quail, and pheasants. The
term poultry refers to farmed domestic fowl that, in
common usage, includes chickens, turkeys, ducks and
geese, whereas other farmed avian species are con-
sidered game birds. Application of the collective term
poultry overlooks species differences in dosage require-
ments and drug residues in tissues as well as differences
in susceptibility to toxicity of some drugs.

Birds (and reptiles) have a well-developed renal
portal system that drains blood from the caudal por-
tion of the body. Consequently, drugs administered
parenterally in the lower extremities (hind limbs) of
those species pass through the kidneys before entering
the systemic circulation. This feature of blood flow to
the kidneys provides the opportunity for first-pass
excretion of water-soluble ionized drugs (e.g., b-lactam
and aminoglycoside antibiotics) to occur.

Fish, reptiles (which include crocodiles and alliga-
tors), and amphibians are poikilothermic, i.e., cold-
blooded animals. In contrast to homeothermic animals,
the disposition of drugs in poikilothermic animals is
influenced by environmental temperature. When applied
to fish, the rate of drug elimination varies with the tem-
perature of the water to which the fish are acclimatized.
Studies of drug disposition in fish should generally be
carried out at more than one water temperature, and
whether fresh water or sea water is contained in the tank
depends on the species of fish. A complication arises in
the case of salmon for example, because adult salmon
live in sea water but spawn and grow as fingerlings in
fresh water.

DOSAGE FORMS AND ROUTES OF
ADMINISTRATION

The type of dosage form, the route of administration,
and site of injection of parenteral preparations depend
on the animal species or group of related species
(such as ruminant animals or poultry). The greatest
differences relate to oral dosage forms and topical
preparations. Whether a veterinary dosage form is
intended for individual animal treatment or for
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administration/application to a large group of animals
(herd or flock medication) should be decided before the
development of a dosage form. Convenience of admin-
istration and cost of the drug preparation are foremost
considerations in determining the use of a veterinary
dosage form by animal owners.

GASTROINTESTINAL ABSORPTION

The anatomical arrangement of the gastrointestinal
tract and associated digestive physiology govern the
pattern of drug absorption. In pigs, dogs, cats, and
humans, the plasma concentration profile after the
administration of an oral solution or conventional
(immediate-release) dosage form is generally similar
in that it shows a reasonably well-defined single peak.
Because the rate of gastric emptying differs among
monogastric species and the anterior (upper) portion
of the small intestine is the principal site of absorption,
the time at which the peak plasma concentration
occurs may vary. An effective pH value of 5.3 in the
microenvironment of the intestinal mucosal surface,
rather than the reaction of intestinal contents (average
pH 6.6), is consistent with observations on the absorp-
tion of drugs that are weak organic acids or bases.
Under normal conditions, weak acids with pKa values
above 3.0 and bases with pKa values below 7.8 are
well-absorbed from the small intestine.[3] An alteration
in the pH of the stomach or small intestine contents
can markedly change the degree of ionization of drugs
that are weak organic electrolytes (acids or bases). At
pH values below the pKa, weak acids exist primarily
in the non-ionized form, which is the moiety that can
readily be absorbed; the converse applies to weak
bases. Lipid-soluble neutral molecules (digoxin, chlor-
amphenicol) and fluoroquinolones (amphoteric com-
pounds) are well-absorbed in dogs, although the
systemic availability of norfloxacin is much lower than
that of enrofloxacin/ciprofloxacin or marbofloxacin.
Because of their polar nature, aminoglycoside antibio-
tics are poorly absorbed from the gastrointestinal tract
and must be administered parenterally in the treatment
of systemic bacterial infections.

After the administration of a sustained-release oral
dosage form, the duration of drug availability for
absorption is limited by the sum of the residence times
of the dosage form in the stomach and small intestine.
This has been estimated to be 9–12 h in dogs. In the
development of a sustained-release dosage form for
use in dogs, the aim is to provide an effective plasma
concentration of the drug throughout the dosage inter-
val (12 h) with an acceptable degree of fluctuation in
steady-state concentrations. The latter is determined
both by the half-life of the drug and the dosage inter-
val.[4] Suitable candidate drugs should have reasonably

high oral bioavailability, which implies reliable absorp-
tion from the gastrointestinal tract and no more than
partial inactivation by the first-pass effect unless active
metabolites are formed, a half-life in the range of 4 to
6 h, and a relatively high potency but reasonably wide
range of therapeutic plasma concentrations. Because of
variation between dogs and humans in the oral
bioavailability and the rate of elimination of most
lipid-soluble drugs, those that would be suitable for
formulating as sustained-release dosage forms often
differ between the two species. Theophylline meets
the criteria that make it suitable for formulating as a
sustained-release oral preparation for administration
to dogs. Of the sustained-release oral dosage forms
that are commercially available, anhydrous theophyl-
line in tablet form (200 and 300 mg) is preferred for
use in dogs. This product has an oral bioavailability
(theophylline) of 76%, and the dosage regimen
(20 mg/kg administered at12-h intervals) has been
predicted to maintain plasma concentrations within the
therapeutic range (6–16 mg/ml) with less fluctuation
in peak-to-trough theophylline concentrations than
other sustained-release dosage forms.[5] The dosage
regimen for the conventional dosage form (aminophyl-
line tablets) is 10 mg/kg administered at 8-h intervals
to dogs.

Other drugs of veterinary interest that have been for-
mulated as sustained-release oral dosage forms include
morphine, propranolol, quinidine, procainaminde, and
verapamil or diltiazem. Of these, sustained-release
morphine sulfate (tablets, 15 mg) has the greatest
potential for use in dogs over 10 kg body weight. The
proposed dosage regimen, 1–2 mg/kg administered at
8- or 12-h dosage intervals, may be effective in the
management of chronic pain.[6] The sustained-release
dosage form overcomes the shortcoming of conven-
tional oral preparations of morphine, which is their
short duration of action in dogs. Phenytoin is a likely
candidate drug for formulating as a sustained-release
dosage form because it would enable phenytoin to be
used in dogs for the prevention/treatment of general-
ized tonic–clonic seizures (grand mal epilepsy). The
average oral bioavailability of phenytoin administered
as the conventional dosage form is 36%, the half-life in
dogs is 3.5–4.5 h (dose-dependent), and the therapeutic
range of plasma concentrations is 10–20 mg/ml. Oral
bioavailability of phenytoin in humans is 90%, and the
apparent half-life, which is dose-dependent, is 15–24 h.
The slower elimination of phenytoin in humans obviates
the need for the development of a sustained-release
dosage form.

Even though the horse is a monogastric species, the
stomach has a small capacity (8.5% of the gastrointes-
tinal tract) compared with that of the pig (29%) and
the dog (62%). Expressed on the basis of volume
capacity, the stomach of the horse, pig, and dog can
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hold 7–14, 5.5–7, and 3–8 L, respectively. The average
pH value of gastric contents in horses is less acidic
(pH 5.5; range, 4.5–6.0) than in other monogastric spe-
cies (pH 3–4), and a substantial portion of the stomach
lining is composed of stratified squamous epithelium.
Under natural conditions of management, horses feed
continuously. The fibrous component of the feed is
digested primarily in the large intestine, although
horses digest fiber less efficiently than do ruminant spe-
cies. Microbial digestion of fibrous carbohydrates to
volatile fatty acids and break down of undigested diet-
ary protein to peptides and amino acids takes place in
the large intestine. The combined capacity of the
caecum and colon occupies approximately 55% of the
gastrointestinal tract, and the pH of large intestinal
contents is 6.6–6.8. Two unrelated features of the
digestive system are that horses do not possess a gall
bladder (similarly camelids and giraffes) and are
unable to vomit. The temporal relationship between
feeding and oral dosing can greatly influence the
pattern of drug absorption. Because the systemic
availability of most antimicrobial agents administered
orally (paste formulations) or by nasogastric tube
(aqueous suspensions) to horses is significantly
decreased by feeding shortly before dosing, food
should be withheld for up to 2 h after administration
of an antimicrobial agent. Feeding horses close to the
time of administering phenylbutazone in various oral
dosage forms changed the pattern without altering
the extent of absorption of the non-steroidal anti-
inflammatory drug.[7] The availability of a drug for
absorption from the small intestine of the horse, parti-
cularly when administered in conjunction with or
shortly after feeding, may be limited by adsorption to
the ingested feed, especially hay. Under these circum-
stances, absorption may occur in two phases, initially
(1–2 h after drug administration) from the small intes-
tine and several (8–10) hours later from the large intes-
tine (principal site) after microbial digestion of the

fibrous material in feed.[7,8] The inadvertent contami-
nation of horse feed with a feed additive premix
approved for use as a production enhancer/growth
promotant in cattle or pigs, may cause toxicity, even
death, in horses.

The anatomical arrangement of the gastrointestinal
tractdistinguishes ruminant (cattle, sheep, and goats)
from monogastric (horses, pigs, dogs, and cats) species
(Table 3). The difference in digestive physiology
between the two groups of species determines the types
of oral dosage forms appropriate to administer and
influences oral bioavailability of drugs. Susceptibility
to ingested plant toxicity differs between ruminant
and monogastric species. The volume capacity of the
mature reticulorumen is 100–225 L in cattle and
10–25 L in sheep and goats and accounts for approxi-
mately 60% of the total capacity of the gastrointestinal
tract. The forestomach contents vary from liquid to
semisolid consistency, and the pH reaction is normally
maintained within the range 5.5 to 6.5 owing to copi-
ous secretion of alkaline saliva (pH 8.2–8.4) parti-
cularly rich in bicarbonate and phosphate buffers but
devoid of amylase. In addition to its buffering action,
saliva has an antifoaming action that serves to prevent
dietary bloat. Salivary secretion, at a daily rate of
100–190 L in cattle and 6–16 L in sheep, is essential
for microbial digestion, which takes place continuously
in the reticulorumen. Based on average values of saliva
flow and volume of the rumen liquid pool, the turnover
rate for reticuloruminal fluid was estimated to be
2.0/day for cattle and 1.1–2.2/day for sheep.[9] Despite
the stratified squamous nature of its epithelial lining,
the rumen has considerable absorptive capacity.[10,11]

Because absorption takes place by passive diffusion,
lipid-soluble drugs, whether neutral molecules or the
non-ionized form of weak organic acids or bases,
may be absorbed from the rumen. The theoretical equi-
librium distribution, expressed as concentration ratio,
of weak organic acids and bases of different pKa values

Table 3 Relative capacity of components of digestive tract of domestic animal species

Relative capacity (%) Relative capacity (%)

Component Horse Pig Dog Component (Sheep and Goat)

Stomach 8.5 29.2 62.3 Rumen 52.9

Small intestine 30.2 33.5 23.3 Reticulum 4.5

Cecum 15.9 5.6 1.3 Omasum 2.0

Large colon 38.4 Abomasum 7.5

31.7 13.1

Small colon and rectum 7.0 Small intestine 20.4

Cecum 2.3

Colon and rectum 10.4
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between saliva (pH 8.2) or ruminal contents (pH range
5.5–6.5) and plasma (pH 7.4) is presented graphically
(Fig. 1).[12]

Ruminal micro-organisms are capable of at least
partially metabolizing some drugs (e.g., trimethoprim,
chloramphenicol, nitroxynil, digitalis glycosides) either
by hydrolysis or reduction, which would decrease the
amount of drug available for absorption. Intraruminal
biotransformation makes ruminant species susceptible
to toxicity caused by ingestion of plants containing
cyanogenetic glycosides (cyanide poisoning) or accu-
mulated nitrate (nitrite poisoning). Overuse of
nitrogenous fertilizers contributes to the incidence of
nitrite poisoning. Antidotal substances that are used
(injected intravenously) to treat these toxicities are
sodium nitrite, followed by sodium thiosulfate for
cyanide poisoning and methylthioninium chloride
(methylene blue) for nitrite poisoning. In ruminant
species, in which chemical compounds can be altered
(activated or detoxified) by microbial action in the
forestomach and in which the whole physiological
tempo of the body is so dependent on ruminal activity,
no pharmacological or toxicological investigation can
be interpreted without full consideration of the basic
diet and feeding regimen.[13]

After comminution by rechewing and microbial
digestion, the liquid component with suspended

particles of reticuloruminal contents is ‘‘pumped’’ by
the omasum (third compartment of the forestomach)
into the abomasum (true stomach). During the two-
stage transfer process, water and electrolytes are
absorbed, and the size of particulate matter in the
digesta is reduced. The abomasum, which accounts
for approximately 4–5% of the capacity of the gastro-
intestinal tract in adult cattle and 7.5% of gastro-
intestinal capacity in sheep and goats, is the only
compartment of the ruminant stomach that secretes
digestive juices. Secretions from the fundic area of
the abomasum contain hydrochloric acid, pepsin
and, in suckling preruminant animals, rennin (a milk-
coagulating enzyme). Mucus is produced by the colum-
nar epithelial cells that line the abomasum. The pH
reaction of abomasal contents does not vary much
and is usually close to pH 3.0.[14]

Because of the large volume of reticuloruminal con-
tents, a drug can attain only a low concentration in the
reticulorumen, whether administered in solution, sus-
pension, or solid dosage form. In dissolution of solid
dosage forms, dilution in the large volume of fluid
and binding to particulate matter would decrease the
rate, but not necessarily the extent, of drug absorption.
Lipid-soluble neutral molecules and the non-ionized
form of weak organic electrolytes, particularly organic
acids, should normally be well-absorbed from the reti-
culorumen. When aspirin (pKa 3.5) in a solid dosage
form (60 g, which is equivalent to 3.9 g of oral bolus)
was administered to cows, salicylate was slowly
absorbed, and systemic availability was 50–70%.[15]

The 12-h dosage interval for aspirin in adult cattle is
based on the rate of absorption rather than on the
half-life of salicylate, which is 0.8 h.

Benzimidazole anthelmintics (albendazole, fenben-
dazole, oxfendazole, which is fenbendazole sulphox-
ide); probenzimidazoles (netobimin and febantel,
which are metabolically converted to albendazole and
fenbendazole, respectively); and salicylanilide fluki-
cides (closantel, rafoxanide, oxyclozanide) are adminis-
tered as oral suspensions to ruminant animals. For
anthelmintic drugs oral suspensions have an advantage
over oral solutions in that the delayed availability of
drug for absorption extends the duration of action.
Reducing the level of feed intake (for 36 h before and
36 h after dosing) delays the onward passage of
ruminal fluid with suspended matter from the reticu-
lorumen to the absomasum and small intestine and
would allow more time for drug dissolution and
absorption to occur. When the rate of onward passage
of ruminal fluid was decreased, by temporarily reduc-
ing feed intake, in sheep, the systemic availability of
oxfendazole was increased.[16] The systemic availability
of rafoxanide and triclabendazole, administered as
oral suspensions, was higher in housed lambs fed hay
and concentrates than in lambs grazing on pasture.[17]
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Fig. 1 Expected equilibrium distribution between saliva or
rumen contents and plasma of acids and bases of differing
pKa. Concentration ratio is the ratio of the salivary or rum-

inal concentration to concentration free in the plasma, calcu-
lated separately for acids and bases, for saliva of pH 8.2 and
rumen contents over a range of pH 5.5–6.5, assuming plasma
is pH 7.4. (From Ref.[12].)
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The effect of dietary regimen/composition on systemic
availability of the flukicides could be attributed to
the time allowed for dissolution and absorption of
the drugs.

Closure of the reticular groove would allow an oral
solution to flow directly from the cardiac orifice of the
rumen into the absomasum, bypassing the rumen.
Spontaneous closure of the groove occurs reflexly in
some animals although at least partial closure can be
chemically induced. Should rapid absorption of a drug
(such as a non-steroidal anti-inflammatory drug) from
the gastrointenstinal tract be desired, an oral solution
of the drug could be administered immediately after
inducing closure of the reticular groove. This can be
achieved generally in cattle by administering orally a
solution containing sodium bicarbonate and in sheep
by administering orally a copper sulfate solution or
injecting intravenously a dose (0.3 U/kg) of lysine–
vasopressin. Closure of the reticular groove would be
unwanted in the case of an oral liquid, such as dimeti-
cone emulsion or poloxaline, used to treat frothy bloat
in cattle. In young ruminant animals, reflex closure of
the reticular groove, induced by suckling, allows milk
to flow directly to the abomasum.

Advantage can be taken of the anatomical arrange-
ment of the forestomach of ruminant animals by
administering a modified-release ruminal bolus that
will remain lodged in the reticulorumen for a pro-
longed period. Slow-release ruminal boluses containing
trace elements (cobalt oxide, copper oxide, cobalt and
copper in sodium phosphate glass matrix, and sele-
nium as sodium selenate) are commercially available
for administration to cattle or sheep, and the com-
pound ruminal bolus can be administered to farmed
adult deer. Controlled-release ruminal boluses contain-
ing certain anthelmintic drugs (ivermectin, fenbenda-
zole, oxfendazole, morantel) or the production
enhancer monensin are available for oral administra-
tion, using a specialized delivery device, to beef cattle
within a specified range of body weight (100–400 kg).
These systems are designed either to continuously
release the drug into ruminal fluid for a prolonged
period (generally 120–140 days) or to intermittently
release pulse doses (oxfendazole bolus) at a predeter-
mined interval (approximately 3 weeks). This interval
generally coincides with the prepatent period of
the major gastrointestinal tristrongylids of cattle.[18]

Controlled-release ruminal boluses that continuously
release ivermectin, fenbendazole, or morantel into
ruminal fluid are available for use in beef cattle,
whereas controlled-release boluses that deliver alben-
dazole or ivermectin over a period of 100 days are
available for use in sheep (35–65 kg in body weight).
The delivery systems are retained in the reticulorumen
at least throughout the entire period of drug release.
The retention of oral controlled-release drug delivery

systems designed for use in humans is limited by gastric
emptying time, which can be up to 12 h.[19]

FIRST-PASS EFFECT

Having traversed the gastrointestinal mucosal barrier,
drug molecules are conveyed in hepatic portal blood
to the liver, where they are subjected to the first-pass
effect before entering the systemic circulation. The
first-pass effect applies to all animal species and, owing
to the generally higher capacity of the liver of herbivor-
ous species (ruminant animals and horses) to meta-
bolize lipid-soluble drugs by microsomal oxidative
reactions, is likely to decrease the systemic availability
of these drugs to a greater extent in herbivorous than
in non-herbivorous species(dogs, cats, pigs, humans).
In ruminant species (cattle, sheep, goats) and Equidae
(horses, ponies, donkeys), triclabendazole, adminis-
tered as an oral suspension, is converted by hepatic
first-pass metabolism to triclabendazole sulfoxide
(active metabolite), which is subsequently converted
to the sulfone (inactive) metabolite. In many species,
the first-pass effect can substantially reduce the sys-
temic availability of orally administered lipid-soluble
drugs that undergo extensive biotransformation in
the liver (e.g., diazepam, propranolol, verapamil).
Although presystemic metabolism occurs primarily in
the liver, it can also take place in the small intestinal
mucosa during the absorption process. Some drugs
that show incomplete systemic availability after oral
administration to dogs are listed in Table 4. Presyste-
mic metabolism in the liver is responsible for incom-
plete systemic availability of the majority of these
drugs. The oral bioavailability of digoxin was
enhanced in humans when the drug was administered
as an aqueous alcoholic solution in gelatin capsules
rather than in tablet form, even though the tablets
had a satisfactory dissolution rate.[20–22] In a similar
manner, increased relative bioavailability, based on
comparison of areas under the plasma concentration–
time curves of flufenamic acid, was achieved in dogs
when the drug was administered in soft rather than
hard gelatin capsules; the average increase was
34%.[23] In both instances, the higher oral bioavailabil-
ity was attributed to physicochemical factors brought
into play by adjuvants in the soft gelatin capsules.
The influence that formulation, or rather dosage form,
can have on the systemic availability of an orally admi-
nistered drug was shown in horses given racemic
ketoprofen (2.2 mg/kg). The systemic availability of
the S(þ)- and R(�)-enantiomers was 54.2 and 50.5%,
respectively, after administration of micronized
racemic ketoprofen powder in hard gelatin capsules
to horses with restricted access to feed. When ketopro-
fen powder from the same batch was administered as
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an oil-based paste, systemic availability of the S(þ)-
and R(�)-enantiomers was 5.75 and 2.7%, respectively,
regardless of the feeding schedule.[24] To avoid hepatic
first-pass metabolism, glyceryl trinitrate (nitroglycerin)
is formulated in a variety of dosage forms, which
include parenteral solution, spray for sublingual
application, sustained-release tablet, and transdermal
therapeutic systems, for use in humans, and as an
ointment for topical application to dogs (cardiogenic
pulmonary edema) or horses (acute laminitis). Sub-
lingual administration avoids the first-pass effect, but
it is not feasible to administer solid dosage forms by
this route to animals.

Although the first-pass effect is a major source of
species variation in systemic availability of orally
administered drugs that undergo extensive hepatic
metabolism, another important source of variation is
metabolism by ruminal microorganisms. Some drugs
(nitroxynil, chloramphenicol, digitalis glycosides) are
metabolized in the rumen to such an extent that par-
enteral administration is required for clinical efficacy.

An advantage of rectal over oral administration of
lipid-soluble drugs is partial avoidance of the first-pass
effect. The extent to which the first-pass effect is
avoided appears to be less in dogs than in humans.
Because venous drainage of the rectum of the horse,

unlike in the humans and dog, appears to be substan-
tially into the hepatic portal vein, minimal avoidance
of hepatic first-pass metabolism of drugs absorbed
from the rectum could be anticipated in horses.

ORAL DOSAGE FORMS

The oral route of drug administration is safer than par-
enteral routes and avoids tissue irritation at injection
sites. However, wide variation, both inter- and intra-
species, in systemic availability is a feature of orally
administered drugs. The convenience of oral drug
administration depends on the species of animal and
the dosage form of the drug. To facilitate drug admin-
istration and take into account the anatomy and physi-
ology of the digestive system and the average body
weight of the various animal species, the requirements
of oral dosage forms differ among species. Consider-
ation must be given to size of the total dose (amount
of drug) to be administered and oral bioavailability
in the animal species.

Oral dosage forms available for administration to
animals include oral solutions, liquids, suspensions,
gels, pastes, capsules, tablets, ruminal boluses, powders
and granules for addition to feed, soluble powders for

Table 4 Systemic availability of some orally administered drugs in dogs

Drugs (dosage form)

Dose

(mg/kg)

Systemic

availability (%) Site of metabolism/other factor

Phenobarbitone (tablet) 10 86–96 Liver

Valproic acid (tablet) 40 78 Liver

Phenytoin (tablet) 15 36a Liver

Salicylate (aspirin tablet) 250 mg total 45 Liver

Ibuprofen (gelatin capsule) 5 60–86 Liver

Naproxenb (gelatin capsule) 5 68–100 —

Theophylline (conventional aminophylline tablet) 10 91 Liver

Diazepam (tablet) 2 1–3 86c Liver þ (intestinal mucosa)

Lidocaine (solution) 10 15 Liver

Procainamide (tablet) 25 85a,d

Propranolol (conventional tablet) 80 mg total 2–17 Liver

Verapamil 0.5 15 Liver

Digoxin (Lanoxin tablet) 1 mg total 80 Dissolution

Cephalexin monohydrate (capsule) 20 57 Dissolution

Norfloxacin (tablet) 5 35a Dissolution þ liver

Enrofloxacin (tablet) 5 100e —

Allopurinol (tablet) 15 70f Intestine þ liver (xanthine oxidase)
aAverage oral bioavailability; wide individual dog variation.
bNaproxen has an unusually long half-life in dogs.
cTotal active benzodiazepine.
dDogs do not form N-acetylprocainamide (active metabolite).
eTotal antimicrobial active fluoroquinolone.
fAverage oral bioavailability is 14% in the horse.

Veterinary Dosage Forms 3949



V
eterinary–
V

irtual

addition to drinking water or fish medicating baths,
and premixes for addition to feed for livestock or
poultry. The type of dosage form is determined by
the solubility and physicochemical properties of the
drug, the species of animal for which the dosage form
is intended, and whether a reasonably rapid onset or a
prolonged duration of effect is required. Liquid dosage
forms (oral solutions and liquids) provide readily avail-
able drug for absorption, particularly in monogastric
species. Oral liquids, such as dimeticone emulsion
and poloxaline (anionic surfactant), are used for the
treatment of frothy bloat in cattle. An oral liquid
containing propylene glycol (glucose precursor) for
addition to drinking water or for preparation of an
oral solution is indicated for adjunctive treatment of
ketosis in cattle and sheep. Aqueous suspensions are
administered by nasogastric tube to horses, by mouth
(as a drench) to ruminant animals and by mouth
(sometimes with the aid of an oral syringe) to dogs
and cats. Oral pastes and gels are semisolid dosage
forms supplied in preloaded calibrated syringes
designed for convenience of drug administration to
horses by their owners. The formulation of a paste
must be such that it is syringeable over a wide range
of ambient temperatures, is moderately tenacious so
that it will adhere to the tongue, and is tasteless or
suitably flavored (mint or apple flavor appears to
be preferred by horses). Classes of drugs that could
be formulated as oral pastes or gels for administration
to horses include anthelmintics, non-steroidal anti-
inflammatory drugs, and some antimicrobial agents.
Application of an anthelmintic paste, at the appropri-
ate dose of the drug, to the distal forelimbs of cats is a
convenient alternative to oral administration of a tab-
let or capsule. Solid dosage forms must undergo dis-
integration and dissolution in the stomach before
absorption of the drug can occur. Drug release from
solid dosage forms delays the rate of absorption com-
pared with that from an oral solution. With regard to
the quality of solid dosage forms, capsules offer an
advantage over tablets in that the particle size and dis-
tribution of the active ingredient are rarely altered by
the capsule-filling process, whereas physical stresses
(compression and heat) are imposed in the manufac-
turing process of tablets. In addition, capsules provide
more rapid dissolution than do conventional tables of
the same active ingredient. The pattern of release of
coated pellets or granules is more predictable when
packed in capsules than compressed into tablets.
Capsules, however, are generally more expensive than
tablets containing the same drug. Because of the higher
manufacturing cost, soft gelatin capsules should
probably be used in preference to hard gelatin capsules
only when the fill is liquid or bioavailability of the
drug is significantly superior. An encapsulated active
ingredient, until released, would be protected against

metabolism by ruminal micro-organisms and/or
chemical degradation in the ruminal environment.
Encapsulation of insect development inhibitors (e.g.,
diflubenzuron) or insect growth regulators (e.g., meth-
oprene) has potential application in cattle. These
substances interfere with the metamorphosis and
reproductive capacity of arthropod parasites, many
of which breed in cattle dung. Dichlorvos, an organo-
phosphorus compound with activity against gastro-
intestinal nematodes including whipworms (Trichuris
spp.), is incorporated into polyvinyl chloride resin
pellets (plasticization) for addition to the feed for pigs
or canned food for dogs. This dosage form protects
dichlorvos from hydrolytic degradation and provides
slow release into the gastrointestinal tract, which
greatly increases the margin of safety of the drug.

A sustained-release dosage form provides an initial
amount of drug sufficient to provide a desired thera-
peutic concentration and continuously releases the
drug at a constant (zero-order) rate for an extended
period. The margin of safety of the drug is an impor-
tant consideration, because sustained-release dosage
forms contain a large amount of drug and the potential
exists for ‘‘dose-dumping’’ with resultant toxicity. For
drugs with half-lives in the range of 4 to 6 h, sustained-
release dosage forms could provide a dosage interval
of 12 h in dogs or 24 h in horses. Very few sustained-
release preparations have been developed for use in
either species. This type of dosage form has to be
swallowed intact.

Controlled-release ruminal boluses are designed
either to continuously release drug (an anthelmintic
or production enhancer) at a constant rate for a pro-
longed specified period or to intermittently deliver
pulse (usually five) doses at predetermined intervals.
Each product is designed for use in either cattle or
sheep within a specified range of body weight. Reten-
tion of orally administered controlled-release systems
in the reticulorumen is dependent on either density or
geometry of the system. The ivermectin (Ivomec)
ruminal bolus, designed for use in cattle between 100
and 400 kg body weight, contains 1.72 g of ivermectin
that is continuously released into ruminal fluid at a
constant rate (12.5 mg/day) over a period of 135 days.
The bolus is a cylindrical device that consists of an
outer semipermeable membrane enclosing a metal den-
sity element at one end, an osmotic energy source at
the other end, and a formulation containing the drug
in the center. The osmotic energy source is composed
of a tablet containing a polymeric salt mixture.
Absorption of water through the semipermeable
membrane causes expansion of the tablet, which drives
the ivermectin wax formulation through the exit port
(channel) in the density element[25] (Fig. 2A). The
fenbendazole ruminal bolus (Panacur), designed for
use in cattle between 100 and 300 kg body weight,
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contains 12 g of the anthelmintic which, is continu-
ously released into ruminal fluid over a period of up
to 140 days. Release of fenbendazole is controlled by
the erosion of two magnesium alloy tubes; each tube
contains five tight-fitting cylindrical tablets (6 g of
fenbendazole). The magnesium alloy tubes are pro-
tected from the ruminal contents by a series of close-
fitting rigid plastic rings; the central ring connects
both tubes. The bolus is completely biodegradable
and leaves no residual device in the forestomach.[26]

The morantel tartrate (Paratect Flex) ruminal bolus,
designed for use in cattle over 100 kg body weight,
contains 11.8 g of morantel base. The bolus consists
of a drug-impregnated polymer packaged in a cylindri-
cal trilaminate cartridge. Release of the drug (approxi-
mately 150 mg/day) takes place by diffusion through
the semipermeable membrane into ruminal fluid over

a period of at least 90 days. There is no withdrawal
period associated with the use of the morantel tartrate
trilaminate bolus because the combination of poor
absorption and first-pass hepatic metabolism makes
systemic availability of morantel exceedingly low.
The Captec, also known as the Laby,[27] device is a
controlled-release ruminal capsule designed for use in
sheep within a specified range of body weight that
continuously releases the anthelmintic contained
within, either albendazole (32.5 mg/day) or ivermectin
(1.6 mg/day), over a period of 100 days. The device
consists of a polypropylene barrel with a spring-loaded
plunger at the closed (top) end and an orifice (series of
perforations) at the base (Fig. 2B). A pair of poly-
propylene wings attached to the top of the barrel is
secured in a folded position (compressed configur-
ation) by water-soluble tape to enable oral administra-
tion. The barrel is loaded with tablets containing the
anthelmintic, either albendazole (3.85 g) or ivermectin
(160 mg). After administration of the ruminal capsule,
the tape securing the pair of wings dissolves, and the
wings open to a predetermined angle (expanded configur-
ation) that prevents both regurgitation and reticulo-
omasal passage. The rate of drug release is determined
by a combination of factors that include the formulation
of the tablets, the diameter of the orifice, and the pressure
exerted on the tablets by the plunger. The ruminal fluid
bathing the orifice of the device brings about dissolution
of the tablets.

The modified-release ruminal bolus containing
oxfendazole, designed for use in cattle in the body
weight range of 200–400 kg, delivers pulse doses
(1.25 g) at 3-week intervals over a period of 105
days.[18] The bolus containing five tablets (Autoworm 5)
releases the first dose at 21 days after administration
whereas the bolus containing six tablets (Autoworm
6) releases the first dose on the day of administration.

Drugs in powder form or prepared granules can be
added to the feed for pigs. Shortcomings associated
with this method of administration include uncertainty
as to the amount of drug (dose) ingested and inter-
animal variation in oral bioavailability. The drug must
have a wide margin of safety and be palatable in the
feed and, importantly, the animal must be feeding.
Inappetence or indifference to feeding is a usual feature
of illness in animals. Addition to feed, often referred
to as top dressing of feed, is generally an unreliable
method of drug administration to horses. However,
the packaging of powders or granules in unit dose
sachets provides convenience of drug administration
for owners when the number of animals to be dosed
is small. Unit dose sachets must be prepared on an
individual species basis because the dose level (mg/kg)
may differ among species, and the average body weight
range of domestic animal species differs by approxi-
mately 200-fold. Soluble salts of drugs in prepared
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Fig. 2 (A) IVOMEC schematic; (B) captec schematic.
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solutions or powder form can be administered to
poultry and other farmed avian species by addition
to drinking water or to fish by addition to the water
in a medicating bath of known volume capacity.
Sachets containing various trace elements (cobalt,
copper, iodine, selenium) for addition to drinking water
delivered by dispenser are available for the correction
of mineral deficiencies in cattle. The mineral content
of each sachet suffices for 25 cattle for a period of 7
days. Several factors to consider in the design of premix
formulations and to ensure their satisfactory mixing
in bulk feed are addressed in detail by Klink et al.[28]

Premixes must always be diluted to the approved use
level, usually parts per million (ppm) [g/tonne (feed)
or mg/L (water)], for the animal species.

INTRAMUSCULAR INJECTION

Intramuscular injection is a commonly used route for
drug administration in animals. This route offers con-
venience in that it is easy to apply and, because a size-
able proportion of veterinary parenteral preparations
are formulated as long-acting dosage forms, either a
single dose may suffice or a long dosage interval can
be used. There are, however, a number of factors to
consider before choosing this route of administration.
They include the purpose for administering the drug,
the acceptable time interval between drug adminis-
tration and onset of the desired effect, the suitability
of available parenteral preparations for use in the
particular animal species, the withdrawal period(s) in
food-producing animals, and the cost of the drug
preparation for the anticipated course of treatment.
The suitability of a parenteral preparation for use in
a particular species primarily depends on the formu-
lation of the preparation. Significant formulation
variables include the concentration of drug in a prep-
aration, which determines the volume to be injected,
the nature of the vehicle and other ingredients (solu-
bilizers, preservatives), and the likelihood of causing
irritation at the injection site. The horse is the least
tolerant of domestic animal species to injection-site
irritation, and drugs in oily vehicles should never be
administered by injection to horses.

Whereas the formulation of a preparation deter-
mines the pattern of absorption and influences sys-
temic availability of the drug, the volume of the
preparation deposited in muscle and the vascularity
of the injection site determines the rate of absorption.
The barrier to absorption is the capillary endothelium,
which most drugs readily penetrate by passive diffusion,
although small water-soluble molecules may enter capil-
laries by bulk flow through intercellular ‘‘pores’’ in the
endothelial membrane. Aqueous channels (pores) in
the capillary endothelium are approximately 10-fold

larger in diameter (40–80 Å) than those in the intestinal
epithelium. Polar drugs such as aminoglycoside anti-
biotics are rapidly and completely absorbed from
intramuscular injection sites, whereas they are very
poorly absorbed from the gastrointenstinal tract when
the epithelial membrane is intact. Drug absorption
from intramuscular injection sites is generally assumed
to be a first-order process. However, this assumption
may not be entirely valid, particularly during the initial
stage when absorption may obey zero-order (non-lin-
ear) kinetics. Local and systemic factors that influence
the rate of absorption seldom remain constant
throughout the absorption process. Increased blood
flow to skeletal muscle at the site of injection promotes
absorption, whereas the administration of a drug that
causes local vasoconstriction or the presence of a
disease state that decreases skeletal muscle perfusion
delays absorption. Deposition of the injected prep-
aration between muscle masses (intermuscular) or in
adipose tissue and the injection of a preparation that
causes tissue irritation or precipitation of the drug
at the injection site produce an erratic pattern of
absorption that is reflected in the plasma concentration
profile of the drug.

The site of intramuscular injection can affect the
plasma concentration profile and bioavailability of a
drug, particularly when a long-acting preparation is
administered. The variation in the pattern of absorp-
tion can be attributed to regional differences in blood
flow to skeletal muscles and in absorptive surface area.
In cattle and goats, intramuscular injection in the
lateral neck provides superior absorption to injection
in the buttock (M. semitendineus) and thigh muscle
(M. quadriceps femoris), respectively, or subcutaneous
injection in the lateral neck. In pigs, the lateral neck
should always be used as the site for intramuscular
injection of parenteral preparations. The reasons for
selecting this site include better absorption than in
other sites, less residual drug at the injection site, and
avoidance of damage to the carcass. In dogs and cats,
the quadriceps muscle mass is the preferred site for
intramuscular injection, which should be performed
slowly, of parenteral preparations. After the injection
of procaine penicillin G (20,000 IU/kg) at various
intramuscular sites and subcutaneously in the cranial
part of the pectoral area in horses, the peak plasma
concentration and systemic availability of penicillin
G were highest when the long-acting preparation was
injected i.m. in the neck region (M. serratus ventralis
cervicis). This was followed, in descending order
of injection site, by M. biceps > M. pectoralis >
M. gluteus, or subcutaneously (Fig. 3).[29] The intra-
muscular injection technique must ensure that inadver-
tent intravenous administration does not occur.

Potential disadvantages of intramuscular injection
are the deposition of the preparation in adipose tissue
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or intermuscular fascial planes and the production of
tissue damage with persistence of drug residue at the
site of injection.[30–32] Tissue damage is more likely to
be caused by constituents of the formulation than the
drug substance per se. Useful antemortem methods
of assessing the extent of tissue irritation and the rate
of resolution at an intramuscular injection site include
the echographical examination of the muscle tissue
in the immediate vicinity of the injection site[33] and
the monitoring of plasma creatine kinase (CK)
activity.[34,35] These methods have the distinct advan-
tage of being applicable to the live animal. Should
moderate to severe tissue damage be evident, the extent
of the damage and precise nature of the lesion can be
described on postmortem examination. The use of
some tissue-damaging parenteral preparations in
food-producing animals is unavoidable, and the speci-
fied withdrawal period(s) must be applied. The with-
drawal period for a drug varies with the formulation
of the dosage form (preparation), which should be
administered only by the recommended route and
may differ between animal species. Fish are ectother-
mic and their basal metabolic rate, which markedly
influences the rate of elimination of drugs, varies with
the temperature of the water to which they are acclima-
tized. It follows that withdrawal periods, stated in
degree days, for drugs used in ‘‘farmed’’ fish (primarily
by addition to feed or bath water) will vary with ambi-
ent water temperature.

In cats, puppies, and piglets, particular attention
should be given to the drug concentration in paren-
teralpreparations and, when giving an intramuscular
injection in the thigh (particularly of cats), to avoid
causing damage to the sciatic nerve. Because avian
and reptilian species have a well-developed renal portal

system, first-pass renal excretion may decrease the
systemic availability of drugs that are primarily elimi-
nated by the kidneys (e.g., b-lactam and amino-
glycoside antibiotics) when injected intramuscularly in
the thigh of birds or caudal half of the body of reptiles.

SUBCUTANEOUS INJECTION

Subcutaneous injection is an alternative route to intra-
muscular injection for administration of parenteral
preparations to domestic animals. This route of admin-
istration is used most often in dogs and cats and only
occasionally in horses. Most of the factors that influ-
ence drug absorption from skeletal muscle also apply
to subcutaneous sites. They include the concentration
of drug in the parenteral preparation, the nature of
the vehicle and other components of the formulation,
the total volume of the preparation administered,
blood supply to subcutaneous tissue and area of the
absorptive surface, tissue irritation, precipation of drug
at the site of injection, and persistence of drug residues.
Absorption from subcutaneous sites is often slower
and more erratic than from intramuscular sites because
of the limited and more variable blood flow to sub-
cutaneous tissue. However, the absorptive area may
be larger and can be expanded by massaging the skin
covering the region of the injection site. The degree
of tissue irritation caused by some parenteral prepara-
tions appears to be greater after subcutaneous than
intramuscular injection.[36,37] Because the damaged
tissue surrounding a subcutaneous injection site can
be trimmed from the carcass of a slaughtered animal,
the likelihood of violative drug residues in the meat
is reduced. Subcutaneous injection is the preferred
route of administration for some poorly soluble sus-
pensions. When formulating sustained-release par-
enteral preparations, a compromise may have to be
made between the rate of drug release and the degree
of tissue irritation caused by the preparation. Various
modified-release devices for subcutaneous implan-
tation have been developed as an alternative to injec-
tion of sustained-release oily suspensions. Devices
developed include an implantable osmotic pump that
delivers growth hormone-releasing factor over a period
of 7 days in steers and wethers.[38] Another subdermal
implant is a diffusion polymeric matrix system that
releases estradiol at an approximately zero-order rate.
A modified-release melatonin implant designed to
advance the time of onset of cyclical ovarian activity
in ewes is commercially available. Although great
efforts have been made toward technological develop-
ment of modified-release devices for subcutaneous
implantation in cattle and sheep, the use of implants
in food-producing animals does not appear to have
gained wide acceptance over the past decade.
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Fig. 3 Mean plasma penicillin concentration–time curves
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Ref.[29].)
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INTRAVENOUS INJECTION

When a parenteral drug solution is administered intra-
venously, it is assumed that the total dose of the drug
is completely available systemically. This assumption
overlooks the fact that an intravenously administered
drug passes through the lungs, which constitute an
organ of biotransformation, before being distributed
throughout the body. Intravenous injection produces
a prompt pharmacological response and overcomes
the variability in absorption associated with other
routes of drug administration. Parenterals, excluding
long-acting preparations, that are too irritant to be
injected by other routes may be cautiously adminis-
tered intravenously. It must be ensured that perivascu-
lar leakage at the site of injection does not occur.
Intravenous injection of irritant solutions can cause
thrombophlebitis. Once a drug has entered the sys-
temic circulation, its removal from the body is entirely
dependent on the elimination (biotransformation and
excretion) processes. Pharmacokinetic parameters that
describe the disposition (distribution and elimination)
of drugs are based on the plasma concentration pro-
files after intravenous injection of single doses.
Assumptions made in the estimation of absolute bio-
availability, which is based on comparison of total
areas under the plasma concentration–time curves
after extravascular and intravenous administration
of the drug, are that the intravenously administered
dose is completely available systemically and that the
clearance of the drug is not changed by the route of
administration.

The vein commonly used for injecting drugs intra-
venously varies with the species of animal. In horses,
cattle, sheep, and goats, the jugular vein is used,
whereas in dogs and cats, either the cephalic (usually)
or the jugular vein is used, and in pigs, an ear vein is
often used. In anesthetized dogs and cats, the jugular
vein is convenient to use for administering supplemen-
tal doses of intravenous anesthetics, whereas in dogs,
the sublingual vein may be used in emergency situa-
tions for injecting drug solutions of small volume. In
pharmacokinetic studies of drug bioavailability and
disposition, blood samples are collected from the
jugular vein of all species apart from pigs, in which
the anterior vena cava is generally used. It is very
unlikely that the vein used for collection of blood sam-
ples, with the exception of the vein used for injection
of the drug, would influence the results obtained in a
pharmacokinetic study involving the measurement of
plasma drug concentrations over an extended period.

Because of practical considerations, intravenous
infusion is used far less widely for drug administration
to animals than to humans. Intravenous adminis-
tration, especially constant-rate infusion, has two
important advantages over other routes. It provides

complete systemic availability of the drug and allows
greater control over the intensity (magnitude) of the
effects produced. The relatively short dosage interval
associated with multiple dosing is the principal disad-
vantage of the use of intravenous injection in animals.
Long-acting preparations administered by intramuscu-
lar injection constitute the parenteral dosage form
most widely used in farm animals.

Intraosseous administration is a feasible alternative
to intravenous injection of some antimicrobial agents
(sodium ampicillin or amoxicillin, cefotaxime, genta-
micin or amikacin sulfate) in neonatal foals (less than
7 days of age). This particularly applies in the treat-
ment of septicemia in neonatal foals that are in a state
of septic shock or dehydration or both. The plasma
concentration profiles for amikacin administered
intraosseously and intravenously to neonatal foals
are similar (Fig. 4).[39]

PARENTERAL DOSAGE FORMS

Parenteral dosage forms for use in animals include
aqueous, aqueous organic and oily solutions, emul-
sions, aqueous and oily suspensions for injection, and
modified-release devices for subcutaneous implan-
tation. Parenteral preparations must be sterile and
pyrogen-free; liquid formulations should, if possible,
be buffered close to physiological pH and preferably
be isotonic with body fluids. The advantages and dis-
advantages associated with the various types of par-
enteral dosage forms have been addressed elsewhere.[40]

The formulation of an extravascularly injected
parenteral preparation primarily determines the
plasma concentration profile of the drug. A drug is
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immediately available for absorption only when admi-
nistered as an aqueous solution and when neither pre-
cipitation nor tissue irritation occurs at the injection
site. Gentamicin sulfate (50 mg/ml aqueous solution)
is rapidly and completely absorbed in that the peak
plasma concentration is attained within 30–60 min,
and systemic availability exceeds 90% from intra-
muscular injection sites in horses, dogs, and cats. After
intravenous, intramuscular, and subcutaneous injec-
tion of gentamicin (3 mg/kg) in dogs, the peak plasma
concentration (10.7 mg/ml i.m.; 10.2 mg/ml s.c.) and
absolute bioavailability (96% i.m.; 94.3% s.c.) of
the antibiotic provided by the intramuscular and sub-
cutaneous routes were similar.[41] Administration of
amikacin sulfate (50 mg/ml aqueous solution) by sub-
cutaneous injection at three dose levels (5, 10, and
20 mg/kg) to dogs showed that area under the curve,
which reflects the extent of absorption, was pro-
portional to the dose administered.[42] After intramus-
cular injection of ceftiofur sodium (as reconstituted
aqueous solution) at dose levels of 1.1 and 2.2 mg of
ceftiofur free acid equivalents per kilogram of body
weight to sheep, the peak plasma concentrations (Cmax)
of ceftiofur and metabolites (measured as desfuroylcef-
tiofur acetamide by HPLC) were 4.33 and 7.13 mg/ml,
the apparent half-lives were 6.5 and 7.65 h, respect-
ively, and the area under the curve (from time zero
to the limit of quantification of the assay) was pro-
portional to the dose administered.[43] The drug was
rapidly (tmax, 0.5–1 h) and completely absorbed from
the intramuscular injection site. Ketamine hydrochlor-
ide (100 mg/ml aqueous solution) is rapidly absorbed
from the intramuscular injection site in cats, but pain
may be evident before onset of the anesthetic effect.
In horses, dogs and cats, ketamine administration
is preceded by sedative premedication with an a2-
adrenoceptor agonist (detomidine, medetomidine, or
xylazine). Parenteral solutions of an irritant nature
(thiopental sodium, ticarcillin sodium-clavulanate
potassium combination, cefuroxime, cefotaxime, cef-
triaxone, flunixin meglumine) and digoxin injection

should be administered only by the intravenous route.
Formulations containing sparingly soluble drugs in a
water-miscible solvent, such as propylene glycol, may
cause precipitation of drug at the intramuscular injec-
tion site. This makes these preparations unsuitable for
intramuscular administration (e.g., diazepam, pheny-
toin). Diazepam injection (5 mg/ml solution or emul-
sion) may be administered to dogs and cats by
intravenous injection and, after appropriate dilution,
by intravenous infusion.

In parenteral preparations containing a poorly
soluble salt of a drug, availability of the drug for
absorption, which is dependent on dissolution rather
than on the absorption process per se, generally controls
the rate of absorption, the peak plasma concentration,
and the length of time over which effective plasma
concentrations are maintained. Long-acting parenteral
preparations are formulated in a non-aqueous vehicle
(such as an oil), or a poorly soluble salt of the drug
is used (usually an aqueous suspension). These pre-
parations provide slow absorption of the drug over
an extended period owing to its gradual or staged
availability for absorption.[44] Avermectins and milbe-
mycins (macrocyclic lactones) are highly lipophilic sub-
stances that determine the extent of their distribution
and deposition in body fat, whereas the formulation
of parenteral dosage forms (for subcutaneous injection
in cattle or sheep, but not horses) influences the plasma
concentration profile after the administration of a
single dose (200 mg/kg). The commercially available
preparations differ in formulation; ivermectin is a
non-aqueous preparation (60% propylene glycol/40%
glycerol formal), doramectin is an oil-based prep-
aration containing sesame oil/ethyl oleate (90/10),
and moxidectin is an aqueous-based solution. The
pharmacokinetic parameters describing the rates of
absorption and elimination of these endectocides after
administration by subcutaneous injection (shoulder
region) in 10-month-old Hereford calves are compared
in Table 5.[45] Because the systemic availability (F) of
the drugs was not determined in this study, the term

Table 5 Pharmacokinetic parameters describing the rate of absorption and elimination of ivermectin
(IVM), doramectin (DRM), and moxidectin (MXD) after subcutaneous injection (shoulder region) of
single doses (200 mg/kg) of the commercially available preparations to 10-month-old hereford calves

(180–210 kg body weight)

Kinetic parameter IVM DRM MXD

Cmax (ng/ml) 42.8 � 3.8 37.5 � 3.9 39.4 � 3.4

tmax (days) 4.00 � 3.94a 6.00 � 1.35 0.32 � 0.0c

t1/2 (days) 17.2 � 4.26b 6.25 � 0.16 14.5 � 1.20c

ClB/F (ml/day � kg) 457 � 52.5a 322 � 164 938 � 62.5c

aMean kinetic parameters for IVM are significantly different from those obtained for MXD at P < 0.05.
bMean kinetic parameters for IVM are significantly different from those obtained for DRM at P < 0.05.
cMean kinetic parameters for MXD are significantly different from those obtained for DRM (c) at P < 0.05.

Results are expressed as mean � sem (n ¼ 4).
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clearance/systemic availability (CLB/F) is used. Com-
parison of three commercially available parenteral pre-
parations (one conventional and two long-acting) of
oxytetracycline (20 mg/kg) injected intramuscularly in
the lateral neck of pigs showed statistically significant
differences between the preparations in peak plasma
concentration (Cmax), time of peak concentration
(tmax), and mean residence time (MRT), whereas area
under the curve (AUC) did not significantly differ
among the preparations (Table 6).[46] The results indi-
cate that a 24-h dosage interval should be used for the
conventional preparation, whereas a 48-h interval
would be appropriate for either of the long-acting pre-
parations. A single intramuscular dose (20 mg/kg) of a
long-acting preparation of oxytetracycline provides
plasma concentrations above 0.5mg/ml for 48 h in pigs,
ruminant calves, cattle, goats, red deer (Cervus elaphus),
fallow deer (Dama dama), and camels (Camelus drome-
darius). The commercially available long-acting prepara-
tions of oxytetracycline should not be administered to
Equidae (horses, ponies, and donkeys). When comparing
parenteral preparations of an antimicrobial agent on the
basis of potential clinical efficacy, it is generally useful to
compare the areas under the inhibitory plasma concen-
tration–time curves (AUIC ¼ AUC/MIC90) for the
duration of the recommended dosage interval because
this term indicates the degree of exposure of susceptible
micro-organisms to the drug.

The plasma concentration profiles can vary widely
among different parenteral preparations of the same
drug administered by intramuscular injection, even
when the same injection site is used. Comparison of
the plasma concentration profiles obtained after intra-
muscular injection in the lateral neck of ruminant
calves of five different parenteral preparations of ampi-
cillin at a similar dose level (7.7 � 1.0 mg/kg) serves
to illustrate the variation that can exist among pre-
parations (Fig. 5).[47] Estimation of the bioavailability
of each preparation relative to a reference preparation

is useful. A crossover design incorporating an appro-
priate washout period between the phases of the bio-
availability study should be used whenever feasible.

The drug concentration in a parenteral suspension
can influence the plasma concentration profile. When
different concentrations of amoxicillin (100 and
200 mg/ml) in aqueous suspensions of amoxicillin tri-
hydrate were administered intramuscularly at the
same site and same dose level (10 mg/kg) to horses,
the preparation of lower concentration (10%) provided
relatively better absorption and a more consistent
plasma concentration profile. Intramuscular injection
of amoxicillin trihydrate (15% in a mixed oil base) in
the neck (10 cm behind the ear) of pigs produced two
peaks, 1.7 and 0.8 mg/ml at 1.3 and 6.6 h, respectively,
rather than a single peak in the plasma concentration
profile and an eight-fold longer mean residence time
of the antibiotic than a preparation of the same

Table 6 Pharmacokinetic parameters describing the absorption and disposition of three oxytetracycline
formulations administered intramuscularly (lateral neck) to pigs (n ¼ 8) at a dose of 20 mg/kg body weight

Pharmacokinetic term Product A Product B Product C

Cmax (mg/ml) 6.27 � 1.47 5.77 � 1.0 4.68 � 0.61

tmax (h) 3.0 (2.0–4.0) 0.5 (0.083–2.0) 0.5 (0.083–2.0)

AUC (mg h/ml) 79.22 � 25.02 91.53 � 20.84 86.64 � 14.21

MRT (h) 11.48 � 2.01 25.27 � 9.22 37.66 � 15.62

Cp(24 h) (mg/ml) 0.81 � 0.34 1.01 � 0.26 0.97 � 0.29

Cp(48 h) (mg/ml) < LOQ 0.40 � 0.17 0.50 � 0.09

LOQ ¼ limit of quantification (0.1 mg/ml).

Product A, Engemycine 10% in polyvinylpyrrolidone.

Product B, Oxyter LA 20% in dimethylacetamide.

Product C, Terramycin LA 20% in pyrrolidone-2 and polyvinylpyrrolidone.

Results are expressed as mean � S.D.
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Fig. 5 Mean plasma ampicillin concentrations after i.m.
injection of 5 different parenteral ampicillin formulations at
similar dose levels (7.7 � 1.0 mg/kg) to 5 calves. (From

Ref.[47].)
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concentration in oil.[48] The two peaks in the plasma
concentration profile could be ascribed to the mixture
of oil vehicles releasing amoxicillin at different rates.

Age and body weight (45, 55, and 62, kg) of calves
was shown to influence the systemic availability of
amoxicillin administered intramuscularly as amoxi-
cillin trihydrate (10% aqueous suspension). When the
same preparation was administered intramuscularly
to different animal species, the trend was for smaller
animals (piglets, dogs, cats) to show an early high peak
concentration followed by a rapid decline, whereas
larger animals (calves, horses) show a lower and rela-
tively constant plasma concentration of amoxicillin over
at least an 8-h period (Fig. 6).[49]

BOVINE MAMMARY GLAND

Antimicrobial agents, as with other drugs, cross the
blood–milk barrier, which is a somewhat restrictive
functional rather than anatomical barrier, primarily
by passive diffusion. Both non-polar lipid-soluble
compounds and polar substances with sufficient lipid
solubility passively diffuse through the predominantly
lipoidal blood–milk barrier.[50] At a moderate level of
milk production, the ratio of the volume of blood
circulating through the mammary gland to the volume
of milk produced has been estimated to be 670 : 1;
this provides ample opportunity for drugs to diffuse
passively from the systemic circulation into milk. The
composition (g/dL) of milk varies among breeds of
cow in protein, from 3.1 (Holstein) to 3.9. (Jersey,
Zebu, and buffalo) and fat, from 3.5 (Holstein) to 5.5
(Jersey, Zebu, and buffalo) content.

The milk-to-plasma equilibrium concentration ratio
of total (non-ionized plus ionized) drug is determined
by the degree of ionization of the drug, which is
pKa/pH-dependent, in blood and milk, the charge on

the ionized moiety, and the extent of binding to plasma
proteins and milk macromolecules. It has been shown
that only the lipid-soluble, non-ionized moiety of a
weak organic acid or base that is free (not bound to
proteins) in the plasma can diffuse through cellular
barriers and enter the milk.[51] In normal lactating
cows (milk pH range 6.5–6.8), weak organic acids
attain milk ultrafiltrate-to-plasma ultrafiltrate equilib-
rium concentration ratios less than 1; oxytetracycline
and rifampin, amphoteric drugs with moderate and
high lipid solubility, attain equilibrium concentration
ratios of 0.75 and approximately 1, respectively; weak
organic bases, apart from aninoglycosides, spectino-
mycin, and polymyxin B (drugs with low solubility in
lipid) attain milk ultrafiltrate-to-plasma ultrafiltrate
concentration ratios greater than 1 (Table 7).[52] The
high concentration ratios attained by lipophilic organic
bases (macrolides, lincosamides, trimethoprim) are
attributed to the ion-trapping effect in acidic milk.
Enrofloxacin and its active metabolite ciprofloxacin,
formed by N-deethylation (a microsomal-mediated
oxidative reaction in the liver), would be expected to
attain concentrations in milk that would be effective
against susceptible Gram-negative aerobic bacteria, in
particular Escherichia coli.

In the presence of mastitis, the pH of milk increases
to within the range of 6.9 to 7.2. As a consequence, the
ion-trapping effect on lipophilic organic bases is
reduced, whereas the concentrations attained by weak
organic acids are somewhat increased. The higher pH
of milk does not change the concentrations attained
by amphoteric drugs (fluoroquinolones, tetracyclines,
rifampin); however, antimicrobial activity of these
drugs is often lower in milk than in extracellular fluid
or in vitro determination would predict.

Antimicrobial therapy is generally applied in the
treatment of clinical mastitis during lactation and in
treating subclinical mastitis at the end of lactation,
whereas the implementation of preventive measures is
essential for decreasing the incidence of mastitic infec-
tion in the dairy herd. The common causative
pathogenic microorganisms of clinical mastitis are
Streptococcus uberis, coliforms (E. coli, Klebsiella
spp.), S. aureus, S. dysgalactiae, and S. agalactiae. It
is usual to treat clinical mastitis both systemically using
a parenteral antimicrobial preparation and locally
with a quick-release intramammary preparation. The
infusion via the teat canal of an intramammary prep-
aration alone would be inadequate for the treatment
of moderate to severe infection because of the
decreased ability of an infused drug to ascend partially
occluded milk ducts and the requirement, particularly
in coliform mastitis, for frequent milkout (stripping)
of the infected quarter of the mammary gland. In mild
cases of mastitis diagnosed at an early stage of infec-
tion, the infusion of a quick-release intramammary
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Fig. 6 Effect of species and weight on the bioavailability of

amoxicillin after i.m. injection of amoxicillin trihydrate aque-
ous suspension (100 mg/ml) at the same dose (7 mg/kg) in
the various species except cats (10–12 mg/kg).
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preparation may suffice without concurrent systemic
treatment. Slow-release intramammary preparations
are used at the end of lactation (after the last milking)
to treat subclinical mastitis and to prevent the establish-
ment of new infections, including summer mastitis
commonly caused by Actinomyces pyogenes during the
non-lactating (dry) period. Because S. aureus is the prin-
cipal causative microorganism of subclincial mastitis, the
slow-release intramammary preparation selected for
treatment should contain an antimicrobial effective
against all strains of the bacterium.

PARENTERAL PREPARATIONS

An ‘‘ideal’’ antimicrobial agent for systemic therapy of
bovine mastitis should possess the following properties:[53]

1. low minimum inhibitory concentration (MIC)
for the majority of mastitis-causing pathogenic
microorganisms;

2. high systemic availability after intramuscular
injection;

3. lipid-soluble and predominantly non-ionized in
the blood and have a low degree of binding to
plasma proteins;

4. long apparent half-life to ensure that concen-
trations above (preferably several fold) the MIC
are maintained at the site of infection in the
mammary gland throughout the recommended
dosage interval (12 h is desirable);

5. minimal adverse effects in cows treated at effec-
tive dosage; and

6. short withdrawal periods (milk and slaughter).

Parenteral preparations with antimicrobial activity,
which depends on the causative pathogenic micro-
organism, and pharmacokinetic properties that meet
most of these criteria include procaine penicillin G (aque-
ous suspension), amoxicillin trihydrate–clavulanate
potassium combination (aqueous suspension), and enro-
floxacin (solution). Enrofloxacin is not approved for use

Table 7 Comparison of calculated and experimentally obtained milk: plasma concentration ratios for antimicrobial

agents under equilibrium conditions

Concentration ratio (milk ultrafiltrate: plasma ultrafiltrate)

Drug Lipid solubility pKa Milk pH Theoretical Experimental

Acids

Penicillin G Low 2.7 6.8 0.25 0.13–0.26

Cloxacillin Low 2.7 6.8 0.25 0.25–0.30

Ampicillin Low 2.7, 7.2 6.8 0.24–0.30

Cephaloridine Low 3.4 6.8 0.25 0.24–0.28

Cephaloglycin Low 4.9 6.8 0.25 0.33

Sulfadimethoxine Moderate 6.0 6.6 0.20 0.23

Sulfadiazine Moderate 6.4 6.6 0.23 0.21

Sulfamethazine Moderate 7.4 6.6 0.58 0.59

Rifampina Moderate/high 7.9 6.8 0.82 0.90–1.28

Bases

Tylosin High 7.1 6.8 2.00 3.5

Lincomycin High 7.6 6.8 2.83 3.1

Spiramycin High 8.2 6.8 3.57 4.6

Erythromycin Very high 8.8 6.8 3.87 8.7

Trimethoprim High 7.3 6.8 2.32 2.9

Aminoglycosides Low 7.8b 6.8 3.13 0.5

Spectinomycin Low 8.8 6.8 3.87 0.6

Polymyxin B Very low 10.0 6.8 3.97 0.3

Amphoteric

Oxytetracycline Moderate — 6.5–6.8 — 0.75

Doxycycline Moderate/high — 6.5–6.8 — 1.53
aRifampin is an amphoteric drug substance; theoretical concentration ratio was based on its behavior as an organic acid.
bpKa value given for aminoglycosides is unconfirmed.
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in cows producing milk for human consumption.
To attain effective concentrations in the mammary
gland, oxytetracycline hydrochloride (conventional
preparation) has to be administered by slow intravenous
injection. Even though macrolide antibiotics attain
high concentrations in milk, they also diffuse passively
into ruminal fluid (pH 5.5–6.5) where the ion-trapping
effect applies. This feature of their distribution may
be undesirable. Moreover, slow intravenous injection
is the preferred manner of administration because the
available parenteral preparations cause tissue irritation
at intramuscular injection sites. Because spiramycin
binds avidly to tissue components, long withdrawal
periods would be associated with the use of this anti-
microbial agent.

INTRAMAMMARY PREPARATIONS

Intramammary preparations are formulated to provide
either quick release of the antimicrobial agent or slow
release of the antimicrobial over an extended period. A
requirement of all intramammary preparations is that
they be reasonably non-irritating to the parenchyma
(epithelial tissue) of the udder. Quick-release prepara-
tions are used primarly in lactating cows for the treat-
ment, often in conjunction with systemic therapy, of
clinical mastitis. They should have short withdrawal
periods. The vehicle used and viscosity of the formu-
lation should allow rapid release of the antimicrobial
while ensuring that effective concentrations will be
maintained throughout the recommended dosage
interval. Access of the released antimicrobial to the
site of infection is determined by its uptake and distri-
bution in mammary tissue, which are governed by the
chemical nature and physiochemical properties (in
particular, lipid solubility) of the drug. Binding to
milk proteins or components of mammary tissue limits
distribution and extends the withdrawal periods.
The transfer of an antimicrobial agent from treated
to untreated quarters of the udder takes place via the
bloodstream and involves passive diffusion in both
directions across the blood–milk barrier. Examples of
intramammary preparations formulated as suspensions
and having a recommended dosage interval of 12 h
include cloxacillin sodium, ampicillin sodium–cloxacil-
lin sodium combination, trimethoprim–sulfadiazine
combination, and oxytetracycline hydrochloride (oily
suspension), whereas erythromycin is formulated as
an intramammary solution. Cefuroxime sodium and
cefoperazone sodium (third-generation cephalosporins)
are formulated as an oily paste and oily suspension,
respectively. Quick-release intramammary preparations
have short withdrawal periods, typically slaughter, 7 days
and milk-withholding, 3.5 days, or either may be
shorter depending on the preparation.

Slow-release intramammary preparations may be
infused at the end of lactation (after the last milking)
and into the teat canal of non-lactating cows to treat
subclinical mastitis and to prevent the establishment
of new infections during the non-lactating period.
Either a poorly soluble salt of an antimicrobial agent
may be used or the formulation of the preparation be
such that the rate of antimicrobial release is relatively
constant, approaching zero-order. The antimicrobial
must remain active (be stable) throughout the extended
duration in the udder, and the preparation should
not cause tissue irritation. Antimicrobial binding to
mammary tissue components is not of particular con-
cern because slow-release preparations are not used
in lactating cows. However, the ability to penetrate cell
membranes is important because, in chronic staphylo-
coccal mastitis, the pathogenic bacteria often reside
within epithelial cells, neutrophils, and macrophages.[54]

Examples of slow-release intramammary preparations
include cloxacillin (benzathine salt) with aluminium
monostearate (suspension), ampicillin (trihydrate) and
cloxacillin (benzathine) with aluminium monostearate
(suspension) or formulated without aluminium mono-
stearate as an oily suspension, procaine penicillin G
(oily paste), dihydrostreptomycin sulfate and procaine
penicillin G (oily paste). Penicillins and especially
aminoglycosides have limited ability to penetrate cell
membranes, whereas fluroquinolones, rifampin, and
macrolides have this capacity.

Compound preparations containing one or more
antimicrobial agents and a corticosteroid (hydrocorti-
sone or prednisolone) are available for intramammary
infusion in lactating cows. The reduction in inflam-
mation of the mammary gland is desirable; however,
the immunosuppressant effect and decrease in phago-
cyte function produced by glucocorticoids are undesir-
able. Amoxicillin trihydrate–clavulanate potassium
combination with prednisolone is an example of a
compound preparation (oily suspension) that can be
administered by intramammary infusion at 12-h inter-
vals and has short withdrawal periods (slaughter, 7
days; milk, 2 days). Unlike glucocorticoids, the non-
steroidal anti-inflammatory drugs do not cause
immunosuppression. Flunixin meglumine (2.2 mg/kg)
administered by intravenous injection at 24-h dosage
intervals may have a place in the treatment of acute
E. coli (endotoxin) mastitis. The significance of the
antipyretic, anti-inflammatory, and analgesic effects
produced by the drug is primarily dependent on the
stage of the inflammatory process at which treatment
is begun. Early diagnosis of coliform mastitis and
prompt initiation of treatment with flunixin greatly
increase the beneficial effect of the drug. The half-life
of flunixin in cows is 8.1 h and the withdrawal periods
are short (slaughter, 7 days; milk, 12 h). Flunixin
does not interfere with the activity of concurrently
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administered antimicrobial agents, should antimicro-
bial therapy be applied. There is no evidence to sup-
port the contention that systemic antimicrobial
therapy causes a massive release of endotoxin in cows
with coliform mastitis. Frequent stripping of the
infected quarter(s) to remove bacteria and cellular deb-
ris is important, perhaps essential, in coliform mas-
titis.[55] The slow intravenous injection of oxytocin,
5–10 U of diluted solution (10 U/ml), facilitates the
completeness of stripping (milkout).

THERAPEUTIC CONCENTRATIONS

The principal pharmacological effects produced are
generally associated with the same range of therapeutic
plasma concentrations in domestic animals as in
humans (Table 8). The mechanisms of action of drugs
appear to be the same in mammalian species. The cal-
culation of a dosage regimen (dose and dosage inter-
val) for a drug preparation is based on a knowledge
of the therapeutic concentration range and the phar-
macokinetic parameters that describe bioavailability
and disposition of the drug. Complete systemic avail-
ability can be assumed only when a drug is adminis-
tered intravenously. Species differences in the dosage
regimen for a drug preparation administered by a
particular route can generally, but not always, be
attributed to variation among species in pharmaco-
kinetic behavior of the drug. Species differences in
susceptibility (dosage requirement) to certain drugs
(morphine, xylazine) appear to be attributable to
pharmacodynamic variation (affinity and/or efficacy).

Dosage of anthelmintics, which usually refers to a
single dose, is based on semiquantitative assessment
of clinical efficacy, although, when appropriate,
bioavailability and the plasma concentration profile
of the active moiety (parent drug and/or active

metabolite) are considered in the development of
anthelmintic dosage forms and selection of their routes
of administration for various animal species.[56]

Because anthelmintics are administered in different
dosage forms to ruminant species (cattle, sheep, and
goats), pigs, horses, and small animals (dogs and cats),
a wide variety of preparations are commercially avail-
able for use in animals.

DRUG DISPOSITION

Species variations in the disposition of a drug may be
attributed to differences in the extent of distribution
and/or the rate of elimination of the drug. Variations
are usual between ruminant and monogastric species
and between herbivorous and non-herbivorous species,
depending on the classification system used for mam-
malian species. The rate of elimination of drugs differs
widely between homeothermic and poikilothermic
species. Little is known regarding drug distribution in
poikilothermic species (fish and reptiles).

EXTENT OF DISTRIBUTION

Significant differences in the extent of distribution of
drugs, particularly lipid-soluble organic bases, are
usual between ruminant and monogastric species.
After parenteral administration, lipophilic bases dif-
fuse passively from the systemic circulation into rum-
inal fluid (pH 5.5–6.5), where they become ‘‘trapped’’
by ionization. These drugs are slowly reabsorbed or,
if they possess functional groups suitable for metab-
olism by hydrolysis or reduction, they may be partially
inactivated by ruminal micro-organisms.

The volume of distribution at steady state (Vd(ss)) is
useful for determining the significance of changes in
the extent of distribution of a drug in the presence of
disease states or by plasma protein binding displace-
ment (drug interaction) and for comparing the extent
of drug distribution in neonatal and adult animals of
the same species. The volume of distribution at steady
state, unlike Vd(area), is at least theoretically inde-
pendent of changes in the rate of drug elimination.[57]

PLASMA PROTEIN BINDING

Although the extent of plasma protein binding of a
drug varies among domestic animal species, the range
of binding is reasonably narrow in the collective spe-
cies, and the difference among individual species is
often not of clinical significance. Species variation in

Table 8 Principal pharmacological effect and range of
therapeutic plasma concentrations of some drugs

Drug

Pharmacological

effect

Therapeutic

concentrations

Quinidine Antiarrhythmic 0–6mg/ml

Procainamide Antiarrhythmic 6–14mg/ml

Lignocaine Antiarrhythmic 1.5–5.0 mg/ml

Propranolol Antihypertensive 20–80 ng/ml

Digoxin Positive inotropic 0.6–2.4 ng/ml

Phenobarbitone Anticonvulsant 10–25 mg/ml

Pethidine Analgesic 0.4–0.7 mg/ml

Theophylline Bronchodilator 6–16mg/ml
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the binding of acidic drugs could be attributed to
differences in the conformation of plasma albumin;
the lower concentration of plasma albumin in birds
than in mammals may generally account for the lower
binding of acidic drugs in birds.

ELIMINATION PROCESSES

In domestic animal species, the liver constitutes 1.25–
2.5% of live body weight, and hepatic arterial blood
flow represents 26–29% of cardiac output. The hepatic
portal vein contributes additionally to liver blood flow.
The kidneys constitute 0.25–0.6% of live body weight
and receive 22–24% of cardiac output. In avian species
and reptiles, the renal portal system contributes to
blood flow to the kidneys. In proportion to organ
weight (mass), the kidneys are more richly perfused
with blood than is the liver.

The liver metabolizes drugs, other foreign chemical
compounds (xenobiotics), and certain endogenous
substances (e.g., steroid hormones, bilirubin) by a var-
iety of pathways. They include hepatic microsomal-
mediated oxidative reactions, reductive and hydrolytic
reactions (phase I), and conjugation (synthetic) reac-
tions with various endogenous substances (phase
II).[58,59] Phase I metabolic reactions occur ubiqui-
tously and are qualitatively similar in mammals, birds,
and fish, but differ widely and unpredictably among
species in the rates at which they take place. Although
molecular structure is the primary determinant of the
phase I reaction that will most likely occur, at least a
moderate degree of lipid solubility is required for
microsomal oxidation. The situation is different with
regard to phase II metabolic reactions because some
of these are either defective or absent in certain species,
which makes the final pathways of metabolism some-
what predictable (Table 9).[50] Requirements of phase
II reactions include the presence in a drug molecule
(either parent drug or phase I metabolite) of a
functional group that is suitable for undergoing conju-
gation, an endogenous reacting substance (conjugating
agent), and a transferring enzyme. The major transfer-
ring enzymes are UDP-glucuronyltransferase, sulfo-
transferase, N-acetyltransferase, GSH-S-transferase,
and methyltransferase. Conjugates of drugs are polar,

less lipid-soluble, and consequently less widely distri-
buted extravascularly than the parent drug or phase I
metabolite, and the vast majority are pharmacologi-
cally inactive. Apart from a few exceptions (e.g., the
N4-acetyl derivative of most sulfonamides), drug con-
jugates are more water-soluble than the parent drug.
Glucoronide conjugates are especially suitable for
carrier-mediated active excretion in urine or bile or
both. Species variations in conjugate formation could
be attributed to the availability of the conjugating
agent, the ability to form the ‘‘activated’’ nucleolide,
or the activity of the transferring enzyme.[60] Fish
may have a low capacity to form the activated nucleo-
lide uridine–diphosphate–glucuronic acid, which would
limit glucuronide synthesis. Prodrugs belong to a dif-
ferent category of drug, in that prodrugs per se are
devoid of activity but are metabolically converted by
phase I, usually hydrolytic reactions to the active
parent drug. Examples of orally administered prodrugs
include enalapril (enalaprilat), pivampicillin (ampicillin),
netobimin (albendazole), and febantel (fenbendazole).
Metabolic conversion (activation) of these prodrugs
occurs presystemically in that it is brought about by
ruminal micro-organisms or takes place during passage
through the intestinal mucosa or the liver (first-pass
metabolism).

Ruminal microorganisms are capable of at least
partially inactivating orally administered drugs (chlor-
amphenicol, trimethoprim, nitroxynil, digoxin) by
hydrolytic and reductive reactions. The susceptibility
of ruminant animals to toxicity caused by ingestion
of plants containing cyanogenetic glycosides (e.g., Prunus
spp., Acacia spp., Eucalyptus cladocalyx) is attributed to
ruminal hydrolysis of the glycosides with liberation of
hydrogen cyanide. Intestinal micro-organisms containing
b-glucuronidase can reactivate (by hydrolysis) glucu-
ronide conjugates of drugs excreted in bile. Renal
excretion is the principal process for elimination of
drugs that are predominantly ionized in the plasma,
polar drugs, and drug metabolites. Extensive (>80%)
binding to plasma proteins limits the availability of
drugs for glomerular filtration but does not hinder
carrier-mediated active tubular secretion. Although
a drug may enter tubular fluid both by glomerular
filtration and by proximal tubular secretion, its renal
clearance may non-etheless be low when substantial

Table 9 Domestic animal species with defects in certain conjugation reactions

Species Conjugation reaction Major target groups State of synthetic reaction

Cat Glucuronide synthesis –OH, –COOH, –NH2, ¼NH, –SH Present, slow rate

Dog Acetylation Ar–NH2 Absent

Pig Sulfate conjugation Ar–OH, Ar–NH2 Present, low extent

(From Ref.[50].)
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reabsorption occurs in the distal nephron. Because
reabsorption takes place by passive diffusion, it is
influenced by the concentration of drug and its degree
of ionization in distal tubular fluid and by the rate
of passage of glomerular filtrate through the distal
nephron. The degree of ionization is determined
by the pKa value of the drug and the urinary pH
reaction. The usual urinary reaction in carnivorous
species is acidic (pH 5.5–7.0), whereas in herbivorous
species it is alkaline (pH 7.2–8.4). The excretion of
weak organic acids is enhanced under alkaline and
decreased under acidic urinary conditions; the con-
verse applies to weak organic bases. Species variations
in the rate of elimination of renally excreted drugs
(penicillins, most cephalosporins, aminoglycosides,
most diuretics, non-depolarizing neuromuscular block-
ing drugs) are primarily attributable to differences in
the glomerular filtration rate (GFR). Based on inulin
clearance, mean values of GFR (ml/min � kg) are
3.96 in dogs; 2.94 in cats; 2.80 in pigs; 2.26, 2.25, and
2.20 in goats, cattle, and sheep, respectively; and 1.65
in horses; the estimated value of GFR in humans is
1.84 ml/min � kg. Urinary pH influences the rate of
elimination of drugs that are moderately lipid-soluble
and undergo elimination both by hepatic metabolism
and by renal excretion (amphetamine, trimethoprim,
phenobarbital, sulfonamides).

The rate of hepatocyte secretion of bile in domestic
animal species is 12–24 ml/kg per day; the lower end of
the range applies to the dog and cat, and the upper end
applies to the horse (a species that does not have a gall

bladder). Compounds excreted in bile have molecular
weights exceeding 300 and a degree of polarity that
enables them to be transported by a carrier-mediated
process from hepatic parenchymal cells into bile.
Drugs and drug metabolites (primarily conjugates)
excreted in bile enter the duodenum, from which some
(depending on their lipid solubility) may be reabsorbed
by passive diffusion.

RATE OF ELIMINATION

Half-life is the pharmacokinetic parameter used to
measure the overall rate of drug elimination. The
half-life of most drugs that are primarily eliminated
by hepatic biotransformation varies widely among
species (Table 10). The usual trend is that half-life is
shorter in cattle and horses (herbivorous species) than
in dogs and cats (carnivorous species), whereas the
half-life of several drugs is longer in humans than
in domestic animals. There are, however, notable
exceptions to this trend, such as the methylxanthines
(caffeine and theophylline) in horses and phenylbuta-
zone in cattle. The half-life of phenylbutazone in cattle
varies from 42–66 h and, unlike in horses, dogs, and
humans, does not appear to be dose-dependent.
Because of differences in the rate of hepatic elimination
(presumably by biotransformation), the half-life of
various drugs (sulfamethazine, trimethoprim, ceftiofur/
desfuroylceftiofur, closantel, clorsulon) is shorter in
goats (especially dwarf goats) than in sheep, whereas the

Table 10 Species variations in the half-life of some drugs that are primarily eliminated by hepatic metabolism

Drug Cattle Horse Dog Human

Pentobarbitone 0.8 1.5 4.5 22.3

Thiopentone 3.3 2.5 8.3 11.5

Salicylate 0.8 1.0 8.6 12.0

Phenylbutazone 42–66 4.1–4.7a 2.5–6.0a 72.0a

Flunixin 6.9 1.9 3.7 —

Morphine — 1.0 0.95 1.9

Ketamine 0.9 0.7 1.0 2.5

Caffeine 3.8 18.2 4.25 4.9

Theophylline 6.9 14.8 5.7 9.0

Norfloxacin 2.4 6.4 3.6 5.0

Enrofloxacin 1.7 5.0 3.4 —

Chloramphenicol 3.6 0.9 4.2 4.6

Metronidazole 2.8 3.9 4.5 8.5

Trimethoprimb 1.25 3.2 4.6 10.6

Sulphadiazineb 2.5 3.6 5.6 9.9

Sulphadimethoxineb 12.5 11.3 13.2 40
aHalf-life is dose-dependent.
bHalf-life may be influenced by urinary pH reaction.
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half-life of some drugs (phenylbutazone, norfloxacin) is
shorter in donkeys than in horses and ponies.

Because phenytoin, valproate, carbamazepine and
clonazepam have a much shorter half-life in dogs than
in humans (Table 11), the dosage intervals that would
be required for anticonvulsant effectiveness in dogs
make conventional dosage forms of these drugs
impractical for therapeutic use.[61] The half-life of
phenobarbital and naproxen is 2-fold longer in mongrel
(mixed-breed) dogs than in Beagles. The long half-life of
naproxen in dogs (74 h in mongrels, 35 h in Beagles) is
unusual for a non-steroidal anti-inflammatory drug.
Naproxen half-life is 13.9 h in humans, 8.3 h in horses,
4.8 h in minipigs, and 1.9 h in Rhesus monkeys.

The half-life of salicylate, which is primarily elimi-
nated by glucuronide conjugation, is 25–35 h and
dose-dependent in cats, compared with 10–15 h in
humans, 8.6 h in dogs, 1 h in horses, and 0.8 h in cattle.
A relative deficiency of hepatic microsomal glucuro-
nyltransferase activity appears to be characteristic of
Felidae, because it applies not only to the domestic
cat (Felis catus) but also to the lion (Panthera leo),
African civet (Viverra civetta), and forest genet
(Genetta pardina).[62] Even though dogs and foxes
(Canidae) are unable to acetylate aromatic (ArNH2)
and hyrazine (RNHNH2 or ArNHNH2) amino groups,
the absence of this metabolic pathway does not appear
to delay the elimination of drugs with these functional
groups (sulfonamides, procainamide). Either a larger
fraction of the systemically available dose is excreted
as parent drug in the urine or an alternative metabolic
pathway compensates for the absence of acetylation of
these amino groups. Amino acid conjugation in
domestic animal species often involves glycine as the
endogenous reacting substance. Glycine conjugation
takes place in both the liver and the kidneys of dom-
estic animals other than the dog, in which it occurs
only in the kidneys. The transferring enzyme, which
is located in mitochondria, is acyl-CoA glycinetransfer-
ase. Glycine is replaced by ornithine as the conjugating

agent in birds classified as anseriformes (ducks,
geese) and galliformes (chickens, turkeys) but not in
columbiformes (pigeons, doves).[59]

Even though exceptions exist, which is inevitable in
view of the variety of metabolic pathways, the half-life
of the majority of drugs that undergo extensive hepatic
biotransformation is shorter in laboratory animal
species (mice, rats, guinea pigs, rabbits) and Rhesus
monkeys than in domestic animal species and humans.
Consistent with this trend is that the average half-life
of antipyrine, a marker substance used to indicate
hepatic microsomal oxidative activity, is shorter in
laboratory animals (0.2–1.4 h) and Rhesus monkeys
(1.2 h) than in domestic animals (1.75–3.25 h) and
especially humans (10.3–12.7 h). It has been hypothe-
sized[63] that the lesser capacity of humans to metabo-
lize drugs by hepatic microsomal oxidation may be
correlated with their enhanced longevity, expressed as
maximum lifespan potential. Based on an equation
using brain weight and body weight, maximum life-
span potential is estimated to be 93 y in humans, 39 y
in horses, 20 y in dogs, 14 y in cats and, for compara-
tive purposes, 77 y in African elephants.

As with the situation in mammals, wide variations
exist among avian species in the half-life of drugs
that are primarily eliminated by hepatic biotrans-
formation.[64] The half-life of antimicrobial agents is
prolonged in poikilothermic species (fish and reptiles),
which is consistent with their much lower metabolic
turnover rate,[65] and is influenced by ambient (in the
case of fish, water) temperature (Table 12). The rate
of drug elimination increases (i.e., half-life decreases)
with increase in ambient temperature and varies
among fish species.

Species variations in the half-life of drugs that are
eliminated by renal excretion is less pronounced than
for lipid-soluble drugs that undergo extensive hepatic
biotransformation. The half-life of gentamicin, which
is eliminated solely by glomerular filtration, is 0.5–1 h
in laboratory animals, 1.25–2.5 h in domestic animals,

Table 11 Comparison of the average half-life (h) after intravenous administration (apart from

carbamazepine) of a single dose of anticonvulsant drugs in dogs and humans

Drug Dog Human

Therapeutic range of plasma

concentrations (lg/ml)

Phenobarbitone 64 96 10–25

Phenytoin 3.5–4.5a 15–24a 10–20

Sodium valproate 2 14 40–100

Carbamazepine (PO) 1.5 15 4–10

Clonazepam 1.5–2.5a 24–36a 0.01–0.08

Diazepam 7.6b 32.9b >0.15
aHalf-life is dose-dependent.
bParent drug and active metabolites.
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2.75 h in humans, 1.25–3.4 h in various avian species,
and 12 h in channel catfish (Ictalurus punctatus) accli-
mitazed at 22�C. In mammalian species, the half-life of
gentamicin reflects the relative (not actual) rate of
glomerular filtration and is unrelated to urinary pH
reaction. The volume of distribution of gentamicin is
similar (250–300 ml/kg) in the various species.

The half-life of drugs that undergo a high degree of
enterohepatic circulation may vary widely among spe-
cies and may be relatively more prolonged in fish. The
half-life of oxytetracycline is 80.3 h in African catfish
(Clarias gariepinus) acclimitazed at 25�C and 89.5 h
in rainbow trout (Salmo gairdneri) at 12�C[66]

compared with half-life of 9 h in humans, 3.4–9.6 h in
domestic animals, and 1.3 h in rabbits. A combination
of variables, which include the extent of distribution
and the degree of enterohepatic circulation, contributes
to species variation in the half-life of digoxin, which
ranges from 7.8 h in cattle to 35 h in cats.

CLEARANCE

The systemic clearance of propofol, based on measure-
ment of blood concentrations, in humans (31 ml/
min � kg) and dogs (59 ml/min � kg) exceeds liver
blood flow, which is 24 and 42 ml/min per kilogram

of body weight in humans and dogs, respectively. It
can be concluded that another organ (the lungs) or
extrahepatic tissue contributes to the elimination
(metabolism) of propofol. The blood propofol concen-
tration at which dogs return to the sternal position and
human beings regain consciousness appears to be the
same (1 mg/ml).

When applied to conventional (immediate-release)
aminophylline tablets, the dosing rates that would
provide an average steady-state plasma theophylline
concentration of 10 ug/ml and produce a sustained
bronchodilator effect are 10 mg/kg administered at
8-h dosage intervals to dogs and 5 mg/kg administered
at 12-h intervals to horses or cats. The systemic clear-
ance of theophylline is 2.5 times higher in dogs
(100 ml/h � kg) than in horses and cats (40 ml/
h � kg), whereas systemic availability of the drug
from the oral dosage form is similar (90–100%).

INTERSPECIES SCALING

The basic assumption in interspecies scaling is that
physiological variables and biochemical processes are
related to the body weight of mammalian species.
The use of clearance, a physiologically based param-
eter, may be more appropriate than half-life (a hybrid

Table 12 Half-life of some antimicrobial agents in various species of fish

Antimicrobial agent Fish species

Acclimatization

temperature (�C) Half-life (h)

Trimethoprim Carp 10 40.7
(Cyprinus carpio L.) 24 20.0

Sulphadiazine Carp 10 47.0
(Cyprinus carpio L.) 24 33.0

Sulphadimidine Carp 10 50.3
(Cyprinus carpio L.) 20 25.6
Rainbow trout 10 20.6
(Salmo gairdneri) 20 14.7

Ciprofloxacin Rainbow trout 12 11.2

(Salmo gairdneri)
Carp 20 14.5
(Cyprinus carpio)

African catfish 25 14.2
(Clarias gariepinus)

Florfenicol Atlantic salmon 10.8 � 1.5 12.2
(Salmo salar) (Sea water)

Oxytetracycline Rainbow trout 12 89.5

(Salmo gairdneri)
African catfish 25 80.3
(Clarias gariepinus)

Gentamicin Channel catfish 22 12.0

(Ictalurus punctatus)
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parameter) for interspecies allometric scaling of drug
elimination. A double logarithmic plot of the pharma-
cokinetic parameter of interest vs. body weight of
the animal species is used to verify the linearity of
the allometric relationship.

The systemic clearance of structurally unrelated
drugs that undergo elimination by various processes
shows a high degree of correlation with the body
weight of several animal species (Table 13). Inulin
(marker substance) and gentamicin are eliminated by
glomerular filtration and ampicillin by glomerular
filtration and proximal tubular secretion, whereas
oxytetracycline undergoes enterohepatic circulation
and consequently is slowly excreted by glomerular fil-
tration. Enrofloxacin, theophylline, and antipyrine
are poorly extracted by the liver, which implies that
their clearance may be influenced both by the unbound
fraction in blood and by the metabolic capacity of the
liver and are eliminated by phase I hepatic metabolism.
Enrofloxacin and theophylline are eliminated primarily
by microsomal-mediated oxidative reactions, whereas
antipyrine (marker substance) is eliminated entirely
by microsomal oxidation. Interspecies scaling of
antipyrine clearance identifies the human as a non-
conforming species, which is attributed to the substan-
tially lower microsomal oxidative capacity of humans
relative to the 10 other species studied. Because of
species variations in binding to plasma proteins, the
use of hepatic intrinsic clearance of unbound drug,
rather than systemic clearance, would represent a
refinement of the allometric scaling technique. This
refinement has been applied to interspecies scaling of
antipyrine[67] and theophylline.[68] Additional correc-
tion could be made for maximum lifespan potential.[63]

Because the clearance of highly extracted drugs that
undergo extensive phase I hepatic metabolism is
primarily determined by a single physiological variable
(liver blood flow), interspecies allometric scaling
should be feasible for drugs in this category. The index
of drug elimination (half-life, systemic clearance, organ
clearance of unbound drug) to use depends on the level
of refinement required.

With regard to organ (liver, kidney, heart) weights,
physiological variables (liver blood flow, renal func-
tion, cardiac output, basal oxygen consumption), and
the pharmacokinetic parameters systemic clearance
and volume of distribution, the numerical value of
the allometric exponent is generally in the range of
0.67 to 1. For physiological periods(heartbeat time,
duration of respiratory cycle), turnover times (serum
albumin, total body water, blood circulation), and
drug half-life, the allometric exponent is often close
to 0.25, which represents that for energy expenditure
in mammalian species[69] and the turnover time of
endogenous processes.[63]

The reliability of predictions based on interspecies
allometric scaling of drug disposition depends on the
use of a sensitive and precise analytical method for
quantification of the drug (and active metabolite) in
blood or plasma, a knowledge of the principal elimin-
ation process for the drug, the use of at least four
animal species representing a wide range of body
weight (based on log body weight ratio), and the
identification, for possible exclusion, of any non-
conforming species. Because of the uniqueness of each
animal species, application of the technique for pre-
dictive purposes should be limited to the preclinical
stage of drug development.

Table 13 Allometric relationship between the clearance (ml/min) of some drugs and body weight (kg) of various
mammalian species

Allometric

Drug Elimination process No. of species Coefficient Exponent Correlation coefficient

Inulin E (r) 8a 4.13 0.86 0.989

Gentamicin E (r) 8a 2.60 0.86 0.970

Ampicillin E (r) 8b 5.47 0.94 0.959

Oxytetracycline E (r) 8c 7.96 0.73 0.978

Enrofloxacin M (h) 8d 12.53 0.93 0.984

Theophylline M (h) 9e 1.98 0.83 0.978

Antipyrine M (h) 10f 8.16 0.85 0.989
aCat, dog, goat, sheep, pig, human, cattle, horse.
bRabbit, dog, sheep, pig, human, donkey, cattle, horse.
cRabbit, dog, goat, sheep, pig, donkey, cattle, horse.
dRabbit, cat, dog, sheep, pig, ilama, horse, cow.
eRat, guinea pig, rabbit, cat, dog, pig, human, cattle, horse.
fMouse, rat, guinea pig, rabbit, monkey, dog, goat, sheep, pig, cattle (human is a non-conforming species).

For each drug, the level of significance is P < 0.001.
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IMPLICATIONS OF STEREOISOMERISM

Stereoisomerism has implications in the formulating of
dosage forms and because a chiral environment exists
within the body, in determining both the degree of
activity and the disposition of racemates. The enantio-
selective behavior of drugs used in domestic animals
was comprehensively reviewed by Landoni et al.[70]

Because stereoselective processes are species-related,
the enantiomeric ratios of plasma concentrations
at various times and areas under the plasma concen-
tration–time curves may differ among animal species
after the administration of a drug racemate. Chiral
inversion, which occurs to a variable extent in different
species, can be equivocally established only by admin-
istering individual enantiomers to the animal species of
interest and measuring, using a sensitive stereospecific
analytical method, the enantiomer administered and
the optical antipode in biological fluids and tissues.
The pharmacokinetic parameters based on plasma
concentration–time data for each of the enantiomers
can be statistically compared.

The 2-arylpropionic acid (‘‘profen’’) non-steroidal
anti-inflammatory drugs, each of which contains a
single chiral center, are formulated as racemic
(50 : 50) mixtures of the S(þ)- and R(�)-enantiomers,
with the exception of naproxen, which is formulated
as the S(þ)-enantiomer. Based on inhibition of cyclo-
oxygenase activity, the S(þ)-enantiomer is the eutomer
(more potent enantiomer). These drugs differ markedly
in both pharmacodynamic activity and pharmacoki-
netic behavior and, in addition, enantiomer pharmaco-
kinetics of each drug varies among animal species.
After intravenous administration of racemic keto-
profen to horses, sheep, and 20-week-old calves and
measurement of individual enantiomers in plasma,
significant differences between the enantiomers were
found in systemic clearance in horses and in both sys-
temic clearance and volume of distribution in sheep

(Table 14), whereas values of the pharmacokinetic
parameters in calves did not differ between the enan-
tiomers.[71–73] The S(þ)- to R(�) ratio of area under
the curve was 1.35 : 1 in horses, 0.54 : 1 in sheep, and
1.05 : 1 in calves. The predominant enantiomer in
plasma was S(þ) in horses, R(�) in sheep, and both
enantiomers were present in equal concentrations in
calves. After the administration of each enantiomer
separately to these species, the extent of chiral inver-
sion from the R(�)- to S(þ)-enantiomer was estimated
to be 49% in horses, 5.9% in sheep, and 31% in
calves.[72,74,75] Unidirectional chiral inversion was
estimated to be 49% in Cynomolgus monkeys
(Macaca),[76] 9% in humans,[77] and varied from 27 to
66% in laboratory animal species.[78] The oral bioavail-
ability of the S(þ)-enantiomer of ketoprofen in Beagle
dogs is not affected by the proportion of the R(�)-
enantiomer in the oral dosage form, even though con-
siderable (73%) metabolic inversion from the R(�) to
the S(þ)-enantiomer occurs in dogs.[79]

It is usual in humans for the S(þ)-enantiomer of
2-arylpropionic acids to predominate in plasma and for
the S(þ)- to R(�)-enantiomeric ratio of plasma con-
centrations to increase with time after administration
of the racemate, which is often attributed to metabolic
inversion of the chiral center of the R(�)-enantiomers
to their S(þ)-antipodes.[80] In humans, the S(þ)-
enantiomer is generally eliminated more slowly than
is the R(�)-enantiomer. The extent of chiral inversion
of fenoprofen, which has been attributed to the differ-
ential rate of formation of the CoA-thioester by
hepatic microsomes,[81,82] varies widely among species.
It has been estimated to be 90% in dogs,[83] 80% in
sheep,[81] 73% in rabbits,[84] 60% in humans,[85] 42%
in rats,[86] and 38% in horses.[83]

Carprofen, a weak inhibitor of cyclo-oxygenase but
which produces a significant antioedematous effect
in dogs[87] and horses[88] and has potent antiplatelet-
aggregating properties, does not appear to undergo

Table 14 Pharmacokinetic parameters describing disposition of S(þ)- and R(�)-enantiomers after intravenous administration
of racemic ketoprofen (KTP) to horses (n ¼ 6) and sheep (n ¼ 6)

Horses Sheep

Pharmacokinetic parameter S(þ)-KTP R(�)-KPT S(þ)-KTP R(�)-KTP

t1/2(a) (h) 0.13 � 0.03 0.10 � 0.02 0.14 � 0.01 0.13 � 0.03

t1/2(b) (h) 1.51 � 0.45 1.09 � 0.19 0.86 � 0.08 0.87 � 0.10

Vd (ml/kg) 491 � 206 472 � 146 256 � 21 168 � 15a

CLB (ml/h � kg) 202 � 22 277 � 35a 351 � 50 196 � 32a

MRT (h) 2.23 � 0.15 2.63 � 0.33 0.79 � 0.11 0.95 � 0.13

AUC (mg � h/ml) 5.67 � 0.47 4.19 � 0.37a 4.74 � 0.71 8.73 � 1.22a

aP < 0.05.

(From Refs.[71,72].)

Values are expressed as mean � S.E.M.
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chiral inversion in either direction in horses, calves,
dogs, cats, and humans. After intravenous or oral
administration of racemic carprofen, which contains
a 50 : 50 mixture of the enantiomers, to horses (i.v.),
8- to 10-week-old calves (i.v.), cats (i.v.), and dogs
(p.o.), the R(�)-enantiomer predominated in the
plasma and the R(�)- to S(þ)-enantiomeric ratio of
plasma concentrations increased with time after
administration of the racemate. The increasing
R(�) : S(þ) enantiomeric ratio of plasma concentra-
tions with time can be attributed to stereoselective
hepatic metabolism, although stereoselective binding
to plasma albumin could contribute. A contrasting
situation to that which occurs in domestic animals
was found in rats and humans, in that the S(þ)-enan-
tiomer predominated in plasma and the R(�) : S(þ)
enantiomeric ratio of plasma concentrations decreased
(although only slightly in humans) with time after
administration of the racemate.[89,90] The R(�)- to-
S(þ) ratio of area under the plasma concentration–time
curve (AUC) was 4.5 : 1 in horses,[91] 2.0 : 1 in cats,[92]

1.8 : 1 in dogs,[87] and 1.4 : 1 in calves,[93] after administra-
tion of the racemate. Area under the curve enantiomeric
ratios in rats and humans were not determined.

Ketamine, which is present in the commercially
available preparation as a 50 : 50 mixture of the S(þ)-
and R(�)-enantiomers, is metabolized by hepatic
microsomal N-demethylation to the corresponding
norketamine (metabolite I) enantiomers. Based on
the reported eudismic ratio of S(þ) : R(�) for ketamine
enantiomers of 2.9 : 1 and the observed duration of
unconsciousness in dogs and the plasma concentra-
tions in humans at time of emergence from anesthesia
which are 0.5 [S(þ)] and 1.7 [R(�)] mg/ml, it can be
concluded that the S(þ)-enantiomer is three times
more active than is the R(�)-enantiomer.[94,95] After
intravenous injection of racemic ketamine, the S(þ)-
enantiomer of norketamine predominated in the plasma
of horses[96] and dogs.[97] This could be attributed to
enantioselective N-demethylation. Systemic clearances
of racemic ketamine are 15, 28, and 29 ml/min � kg in
humans, horses, and dogs, respectively. Because the dis-
position of the individual enantiomers administered sep-
arately has not been studied, comment cannot be made
regarding the extent of chiral inversion.

Whether a racemate or an enantiomer of a chiral
drug should be used in formulating dosage forms
depends on the relative pharmacodynamic activity
and the potential toxicity (or side effects) of the indi-
vidual enantiomers, their pharmacokinetic profiles,
and, importantly, the proportions formed over time
in the target animal species. Binding to plasma and
tissue proteins, hepatic microsomal oxidative reactions,
and probably glucuronide conjugation and carrier-
mediated excretion processes are stereoselective and
vary among animal species. First-pass metabolism

may influence oral bioavailability of the enantiomers
of chiral drugs that are highly extracted by the liver
and administered as racemic mixtures. When both
enantiomers of a drug with a single chiral center show
distinct and desirable effects (e.g., most opioids, dobu-
tamine, bupivacaine), even though they differ in phar-
macodynamic activity or when their action and the
effects produced are not stereoselective, the formulat-
ing of racemic mixtures may be entirely justifiable.[98]

Nonetheless, because of species variation, pharmacoki-
netic profiles of the individual enantiomers should be
determined using stereospecific analytical methods[99–102]

to calculate optimum dosage for the various animal
species. Use of the more active enantiomer (eutomer)
in formulating dosage forms should be considered when
the enantiomers differ widely in pharmacodynamic
activity [e.g., S(�)-propranolol, the S(þ)-enantiomer
of the 2-arylpropionic acid non-steroidal anti-inflamma-
tory drugs, D-propoxyphene] or toxic potential (levami-
sole is the L-isomer of racemic tetramisole, which can
produce many side effects). To selectively produce a
certain effect, a distomer (less potent enantiomer) could
be formulated as a particular dosage form, e.g., R(þ)-
timolol as eyedrops to reduce intraocular pressure
(glaucoma), R(þ)-verapamil as a parenteral or oral
dosage form for the treatment of angina.[103] The use
of an enantiomer, a single chemical entity, would
increase selectivity of action, reduce total exposure to
the racemate, and simplify dose–response relationships.
When an enantiomer is used in formulating dosage
forms, it must be optically pure. Bioequivalence assess-
ment of a generic drug preparation requires that the
generic preparation contain the racemic drug or the
enantiomer corresponding to whichever is present in
the innovator (reference) dosage form.

PERCUTANEOUS ABSORPTION

The skin accounts for approximately 10% of live body
weight in cattle, goats, and dogs; 7.5% in horses; and
3.7% in humans. Although skin receives approximately
6% of cardiac output, cutaneous blood flow rate to
various regions differs among species.[104] In humans
and pigs, the cutaneous circulation supplies blood
(in musculocutaneous arteries) to both the skin and
the underlying musculature, whereas in dogs and
cats (loose-skin species), blood is supplied directly to
the skin.

ABSORPTION PROCESS

The absorption process for a topically applied drug
essentially involves the following stages: dissolution
of the drug in and release from the vehicle, drug
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penetration (by diffusion) through the stratum, and
permeation through the ‘‘living’’ layers of the epider-
mis to the underlying dermis where absorption into
the systemic circulation takes place. Although the
initial stage is formulation-dependent in that it relates
to the form of the drug and the nature of the vehicle,
the translocation stages are primarily governed by the
molecular structure and physiocochemical properties
of the drug. Penetration of the stratum corneum is
generally the rate-limiting step in the absorption pro-
cess.[105] Only lipid-soluble drugs can diffuse through
the dead, compacted, keratinized cells (corneocytes)
of the stratum corneum. However, passive diffusion
through the epidermis, including the stratum corneum,
can take place by one, or more, of the following
routes: transcellular through the corneocytes, inter-
cellular through the lipid matrix (a tortuous path),
or along the sweat gland ducts and hair follicles
(appendageal path). Even though lipophilic sub-
stances may penetrate the stratum corneum by trans-
cellular diffusion, some degree of water solubility is
required for passage through the ‘‘living’’ layers of
the epidermis. Polar drugs have a low capacity to
penetrate the stratum corneum but may gain access
to the ‘‘living’’ epidermal layers by shunt diffusion
along the appendageal path. Additional factors that
influence percutaneous absorption include the nature
of the vehicle, the state of hydration of the stratum
corneum, drug persistence in the stratum corneum
or other strata of the epidermis, biotransformation
in the epidermis, and species differences in histologi-
cal structure of skin. In aquatic mammals, the stra-
tum corneum is very thick, and the corneocytes are
solidly apposed, whereas the epidermis is devoid of
a stratum granulosum regardless of whether the skin
is glabrous (as in whales) or hairy (as in seals).[106]

The average thickness of the stratum corneum in
laboratory and domestic animals and humans is in the
range of 10 to 35 mm. The thickness of this epidermal
layer might not influence the penetration of chemical
substances, whereas the density of appendages per unit
surface area, which differs among animal species, does
influence passage through the epidermis. Human skin
contains an average of 40–70 hair follicles and 200–
250 sweat glands per square centimeter, whereas cattle
skin contains approximately 2000 hair follicles, with
associated sweat and sebaceous glands, per square cen-
timeter.[107] The mean follicle density in 10 British
breeds of sheep varies from 1000 to 2000 per square
centimeter of skin, with a secondary-to-primary follicle
ratio of 2.4 : 1–5.9 : 1.[108] The ratio of secondary to pri-
mary follicles appears to be higher in Merino sheep
skin in wool-growing regions. The sebaceous glands
of cattle and sheep exude large quantities of lipoid
material (lanolin in the case of sheep) that serve to
protect their skin. The emulsifying properties of

exocrine secretions may enhance dissolution and thus
facilitate percutaneous absorption of topically applied
compounds in cattle and sheep. Seasonal changes in
the composition of secretions may cause variations in
absorption of moderately lipid-soluble drugs (e.g.,
levamisole applied by ‘‘pour on’’) at different times
of the year.[109] Because of the larger number of skin
appendages per unit of surface area, the appendageal
path will likely contribute more to percutaneous
absorption of hydrophilic substances in cattle and
sheep than in other species. Horses and humans have
highly effective sweat glands, whereas cattle, sheep,
pigs, dogs, and cats are unable to sweat profusely.
Changes in ambient temperature appear to affect
animal skin temperature to a higher degree than
human skin temperature, which suggests that skin
plays a greater role in thermoregulation in humans
than in animals.

The state of hydration of the stratum corneum,
which is normally maintained at 10–15%, affects the
rate of penetration of chemical substances. By increas-
ing the state of hydration to 50%, the rate of per-
meation of some chemical substances through the
epidermis can be increased up to 10-fold.[110] Occlusion
has been shown to enhance the pharmacological effect
of topically applied hydrocortisone and fluocinolone
acetonide;[111] however, percutaneous absorption of
drugs is not necessarily increased. The degree of
occlusion-induced absorption enhancement appears
to increase with increasing lipophilicity of drug sub-
stances.

Formulations containing an absorption-promoting
substance, such as propylene glycol or sodium lauryl
sulfate, may increase the permeability of the stratum
corneum to water-soluble drugs. Propylene glycol is
a commonly used vehicle in topical corticosteroid
preparations for veterinary use. Various aprotic sol-
vents, which include dimethylacetamide, dimethyl-
formamide, dimethylsulfoxide, tetrahydrofurfuryl
alcohol, and 2-pyrrolidone, serve as penetration enhan-
cers of polar drugs.[112] Dimethylsulfoxide (DMSO) is
used in formulating some topical veterinary prepara-
tions. The penetration-enhancing property of DMSO
is markedly concentration-dependent. At concentra-
tions below 50% DMSO is water, the penetration rate
of many drugs differs little than from aqueous solu-
tions. The penetration rate of levamisole through skin
of cattle and sheep was somewhat slower from a for-
mulation containing DMSO (concentration not speci-
fied) than from an aqueous solution of the drug.[107]

Plasma and gastrointestinal fluid concentrations of
levamisole were lower after pour-on application to
cattle than after oral administration or subcutaenous
injection of the drug.[109] Parathion penetrated the
skin of pigs more rapidly when formulated in DMSO
than in other vehicles (glycerol–formal/isopropranol
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mixture, octanol, macrogol 400) (Table 15).[113] The
formation of a stable 2 : 1 water hydrate at a concen-
tration of 67% v/v DMSO may explain its dehydrating
and penetration-enhancing effects when present at high
concentration.[114] These effects are accompanied by,
or perhaps attributable to, epidermal tissue damage.
Mineral oil may be used in formulating long-acting,
water-based topical preparations of synthetic pyre-
throids (permethrin, cypermethrin) for application to
ruminant animals. This type of preparation would
not be washed off by rain and could provide protection
against flies for an extended period. Water-insoluble
substances can be formulated as emulsifiable concen-
trates. The emulsifiable concentrate contains one or
more surfactants and produces an emulsion or micellar
solution with the water-insoluble drug in the non-
aqueous phase when mixed with water.[107]

SPECIES VARIATIONS

The barrier properties of skin vary with the species of
animal and within a species may differ between regions
of the body. Based on limited data obtained from in
vitro studies of skin permeability, it could be specu-
lated that species can, in general, be ranked in the fol-
lowing order: rabbits > rats > guinea pigs > cats >
dogs > pigs and Rhesus monkeys > humans (least per-
meable skin). Because of a lack of data, horses, cattle,
sheep, and goats are not included in the comparison
of skin permeability. The emulsifying property and
occlusive effect of sebum and the high density of
appendages per unit of surface area would be expected
to facilitate percutaneous absorption of substances in
ruminant species.

The maximal rate of penetration of an organophos-
phorus compound through skin sections excised from
the dorsal thorax of various species generally supports
the skin permeability ranking of species vide supra
(Table 16).[115] The compound rapidly penetrated the
skin of rabbits and rats, whereas penetration through

pig skin occurred more slowly than through skin of
the other species. Even though pig skin and human
skin are similar in many respects,[116] percutaneous
absorption of a variety of compounds in the pig was
found to range from zero to four times that in humans
in vivo.[117] Advantage can be taken of the often similar
permeability characteristics of pig and human skins
with avoidance of the systemic/fat distribution differ-
ence in vivo by using the isolated perfused porcine skin
flap in vitro model.[118,119] The diffusion of chemical
substances through skin and metabolism within the
skin can be determined by assay of the perfusate.
The sum of the amount of compound that diffused into
the perfusate and the residual amount in the skin prep-
aration at the end of the exposure period to the drug
provide an estimation of percutaneous absorption.

Regional variations in percutaneous absorption
contribute to differences in the systemic availability
of a drug depending on the site of topical application.
The Rhesus monkey (Macaca mulatta) could probably
serve as an animal model for human skin regional
variation.[120]

The absolute bioavailability of a topically applied
drug can be determined only by measurement of
plasma concentrations and comparing total areas

Table 15 Pharmacokinetic parameters for parathion (50 mg/kg) applied topically in various vehicles to pigs

Vehicles

Pharmacokinetic parameter GFIa DMSO Octanol Macrogol 400

AUC (mg � h/L) 1460–1795 1630–3050 2010–3310 595–600

MRT (h) 57–106 9.7–14.5 22–31 54–60

MAT (h) 55–104 7.5–12.5 20–29 52–58

Bioavailability (%) 16–20 19–28 15–29 3.9–54

Bioavailability (absolute) was based on AUCtopical/AUCIV, with correction for dose.
aGFI ¼ glycerol–formal/isopropanol mixture.

(From Ref.[113].)

Table 16 Maximal penetration of radiolabeled
organophosphorus compound through excised

skin from dorsal thorax of various species

Species Rate (lg/cm2/min)

Pig 0.3

Dog 2.7

Monkey 4.2

Goat 4.4

Cat 4.4

Guinea pig 6.0

Rabbit 9.3

Rat 9.3

(From Ref.[115].)
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under the curves or, less reliably, the amounts excreted
in urine over a period of at least six half-lives after top-
ical application and intravenous injection of the drug.
An appropriate washout period must be allowed to
elapse between the phases of a crossover study, which
is the experimental design that should be used when-
ever feasible. Because of species variations in ultra-
structure of skin, cutaneous blood supply, density of
appendages per unit of surface area, and activity of
biotransformation pathways, the percutaneous absorp-
tion (rate and extent) of a drug is best determined by
performing the study in the species of interest.

CUTANEOUS BIOTRANSFORMATION

Epidermal cytochrome P450 and hydrolytic enzymes in
the lipid matrix of the stratum corneum as well as in
the stratum granulosum may be involved in conversion
reactions of topically applied steroids.[121] In pigs, epi-
dermal cytochrome P450 has been shown to convert
parathion to paraoxon by oxidative desulfuration.[122]

The oxygen analog formed is rapidly hydrolyzed to
inactive metabolites. The significant difference between
mammals and insects in the rate at which the hydro-
lytic reaction takes place accounts for the selective tox-
icity of thiophosphate insecticides. The extent to which
the ultrastructural difference in the epidermis of aqua-
tic and terrestrial mammals affects the activity of drug-
metabolizing enzymes in skin is not known. Fish appear
to be unable to detoxify thiophosphate insecticides.

Benzoyl peroxide, the active ingredient in some
shampoos for dogs, is almost completely metabolized
to benzoic acid in the epidermis. Benzoic acid under-
goes conjugation with glycine, primarily in the liver,
and is excreted in urine as hippuric acid. Methylation
of norepinephrine to epinephrine, an N-transferase-
mediated conjugation reaction, in human and animal
skin preparations has been reported.[123]

Biotransformation of propranolol, which involves
microsomal-mediated oxidative reactions and glucuro-
nide conjugation, is stereoselective in both the liver and
the skin. Based on in vitro studies, using intact human
skin and microsomal preparations, of percutaneous
absorption and metabolism of racemic propranolol, it
was concluded that the S(�)-enantiomer (eutomer) is
metabolized more efficiently by skin than is the
R(þ)-enantiomer.[124] The converse applies to hepato-
cytes, which metabolize the R(þ)-enantiomer more
efficiently.[125] The cytochrome P450 mono-oxygenase
enzymes in skin, as in the liver, can be induced (by
dexamethasone, for example) or inhibited (chloram-
phenicol, imidazole antifungal agents). The clinical
significance of altered microsomal enzyme activity in
the epidermis has not been established. Metronidazole,
which is available as a topical gel, inhibits acetaldehyde

dehydrogenase (a non-microsomal enzyme); however,
whether the enzyme is present in skin does not appear
to be known.

TOPICAL PREPARATIONS

There is a wide variety of veterinary drug preparations
available for topical application to the skin. Although
most of these preparations are intended to produce
local effects, some are formulated to distribute via
the systemic circulation to skin covering all regions
of the body or to produce systemic effects. Because
of the prevalence of ectoparasites, several ectoparasiti-
cidal preparations are available for topical application
by various methods depending on the animal species
(Table 17). Liquid concentrates, which must be appro-
priately diluted before use, and prepared solutions are
convenient to apply and, depending on susceptibility of
the ectoparasite and persistence of the drug in skin,
may provide effective treatment and protection against
reinfestation for an extended period. The usual method
of application of prepared solutions is by pour on to
cattle, sheep, pigs, and horses, whereas ‘‘spot on’’ is
preferred for dogs and cats. The active ingredient in
preparations for pour-on application must be suffi-
ciently lipid-soluble for percutaneous absorption to
occur, and the preparation should provide residual
activity in the stratum corneum and stratum germina-
tivum and not be removed from the skin by environ-
mental conditions (such as rain) or by rubbing.
Diluted liquid concentrates are applied by spray to
cattle, horses, pigs, and poultry and by either dip
or spray to sheep. Because of the large quantity of
drug required for dipping sheep and the difficulty of
safe disposal of dip, application of diluted liquid
(dip) concentrate as a spray, but at a higher concen-
tration than that used in the dip bath, is becoming a
popular method of ectoparasiticide application by
sheep farmers. The relative effectiveness of spraying
versus dipping sheep for the treatment and prevention
of ectoparasite infestation is open to question. When
choosing between an organophosphorus compound
(dimpylate, propetamphos) and a synthetic pyrethroid
(flumethrin, cypermethrin) for dipping sheep, a con-
sideration (in addition to residual protection) that
could be of practical relevance is that there is no with-
drawal period associated with the use of synthetic pyr-
ethroids. The low toxicity of pyrethroids in mammals
is primarily attributed to the rapid biotransformation
by ester hydrolysis and/or hydroxylation (phase I
metabolic reactions). Unlike mammals, fish are
extremely sensitive to pyrethroid toxicity.

Synthetic pyrethroids (cypermethrin, deltamethrin,
fenvalerate, flumethrin, permethrin) are available in a
variety of dosage forms for topical application to
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domestic animals (Table 18). The appropriate dosage
form of a pyrethroid is primarily determined by the
animal species, whereas due consideration is given to
the ectoparasites and insects that affect the species.
Aerosol sprays are more suitable for application to
dogs than to cats, because cats resent (fearful response)
being sprayed and lick the applied preparation from
their coat. The combination preparation containing
fenvalerate (0.09%), a synthetic pyrethroid, and
diethyltoluamide (9.5%), a cutaneous penetration-
enhancing substance, has been reported to cause acute
toxicity in cats and occasionally in dogs.[126,127]

Macrolide endectocides (avermectins and milbemy-
cins) have activity at low concentrations against both
internal (nematode) and external (arthropod) para-
sites. Veterinary preparations of avermectins include

parenteral solutions (for subcutaneous injection), vari-
ous oral dosage forms, and topical solutions (Table 19).
The different preparations are specifically designed for
use in certain animal species. The topical solution of
ivermectin or doramectin is applied to cattle by
pouron, whereas the topical solution of selamectin is
applied to dogs and cats by spot-on. Preparations for
spot-on application contain concentrated solutions of
ectoparasiticides and should be applied directly to
the skin at one (cats) or two (dogs) locations where
the animal is unable to ingest the drug by licking.
The back of the neck is one such site. The total dose
of drug to apply will vary with the animal species
(lower dose for cats) and with the range of body weight
(dogs). Selamectin solution, for example, is commer-
cially available in six dose sizes (from 15 to 240 mg).

The classes of ectoparasiticide and the dosage forms
used in cattle, an arbitrarily selected species, are shown
in Table 20. Even though different classes of drug may
have activity against a similar range of ectoparasites,
the drugs that belong to the various classes differ
in clinical effectiveness. Quantitative differences in
clinical effectiveness could be attributed to parasite
susceptibility, which would be decreased by the devel-
opment of resistance, and to the combined effect of
drug access to the site where the parasite is located
and persistence of the drug in skin. Both access and
persistence are influenced by the physicochemical
properties of the drug, the formulation of the prep-
aration, and the method of application to the animal.

Dermatological preparations containing antibac-
terial agents include aerosol sprays (oxytetracycline
hydrochloride, neomycin sulfate in propylene glycol),
gels (metronidazole, fusidic acid), creams (gentamicin
sulfate, neomycin sulfate and zinc bacitracin, silver sul-
fadiazine), ointments (chlortetracycline hydrochloride,
sodium fusidate, framycetin sulfate and gramicidin,
neomycin sulfate, zinc bacitracin, polymyxin B sulfate),
and dusting powders (chlortetracycline hydrochloride
and benzocaine). The type of preparation influences
the stability and release of the active ingredients.

Table 18 Dosage forms of preparations containing synthetic pyrethroids and the methods of topical

application to various species

Dosage form Animal species Method of application

Solution Cattle, sheep, horses, pigs, dogs, cats Pour on
Spot on, spray (dogs)

Liquid concentrate Cattle, sheep, horses, poultry Spray, dip (sheep)

Dusting powder Dogs, cats Apply to coat

Shampoo Dogs Wash

Collar Dogs, cats Surrounding neck

Ear tag Cattle Attach to ears

Synthetic pyrethroids: cypermethrin, deltamethrin, fenvalerate, flumethrin, permethrin.

Table 17 Dosage forms and methods of application of

topical ectoparasiticide preparations to individual species

Animal species Dosage form

Method of

application

Cattle Solution Pour on
Liquid concentratea Spray

Ear tag Attach to ears

Sheep Liquid concentratea Dip, spray
Solution Spot on, pour on

Pigs Solution Pour on, spot on
Liquid concentratea Spray

Horses Solution Pour on

Liquid concentratea Spray, shampoo
Lotion Dab on

Dogs
and cats

Solution Spot on, spray
(dogs)

Collar Surrounding neck
Dusting power Apply to coat
Liquid concentratea Sponge on (dogs)

Shampoo Wash (dogs)
aLiquid concentrates must be appropriately diluted before use on

animals.
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Gels and creams are generally easier to apply to animals
but are less occlusive than ointments. Ointments pro-
vide a longer duration of drug action, and the occlusive
effect may enhance preparation of the active ingredi-
ent(s) to the site of infection.

The selection of an antibacterial agent should be
based on the clinical diagnosis and, whenever feasible,
in vitro culture and susceptibility testing (when con-
sidered necessary) of the micro-organisms(s) isolated.

In the treatment of superficial skin infections, a topi-
cally applied antibacterial preparation may suffice.
However in severe and deep-seated skin infections,
both local and systemic therapy should be applied.
The avoidance of antagonism requires that due con-
sideration be given to the mechanisms of action of
drugs selected for concurrent use.

Cutaneous mycotic infections caused by filamentous
or dermatophytic fungi can be treated either topically

Table 19 Dosage forms and routes of administration of avermectins to various animal species

Dosage form Avermectin Animal species Route of administration

Parenteral

Solution Ivermectin, doramectin Cattle, sheep S.C. injection

Ivermectin pigs, (cats) S.C. injection

Oral

Solution Ivermectin Sheep, goats Drench

Controlled-release ruminal bolus Ivermectin Cattle P.O.

Controlled-release ruminal capsule Ivermectin Sheep P.O.

Premix Ivermectin Pigs Addition to feed

Paste Ivermectin Horses P.O.

Tablet Ivermectin Dogs P.O.

Topical

Solution Ivermectin, doramectin Cattle Pour on

Solution Selamectin Dogs, cats Spot on

Table 20 Representative ectoparasiticides for application to cattle

Ectoparasiticide class

(representative drugs) Spectrum of activity Dosage forms (methods of application)

Organophosphate:
(Phosmet) Mites, lice Solution (pour on)

Warble-fly larvae

Pyrethroid:
(Cypermethrin) Lice, flies Solution (pour on)
(Deltamethrin) Solution (spot on)
(Fenvalerate) Liquid concentrate (spray)a

(Permethrin) Ear tag

Amidine:
(Amitraz) Lice, mites, ticks Liquid concentrate (spray)

Avermectin:
(Ivermectin) Mites, lice, Solution (pour on)
(Doramectin) Horn fly, Parenteral solution

(Abamectin) Warble-fly larvae (S.C. injection);
(Eprinomectin) Controlled-release ruminal

bolus (ivermectin)

Milbemycin:
(Moxidectin) Similar to avermectins Solution (pour on); parenteral

solution (S.C. injection)
aLiquid concentrates must be appropriately diluted before use.
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or systemically, depending on the location and severity
of the skin lesions. Topical antifungal preparations
should be formulated to promote penetration and per-
sistence of the drug at the site of infection. Drugs that
may be applied topically include various imidazole
derivatives (clotrimazole, enilconazole, ketoconazole,
miconazole), natamycin, nystatin, and tolnaftate,
whereas orally administered drugs include ketocona-
zole, fluconazole, itraconazole, nystatin, and griseoful-
vin. Superficial infections caused by Candida spp. may
be treated locally by applying an imidazole derivative
or nystatin.

In domestic animals and humans, the common fun-
gal organisms that cause skin infections are Trichophy-
ton mentagrophytes (the usual cause of ringworm in
calves between 2 and 7 months of age), Microsporum
gypseum, and T. verrucosum (in species other than
dogs and cats). Superficial mycotic skin infections are
also caused by T. equinum (horses, cattle, humans),
M. nanum (pigs, cattle, humans), and M. canis (dogs
and cats). Filamentous fungal keratitis in horses is
usually caused by Fusarium spp. Yeasts, primarily
Candida spp., can cause mastitis in cows and metritis
in mares and occasionally inhabit the skin, primarily
at mucocutaneous junctions, in dogs.

For topical application, individual imidazoles and
nystatin are formulated as creams, whereas tolnaftate
and nystatin are available as ointments. Enilconazole
is formulated as a liquid concentrate, that must be
diluted before topical application by wash to horses
and dogs or by spray to cattle. Topically applied enil-
conazole may be used in conjunction with systemic
(oral) treatment with griseofulvin. Ketoconazole alone
and miconazole nitrate combined with chlorhexidine
gluconate are commercially available as shampoos
for dogs. After topical applciation, imidazoles attain
effective concentrations and persist in the outer layers
of the epidermis, and percutaneous absorption appears
to be minimal. Natamycin is commercially available as
a suspension, to be diluted before application by
spray to horses or cattle. In addition to spraying horses
affected with ringworm, all grooming utensils and
tackle must be thoroughly cleansed and immersed in
the natamycin suspension, which should be diluted in
plastic or galvanized containers. Natamycin (5% aque-
ous suspension) is effective in the treatment of filamen-
tous fungal keratitis, particularly when caused by
Fusarium spp. in horses.

The selectivity of action of antifungal azoles is
attributed to their greater affinity for fungal than for
mammalian cytochrome P450 enzymes. Because imi-
dazole derivatives (clotrimazole, enilconazole, ketoco-
nazole, miconazole) are less selective in their action
than are triazoles (itraconazole, fluconazole), the for-
mer subgroup would be expected to cause greater inter-
ference with the biosynthesis of endogenous steroid

hormones and to show a higher incidence of pharma-
cokinetic interactions with other drugs that undergo
microsomal-mediated biotransformation.

The therapeutic effectiveness of topically applied
corticosteroids is attributed primarily to their anti-
inflammatory activity. The relative efficacy of topical
corticosteroids appears to be in the following order:
hydrocortisone, prednisolone, betamethasone <
hydrocortisone valerate or butyrate, betamethasone
valerate, triamcinolone acetonide, flucinolone
acetonide < betamethasone dipropionate, fluocino-
nide. In addition to the nature of the corticosteroid,
its solubility, and, to a lesser extent, the concentration
used, clinical efficacy is influenced by the formulation
of the preparation. Glucocorticoids appear to have
greater efficacy when formulated in ointment bases
than in cream or lotion vehicles. This could be attribu-
ted to the occlusive effect provided by ointments. The
application of an occlusive dressing further enhances
penetration and persistence of the steroid (reservoir
effect) in the stratum corneum.[112,128]

TRANSDERMAL THERAPEUTIC SYSTEMS

A transdermal therapeutic system is a rate-controlled
drug-delivery system that, applied to the surface of
the skin, continuously releases the drug at a rate that
will provide a desired steady-state plasma concen-
tration for a specified duration.

The transdermal therapeutic system containing
fentanyl [m (primarily)-opioid agonist], which was
designed to release the drug at a constant rate for
72 h, may have application in dogs for the control of
postoperative (surgical) pain. Secure placement of the
transdermal system that releases 50 mg of fentanyl/h
on the dorsal aspect of the thorax of Beagle dogs
(11.4–16.5 kg body weight) provided an average steady-
state plasma fentanyl concentration of 1.6 ng/ml, which
is within the range of plasma concentrations (1–2 ng/ml)
considered to provide analgesia without producing other
significant effects.[129,130] A steady-state concentration of
fentanyl in plasma was reached at approximately 24 h
after placement of the transdermal system, as would be
expected because the half-life of fentanyl in Beagles is
6 h and was maintained until removal of the system at
72 h. Because the dosing rate (3.7mg/h � kg) exceeded
the systemic clearance (2.7mg/h � kg) and the trans-
dermal bioavailability of fentanyl is 64%, a fraction of
the released drug either persists in the stratum corneum
or is metabolized in the epidermis before absorption into
the systemic circulation, or both may contribute to
incomplete systemic availability of the drug. Because of
the 24 h delay in achieving plasma concentrations within
the analgesia-producing range, either an intravenous
dose (approximately 30mg/kg) could be administered
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at the time of placement of the transdermal system or the
system could be securely placed on the animal 12 h
before performing the surgery.

Whenever a drug-delivery device such as an insecti-
cidal collar or a transdermal system is securely placed
on an animal, the increased potential for drug inter-
action must be kept in mind at the time of selecting
another drug for administration by any route and
throughout the course of therapy.
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INTRODUCTION

Veterinary pharmaceuticals serve an important role in
preserving and restoring animal health, thereby also
enhancing human well being. Efficient development
of safe and effective new animal drugs and continued
availability of approved products is essential to main-
tenance of animal health and productivity. For animal
companions, veterinary pharmaceuticals are used to
treat a range of disease conditions similar to those of
human patients. For example, in dogs, drugs are
needed to treat conditions such as infection, pain, heart
disease, anxiety, and cancer. For poultry, livestock and
aquatic species, therapeutic needs include treatment of
bacterial and parasitic infections, management of
metabolic disorders, productivity enhancers (e.g.,
enhancing growth, reproduction, feed efficiency, and
milk production), and control of pain and pyrexia.

Understanding the needs and constraints of animal
species and the structure and agencies involved in the
regulatory process is crucial for optimizing animal
drug development and use. The process leading to
approval and marketing of new animal drugs is similar
to the process for human pharmaceuticals. In fact, the
majority of animal drugs were initially developed for
potential use in humans. However, veterinary pharma-
ceutical development must deal with challenges beyond
the within-species variability experienced in human
studies (Table 1).

Effects of species differences in drug pharmaco-
kinetics have been reviewed in a previous volume of
the Encyclopedia of Pharmaceutical Technology for
a wide range of dosage forms. These physiologic differ-
ences are critical considerations in study design and
evaluation during drug development. Variation among
breeds, and individuals within the same species also
affects treatment outcome (Table 2). Therefore as in
clinical trials for human pharmaceuticals, clinical trials
used to support approval of veterinary dosage forms
are designed to include animals representing the wide

spectrum of physiological characteristics associated
with the intended market population.

There are also key differences in the evaluation pro-
cess for human and animal products due to separate
language in the law and regulations and to human
health considerations for drugs used in food animals.
Unlike human drugs, each pharmaceutical product
receiving U.S. Food and Drug Administration (FDA)
approval for use in an animal species must be codified
[i.e., cited in the U.S. Code of Federal Regulations
(CFR), listed the 500 series]. The product information
in each CFR citation is summarized in Table 3.

MANAGEMENT SETTING AND METHOD
OF DRUG ADMINISTRATION

Products reflect the methods of drug administration
most closely aligned to the lifestyle and husbandry
practices for the targeted animal species. Drugs for
companion animals share similarities with pediatric
treatments because they must be administered by a
human caretaker. Solid oral dosage forms, such as
tablets and capsules, are often used for dogs because
their mouths can be opened to insert the medication.
This may be more troublesome for cats because their
mouths are more difficult for owners to safely open.
Medications for dogs can be flavored, administered
as chewable tablets, or disguised in a taste treat
(cheese, for example). However, cats tend to be more
discriminating with regard to tastes and consistency
and will refuse medications disguised in food. Many
liquid medications or, when scored, broken tablets
are so unpalatable to cats that they will salivate and
resist attempts to administer the drug. Products for
pet birds and reptiles are often prepared as liquids or
powders to add to water or food to limit stress from
animal handling. Because of the problems with medi-
cating some species, various compounding practices
have been used.

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120026640
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Mass medication of water or feed is an efficient
method of delivering medication to a group of animals,
such as in a livestock pen. However, treatment of ill
animals may be compromised because the healthiest
animals in the group will out-compete the sick ones
for access to feed, and sick animals may simply be
too anorexic to eat or drink. Therefore, livestock are
often separated into pens of animals that vary in sever-
ity of illness. In situations where there is a question of
whether or not a sick animal will consume medicated

feed or water, individual treatments (e.g., parenteral
administration) must be used.

These characteristics have led to specific animal spe-
cies–dosage form combinations among the range of
approved veterinary drug products.[1] The United
States Pharmacopeia (USP) also has definitions for
these formulations:[2]

� Liquid dose forms: oral suspensions, solutions,
pastes, syrups: These formulations are used across
all animal species. In some cases, liquid formula-
tions are added to feed (e.g., added to grain for
horses or to moist food for dogs and cats).

� Pellets and granules: These are most commonly
added to or used as feeds for horses and cattle.
Occasionally, this type of medicated feed is used
as a method of drug delivery for swine. When used
for the treatment of companion animals, pet owners
mix the medications with food. However, this prac-
tice may result in palatability problems and drug
stability concerns. This type of dosage form may
also be used to administer drugs to poultry and fish.

� Solid dose forms: tablets, capsules and boluses:
These dosage forms are most commonly for admin-
istration to dogs and cats. Capsules and some
tablets are swallowed whole. The dosage form is
placed on the back of the pet’s tongue and its
mouth is held shut, thereby forcing ingestion.
Chewable formulations are often, treat-like formu-
lations and may be swallowed whole, chewed, or

Table 2 Breed idiosyncrasies affecting drug pharmacokinetics

Group/species Subgroup/breed Idiosyncrasy References

Canine Greyhound Decreased body fat results in decreased volume of distribution
of fat soluble drugs such as anesthetics and thiobarbiturates.

[3,4]

Lower cytochrome P450 (CYP2b11) levels and hydroxylase
activity decreases rate of metabolism for some compounds,
leading to longer T1/2.

[5,6]

Beagles Higher hepatic clearance for some compounds (e.g., phenobarbital,

which is twice as fast in Beagles as in mixed breeds)

[7]

Large breeds (e.g.,
Giant Schnauzers
and Great Danes)

Higher paracellular intestinal permeability as compared to
smaller breed dogs.

[8]

Lower gastrointestinal mass as compared to small breed dogs,
but no difference in GI transit time.

[9–11]

Collies, Australian

Shepherds, Old English
Sheepdogs, and some
related breeds

Autosomal recessive defect in MDR1 gene, leading to defect in

P-gp. This has caused a defective blood brain barrier, resulting in
ivermectin toxicity (depression, coma, and death), loperamide
toxicity (sedation), and adverse effects from chemotherapeutic drugs.

Approximately 30% of Collie dogs are believed to be affected.

[12–16]

Equidae Donkeys vs. horse
vs. ponies vs. mules

Difference in metabolism of NSAIDs. [17–19]

Cattle Aberdeen Angus
vs. Holstein

Delayed and reduced moxidectin topical absorption in Angus vs.
Holstein, which may explain variability in drug effectiveness.

[20]

Table 1 Challenges facing veterinary drug product

development

� Enormous diversity in size, behavior, metabolic needs,
and lifespan among animal species

� Species and breed differences in both pharmacokinetic

and toxicity profiles

� A wide spectrum of disease agents that produce
different disease manifestations under different
conditions

� A range of husbandry practices, which includes a

variety of settings in which animals are kept—ranging
from animal companions in the home to large
livestock operations

� Lack of ability to directly communicate with and

educate the animal patient

� Economic constraints

� Public health concerns
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mashed and placed on food. Oral boluses are large,
oblong shaped, formulated for cattle or horses, and
often contain >1000 mg drug substance. Cattle are
medicated via a ‘‘balling gun’’ or dosing device
that, when inserted into the mouth of restrained
cattle, can deliver the bolus to the back of the ton-
gue whereupon it is swallowed. While large boluses
have been available for horses (e.g., 1 g phenylbuta-
zone tablets), these are generally crushed, mixed
into a thick paste (with molasses or corn syrup for
example), and administered with a dosing syringe.

� Drenches: These liquid formulations, used pri-
marily in horses and ruminants, are poured into
the back of the mouth or may be administered
using gastric or nasogastric tubes.

� Medicated water: This method for treating groups
of animals is particularly valuable for maximizing
the likelihood of drug intake during a disease out-
break (animals will often drink fluids even when
anorexic). For this reason, it is often used to treat
swine, cattle, poultry, and fish.

� Medicated feeds: These are most frequently used as
a method of drug administration to cattle, swine,
horse, poultry, and fish. Three types of medicated
feeds are defined in 21 CFR 558.3:

– Type A: This medicated article is intended
solely for use in the manufacture of another
Type A medicated article or a Type B or Type
C medicated feed. It consists of an animal
drug(s), with or without carrier (e.g., calcium
carbonate, rice hull, corn gluten) and with or
without inactive ingredients. The manufacture
of a Type A medicated article requires an appli-
cation approved under 21 CFR x 514.105.

– Type B: This medicated feed is intended solely
for the manufacture of other Type B or Type
C medicated feeds. It contains no less than
25% nutrients per unit weight. It is manufac-
tured by diluting a Type A medicated article
or another Type B medicated feed with food.

The manufacture of a Type B medicated feed
requires that the feed mill has an approved
medicated feed mill license.

– Type C: This is intended as the complete feed
for the animal, added to the top of the usual
rations, or offered ‘‘free-choice’’ in conjunction
with other animal feed. It is manufactured by
diluting a Type A medicated article or a Type
B medicated feed with feed and may be further
diluted to form another Type C medicated feed.
The manufacturer of a Type C medicated feed
must have an approved medicated feed mill
license if that feed is produced from a Type A
medicated article containing drugs associated
with a withdrawal period at its lowest use level.

� Injectable products: These products are used
across all animal species (including fish). Products
may be formulated for subcutaneous (SC), intra-
muscular (IM), or intravenous (IV) injection. For
some species (e.g., cattle), a large proportion of
the approved therapeutic drug products are parent-
erally administered. Cattle are often dosed while
restrained in chutes. While this method of adminis-
tration insures that each animal receives the pre-
scribed dose, it can be associated with greater
animal stress and higher costs of administration
than other routes of administration (e.g., pour-on
products). Accordingly, sponsors of injectable pro-
ducts often focus on developing injectable formula-
tions that are effective with the fewest possible
number of doses per animal. Injectable formula-
tions also present with concerns regarding injection
site irritation and injection site residues. Thus, sep-
arate injection site tests for drug residues are
needed, and may result in a ‘‘trim out’’ statement
in the approved product label (e.g., oxytetracycline
for use in cattle[21,22]). There is also the concern
about carcass quality for IM injections. Bruises
and blemishes in cuts of meat will lower its quality,
even if there are no human food safety (HFS) con-
cerns resulting from drug residues. Therefore, some
sponsors have filed supplemental applications to
support the approval of an SC route for a product
previously approved for IM injection (the hide is
removed at the time of slaughter, thereby removing
any blemishes associated with a SC injection site).
Alternatively, some of the more recently previously
approved IM products are labeled for injection into
the neck muscle because when the head is removed
at the time of slaughter, the injection site is also
removed. With regard to IV administration,
problems confronting veterinary use parallel those
associated with human IV injections.

� Topical products: Examples exist for most animal
species. Transdermal formulations that achieve

Table 3 Product information contained within the CFR

� Name of the drug

� Name of the drug sponsor

� The approved dose, route of administration

� The approved indication (disease and target
animal species)

� Withdrawal time and the tolerance (for products to
be used in food-producing animals). Information regard-

ing the marker residue and target tissue can be found in
the freedom of information summaries that are posted
on the CVM website (http://www.fda.gov/cvm/efoi/

foidocs.htm)
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quantifiable systemic drug concentrations are
highly lipophilic, penetrate the skin, and achieve a
sustained effect. These drugs are typically adminis-
tered in a vehicle that enhances absorption. Their
lipophilicity and slow elimination produce a sus-
tained effect after a single application. One such
product is fipronil (Frontline�), which is seques-
tered by the hair follicles and sebum of the skin.
The drug is gradually released from these sites,
allowing for monthly application for the control
of fleas and ticks. Other successful transdermal
formulations used for control of parasites are
imidacloprid (Advantage�) and selamectin
(Revolution�). Transdermal drugs for cattle include
the pour-on antiparasitic drug, ivermectin. Many
pour-on insecticides and powders also are available.
Although a drug may be administered topically,
animal-licking behavior can result in a portion of
the dose being swallowed.[23] Potential conse-
quences of ingesting a portion of the topical dose
need to be considered prior to product approval.
Some topical products have minimal systemic
absorption but are associated with therapeutic
claims. An example is otic preparations (e.g.,
Mometamax�, NADA #141-177). Topically applied
ectoparasiticides that are not systemically absorbed
are regulated by the Environmental Protection
Agency (EPA) rather than by the FDA.[24]

� Medicated collars and ear tags: Drugs with anti-
parasitic action, for example to ward off biting flies,
ticks, and lice, have been formulated into ear tags
for cattle, and collars for dogs and cats. These
devices, with active ingredients impregnated into
the plastic, are effective by gradually releasing the
drug to repel insects. These drugs can occasionally
produce toxic systemic effects, which have been
observed in dogs. Similar to other topical ectopara-
sitic preparations, these products are regulated by
the EPA and not FDA.

� Intramammary preparations and vaginal inserts:
These products are generally formulated for use in
cattle. Intramammary products are intended for
the treatment of mastitis-related claims (e.g.,
Pirsue�, NADA 141-036). Vaginal inserts are gener-
ally used for the estrus regulation/synchronization
(e.g., Eazi-Breed CIDR�, NADA #141-200).

COMPLIANCE AND COMMUNICATION

In human medicine, the majority of drugs are formu-
lated as oral dosage forms. Concerns of user non-
compliance have led to the development of sustained
release formulations. While user noncompliance is also
a concern in veterinary medicine, the focus is on the pet
owner administering the drug.

ECONOMIC CONSIDERATIONS

Economics plays an important role in animal treat-
ment decisions. While, for owners of a beloved dog
or cat, cost considerations may be less important, most
animal health care is not covered by insurance. There-
fore, owners are limited to the resources they can
devote to the treatment of a pet. Costs are even more
critical for farmers working within narrow profit mar-
gins. In addition to the costs associated with the drug
itself, farmers need to consider costs associated with
animal handling and the potential impact of handling-
induced stress on animal growth and feed efficiency
(the ‘‘chute factor’’). Prolonged withdrawal periods
can adversely affect the quality of meat and can
increase farmer costs because of the need to retain ani-
mals on the farm for a longer period of time. Even rela-
tively small costs can have an impact with large groups
of animals and slim profit margins.

ANTIMICROBIAL RESISTANCE

Resistance of pathogens to antimicrobial treatment is a
major concern in veterinary medicine, just as in human
medicine. Antimicrobial resistance negatively impacts
both the current use and future development of phar-
maceuticals for animals. For sick animals, anti-
microbial resistance directly impairs the success of
treatment to control disease. This can affect the prog-
nosis and suffering for an individual animal and often
the productivity, survival, and economic returns for an
entire herd. Resistance may make it difficult to find
effective, already approved drugs as active controls
for preapproval clinical trials. The ability of resistant
micro-organisms to move between humans and
animals raises serious public health concerns.

Resistance among endoparasites and ectoparasites,
such as those that cause malaria and schistosomiasis
in humans, or for animal nematodes, is a well-
recognized problem. In veterinary medicine, integrated
parasite control and rotation of different parasiticides
has been used to slow development of resistance. For
many parasites, current agents are very effective.[25]

Due to host specificity, there has been little problem
with zoonotic human disease caused by resistant
animal parasites.

Resistance to antiviral agents has been of lesser con-
cern in veterinary than human medicine and data are
limited on the prevalence of resistance among animal
viral pathogens. Antiviral treatment is not widely used
in animals, often because of cost. Management has
focused on prevention of animal disease through vacci-
nation or eradication of diseases from herds and geo-
graphic regions. Most animal viral pathogens are
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non-zoonotic, with notable exceptions (avian influenza,
Nipah virus). Although poultry in Asia had not been
treated with antiviral agents and more than 60 million
were destroyed during the initial H5N1 avian influenza
outbreak in 2003, viral samples from sick humans were
resistant to amantadine and rimantadine.[26]

Resistance to antibacterial agents strongly affects
animal drug development and use. Emergence of resist-
ance is a complex ecological phenomenon involving
genetic change, microbial selection, dissemination of
resistance in the host and population, and persistence
of resistant phenotypes.[27–32] Antimicrobial use can
decrease prevalence of pathogens, but it can also exert
selection pressure for resistant organisms. Increased
prevalence of resistant bacteria in animals poses a
potential risk to humans as well as animals. Contro-
versy surrounds the optimal measures to preserve the
effectiveness of these treatments for humans and ani-
mals.[33,34] Principles for judicious use of antimicro-
bials have been developed and continue to be refined
to combat this problem in domestic animals.[35,36]

In several countries, antibacterial use has been limited
in animals as a public health precaution, particularly
species that can serve as a source of foodborne
disease.[29]

In companion animals, the bacterial infections most
frequently requiring treatment involve the skin,
wounds, ears, respiratory tract, and urinary tract.[37]

Prevalence of resistant bacteria is difficult to assess in
pets. Since empirical treatment is common, there is lim-
ited information on trends in resistance, and almost no
data are available on the magnitude of antimicrobial
use in these species. Increasing resistance among E. coli
and Staphylococcus isolates from pets has been
reported from studies in a number of countries.[38]

Methacillin-resistant Staphylococcus aureus (MRSA)
have been isolated from dogs[37] and horses,[39]

although animal outbreaks have generally been traced
to infected humans.[38]

Among food animals, antimicrobials are used to
treat diseased animals, to prevent or control disease
outbreaks, and in the feed to enhance performance.
Enteritis, mastitis, and respiratory disease are the most
frequently treated infections.[40] Decreased sensitivity
of food animal pathogens has been reported for com-
monly used antimicrobials, such as penicillins, strepto-
mycins, tetracyclines, and sulfonamides.[37] Resistance
impairs both success and cost effectiveness of animal
health management. Of further concern is potential
foodborne transmission of resistant bacteria to
humans, especially with the large-scale transport and
distribution of food products. This includes increased
prevalence of resistance among pathogens, such as
Salmonella and Campylobacter,[33,40] and resistance in
normal animal flora that subsequently transfer resistance
to opportunistic pathogens in the human gut.[41]

Preventing both occurrence of resistant organisms in
food and transmission of resistant organisms between
species and individuals are crucial to controlling this
health risk.[42]

FDA provides a website with public information on
this issue,[43] as well as specific guidance for indus-
try.[44,45] These documents describe a process for decid-
ing if a proposed antimicrobial use in food animals
would likely lead to resistance that would negatively
impact human health. It outlines possible methods
for: ranking antimicrobials based on their importance
for human use; conducting a qualitative risk assess-
ment for a proposed animal antimicrobial use; and
managing risks identified in the assessment.

In addition to regulation, FDA has been actively
involved in research, monitoring, and setting stan-
dards. The Center for Veterinary Medicine research
program includes projects to evaluate effects of anti-
microbial use in animals on efficacy against pathogens,
changes in the environmental microbial ecology, and
development of antimicrobial resistance in pathogenic
and commensal micro-organisms. The National Anti-
microbial Resistance Monitoring System (NARMS)
was established as a collaborative effort between the
FDA, USDA, and the Centers for Disease Control
(CDC).[46] This program is responsible for monitoring
changes in the susceptibilities of human and animal
enteric bacteria such as E. coli, Salmonella spp.,
Enterococcus spp., and Campylobacter spp. It can
serve as a resource for antimicrobial risk management
plans developed during approval of animal antimicro-
bials. Its objectives include:

� Providing descriptive data on the extent and
temporal trends of antimicrobial susceptibility in
Salmonella and other enteric organisms from
human and animal populations.

� Identifying the emergence of microbial resistance in
humans and animals.

� Providing timely information to veterinarians and
physicians.

� Prolonging the lifespan of approved drugs by pro-
moting prudent and judicious use of antimicrobial
agents.

Each year, Salmonella and other enteric organisms
isolates are obtained from animal and human sources
and their susceptibilities are tested to approximately
17 drugs of human importance. The human samples
are collected from sick people. The animal isolates
come from healthy farm animals, animal clinical
specimens, carcasses of food animals at slaughter,
ground products at processing plants, and retail meat
samples collected from grocery stores and shops that

3982 Veterinary Pharmaceuticals: Factors Influencing Their Development and Use



V
et

er
in

ar
y–

V
ir

tu
al

sell meat to the public.[47] Animal-origin isolates are
collected from sites across the United States and are
sent to the Antimicrobial Resistance Research Unit
(ARRU) of USDA in Athens, Georgia, for suscepti-
bility testing. An example of the results of these tests
from veterinary isolates (1997–2003) is provided in
Table 4.[48]

Among other measures to insure judicious veterin-
ary drug use, the National Committee for Clinical
Laboratory Standards[49] (whose name was officially
changed to the Clinical Laboratory Standards Insti-
tute, CLSI, in January, 2005[50]), Committee on Micro-
biology, Subcommittee on Veterinary Antimicrobial
Susceptibility Testing (VAST) was established to pro-
vide public standards of veterinary-specific interpretive
criteria for the susceptibility testing of bacterial patho-
gens infecting animals. These interpretive criteria are
used to establish breakpoints defining ‘‘resistant,’’
‘‘sensitive,’’ and ‘‘intermediate’’ categories for drug
susceptibility. The committee has worked to update
standards, develop standards for new drugs, and evalu-
ate older drugs for which veterinary-specific standards

have not been available. The VAST is comprised of
microbiologists, veterinary clinicians, veterinary phar-
macologists, representatives from industry and FDA,
and advisors.

In 2002, the committee has published an M31-A
document that provides performance standards
for susceptibility testing, as well as a document for
in vitro susceptibility testing criteria and quality con-
trol parameters for bacteria isolated from animals
(available by ordering through CLSI). The CLSI docu-
ments provide veterinary diagnostic laboratories with
recommended standardized antimicrobial suscepti-
bility test methods for bacteria, criteria for quality con-
trol, a list of drugs considered for routine testing in
veterinary microbiology laboratories, and interpretive
criteria (determination of resistant vs. susceptible)
relative to the clinical use of the agent. Data used by
CLSI to interpret susceptibility breakpoints include:
target species pharmacokinetics, pharmacodynamic
parameters, efficacy information, and the population
susceptibility distributions of clinically relevant
pathogens.

Table 4 National antimicrobial resistance monitoring system animal isolates (chicken slaughtera isolates)

Percent resistance

Antimicrobial

(number of isolates)

1997

(n ¼ 214)

1998

(n ¼ 562)

1999

(n ¼ 1438)

2000

(n ¼ 1173)

2001

(n ¼ 1307)

2002

(n ¼ 1500)

2003b

(n ¼ 705)

Amikacin 0 0 0 0 0 0 0

Amoxicillin/
clauvalanic acid

0.5 2.0 4.9 7.3 4.5 10.2 7.8

Ampicillin 11.7 13.0 12.4 13.0 9.4 14.3 12.2

Apramycin 0 0.2 0.1 0.7 0.6 N/A N/A

Cefoxitin N/A N/A N/A 7.2 4.1 8.7 6.0

Ceftiofur 0.5 2.0 5.2 7.6 4.1 10.2 7.8

Ceftriaxone 0 0.5 0 0.1 0 0.3 0.1

Cephalothin 1.4 4.4 5.8 7.8 4.7 10.5 8.4

Chloramphenicol 2.3 2.8 1.8 4.6 2.5 2.4 1.6

Ciprofloxacin 0 0 0 0 0 0 0.1

Gentamicin 17.8 15.5 10.4 14.9 7.9 5.5 6.2

Imipenem N/A N/A N/A N/A 0 N/A N/A

Kanamycin 2.3 3.2 1.2 4.0 2.4 2.0 2.7

Nalidixic Acid 0.0 0.2 0.2 0.5 0 0.8 0.7

Streptomycin 24.3 27.8 27.5 28.6 21.0 22.9 21.0

Sulfamethoxazole 24.8 23.8 15.9 18.4 11.8 8.9 10.2

Tetracycline 20.6 20.5 25.0 26.3 21.9 24.9 27.1

Ticarcillinc 11.7 11.7 N/A N/A N/A N/A N/A

Trimethoprim/

sulfamethoxazole

0.5 1.4 1.1 0.4 0.5 0.8 0.6

aIsolates obtained from slaughter (carcass swabs) and processing plants (ground product).
b2003 Preliminary data.
cIn 1999 Florfenicol replaced ticarcillin. No results are listed for Florfenicol due to lack of interpretive criteria for this antimicrobial.
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U.S. REGULATION OF NEW ANIMAL DRUGS

The Center for Veterinary Medicine (CVM) of the U.S.
FDA regulates the manufacture and distribution of
food additives and drugs that will be given to animals.
These include animals from which human foods are
derived, as well as food additives and drugs for pet
(or companion) animals. Veterinary biologics (vaccines,
bacterins, diagnostics, etc. which are used to prevent,
treat, or diagnose animal diseases) are regulated by the
U.S. Department of Agriculture, Center for Veterinary
Biologics.[51,52]

According to the Animal Health Institute’s 2002
Market Sales Report, the sale of animal health pro-
ducts in the United States for 2002 totaled $4.5 billion,
representing an increase of 1.5% compared to 2001.[53]

In contrast, the total U.S. pharmaceutical sales—the
world’s largest market for prescription drugs, grew
12% in 2002 to reach $219.2 billion.[54] The economic
constraints associated with veterinary product devel-
opment necessitates that regulatory decisions for ani-
mal health products be based on a target animal
safety (TAS) and clinical effectiveness database that
is markedly smaller than that associated with new drug
applications for human pharmaceuticals. The legal
requirements associated with veterinary drug product
applications are detailed in the CFR 21 CFR x 514.1
and are discussed elsewhere.[55] Technical sections
included in a veterinary drug application are provided
in Table 5.

For a veterinary drug application approved on or
after July 1, 1975, after an approval has been published
in the Federal Register, a Freedom of Information
(FOI) summary must be prepared that summarizes
the safety and effectiveness data and the information
submitted with or incorporated by reference in the
application file [21 CFR x 514.11(e) (2) (b) (ii)]. Infor-
mation pertaining to veterinary FOI summaries can be
found on the CVM website (http://www.fda.gov/
cvm/efoi/efoi.html).

U.S. New Animal Drug Applications (NADA)

Substantial evidence of effectiveness

21 CFR x 514.4(b) (2) requires that a sponsor demon-
strate that its new animal drug is effective for each
proposed intended use and the associated conditions
of use. This includes the dose or dose range, frequency,
duration, timing (e.g., in relation to the onset of clinical
signs), animal species, age, gender, class, and breed of
animal for which the new animal drug is intended for
use. Subsequent to the enactment of the Animal Drug
Availability Act of 1996 (ADAA),[56] the specific num-
ber and types of adequate and well-controlled studies
for providing substantial evidence of effectiveness
depends upon the number of intended uses, how nar-
rowly or broadly each intended use is defined, and
upon the conditions of use in the proposed labeling.
When a proposed indication is associated with a dose
range, substantial evidence of effectiveness is demon-
strated for the lowest proposed dose. The highest dose
within the dose range is contingent upon a demon-
stration of TAS.[57] Sponsors need to justify the
intended dose. The basis of this justification can
include pharmacokinetic/pharmacodynamic relation-
ships, literature, and laboratory tests.[56]

Typically, effectiveness studies contain at least 100
clinical cases per indication (far fewer than the thou-
sands of subjects included in Phase III human effec-
tiveness studies).[58] Although the ADAA allows for
the requirement of substantial evidence of effectiveness
to be met with one well-controlled clinical field trial,
independent substantiation continues to be necessary.

Target animal safety

21 CFR x 514.1(b) (8) (i) requires ‘‘adequate tests by all
methods reasonably applicable to show whether or not
the new animal drug is safe and effective for use as
suggested in the proposed labeling.’’ As with human
pharmaceuticals, published literature and preliminary
studies (including pharmacokinetics and pharmaco-
dynamics, extrapolation from toxicity testing in lab-
oratory animals, and observations from clinical trials)
are considered in the safety evaluation. But for new
animal drugs, safety is also directly assessed through
laboratory (overdose) studies in the target species.

The specific TAS information needed for a product
depends on factors such as proposed usage regimen
and dose, type of drug, chemistry and manufacturing
considerations, claims, previous use history, and ani-
mal species including class and breed. Studies generally
compare control animals with small numbers of ani-
mals of the target species treated with multiples of both
the recommended dose and duration of administration
of the product. Studies should be well designed and

Table 5 Technical sections associated with veterinary drug

product applications

� Chemistry, manufacturing, and controls section

� Effectiveness

� Target animal safety

� Human food safety

� Environmental impact

� Labeling

� ‘‘All other information,’’ which includes, but is

not limited to, any information derived from other
marketing (domestic or foreign) and favorable and
unfavorable reports in the scientific literature
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conducted in compliance with Good Laboratory Prac-
tice (GLP) standards. Appropriate observations, physi-
cal examinations, clinical pathology tests (hematology,
blood chemistry, urinalysis, fecal analysis, etc.), nec-
ropsy, and histopathology should be conducted to
identify possible adverse effects. Additional specialized
studies, such as evaluation of injection sites, topical
administration sites, reproductive safety and mammary
gland safety, may be needed depending on the con-
ditions of use and the characteristics of the drug. There
may also be species-specific study requirements based
upon unique physiology and or husbandry practices.
For example in fish, TAS can change as a function of
water temperature, ionic strength and composition,
and life stage.[59]

FDA is helping to develop internationally accept-
able, harmonized guidelines for conducting TAS studies.
This will benefit animal welfare and decrease drug devel-
opment costs, by reducing redundancy in animal testing
for different countries, while continuing to assure the
safety of new animal drugs.

Human food safety

By the general safety provisions of Sections 409, 512,
and 706 of the Federal Food, Drug, and Cosmetic
Act,[60] FDA must determine whether each food addi-
tive, new animal drug, or color additive proposed for
use in food-producing animals is safe for those animals
and whether the edible products derived from treated
animals are safe for human consumption. Accordingly,
the sponsor must demonstrate reasonable certainty of
no harm to human health for all drug products
intended for use in food-producing animals.

The components of a HFS package are provided in
Table 6.[61]

A residue is ‘‘any compound present in the edible
tissues of the target animal which results from the use
of the sponsored compound, including the sponsored

compound, its metabolites, and any other substances
formed in or on food because of the sponsored com-
pound’s use.’’[62] These residues are the subject of all
HFS evaluations. Toxicology tests are designed to deter-
mine the dose at which the compound produces an
adverse effect and a dose that produces no observed
effect (NOEL). If the drug is not a carcinogen, the
NOEL of the most sensitive effect in the most sensitive
laboratory species, divided by a safety factor, is used
to determine the human acceptable daily intake (ADI)
for that drug. The ADI is estimated as:

ADI ðmg=kg=dayÞ
¼ ½ðNOEL ðmg=kgÞÞ=ðSafety Factor ðday�1ÞÞ�

The safety factor acts as a buffer, protecting against
errors in interspecies extrapolations or human popu-
lation predictions. Within the World Health Organiza-
tion (WHO),[63] a safety factor of 100 units per day is
applied when the NOEL is derived from a long-term ani-
mal study. It is based on an assumption that humans
may be up to 10 times more sensitive than the test ani-
mal used and that there may be up to a tenfold range
of sensitivity within the human population. Higher
safety factors (e.g., 200, 500, 1000, and 2000) have been
applied when incomplete or inadequate data are submit-
ted (e.g., too few animals) or when irreversible or terato-
genic and carcinogenic effects have been observed.[63]

Average consumption values (grams consumed) for
edible muscle and organ tissue are described in Table 7.
These values are factored into the estimate of a safe
concentration. The safe concentration is, by definition,
the amount of residue that can be eaten in any edible
tissue each day for an entire lifetime without exposing
the consumer to residues in excess of the ADI.[64] To
estimate the safe concentration, FDA considers the
ADI, the weight in kilogram of an average adult
human (60 kg), and the amount of the product that
may be consumed in grams per day.

Safe concentration ðmg=gÞ

¼ ADI ðmg=kg=dayÞ � 60kg

grams consumed per day

A drug may be intended for use in multiple animal
species (e.g., where residues may be present in eggs,

Table 6 Information comprising the HFS technical section

� A toxicological assessment

� The determination of an ADI

� Determination of a safe concentration of drug
residues within the target animal species

� Development and validation of an analytical method

that serves as the regulatory method for determining the
withdrawal time and for assessing whether or not
animal-derived products contain residue concentration

in excess of the established limit (violative residues of
meats and animal-derived food products]

� Establishment of a tolerance

� Establishment of a withdrawal time

Table 7 Consumption values

Edible product Grams consumed

Muscle 300

Liver 100

Kidney 50

Fat 50
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milk, and meat) or may enter humans via other routes
(e.g., pesticides on crops). In these cases, the ADI will
need to be partitioned across the various edible foods
such that if all are summed daily, the sum of all those
sources does not exceed the ADI for that compound.
For this reason, many drug sponsors may elect to
request that a safe concentration be used that is less
than 100% of that which would be allowed by the
ADI established for that compound.

A tolerance (the FDA maximum concentration of
the marker residues within the target tissue) or the
European version of a tolerance, the maximum residue
limit (MRL) is determined based on this marker resi-
due.[65] Selection of a marker residue, target tissue,
and tolerance is graphically described in Figs. 1 and
2. The marker residue (the residue that monitors the
depletion of total residues in a tissue) is in a known
relationship with the total radiolabel drug residues
such that when the concentration of the marker residue
in the target tissue is less than the target tissue toler-
ance, total residues in all of the edible tissues are less
than their respective safe concentrations. The marker
residue is generally the edible tissue from which the
residues most slowly deplete.

The withdrawal time (the time between the last
administered dose and when the drug residues drop
below the safe concentration) is generally established
by obtaining the target tissues of 20 animals, with five
animals being sampled at each of four evenly distribu-
ted time points. The assumptions associated with the
statistical analysis are that the measurements are inde-
pendent, the depletion of the natural logarithm (ln)
concentrations is linear with time, and that the mea-
sured ln concentrations are normally distributed (hav-
ing a constant variance over time). Since repeated milk
samples are obtained from an individual lactating cow,

milk discard times are established on the basis of some-
what different assumptions.[61]

To determine the withdrawal time, the U.S. FDA
recommends the use of regression methods because it
allows sponsors to obtain information across a wide
range of potential time points. The necessary confi-
dence is achieved by the use of tolerance limits rather
than confidence (prediction) limits. While confidence
limits enclose a range of possible values for a popu-
lation parameter, tolerance limits cover, with a set
degree of certainty, a specified percentage of the indivi-
duals within a given population. Accordingly, toler-
ance intervals are be wider than confidence intervals
(Fig. 3).[66] This increased width is achieved through
the use of the noncentral t distribution.[67] Ultimately,
the regulatory objective of the U.S. FDA procedure is
to predict a time when we can be 95% certain that the
tissue residue concentrations in 99% of the animal
population receiving the drug product (when dosed
in accordance to the approved product label) will be
at or below tolerance. Concentrations of the marker
residue must be measured with an FDA-approved ana-
lytical method (the regulatory method). This is the
same method that is used by validated analytical
laboratories during inspections, insuring the absence
of violative residues in marketed human food products
derived from animal sources.

In addition, Section 512 of the Act has been inter-
preted to include the need to confirm that the level of
antimicrobial residues present in food have no clini-
cally relevant effect on the human intestinal microflora.
Accordingly, for antimicrobial compounds, antimicro-
bial-specific issues are considered along with tra-
ditional toxicological studies and additional testing
may be necessary.[68] CVM has recently published a
guidance document that serves as an initial step in
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Fig. 1 Total residue depletion curves used
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by the International Association for Food

protection.)
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developing harmonized technical guidance for appro-
val of therapeutic antimicrobial veterinary medicinal
products intended for use in food-producing animals
with regard to characterization of antimicrobial
resistance selection in bacteria of human health
concern in the European Union, Japan, and the United
States.[69]

Human food safety is also evaluated with respect to
the potential microbiological effects of antimicrobial
new animal drugs on foodborne bacteria of human
health concern. As shown in Fig. 4, the FDA/CVM
Guidance #152[70] provides a qualitative risk assess-
ment approach for examining this issue. This integrat-
ive method of generating a risk assessment provides an
overall conclusion regarding the potential risk to
human health of the proposed use of the antimicrobial
new animal drug. FDA/CVM then uses the resulting
risk estimation ranking, along with other data and
information submitted in support of the NADA, to

determine if the drug is approvable under specific risk
management conditions. FDA is concerned about a
range of deleterious effects that antimicrobial resistant
bacteria may have on human health, including an over-
riding concern about the potential for a decrease or
loss of effectiveness of antimicrobial drugs in humans
as a consequence of human exposure to resistant
bacteria through ingestion of animal derived food pro-
ducts. Due to the difficulties associated with measuring
these effects, regulatory decisions are made on the
basis of the probability of the occurrence of the hazard.

U.S. Abbreviated New Animal Drug
Applications (ANADA)

In 1984, President Reagan signed into law the Drug
Price Competition and Patent Term Restoration Act
(Waxman Hatch Act). This legislation created a system
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for the review and approval of generic versions of post-
1962 human ‘‘pioneer’’ drug products through the use
of abbreviated new drug applications (ANDAs). In
1988, Congress enacted the Generic Animal Drug
Patent Term Restoration Act (GADPTRA) to create
a similar system for animal drug products. ANADAs
contain all eight technical sections applicable NADAs,
but the information needed to fulfill these requirements
is different. For example, while every application
must contain either an environmental assessment,
sponsors of an ANADA generally file a request for a
categorical exclusion.[71] Technical sections for TAS
and effectiveness are obtained through the demon-
stration of product bioequivalence.

Bioequivalence studies (i.e., blood level, pharmaco-
logic end-point, and clinical end-point studies) and
tissue residue depletion studies are conducted in
accordance with GLP regulations.[72] When absorption
of the drug is sufficient to enable the quantification of
drug concentrations in the blood (or other appropriate
biological fluid or tissue) and if systemic absorption is
relevant to drug action, a blood (or other biological
fluid or tissue) level bioequivalence study should be
conducted. When using blood level studies, the pivotal
parameters supporting product comparability are the
area under the concentration vs. time curve (AUC)
measured from time zero to the last quantifiable drug
concentration (for a single dose study), and the
maximum observed concentration (Cmax).[73] When

blood levels are measured under steady-state con-
ditions, the AUC is measured over a single dosing
interval (AUC 0–t). Statistically, CVM advocates use
of the 90% confidence intervals (the 2 one-sided test
procedure originally described by Schuirrman[74]).
The limits necessary to define bioequivalence are gen-
erally 0.80–1.20 (untransformed data, based upon
treatment differences and expressed relative to the ref-
erence mean) and 0.80–1.25 (Ln-transformed data,
expressed as the ratio of the test/reference means).
Alternatively, one can use statistical methods described
in CDER guidance documents.[75] Prior to initiating
studies, CVM protocol concurrence is always strongly
encouraged.

CVM has concluded that tissue residue depletion of
generic products are not adequately addressed through
bioequivalence studies unless the pioneer product is
approved with a zero withdrawal time (i.e., the animal
may be sacrificed for human consumption at any time
after drug administration). Therefore, sponsors of
ANADAs for drug products for food-producing ani-
mals are asked to conduct bioequivalence and tissue
residue studies unless blood concentrations of the
active drug can be measured out to the withdrawal
time of the pioneer product. A tissue residue study
should generally accompany clinical end-point and
pharmacologic end-point bioequivalence studies.[76]

The holder of the generic drug product application
uses the existing tolerance, marker residue, target

Hazard characterizaton

Qualitative risk assessment

Release
assessment

Exposure
assessment

Consequence
assessment

Risk estimation

Probability that resistant bacteria are present in
target animal as a consequence of drug use

(rank as High, Medium, or Low)

Probability for humans to ingest bacteria in question
from the relevant food commodity
(rank as High, Medium, or Low)

Probability for humans exposure to resistant
bacteria results in an adverse health consequence

(rank Important, Highly important, or Critically important)

Overall risk estimate: Integration of
release, exposure and consequence

assessments
(rank as High, Medium, or Low)

Fig. 4 Components of a qualitative antimicrobial resistance risk assessment. (From Ref.[70].)
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tissue, and analytical method (as contained within the
pioneer product’s approved NADA) to determine the
withdrawal time for their product.[73] Accordingly,
generic sponsors need only monitor the depletion of
the unlabeled marker residue in the target tissue to
establish a withdrawal time. This results in substantial
time and economic savings. However, there is a risk
that the generic formulation will be associated with a
withdrawal time that differs (longer or shorter) than
that of the innovator product. For this reason, users
of generic products should carefully read each product
label to avoid the presence of violative residues.

Since veterinary generic drug products must contain
all of the same indications, warnings, cautions, direc-
tions for use, etc. that are associated with the approved
pioneer product (except as deemed appropriate on the
basis of the Suitability Petition[77]), a bioequivalence
study is generally needed for each species for which
the pioneer product is approved on the label, with
the exception of ‘‘minor’’ species. Based upon a survey
of the 1999 CFR, more than 30% of veterinary pro-
ducts approved for oral administration are indicated
for use in two or more target animal species. For par-
enteral products, about 45% of the products approved
in two or more target animal species and approxi-
mately 25% are approved for use in three of more
target animal species (note, these estimates exclude
products that are eligible for waivers of in vivo bio-
equivalence study requirements). This multiple study
(species) requirement increases the risk of failing to
have an approvable application.

Veterinary Pharmaceuticals for Minor
Uses and Minor Species

There remains a significant shortage of drugs approved
for use in uncommon species and for treating diseases
and conditions that occur infrequently in animals. In
aquaculture, the USDA estimates loss of more than
$100 million each year due to fish death resulting from
about 50 different disease conditions.[78] Rare and
valuable zoo animals may die because there is little
information on safe and effective treatments. Veteri-
narians have few options for treating newly emerging
diseases in limited geographic areas. Although there
is little economic incentive for development of these
products, approval is needed to define safe and
effective dosages, as well as to determine appropriate
withdrawal times for treated animals intended as food
sources.

The National Research Support Project No. 7
(NRSP-7) was created in the United States in 1982 to
encourage, fund and oversee research on efficacy,
animal safety, HFS and environmental impact of
drugs needed to preserve the health of agriculturally

important minor species.[79,80] It conducts research in
cooperation with animal producers, drug manufactu-
rers, FDA’s Center for Veterinary Medicine (CVM),
The U.S. Department of Agriculture/Cooperative
State Research, Education, and Extension Service
(USDA/CSREES), other government agencies, univer-
sities, State Agricultural Experiment Stations, and
veterinary schools. This group prioritizes and approves
research projects to evaluate safety and effectiveness of
needed drugs in minor species. Data from completed
research projects are made available as Public Master
Files (PMF) that drug manufacturers can reference at
no cost to support approval of new animal drugs for
minor species. By 2003, the NRSP-7 was responsible
for 30 PMFs, involving 13 animal species. An
additional 18 research projects were active, involving
17 unique animal species and 15 different drugs.
Approximately 39% of the active projects involved
ruminant species, 11% avian, 33% aquatic, and 17%
other veterinary species.

The enactment of the Minor Use and Minor Species
Animal Health Act of 2004 (MUMS)[81] should help
ease the critical shortage of FDA-approved limited-
demand animal products, much as the Orphan Drug
Program has done in human medicine. The MUMS
Act created new incentives and procedures to increase
the availability of safe and effective drugs for treating
diseases in common domestic species (dogs, cats,
horses, cattle, swine, chickens, and turkeys) that occur
infrequently or in a limited geographical location, and
for treating minor species such as small ruminants, zoo
animals, fish, wildlife, and nontraditional pets. The Act
delineated a process for conditional approval of drugs
for minor uses or minor species; established an index
for legally marketed unapproved drugs for minor
species that are not intended for human or animal
food; authorized research funding for developing these
new drugs; provided a period of exclusivity designated
for minor use drugs following approval; and author-
ized an office of minor animal species within HHS/
FDA/CVM. With regard to approval requirements,
CVM’s Guidance #61[82] provides an explanation
of the approval requirements and approaches for
demonstrating the safety and effectiveness of these
applications.

New projects continue to help facilitate drug devel-
opment and approved use for minor species and minor
uses. To reduce the expense of drug development in
aquatic species, efforts are underway to define species
groups (crop grouping) for studies such as TAS, HFS
and effectiveness.[83,84] A searchable aquaculture data-
base of residues and pharmacokinetic parameters was
recently published[85] to make such data more widely
available and easily used.

Despite these measures, development of these
limited-demand products poses unique difficulties.
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Often, low total numbers of animals make clinical
trials difficult to design. Additionally, even the defi-
nition of minor species differs between countries,
although efforts to increase drug availability through
harmonization of regulations are underway. For
example, within the United States, minor species are
all species other than humans, cattle, horses, swine,
chickens, turkeys, dogs, and cats. In the EU, minor
species are those with small total animal numbers, or
low economic value for individual animals or their
products. But the greatest challenge is the diversity
of species, diseases, management settings, and pharma-
ceutical products to be considered. For example, in
fish, drug pharmacokinetics and systemic ion concen-
trations can markedly change as water temperature
increases from 6 to 18�C.[86,87]

Despite these challenges, pharmaceuticals for minor
uses and minor animal species are sorely needed.
Creative approaches and incentives will continue to
be needed to bring new products to market while main-
taining safety and effectiveness.

THE USP

The USP was established in 1820 to provide public
standards for therapeutic products, names, and recipes
for their preparation. In 1880, the USP shifted from
being simply a recipe book to one that contained medi-
cation standards for purity, quality, and potency. The
USP standard monographs are published in the USP
and National Formulary (NF), the latter containing
pharmacopeial information for thousands of drugs
and excipients.[88]

In the 1970s, the USP formed the USP-Drug Infor-
mation (USP-DI) Division to develop therapeutic drug
information. Advisory panels (Expert Committees)
were created to develop drug monographs that provide
information to health care professionals. A veterinary
DI panel was established in 1983, first chaired by Dr.
Lloyd E. Davis. Today, the USP Veterinary DI Expert
Committee consists of 12–15 members (pharmacol-
ogists, clinical pharmacologists, veterinary pharmacists,
and veterinary practitioners) and USP staff. Their
efforts have produced drug monographs for antibio-
tics,[89] anti-inflammatory drugs,[90] and antiparasitic
drugs (not yet published). Information contained
within these USP-DI drug monographs include drug
chemistry, general considerations (such as spectrum
of activity for antibiotics), accepted indications, regu-
latory considerations (including withdrawal times for
label use and off-label use), pharmacokinetics, precau-
tions, drug interactions, side effects, veterinary dosing
information, and details on dosage forms (including
brand names). The extralabel withdrawal times are
provided by the Food Animal Residue Avoidance

Databank.[91] Accepted indications listed in the USP-
DI do not simply reflect the approved label indication,
but also includes science-based off-label indications.
The credibility of the information is maintained by
subjecting all USP-DI monographs to an extensive
review process by the Expert Panel followed by public
review.

The other veterinary drug panel in USP is the
Expert Committee on Veterinary Drugs. This panel
was formed in 2000 to establish public standards pub-
lished in the USP-NF.[92] The monographs published
in the USP-NF provide pharmacopeial information
on definition, packaging storage and other require-
ment, and a specification that defines the active sub-
stance in the formulation. The monograph provides
information on specific tests (such as assay information
and tests for impurities) the criteria used to define the
active compound, and acceptance criteria. Of the over
4000 monographs in USP-NF, there are 146 veterinary
drug monographs, with several more in production
stages.

Veterinary drug sponsors are encouraged to provide
information and data that can be used to develop new
monographs. These monographs establish a public
standard to assure practitioners, consumers, regula-
tors, and manufacturers that drugs comply with basic
standards of strength, purity, and quality. The publi-
cation of USP monographs is the result of a collabora-
tive effort that involves pharmaceutical manufacturers
and the USP. This process is voluntary, but the USP
monograph is named as the official compendia of the
United States by the FDA. The advantage to the drug
sponsor for establishing an official USP drug mono-
graph is that as long as there is an official public stan-
dard, the less that a company has to rely on developing
private procedures.

The Expert Committee on Veterinary Drugs is cur-
rently developing recommendations for in vitro dissolu-
tion of veterinary solid oral dosage formulations. The
current guidelines that exist for human drugs may
not apply to veterinary drugs for a variety of reasons,
including potential differences in tablet size and
composition, as well as important differences in the
gastrointestinal physiology of humans vs. veterinary
species.[93] These differences can affect the in vivo rel-
evance of in vitro dissolution data. Consistent with this
effort is a recent initiative by the USP Veterinary Drug
Expert Committee to explore the application of in
vitro–in vivo correlations (IVIVC) to predict bioequi-
valence for oral drugs administered to dogs using the
Biopharmaceutics Classification System (BCS) pre-
viously proposed by Amidon et al.[94] and used as the
basis for the 2002 guidance published by the FDA
Center for Drug evaluation and Research (CDER) to
support the biowaiver of certain human oral drug
products.[95]
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The USP also provides guidelines for drug com-
pounding. The challenges associated with compounded
drugs for veterinary use is discussed in Section VIII, F.

INTERNATIONAL HARMONIZATION
EFFORTS

A range of other organizations support prudent use of
pharmaceutical agents and facilitate the international
harmonization of veterinary medicine within our global
environment. Many of theses represent joint ventures
with the WHO, the Food and Agriculture Organization
(FAO), and the Joint FAO/WHO Food Standards
Program (Codex).

Codex Alimentarius Commission
(Codex)[96,97]

The volume of world food trade is enormous and is
valued at between US$ 300 billion and 400 billion
(Understanding Codex Alimentarius).

During the early 1960s, the FAO Conference and
the WHO launched a joint effort to ‘‘protect the health
of the consumers and ensure fair practices in the food
trade.’’ With this in mind, the resulting FAO/WHO
Food Standards Programme works towards the
following objectives:

� Promote the coordination of all food standards
work undertaken by international governmental
and nongovernmental organizations.

� Determine priorities, initiate, and guide the prep-
aration of draft standards with the aid of appropri-
ate Codex Committees and organizations.

� Finalize standards and, after acceptance by govern-
ments, and publish them in Codex Alimentarius
either as regional or world wide standards.

� Amend published standards, after appropriate
survey in the light of developments.

The Codex Alimentarius Commission serves as the
seminal global reference point for consumers, food
producers and processors, national food control agen-
cies and the international food trade. Codex standards
and guidelines cover over 200 food commodities and
provided the safe limits for over 3000 contaminants
and residues. In 1985, UN Resolution 39/248 adopted
guidelines advising governments to support and, as far
as possible, adopt standards from the Codex.[98–100]

The primary product resulting from this program is
the Codex Alimentarius, which literally means the food
code. This code represents a collection of food stan-
dards and guidance documents published jointly by
the FAO and the WHO. Among these standards are

maximum residual limits (MRLs) for veterinary drugs
(MRLVD), as well as documents related to the use and
control veterinary drugs and their residues (e.g., cri-
teria for the validation of analytical methods).

In 1985, the Codex Alimentarius Commission
recognized that ‘‘the occurrence and safety of residues
of veterinary drugs in foods of animal origin was of
significance to public health and consumer concern.’’
Therefore, they established a Codex Committee on
Residues of Veterinary Drugs in Foods (CCRVDF).
The primary tasks of the CCRVDF include:

� Determining priority veterinary drugs for the con-
sideration of residues of veterinary drugs in foods.

� Recommending maximum levels of such sub-
stances.

� Developing codes of good veterinary practice.
� Considering methods of sampling and analysis for

the determination of veterinary drug residues in
foods.

Proposals of compounds for which MRLs are ela-
borated or proposals for the revision of existing MRLs
are considered initially by the CCRVDF and then sub-
sequently submitted to the Codex Commission for
approval as new work. The scientific data assessments
for these compounds are undertaken by the Joint
FAO/WHO Expert Committee on Food Additives
(JECFA).

JECFA recommendations are used by Codex to ren-
der the final determination of internationally accepted
MRLs. JECFA provides advice, and CCRVDF makes
the risk management decisions. Withdrawal times are
routinely maintained within the domain of each indi-
vidual national government. The establishment of resi-
dues standards involves an eight-step procedure,
encompassing the initial identification of the need for
an MRL, the elaboration of MRL recommendations,
debate, comment, and finally acceptance (the Pro-
cedural Manual can be obtained on line at www.
codexalimentarius.net). This eight-step process typically
requires several years from nomination to approval.

The Joint FAO/WHO Expert Committee
on Food Additives JECFA[101]

JECFA is an international expert scientific committee
that is administered jointly by the FAO and the
WHO and evolved from the 1955 FAO/WHO Joint
Conference on Food Additives. It has been meeting
since 1956, and currently works towards the evaluation
of contaminants, naturally occurring toxicants, and
residues of veterinary drugs in food. To date, it has
evaluated more than 1300 food additives, approxi-
mately 25 contaminants and naturally occurring
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toxicants, and residues of approximately 80 veterinary
drugs. When a residue has been identified for risk
assessment, JECFA is responsible for the following
determinations:

� The elaboration of principles for evaluating residue
safety

� The establishment of ADIs
� The recommendation of MRLs
� A determination of the criteria for the appropriate

methods of analysis for detecting and/or quantify-
ing residues in food.

JECFA serves as a scientific advisory body to FAO,
WHO, FAO and WHO member governments and to
the Codex Alimentarius Commission. Advice to Codex
on veterinary drug residues is normally provided via
the CCRVDF. In the case of veterinary drugs, data
on good practices are evaluated and the corresponding
MRLs in animal tissues, milk, and/or eggs are recom-
mended. Such MRLs are intended to provide assur-
ance that when the drug has been used properly, the
intake of residues of drug present in food is unlikely
to exceed the ADI for that compound.

International Cooperation on Harmonization
of Technical Requirements for Registration
of Veterinary Products (VICH)[102]

The VICH is a trilateral (EU–Japan–USA) program,
initiated in 1983, whose mission is the harmonizing
of technical requirements for veterinary product regis-
tration. The objectives of the VICH are along the same
lines as those of the ICH which include:

� Providing a forum for a constructive dialogue
between regulatory authorities and the veterinary
medicinal products industry on the real and per-
ceived differences in the technical requirements for
product registration in the EU, Japan, and the
U.S.A., with the expectation that such a process
may serve as a catalyst for a wider international
harmonization.

� Identifying areas where modifications in technical
requirements or greater mutual acceptance of
research and development procedures could lead
to a more economical use of human, animal, and
material resources, without compromising safety.

� Forwading recommendations on practical ways to
achieve harmonization in technical requirements
affecting registration of veterinary products and to
implement these recommendations in the
three regions. Once adopted the VICH recommen-
dations should replace corresponding regional
requirements.

Recently, the VICH has completed the development
of a Safety Working Group, which is responsible for
evaluating the safety of residues of veterinary drugs
in human food.

ENHANCING THERAPEUTIC OPTIONS

Animal Drug Use Clarification Act of 1994
(AMDUCA)

Prior to 1996, the Federal Food, Drug, and Cosmetic
Act required on-label use of all animal health drug
products. This extralabel use restriction precluded
veterinarians from exercising their clinical judgment
to render therapeutic decisions, be it drug use in an
unapproved animal species, use for an unapproved
indication, or the use of an approved drug in an
approved species at dosage levels higher than that sta-
ted on the label. The use of human drugs for treating
companion animals was also illegal. Thus, veterinar-
ians were restricted to a very limited therapeutic
arsenal and certain kinds of medications (e.g., antican-
cer drugs) were not legally available. On November 7,
1996, Title 21 of the CFR was amended to add part
530, titled ‘‘Extralabel Drug Use in Animals’’ to the
Food, Drug and Cosmetic Act. AMDUCA allows
veterinarians to prescribe extralabel uses of certain
approved animal drugs and approved human drugs
to animals under certain conditions. This amendment
provided veterinarians with the flexibility necessary
to meet patient needs.[103]

Post-AMDUCA, veterinarians are permitted to
prescribe extralabel uses of approved drug.[104] The
key constraints are that any extralabel use must not
result in violative residues in food-producing animals,
the use must be by or on the order of a veterinarian
within the context of a veterinarian–client–patient
relationship, and the use must be in conformance with
the new regulations, including the exclusion of
compounds prohibited from extralabel use in food-
producing animals.[105,106]

FARAD

Created in 1982, FARAD is a computer-based decision
support system designed to provide livestock produ-
cers, extension specialists, and veterinarians with prac-
tical advice on how to avoid drug, pesticide, and
environmental contaminant residue problems when
products are used in an extralabel manner.[91] It serves
as the largest repository of animal pharmacokinetic
data in the world,[107] maintaining an up-to-date com-
puterized compilation of current label information
(including withdrawal times) on all drugs approved
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for use in food animals in the U.S., Canada, Europe,
and Australia. It also contains the official tolerances
for drugs and pesticides in tissues, eggs and milk, infor-
mation on screening tests, and the fate of chemicals in
food animals.

FARAD is a collative effort between the USDA,
FDA, and three universities (North Carolina State
University, University of Florida, and University of
California, Davis). It was authorized by Congress in
1998 and is sanctioned to provide these withdrawal
time estimates to the USP (Public Law 105–185).[107]

Numerous sources of residue avoidance information
(including proprietary information provided by drug
sponsors) are collected and reviewed by residue experts
to insure accuracy and consistency.

The focus of FARAD has been and remains as the
development of recommendations on withdrawal times
associated with extralabel drug use. FARAD offers
emergency response assistance for accidental or delib-
erate chemical exposures to food animals, providing
emergency hotline assistance to State and Federal
agencies dealing with chemical contamination in food
animals.[107] When a field veterinarian contacts FARAD
regional access centers, the veterinarian provides infor-
mation on their specific condition of extralabel use
(Table 8). FARAD personnel analyze the information
to provide withdrawal interval recommendations.

FARAD estimates of withholding intervals may
rely on pharmacokinetic data to help define the final
terminal elimination phase of a drug. In these cases,
it is assumed that the final edible tissue elimination
phase will be at least as long as that observed in blood.
Although specific safety factors are not built into these
estimates, the estimated withholding times are
expanded to help ensure that residues drop well below
the established tolerance by the end of the recom-
mended period.[108]

The Veterinary Antimicrobial Decision Support
System (VADS)[109]

VADS is a web-based database intended to help veteri-
narians optimize the use of antimicrobial therapeutic

agents while they are at the farm where the animals
are being treated. It promotes the prudent use of anti-
microbial compounds to minimize the selection of
resistant microbial strains. VADS correlates dosages
with the pharmacokinetics of that compound in the
target animal species, the susceptibility of the targeted
micro-organism (breakpoints when available), the
relationship between drug exposure and antimicrobial
effect, and clinical effectiveness information when
available.[110]

VADS is spearheaded by individuals from Iowa
State University, Mississippi State University, and Vir-
ginia-Maryland Regional College of Veterinary Medi-
cine. Funding for VADS comes from several veterinary
organizations, two producer organization, and CVM
through an extramural cooperative agreement.[111]

CONCLUSIONS

Narrow profit margins, interspecies differences, and
HFS concerns lead to some distinctly different regulat-
ory and use considerations for veterinary pharmaceuti-
cals. Oftentimes, harmonized efforts between industry,
governments, and academia are needed to insure
judicious product use while minimizing barriers to
international trade, minimizing public health concerns
(residues and microbial resistance), and insuring
environmental safety. It is our hope that this chapter
provided insights into the complexities confronting
scientists, regulators, and practitioners involved in
pharmaceuticals and animal health.
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INTRODUCTION

Plasma-derived therapeutic proteins are parenteral bio-
logics that are purified on an industrial scale.All biologics
derived from human sources, such as plasma, carry
the risk of viral contamination. Thus, in order to market
a medicinal product derived from human plasma,
manufacturers must assure the absence of specific viral
contamination. Virus validation studies are performed
to evaluate the capacity of a manufacturing process to
remove viral contaminants. Virus clearance across three
different terminal inactivation steps, low pH incubation
of immunoglobulins (IgG), pasteurization of albumin,
and freeze dry/dry heat treatment of plasma-derived
products (Factor VIII and Protein G), is discussed in this
article. The data show that, like all other upstream virus
reduction steps, the methods used for terminal inacti-
vation are process and product dependent, and that the
reduction factors for an individual step may be overesti-
mated or underestimated due to inherent limitations or
inadequate designs of viral validation studies.

Parenteral drugs are medicinal products that are not
ingested but are injected through the skin, directly into a
blood vessel, organ, tissue, or lesion. Since the normal
body defenses against infection are bypassed during
parenteral administration, preparation of these drugs
requires the highest level of contamination control. Con-
tamination can be controlled by terminal sterilization or
by aseptic processing. Terminal sterilization involves
filling final containers with product and sealing them
under a high quality, but not necessarily sterile environ-
ment. The product in its final container is then subjected
to a sterilization process. During aseptic processing, the
product, container, and closure undergo separate sterili-
zation processes and are then brought together. Since
microorganisms may be inadvertently introduced dur-
ing filling, these operations must be performed under
stringent conditions to minimize the risk of microbial
contamination (e.g., operating in a clean room environ-
ment, implementing environmental monitoring programs,
and training personnel in aseptic techniques).

Plasma-derived therapeutic proteins are parenteral
biologics that are purified on an industrial scale. Most
biologics are highly complex, heat-sensitive, protein

mixtures that cannot be terminally sterilized and must
beasepticallyprocessed. Inaddition,allbiologicsderived
from human sources, such as plasma, carry the risk
of viral contamination, as the use of plasma-derived
products has resulted in the transmission of hepatitis
and AIDS. Thus, in order to market a medicinal pro-
duct derived from human plasma, manufacturers must
assure the absence of microbial, as well as specific viral
contamination.

Viral contamination of complex biologics can be
minimized by strict control of the source material
(plasma) and the production process. Controlling the
source material involves donor selection, rigorous test-
ing of plasma for virus markers, and inventory hold
(Fig. 1). Screening of plasma donors begins with a
detailed health questionnaire to identify high-risk fac-
tors (e.g., family history of Creutzfeldt–Jakob disease)
and behaviors (e.g., tattoos), followed by a physical
exam and a background check against the National
Donor Deferral Registry (NDDR). Source plasma
collected by plasmapheresis (i.e., clear liquid remaining
after removal and reinfusion of red cells, leukocytes,
and platelets back to the donor) from qualified donors,
rather than recovered plasma (i.e., plasma removed
from entire blood donations) is used. Qualified donors
are those applicants who have successfully passed two
donor screenings and testing for viral markers within
6 mo. If a donor does not return to donate within
6 mo, the previous plasma donation is destroyed.
Plasma units from applicants who are disqualified on
the basis of test results are also destroyed and the
names of the rejected donors are entered into the
NDDR, a national database that lists all donors who
are excluded from further donations.

BACKGROUND

Plasma inventory hold refers to the withholding of all
plasma units from qualified donors for 60 day. If a
donor, on a repeat visit, shows evidence of viral infec-
tion (e.g., seroconversion) or indicates involvement in
potential high-risk activity, the donor’s previous units
held in inventory can be retrieved and destroyed.
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All donations must be tested and found non-reactive
for syphilis, hepatitis B surface antigen (HBsAg) and
negative for antibodies (Ab) to human immunodefi-
ciency virus (HIV) types 1 and 2, and hepatitis C virus
(HCV). Many manufacturers are also testing all plasma
donations that are negative by standard serological test-
ing, by nucleic acid amplification techniques (NAT) for
the presence of viral genomes such as HCV, HIV-1,
hepatitis B virus (HBV) and parvovirus B19. Plasma
units that are NAT reactive for HCV, HIV-1 and
HBV or contain high levels of parvovirus B19 DNA
are discarded.

The plasma units that meet viral testing standards by
NAT are pooled at the production facility and the pools
are retested for the presence of selected viral markers
(e.g., HBsAg, Ab to HIV-1/2 and HCV, and HCV
RNA). Thus, all source material is screened to reduce
or to confirm the absence of many clinically relevant
viruses and to minimize any potential viral challenge
to the production process.

During the production process, plasma is frac-
tionated or separated into fractions with different

biological functions. Because of the complex mixture
of proteins, the inability to apply terminal sterilization
and the need for tight control of source material, the
entire manufacturing process must follow current good
manufacturing practices (cGMP). Biological products
are defined more by their manufacturing processes,
rather than by analytical testing of final product, to
assure the final product is pure, potent, stable, free of
microbial contamination, and carries a low risk of viral
contamination.

Virus validation studies are performed to evaluate
the virus reduction capacity of a manufacturing pro-
cess and a number of regulatory guidance documents
have been issued that describe how to perform and
interpret virus clearance experiments.[1,2] During these
studies, production product intermediates are spiked
with significant amounts of virus, the material is pro-
cessed and virus reduction is measured by comparing
the level of virus infectivity remaining in the final
product-containing fraction with that in the starting
material. Process validation is usually performed using
the same type and size of equipment that will be used
at commercial scale. However, the deliberate contami-
nation of the designated manufacturing equipment and
facility with infectious virus would be unacceptable. As
a result, virus validation studies are conducted using
small-scale replicas and processing conditions rep-
resentative of production scale.

Reduction, across individual steps of a process, is
expressed on a logarithmic scale because virus vali-
dation studies can only assure reduction of the virus
load by a certain factor. Total reduction of the virus
load to zero cannot be guaranteed. The removal/inacti-
vation of the input virus load to below detection or the
reduction of 4 log10, or more, virus is considered signifi-
cant. Virus reduction factors for process steps that clear
the entire input virus load to below detection, are
distinguished from virus reduction factors for steps
whose final fractions still contain infectious virus, by
the symbol ‘‘�.’’ For example, a virus reduction factor
of�3.7 log10 would indicate that no infectious virus was
detected in the final fraction and that virus reduction
could have been greater than 3.7 log10 if the input virus
spike had been greater. A virus reduction factor of
4.3 log10 means a process step cleared significant levels
of virus but residual virus could be detected in the final
product-containing fraction.

The overall virus reduction capacity of a manufac-
turing process is the sum of the individual reduction
factors, and should be greater than the potential virus
load in the starting material. At least one step in the
process should clear significant levels of infectious
virus so that the overall clearance is not made up of
individual small, and possibly negligible, reductions.

Virus reduction steps may be placed upstream or
at the very end of the manufacturing process.

Fig. 1 Controlling source material by the screening and
testing of plasma.
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Reduction in viral infectivity occurs by inactivation of
virus or by removal of virus particles. During removal
steps, virus is not inactivated but is separated from
the protein of interest using methods such as precipi-
tation, chromatography, or filtration. For example,
during an ethanol precipitation step, ethanol is added
to a suspension to precipitate unwanted contaminating
proteins and viruses. The ethanol-containing suspen-
sion is then centrifuged so that the contaminants in
the precipitated paste fraction can be separated from
the product in the effluent fraction.

During inactivation steps, viral infectivity is reduced
by treatment with chemicals and/or physical methods.
Remnants of virus particles (e.g., viral nucleic acids)
may remain in the product-containing fraction but are
not infectious. Chemical methods of virus inactivation,
such as treatment with solvent–detergent or acetone,
must be placed upstream, since subsequent steps are
needed to remove or reduce the levels of the toxic
chemicals. Terminal inactivation is often achieved using
physical methods, such as heat and low pH, because
these methods leave no chemical residues. After treat-
ment, the final products are delivered to patients, so
aseptic processing conditions must be maintained
throughout terminal inactivation steps and the param-
eters for virus inactivation must be balanced with the
conditions to preserve product quality and yield.

The focus of this article is to discuss virus reduction
issues that arose during studies of three different
terminal inactivation steps: low pH incubation of immu-
noglobulins (IgG), pasteurization of albumin, and freeze
dry/dry heat treatment of plasma-derived products
(Factor VIII and Protein G). The data show that, like
all other upstream virus reduction steps, the methods
used for terminal inactivation are process and product
dependent, and the reduction factors for an individual
step may be overestimated or underestimated due
to inherent limitations or inadequate designs of viral
validation studies.

SELECTION OF VIRUSES FOR VIRUS
VALIDATION STUDIES

A major issue in performing virus validation studies is
determining which viruses should be used. The Com-
mittee for Proprietary Medicinal Products (CPMP)
has issued guidelines on the selection of viruses to evalu-
ate in validation studies.[1] Processes must be validated
for their capacity to inactivate/remove relevant viruses,
or viruses that are known to contaminate plasma or
other materials in the production process. If relevant
viruses cannot be easily propagated in cell culture or
assayed, then validation studies should include specific
model viruses with characteristics similar to relevant
viruses. If relevant viruses do not represent viruses with

a wide range of physico-chemical properties, then vali-
dation studies should also include non-specific model
viruses with many different properties. Inactivation/
removal of these non-specific model viruses provides
assurance that the manufacturing process is capable of
clearing a diverse range of known and unknown viruses.

The virus reduction studies of the three process steps
discussed here were performed with HIV-1, Bovine
viral diarrhea virus (BVDV), Pseudorabies virus (PRV),
Reovirus type 3 (Reo), Hepatitis A virus (HAV), and
Porcine parvovirus (PPV). HIV-1 was included as a
relevant enveloped virus, while BVDV and PRV were
tested as specific model viruses for HCV and HBV,
respectively (Table 1). Reo was chosen as a non-specific
model non-enveloped virus, HAV was included as a
relevant virus and PPV was used as a surrogate for
human parvovirus B19. All viruses were propagated
using standard cell culture conditions.[3,4] The appro-
priate cell lines were infected, at a low multiplicity of
infection, and incubated until 4þ cytopathic effects were
observed. The infected cells were frozen and thawed three
times to release virus, centrifuged at low speed to remove
cell debris and the clarified supernatants were removed
for use as virus spikes.

Terminal Inactivation Step: Low pH Final
Container Incubation of IgG

Although the partitioning of viruses during ethanol
fractionation and the presence of neutralizing anti-
bodies are thought to be the main factors involved in
establishing the safety of immunoglobulins,[5] trans-
mission of HCV by intravenous immunoglobulin
(IVIg) has been reported.[6] Many IgG preparations
are formulated at low pH and held for extended peri-
ods. The low pH hold step was originally designed to
stabilize IgG, reduce anticomplement activity, and allow
for intravenous administration.[7,8] Virus validation
studies showed incubation at low pH also inactivated
significant levels of enveloped viruses.

The three human IgG products discussed here were
purified from Fraction II þ III paste by slightly dif-
ferent processing methods but all three shared the same
final formulation in 0.2 M glycine, pH 4.25. All three
were 10% protein solutions, of which 98% was IgG,
and their monomer contents were greater than 90%.
At production scale, IgG final bulks (pH 4.25) are typi-
cally sterile filtered, aseptically filled into sterile final
containers and incubated at 20–27�C for 21 days–
28 days.[9] For the virus studies, however, IgG final
bulk material was spiked with virus and adjusted to
pH 4.3 or 4.5 before incubating at 5, 20, or 23�C, for
up to 28 days. Hanks’ Balance Salt Solution (HBSS) or
IgG, adjusted to pH 7, were also spiked with virus
and included as positive controls. Aliquots for virus

Viral Inactivation Issues in Aseptically Processed Parenterals 3999
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titration were removed on day 0 and at various times
during incubation.

The extent and kinetics of reduction were dependent
on the test viruses and the exact processing conditions
(e.g., pH, time, and temperature). Virus inactivation
was greater with lower pH, higher temperatures and
longer incubation times and the kinetics of HIV-1
and PRV inactivation were more rapid than BVDV.
HIV-1 and PRV were always inactivated to below
detection after incubating for 14 days at low pH,
20–23�C but the kinetics of inactivation were slightly
different in different IgG solutions (Fig. 2 and
Table 2). The entire input load of HIV-1 or PRV was
inactivated sooner in IgG solution 1 than in IgG solu-
tions 2 or 3. HIV-1 was below detection after 21 days in
IgG solution 1, regardless of pH and temperature, but
significant levels of infectious virus were still present
after 21 days in IgG solution 2, pH 7 or 5�C. These
discrepancies could be due to minor differences in
pH (pH 4.3 vs. pH 4.5), temperature (23�C vs. 20�C),
or virus preparation.

To control these experimental differences, BVDV
inactivation was monitored, in parallel, during low
pH incubation, in IgG solutions 1 and 3, using the
same stock of virus (Fig. 3 and Table 2). The data show
minor changes in pH and temperature resulted in
major differences in virus reduction. For example,
BVDV reduction in IgG solution 1, 20�C, was

4.2 log10 at pH 4.3 but at pH 4.5, BVDV reduction
was only 2.6 log10.

BVDV reduction was also a function of the IgG test
solution. After 21 days in IgG solution 3, pH 4.3, 5�C, no
virus could be detected but approximately 4 log10 BVDV
was still present in IgG solution 1 under the same con-
ditions. For IgG solution 1, significant BVDV reduction
(4.2 log10) was observed at pH 4.3 at 20�C and 23�C but
at pH 4.5, less than 4 log10 inactivation was achieved.
In contrast, significant BVDV reduction (greater than
4 log10) was observed in IgG solution 3 at both pH 4.3
and 4.5, regardless of temperature.

The results are consistent with other studies in dem-
onstrating the effectiveness of low pH incubation to
inactivate enveloped viruses. After incubating IVIg
(6% protein, 8% sucrose) at pH 4.4 for one week at
35�C, or for four weeks at 23�C, �6 log10 Vesicular
Stomatitis Virus (VSV) was inactivated.[10] IVIg (8%
protein, 16% maltose) incubated at pH 4 (in the pres-
ence of pepsin) for 22 hr at 35�C inactivated mumps,
Semliki Forest Virus (SFV), Herpes simplex virus
(HSV), and vaccinia virus but had no effect on the
non-enveloped poliovirus type 2.[11] IVIg (7–8% pro-
tein, glucose-containing buffer) at pH 4.25 (in the
presence of pepsin), 37�C, for 30 hr inactivated HIV,
PRV, and BVDV to below detection.[12]

Immunoglobulins are biologics that differ in many
respects from classically synthesized drugs as there

Table 1 Test viruses

Enveloped viruses

Characteristic

Human immuno-deficiency

virus (HIV)

Bovine viral diarrhea

virus (BVDV)

Pseudorabies virus

(PRV)

Relevant or model for HIV-1, HIV-2 HCV CMV, EBV, HSV, HBV

Strain (III B) Kentucky-22 (BRFF) PRV dl tk (ATCC VR-2074),

Becker (Dupont/Merck)

Nucleic acid RNA RNA DNA

Enveloped Yes Yes Yes

Size (nm) 80–130 80–100 120–220

Resistance to
physico-chemical agents

Low Medium Medium

Non-enveloped viruses

Reovirus type 3 (Reo) Hepatitis A virus (HAV) Porcine parvo virus (PPV)

Relevant or model for Non-enveloped virus HAV Human parvovirus B19

Strain Abney (ATCC VR 232) HM175 18f (ATCC) NADL-2 (ATCC VR 742)

Nucleic acid RNA RNA RNA

Enveloped No No No

Size (nm) 60–80 27–32 18–26

Resistance to

physico-chemical agents

High Very high Very high
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are no chemically defined formulas for the many differ-
ent classes of IgG molecules, each with their own
unique antigen recognition capability. Differences in
upstream processing may yield product with slightly
different protein profiles and these changes could
impact virus reduction. For example, in the studies pre-
sented here, IgG solutions 1 and 3 were 10% protein
solutions with the same formulation but the kinetics
and extent of virus inactivation were different in the
two products. After incubating at pH 4.5, 20�C in
IgG solution 3, BVDV inactivation was 4.1 log10 but
only 2.6 log10 in IgG solution 1. Significant reduction
of BVDV in IgG solution 1 will most likely require
incubation at higher temperatures (e.g., 25�C) or lower

pH (e.g., pH 4.0). Thus, data which demonstrate the
virus safety of a product should not be transferred to
other products, even though the two products may
appear to be biochemically similar, and each process
should be carefully validated.

Terminal Inactivation Step: Pasteurization
of Albumin

Pasteurization is the heating of aqueous, stabilized
protein solutions. Pasteurization has been used for
bulk preparations of Factor VIII, antithrombin III,
and alpha1-antitrypsin but wet heat treatment of these

Fig. 2 Kinetics of virus inactivation during low pH incubation in IgG solutions. Virus was spiked into IgG solutions, before
adjusting to pH 7, 4.5, or 4.3, and the solutions were incubated at 5, 20, or 23�C. HBSS was also spiked as a positive control.

Aliquots for virus titration were removed immediately after spiking (t ¼ 0 day) and at various times during incubation. IgG sol-
ution 1: HIV-1 (A) or PRV (C), IgG solution 2 or 3: HIV-1 (B) or PRV (D), dashed line, no symbol ¼ virus detection limit.
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proteins requires the addition of stabilizers that must be
removed by a downstream process step.[13] Removal of
stabilizers and denatured proteins from pasteurized
materials extends processing times and may involve sig-
nificant losses in yield.[14] The development of antibodies
to FVIII is a complication of treatment and pasteuriza-
tion of FVIII concentrates raised concerns regarding the
possible induction of FVIII neoantibodies.[15]

Pasteurizing at 60�C, for 10 hr, in final container, is
the pharmacopoeial method to inactivate viruses in
albumin preparations. Sodium caprylate and acetyl-
tryptophan are often added as stabilizers, which bind
to albumin to prevent denaturation or aggregration
during heating. So far, only albumin preparations can
withstand pasteurization in the final container because
the quantity of caprylate and acetyl tryptophan added
are compatible for intravenous administration.[16]

Pasteurization is an effective inactivation step for
both enveloped and non-enveloped viruses, as other
investigators have shown pasteurization of 20% albu-
min resulted in �5 log10 HIV-2, �7.5 log10 MuLV,
�3.5 log10 PRV, 4.2 log10 Sindbis, �5.5 log10 Polio,
and 6.6 log10 SV40 reduction.[17] The strongest evidence
for safety is in the clinical setting where historical data
show that albumin (and plasma protein fraction) solu-
tions have not transmitted viral disease since pasteuri-
zation in final container was introduced.[18]

Evidence for the increased assurance of safety from
heating in final container rather than heating in
bulk comes from the 1973 outbreak of HBV that was
associated with plasma protein fraction (PPF). Investi-
gations revealed that a small amount of PPF had

sequestered in a ‘‘sampling neck’’ of a bulk processing
container and had not been adequately heated. In con-
trast, final containers of albumin, made by the same
manufacturer, were completely submerged in a water-
bath before heating and did not transmit HBV.[18,19]

The data discussed here are for Plasbumin�-25,
which is purified from Fraction V paste and consists
of 23.5%–26.5% protein, of which no less than 96.5%
is albumin. The preparation is stabilized with 0.02 M
sodium caprylate and 0.02 M acetyltryptophan and
contains 145 mEq/L sodium.[20] For the virus clear-
ance experiments, virus was spiked into albumin, pH
6.4–7.4, and the solution was heated at 60�C for
10 hr. Aliquots for virus titration were removed as
soon as virus was added (preheat), when the tempera-
ture of the solution reached 60�C (0 hr) and at various
times during the pasteurization cycle. Unheated albu-
min and HBSS were also spiked to the same dilution
with virus and tested as positive controls.

Enveloped virus inactivation was biphasic, as
HIV-1, PRV, and BVDV were quickly inactivated
within the first 2 hr of pasteurization. Although inacti-
vation was much slower after 2 hr, all enveloped virus
infectivity was below detection after 5 hr (Fig. 4).
Although not completely inactivated, the levels of non-
enveloped viruses, Reo and HAV (strain HM175/18f),
decreased significantly, resulting in 5.6 and 4.4 log10

reduction, respectively (Fig. 4 and Table 3). PPV was
the most resistant to pasteurization, as less than 2 log10

virus reduction was observed (Fig. 4 and Table 3).
Additional experiments were performed to examine

the robustness of pasteurization to inactivate the most

Table 2 Summary of virus reduction during incubation at low pH

Log10 virus reduction

HIV-1a PRVb BVDVc

Test solution pH 5�C 20/23�C 5�C 20/23�C 5�C 20�C 23�C

HBSS 7 �6.6 & 1.2 1.0 1.6 & &

IgG solution 1 7 & �6.5 & �4.3 & & <1.0

4.5 & & & & & 2.6 3.6

4.3 �6.5 �6.5 �3.9 �4.3 1.8 4.2 4.2

HBSS 7 na & <1.0 & na & &

IgG solution 2 or 3 7 <1.0 <1.0 <1.0 1.6 & & 1.2

4.5 2.5 �4.5 �6.3 �6.1 & 4.1 �4.1

4.3 & & & & �4.5 �4.5 �4.4

na ¼ not applicable; gray boxes ¼ not done.
aHIV-1 studies with IgG solutions 1 and 2 were conducted at different times with different virus stocks and slightly different

temperatures. Solution 1 study was 28 days, the incubation temperatures were 5 and 23�C, and titers were calculated as

SFU/ml. Solution 2 study was 21 days, the incubation temperatures were 5 and 20�C and titers were calculated as TCID50/ml.
bPRV studies with IgG solutions 1 and 3 were conducted at different times, using different virus stocks and slightly different

temperatures. Solution 1 study was 14 days and the incubation temperatures were 5 and 23�C, while solution 3 study was 9 days

and the incubation temperatures were 5 and 20�C.
cBVDV studies with IgG solutions 1 and 3 were conducted at the same time, using the same virus stock and lasted 28 days.

4002 Viral Inactivation Issues in Aseptically Processed Parenterals



V
et

er
in

ar
y–

V
ir

tu
al

physico-chemically resistant viruses, HAV and PPV.
For these experiments, one parameter (e.g., pH, tem-
perature, or protein concentration) was deliberately
set at the extreme limit for processing or set outside
normal production processing ranges. All other param-
eters were maintained at the production setpoints
(Fig. 5 and Table 3). The data showed that PPV
reduction did not change significantly under any of
the conditions tested, while HAV reduction was affec-
ted by changes in temperature and protein concen-
tration. When heated below or at the lower limit for
temperature, HAV reduction was less than 4 log10. In
25% and 26.5% protein, greater than 4 log10 HAV
reduction was achieved but at 5% and 7.5% albumin,
HAV reduction was approximately 3 log10. Lower
reduction at lower protein concentrations was unexpec-
ted since higher concentrations of protein are expected
to provide virus with better protection from physico-
chemical treatments than lower concentrations. The
ratio of stabilizer to protein is the same for both 5%
and 25% albumin. However, since 25% albumin con-
tains five times more protein than 5% albumin, the
concentrations of stabilizers (sodium caprylate and

acetyl tryptophan) are also five times higher. Thus,
the discrepancy in HAV reduction in 25% and 5% albu-
min may be related to the concentrations of stabilizers
(or virus destabilizers) in the solutions.

All viruses used in clearance studies are actually
model viruses since they have been adapted to grow
in cell culture and laboratory adapted virus strains
may be slightly different from clinical isolates. Anti-
genic and genetic variations have been reported for
laboratory adapted strains of HAV.[21] Two different
clones of HAV strain HM175, 18f and 24a, were pas-
teurized in 25% and 5% albumin and their kinetics of
inactivation were compared. The results show HAV
HM175/18f was much more resistant to pasteurization
than HAV HM175/24a (Fig. 6, Table 4). The titers of
HAV HM175/18 were slightly higher than that in the
previous experiment but the extent and kinetics of
inactivation were similar. HAV HM175/18f inacti-
vation in 25% albumin was 4.5 log10 but was 3.1 log10

in 5% albumin. Inactivation of HAV HM175/24a
was not significantly affected by protein concentration,
as 4.2 log10 reduction was observed during pasteuriza-
tion in both 25% and 5% albumin.

Fig. 3 Kinetics of BVDV inactivation during low pH incubation in IgG solution 1 or 3 at 23�C (A) or 20�C (B). The methods

were as described in Fig. 2.
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Laboratory adapted strains of HAV are often
associated with cellular membranes. Propagation of
HAV involves freezing and thawing of infected cells
to release virus. During its release from disrupted
cells, virus may become entangled or associated with
cellular membranes, which may shield virus from neutra-
lization by antibody.[22] To determine if cell associated
lipids protect virus from heat denaturation, HAV
HM175/18f was extracted with chloroform and inacti-
vation of the extracted virus and untreated virus, during
albumin pasteurization, was compared. The results show
inactivation of chloroform-extracted virus was signifi-
cantly faster than untreated virus (Fig. 7).

PPV was also extracted with chloroform, but
chloroform extraction had little effect on PPV inacti-
vation during albumin pasteurization (Fig. 7). These
results are comparable to previous reports of only
1–2 log10 Minute Virus of Mice, another parvovirus,
inactivation after 6 hr of pasteurization in 1% albu-
min.[23] Thus, heat stability during pasteurization

may be a parvovirus-specific trait, which is not due
to virus association with cellular membranes.

In summary, pasteurization is effective for inactivation
of many enveloped and non-enveloped viruses but their
kinetics of inactivation are different. In the experiments
with 25% albumin, enveloped viruses were below detec-
tion after heating for 5 hr, leaving a wide margin of safety.
In contrast, non-enveloped virus reduction was slower
and required the entire 10 hr of heating. Temperature,
time, protein concentration, and possibly stabilizers were
critical parameters for virus inactivation.

The data also demonstrated that the subtle differences
in viruses should not be underestimated. The different
HAV strains/clones and the method of virus prepa-
ration had a significant impact on virus clearance. Virus
stocks used in virus validation studies are produced in
cell culture and the behavior of tissue culture derived
viruses may be different from that of native viruses. Lab-
oratory adapted strains of viruses may also have unpre-
dicted properties, such as association with lipids, which

Fig. 4 Kinetics of virus inactivation during pasteurization of 25% albumin. (A) HIV-1, (B) PRV, (C) BVDV, (D) Reo, (E) PPV,
and (F) HAV. Virus was spiked into albumin and an aliquot was removed for immediate titration (t ¼ Preheat). Timing of the
pasteurization cycle started when the temperature reached 60�C (t ¼ 0 hr). Unheated albumin and Hanks’ Balanced Salt Sol-

ution (HBSS) were also spiked and incubated at 5�C, as positive controls. Aliquots for virus titration were removed at various
times during pasteurization (closed circles ¼ HBSS, 5�C, closed triangles ¼ 25% albumin, 5�C, closed squares ¼ 25% albu-
min, 60�C, dashed line, no symbol ¼ virus detection limit).
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may affect their properties. Regardless of the panel of
test viruses used in clearance studies, all virus stocks used
should be strictly controlled and produced from quali-
fied and traceable cell lines and virus seed banks.
Repeated passage of the original stock virus is not
recommended because mutations and deviations from
the original reference material can result.

Terminal Inactivation Step: Dry Heat
Treatment of Freeze Dried Product

Proteins undergo chemical (e.g., deamidation or oxi-
dation) and/or physical degradation (e.g., aggregation
and precipitation) in aqueous solutions. Many of these
destabilizing reactions are minimized when water is
removed and proteins remain in a dried solid state.
This process of removing water from the product is
called freeze drying or lyophilization, and is an effec-
tive way to improve the stability and extend the
shelf-life of labile proteins. During the freeze drying
step, final containers are aseptically filled, the product
is frozen and then the frozen solid is dried by the sub-
limation of ice under vacuum.

Many freeze dried coagulation concentrates are
heated to reduce the risk of virus transmission. During
terminal dry-heat treatment, freeze dried FVIII concen-
trate in final container is heated for periods ranging
from several minutes to several days at temperatures
ranging from 60 to 100�C.[4,24–26] This method was orig-
inally developed to inactivate hepatitis viruses[27] but
was later recommended by the National Hemophilia
Foundation[28] and the Centers for Disease Control[29]

to reduce the transmission of HIV.
Process validation associated with a freeze dried/

dry heated product is more challenging than for

products with liquid formulations for some of the
following reasons:

1. Assuring specified fill volumes is difficult because
many formulations consist of small amounts of
the active agent and large amounts of stabilizers.
Unlike a powder or liquid fill, a low fill is not
readily apparent after freeze drying.

2. The number of variables to ensure aseptic pro-
cessing is high. Before aseptic fill, different parts
of the final product must be sterilized by different
methods, such as dry heat to sterilize and depyro-
genate glass containers, autoclaving and drying
to sterilize and remove moisture from rubber
stoppers, and sterile filtration for the liquid for-
mulated product. After aseptic fill, the stoppers
are placed on top of the vials and the partially
stoppered vials are transported, loaded into a
freeze dryer, and then freeze dried. During freeze
drying, the sterilized material in the vials in the
freeze dryer will be exposed to the chamber’s
nitrogen or air, so bacterial retentive filters must
be used in all vacuum/air lines to the chamber.
Thus, the risk of contamination exists through-
out the process until the vials are actually stop-
pered at the end of the freeze drying cycle.

3. Equipment reuse also carries a risk of contami-
nation, so cleaning procedures for freeze dryers
should be validated for their effectiveness to
inactivate virus.

4. The technology for freeze drying/dry heat treat-
ment is complex and there are many process para-
meters to control (e.g., temperatures of the shelf,
product and condenser; freezing and drying rates;
pressures of the chamber and condenser; and
temperature and distribution of heat in the oven).

Table 3 Summary of virus reduction during pasteurization of 25% albumin

Log10 virus reduction

Test parameter HIV-1 PRV BVDV Reo PPV HAV

pH 6.4 & & & & 2.3 �4.6

6.9/7.0 �5.9 �4.8 �5.2 5.6 1.6 4.4
7.4/7.5 & & & & 1.7 4.5

Temperature (�C) 58 & & & & 1.6 3.2
59 & & & & 1.9 3.3
59.5 & & & & & 3.9

60 �5.9 �4.8 �5.2 5.6 1.6 4.4
60.5 & & & & & �4.4

Protein concentration (%) 5.0 & & & & 1.7 3.3
7.5 & & & & 1.9 3.5

25.0 �5.9 �4.8 �5.2 5.6 1.6 4.4
26.5 & & & & 1.5 4.6

Gray boxes ¼ not tested.
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A process step with many variables to control is
equally difficult to scale down for bench scale studies.
However, results from animal studies and human clini-
cal trials have been consistent with the ‘‘in vitro’’
model virus clearance studies of the terminal freeze
dry/dry heat treatment.

1. Virus clearance studies of Factor VIII (Hemofil T)
indicated the freeze dry/dry heat treatment
(60�C, 72 hr) step was effective in inactivating

HIV (�3 log10 HIV-1 reduction), but was less
effective for HBV-like viruses (>1 log10

PRV reduction, 2.4 log10 VSV reduction) and
for HCV-like viruses (2.9 log10 Sindbis
reduction).[30] Studies in animals and humans
confirmed the model virus results. Chimpan-
zees inoculated with Hemofil T, that had been
spiked with HBV (30,000 chimpanzee infec-
tious doses) and freeze dried/dry heated, later
developed hepatitis B.[27] During clinical trials,

Fig. 5 Effect of (A) pH, (B) temperature, and (C) protein concentration on PPV and HAV inactivation during pasteurization of
25% albumin. Methods were as described in Fig. 4, except different pH, temperature, or protein concentrations were tested.
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none of the patients treated with heated Hemo-
fil T became HIV-1 positive[31] but 11 out of 13
patients developed non-A, non-B hepatitis.[32]

2. Virus clearance studies of a solvent/detergent
treated, freeze dried/dry heated (100�C,
30 min) Factor VIII concentrate (Emoclot),
demonstrated significant inactivation of HAV
and poliovirus 1 by the terminal freeze dry/dry
heat step.[24] No model parvovirus was included
as a test virus in these in vitro studies. During
clinical trials, 13 previously untreated patients
were given Emoclot and none of them became
anti-HAV positive. In contrast, B19 seroconver-
sion and viremia was observed in 5 of 11 suscep-
tible patients.[33]

Koate�-DVI is a freeze dried concentrate of human
plasma-derived Factor VIII (FVIII) that is stabilized
with albumin (10 mg/ml) and formulated in a buffer
containing 0.05 M glycine, 3 mM calcium, 0.06 M histi-
dine.[34] After freeze drying, it is terminally heated in
final container for 72 hr at 80�C. Water molecules
normally help to maintain proteins in their native state
but, in freeze dried material, water molecules may
contribute to degradative reactions. The following stu-
dies were performed to demonstrate that controlling
residual moisture levels in freeze dried/dry heated
cakes may be a method for achieving viral inactivation
in the Koate-DVI process.[4]

Vials of virus-spiked FVIII were freeze dried, sealed
with stoppers containing different amounts of moisture,
and then heated at 80�C for various times. Moisture
in the virus-spiked samples was monitored by Near
InfraRed (NIR) spectrometry, whose values had been
correlated to loss on drying (LOD) moisture values.[37]

After converting the NIR values to LOD moisture
levels, the freeze dried/dry heated materials were recon-
stituted and titrated for residual virus.

As shown in Figs. 8 and 9, the moisture content in
freeze dried material was not constant after freeze drying.

Fig. 6 Kinetics of HAV strain HM175/18f or HM175/24a
inactivation during pasteurization in 25% or 5% albumin.

The methods were as described in Fig. 4.

Fig. 7 Effect of chloroform extraction on virus inactivation
during pasteurization in albumin. For these experiments, the

virus spike was divided into half. One-half was extracted with
an equal volume of chloroform while the other-half was pre-
pared as usual. The untreated and chloroform extracted virus

were then used as virus spike in pasteurization experiments as
described in Fig. 4.

Table 4 HAV reduction during pasteurization in albumin

Log10 HAV reduction

Test solution HM 175/18f HM175/24a

25% albumin 4.5 4.2

5% albumin 3.1 4.2
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Autoclaved rubber stoppers hold measurable amounts
of water that are transferred to the freeze dried pro-
duct[35,36] and heating at 80�C accelerates this transfer.

Virus reduction data are presented in Figs. 8 and 9
and Table 5. Little or no HIV, BVDV and PPV
reduction occurred during the freeze drying process,
but PRV, Reo, and HAV titers, before (Pre-FD) and
after freeze drying (0 hr), decreased 1–2 log10. Regardless
of moisture content, HIV, and BVDV were inactivated
to below detection after heating 80�C, 24 hr, and Reo
was completely inactivated after 48 hr. Inactivation of
HAV, PRV, and PPV was dependent on the moisture
levels in the cake. When the moisture in the system was
0.8% or greater, virus inactivation was approximately
4 log10. However, when less than 0.8% moisture was
present, virus reduction after heating was �2.5 log10.

These data show the freeze dry/dry heat treatment
of the Koate�-DVI process can effectively inactivate

significant levels of enveloped and non-enveloped
viruses if a minimum threshold level of moisture
(0.8%) is attained. Increased moisture levels during
dry heat treatment also destroys FVIII activity and
at 1.6% moisture, the upper limit for moisture at this
step, specific activity decreases an average of 11%.[38]

To compensate for the loss in potency, the bulk is
made more concentrated to assure FVIII activity at
9 IU�22 IU activity per mg protein.

Other investigators have also shown parvovirus
inactivation by the terminal freeze dry/dry heat
(80�C, 72 hr) step. Canine parvovirus, spiked into
FVIII concentrate, Replenate�, was inactivated by
3.0 log10, while 4.7 log10 bovine parvovirus spiked into
FVIII concentrate, Liberate�,[39] was inactivated after
heating lyophilized product for 72 hr, 80�C. Unfortu-
nately, in these studies, product loss after treatment
was as high as 30%.

Although viruses from different animal species
(e.g., porcine, canine, and bovine) were used to test the
terminal freeze dry/dry heat treatment of the Koate�-
DVI, Replenate�, and Liberate� processes, the
differences in parvovirus reduction and product recov-
ery were probably due to the different formulations
and freeze drying cycles of all three FVIII products.
For freeze dried products, formulation and the freeze
drying process are interrelated. Without the appropri-
ate buffers and stabilizers or optimal temperatures
and cycle times, many protein preparations would be
denatured by the physical stresses associated with the
freeze dry/dry heat treatment.

The impact of formulation on virus reduction and
product recovery (e.g., potency) was evaluated during
terminal freeze dry/dry heat treatment studies with
an unlicensed Fraction I derived product, that will be
designated ‘‘Protein G.’’ As shown in Fig. 10, the
optimum formulation, that achieved �4 log10 PPV
inactivation and 80% product recovery, was one that
contained 2% albumin, no NaCl, and �0.3% moisture
by the Karl Fischer coulometric method. In contrast,
freeze dry/dry heat treatment of product formulated
with no albumin, 150 mM NaCl and low moisture
resulted in approximately 3 log10 PPV reduction and
35% product recovery. Thus, minor changes in formu-
lations such as the addition of 2% albumin may impact
virus reduction and product recovery during a freeze
dry/dry heat treatment.

In summary, the large number and complexity of
the variables to control when implementing a terminal
freeze dry/dry heat treatment makes validation very
difficult and increases the probability for error. Since
the reliability of the results from virus clearance studies
is dependent on the appropriateness of the models used
in the studies, it is essential that the freeze dry/dry
heated material and the experimental conditions used
at small scale be representative of production scale.

Fig. 8 Kinetics of enveloped virus inactivation during 80�C
heat treatment of freeze dried Factor VIII (FVIII) concen-
trate. (A) HIV-1, (B) BVDV, (C) PRV (>0.8% moisture)
and (D) PRV (<0.8% moisture). Virus was spiked into FVIII
concentrate and a sample was immediately removed for virus

titration (pre-FD). Vials were aseptically filled with virus-
spiked FVIII concentrate and then freeze dried. After freeze
drying, the vials were closed, using stoppers containing differ-

ent levels of moisture, and sealed before heating at 80�C for
up to 72 hr. Near infrared (NIR) readings were taken on vials
after freeze drying (0 hr) and at various times after heating at

80�C (24 hr, 48 hr, or 72 hr). After converting the NIR read-
ings to loss on drying (LOD) moisture values, the product in
each vial was reconstituted and assayed for residual virus
(gray boxes ¼ log10 virus titer, closed circles ¼ % moisture,

and dashed line ¼ virus detection limit).
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During the studies, temperature and pressure must
be controlled during all stages of the freeze drying
cycle and uniform temperatures must be distributed
throughout the oven used for the dry heat step. Process
parameters such as the amount of moisture retained by

rubber stoppers should be examined, as they influence
the rate and extent of viral inactivation and the recov-
ery of biological activity.

Perhaps more difficult to duplicate or control dur-
ing small scale virus clearance studies, are the precise

Fig. 9 Kinetics of non-enveloped virus inactivation during 80�C heat treatment of freeze dried Factor VIII (FVIII) concentrate
(A) in the presence of high cake moisture (>0.8% moisture) or (B) in the presence of low cake moisture (<0.8% moisture). Methods
were as described in Fig. 8 (gray boxes ¼ log10 virus titer, closed circles ¼ % moisture, and dashed line ¼ virus detection limit).

Table 5 Summary of virus reduction during 80�C heat treatment of freeze dried AHF

HIV-1 BVDV PRV

Enveloped viruses

Log10 virus

reductiona Moistureb
Log10 virus

reduction Moisture

Log10 virus

reduction Moisture

Low moisture �5.3 1.3 (24 hr) �5.7 1.1 (24 hr) 2.1 0.7 (72 hr)

High moisture & & & & 4.0 2.0 (72 hr)

HAV PPV Reo

Non-enveloped viruses

Log10 virus

reduction Moisture

Log10 virus

reduction Moisture

Log10 virus

reduction Moisture

Low moisture 0.1 0.7 (72 hr) 2.5 0.5 (72 hr) �6.2 0.4 (72 hr)

High moisture �4.5 1.3 (72 hr) 3.7 1.3 (72 hr) �5.5 1.3 (72 hr)

Gray boxes ¼ not tested and methods were as described in Fig. 8.
aLog10 virus reduction ¼ Log10 total virusPre-FD�Log10 total viruspost-80�C heat.
bFreeze dried product was measured by NIR spectrometry. The NIR values were then converted to LOD moisture values using a NIR/LOD

calibration curve.
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composition and the molecular structure of freeze
dried materials. The formulation studies with Protein
G indicated virus reduction and product recovery were
influenced by the presence of albumin at a prefreeze
drying volumetric concentration of 2%. All proteins
have unique physico-chemical properties and stabiliza-
tion requirements, so formulation and freeze drying
cycle parameters must be customized for each new
protein drug. For terminal viral inactivation steps, it
is equally important to develop a formulation and
freeze dry cycle that will not stabilize virus.

CONCLUSIONS

The direct testing for potential viral contamination in a
finished product is not considered sensitive or accurate
enough to assure the absence of infectious virus because
many of the viruses known to contaminate plasma
(e.g., HCV, HBV, and parvovirus B19) cannot be easily
grown or assayed in cell culture. Testing for the presence
of viral nucleic acids in final product is sensitive but can-
not distinguish infectious particles from non-infectious
particles. Thus, assuring the safety of plasma-derived
products with respect to virus transmission is an indirect
combinatorial approach: screening and selection of the
source material, validation of the production processes
for inactivation/removal of virus infectivity, and pro-
cess control by strict adherence to cGMP.

Screening and selection of the source plasma will
only avoid contamination by known pathogens. The
protein purification steps and specific virus reduction
methods used in production processes, however, will
inactivate and/or remove both known and unknown
viruses. Terminal virus inactivation treatments are
applied to product in final container and must balance
virus inactivation with any modifications to protein
immunogenicity, activity, and yield. While many
upstream virus inactivation steps rely on chemical
methods that involve the addition and subsequent
removal of toxic agents (e.g., solvent/detergent), physi-
cal methods for virus inactivation, such as pH and
heat, are used for terminal steps.

Virus validation studies assess the virus clearance
capacity of a process and the evaluation and interpret-
ation of virus clearance data from terminal inactivation
and upstream process steps are similar. Limitations in
the design and execution of virus validation studies
may lead to an incorrect estimate of the ability of a
process to inactivate/remove virus infectivity. The three
terminal inactivation treatments discussed here illus-
trate the importance of rigorously controlling virus
validation studies.

1. During the low pH incubation step of IgG,
minor changes in pH and temperature, as
well as in upstream processing steps, signifi-
cantly impacted the kinetics and extent of virus

Fig. 10 Effect of formulation on virus reduction and product recovery. Protein G was formulated in buffer containing albumin
(0% or 2%) and NaCl (0 mM or 150 mM). Virus was added and a sample was immediately removed for virus titration (Pre-FD).
The virus-spiked material was aseptically filled into vials, freeze dried, and then heated at 80�C, 72 hr. Mock-spiked Protein G

was processed like the virus-spiked samples but was used to measure product recovery (potency).
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inactivation. Thus, the process variables evalu-
ated during virus clearance studies must be care-
fully selected and defined since they may alter
the efficacy of the step for virus reduction.

2. The results from the albumin studies demon-
strated that virus selection (e.g., HM175/18f
and HM175/24a) and preparation (e.g., chloro-
form extracted and untreated virus) were just as
important as the process conditions (e.g., protein
concentration and temperature) in determining
the outcome of virus reduction during pasteuri-
zation. Since laboratory adapted viruses and
naturally occurring viruses may differ in their
sensitivity to physico-chemical treatments, the
results observed with model viruses must be care-
fully interpreted before they can be extrapolated
to relevant viruses of concern.

3. Certain process steps may be easier to model
than others and duplicating the freeze dry/dry
heat step at small scale is very difficult. The
conclusions drawn from virus clearance studies
are reliable only when the appropriateness of
the small-scale models can be demonstrated.
During the freeze dry/dry heat step of
Koate�-DVI, virus reduction was dependent on
moisture levels so even the formulation of stop-
pers, which could impact the absorption of
water during autoclaving and its release to
freeze dried material, must be considered and
tested.

4. Formulation studies with Protein G suggested
that the addition of virus could affect the com-
position and freeze dry/dry heat treatment of
spiked product intermediates. As specified in
guidance documents for virus clearance stu-
dies,[1,2] the amount of virus spiked into starting
test materials should be as high as possible so
that the maximum virus reduction capacity of
a production step can be determined. In many
clearance studies, the volume of the virus added
may be as high as 10%. Since virus reduction
and product recovery, during freeze dry/dry
heat treatment of Protein G were influenced
by the presence 2% albumin, high amounts of
virus may alter the composition and structure
of freeze dried materials. However, until the
analytical tools to study the basic behavior of
all proteins during freeze drying and dry heat
treatment become available, the stability of
viruses and their interactions with plasma pro-
teins will not be fully understood.

The terminal inactivation studies discussed here also
demonstrate there is no ‘‘magic bullet’’ to inactivate all
viruses. Many inactivation steps are effective against
some but not all virus families. Thus, production

processes should contain other upstream orthogonal
steps to assure broad and effective virus reduction.
Regardless of the virus reduction capacity of a manu-
facturing process, however, absence of virus in
plasma-derived products can never be guaranteed
because the amount of contaminating virus in source
material is generally not known and the presence
and/or appearance of new unknown viruses cannot
be excluded.

Manufacturing processes have evolved dramati-
cally over the last few years. In the late 1980s, 76%
of hemophiliacs were HCV positive,[40] and between
1979 and 1985, approximately 50% of hemophiliacs
had acquired HIV from plasma-derived FVIII.[41]

Since then, however, most U.S.-licensed plasma deriva-
tives have not transmitted HBV, HCV, or HIV as a
result of improvements in donor screening and test
methods, and the inclusion of effective upstream
virus-reduction and terminal virus-inactivation steps
in manufacturing processes.[18] Residual risks of virus
transmission from plasma-derived products are now
largely associated with non-enveloped viruses.[42] Thus,
the need for additional terminal or upstream virus
inactivation/removal steps still exists, but the current
challenge is to develop cost effective methods against
physico-chemically resistant non-enveloped viruses,
such as human parvovirus B19.
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INTRODUCTION

Identification of viable chemical leads is one of the key
tasks of the early stage of drug discovery. Historically,
the lead discovery phase was mainly supported by
in vivo experiments that usually resulted in compounds
with acceptable efficacy and suitable pharmacokinetic
profile at least in animal models. On the other hand,
however, lead optimization was slow and rarely suc-
cessful that gave significant role to serendipity. Because
in vivo based, purely intuitive approaches yielded
hardly predictable results; drug discovery faced a para-
digm shift in the early 1980s. Limitations of animal
models and the lack of the molecular mechanism were
found to be critical factors when analyzing attrition
rates that initiated research groups to introduce in
vitro tests at the frontline of discovery programs.
Application of rational approaches was also facilitated
by in vitro screening supplying reliable datasets for the
first time for computer aided drug discovery (CADD)
methods. In vitro assays serve the basis of structure-
activity relationship that drives medicinal chemistry dur-
ing active-to-hit and hit-to-lead processes. Dramatic
developments in molecular biology, detection methods,
computer technology, and robotics made high-through-
put in vitro screening (HTS) to be a characteristic tool of
lead discovery. In the 1990s, the brut-force HTS was the
ultimate technology of lead discovery. Today, however,
it became clear that productivity of lead discovery could
not be increased by screening more compounds against
more targets even in more and more sophisticated
assays. In addition to limitations in target validation,
assay development, compound and data quality and
despite ultra high throughput, the number of available,
or ever synthesized compounds is still negligible relative
to the drug-like chemistry space. Random screening
should, therefore, be replaced by methodologies that
combine the capacity of HTS approaches and the
rational basis of CADD techniques. Virtual screening
(VS) methods exemplify this idea, as high-throughput
CADD tools are capable to investigate huge compound
collections in reasonable time and cost.

Application of the HTS technology requires the selec-
tion of the target, the development of the assay, and the

definition of the screening library in a suitable format.
In vitro HTS campaigns are then typically performed in
a highly automated environment and generates huge
amount of data that should be stored, treated, and ana-
lyzed. In these contexts, VS techniques can be considered
as ‘‘in silico’’ analogues of in vitro HTS technologies
(Fig. 1). After defining the target, VS also requires the
development and optimization of the prediction tech-
nique (i.e., the in silico analogue of the assay) applied
for affinity predictions. Databases that serve as screening
library should be preprocessed to use in VS. The screening
process itself is performed in the computer memory and
should, therefore, be fully automated while generating
data similar to HTS datasets both in quantity and quality.

In addition to similarities between the procedures,
HTS and VS have a common conceptual framework
as well. Both methods have limited accuracy that is
compensated by the number of compounds investi-
gated. VS and HTS, are rather classification techniques
that separate actives from inactives, than a method of
choice when quantifying biological affinity. These
methods could identify candidates rather than vali-
dated hits. Some of the promising candidates could
never be validated, these are false positives. Both
high-throughput technologies surely miss some active
compounds that are called ‘‘false negatives.’’ Although
every reasonable effort should be done to minimize
false positive and negative rates, the common philo-
sophy behind these techniques suggest that if we iden-
tify even a single interesting compound, then false
positives and negatives can be tolerated. Finally,
candidates identified by HTS or VS should be experi-
mentally validated before starting active-to-hit and
hit-to-lead processes. The most characteristic differ-
ence between HTS and VS is that the former identifies
the candidates experimentally, while the latter derives
them computationally. The computational strategy
applied in VS suggests that: (i) it could be more effec-
tive in time, resource, and cost; (ii) it could explore a
significantly larger part of the drug-like chemistry
space; and (iii) it could yield higher hit rate than ran-
dom screening. Although these potential advantages
suggest VS being more favorable than HTS, compara-
tive studies demonstrated that these approaches are

Encyclopedia of Pharmaceutical Technology DOI: 10.1081/E-EPT-120042127
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rather complementary than competitive. In one hand,
VS techniques could be useful when designing target
specific screening libraries. On the other hand, distinct
structural classes identified by VS and HTS are clearly
the observations that most straightforwardly support
complementarities between VS and HTS. While the
underlying disciplines of HTS are bioinformatics
and biochemistry, VS is based on cheminformatics
and computational chemistry. In fact, there are
computational approaches–most of them are CADD
methods–already applied in drug discovery that were
transformed to VS tools. Similar to CADD techniques
VS methods can be divided into ligand-based and
structure-based approaches. Ligand-based techniques
operate exclusively in the small molecule space using
chemical and biological information encoded in known
active compounds to identify new candidates with
similar properties. Structure-based methods require
the three-dimensional structure (3-D) of the target
protein that is used for docking small molecules into
the binding site. Evaluation of binding modes and
protein-ligand interactions finally allows ranking of
docked compounds by their binding affinity. This entry
summarizes the background of both approaches, gives
case studies for supporting practical applications, and
collects success stories to demonstrate capabilities.

DATABASE FILTERING

Physicochemical Filters

One of the early physicochemical filters is the famous
rule-of-five (ROF) introduced by Lipinski et al.[1]

ROF is based on the distributions of easily accessible
and interpretable physicochemical properties obtained
from known drugs. Compounds fulfilling ROF do not

violate more than one rule out of the followings:
molecular weight (MW) < 500, calculated log P
(clogP) < 5, number of hydrogen bond acceptors
(HBA) < 10, and number of hydrogen bond donors
(HBD) < 5. These ranges of properties define a chemis-
try space containing molecules without serious absorp-
tion, distribution, metabolism, and elimination (ADME)
problems that are expected to be orally bioavailable.
This chemistry space is usually referred as drug-like
space and its content is called drug-like molecules.
Consequently, drug-likeness of compound libraries
(both virtual and physical) can be easily investigated
by assessing their members by ROF. In addition to
properties included to ROF, Oprea proposed further
limitations in features when searching for drug-like
molecules.[2] His analysis suggested that the number of
rotatable bonds (RB) should be lower than eight while
the number of rings ideally smaller than four. Kelder
et al.[3] introduced polar surface area (PSA) as a relevant
descriptor for predicting oral bioavailability. PSA
was defined as the sum of the van der Waals surface
of polar atoms including oxygen, nitrogen, and sulfur
with attached hydrogens. PSA showed significant
impact on membrane penetration including intestinal
(PSA < 140 A2)[4] and blood–brain barrier permeabil-
ities (PSA < 80 A2).[5,6] As PSA can be approximated
from the 2-D structure, these approaches are now
considered as filtering methods for VS of large com-
pound libraries. Although purely statistical approaches
are still dominating on this field, Gillet, Willett, and
Bradshaw[7] used a genetic algorithm (GA)-based
weighting scheme for property and shape descriptors
when discriminating between drugs and non-drugs.

The concept of lead-likeness has been established by
Hann[8] and Oprea,[9] analyzing lead molecules and
corresponding drugs. Comparative studies on leads
and drugs revealed that leads are typically less complex
molecules than drugs. Consequently, their physico-
chemical properties should differ significantly from
that of the drugs. In fact, effective leads have lower MW
and clogP, have a smaller number of rings (RNG), and
RB. The original ROF was therefore modified to rule-
of-three (ROT: MW < 300, clog P < 3, H-bond donors
(HDO) < 3, rotatable bond (RTB) < 3) by Astex
reflecting to the reduced complexity of leads.[10] Based
on these findings, Leach et al. established a filtering
scheme of MW < 350, RTB < 6, number of heavy
atoms < 22, HDO < 3, high-activity moleucle (HAC)
< 8, clogP < 2.2 when selecting compounds for reduced
complexity screening.[8] Surveying medicinal chemistry
literature Oprea and coworkers[11] have drawn less
strict conclusion, when formulating the criteria of
lead-likeness MW < 460, �4 < Log P < 4.2, RTB
< 10, RNG < 4, HDO < 5, HAC < 9.

As similar to HTS, the basic objective of VS is
to identify interesting starting points for medicinal

Fig. 1 Basic steps in virtual screening and HTS.
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chemistry programs. We believe that lead-likeness
would be a useful concept for filtering compound
libraries before more sophisticated approaches. Never-
theless, it should be emphasized that limits applied for
both drug-like and lead-like compounds are based on
statistical analyses of known examples. Although these
simple filters demonstrated significant classification
accuracy when discriminating drugs and non-drugs,
leads and drugs–their fully empirical nature warns
against unconditional applications.

Functional Group Filters

Functional group filters are mainly utilized to remove
unstable, reactive, toxic, or otherwise unsuitable com-
pounds from compound libraries. The rapid elimina-
tion of swill (REOS) method introduced by Vertex
was the first realization of this concept.[12] REOS effec-
tively combines physicochemical filters with a set of
functional group filters. Databases are first subjected
to property filtering similar to ROF that is followed
by checking a set of rules based on the presence of
functional groups expected to be problematic. Some
examples of these rule-based functional group filters
are illustrated in Fig. 2. It is important to note that
REOS allows the user to customize each functional
group filter as well as the set of rules applied.

Hann et al.[13] used a similar, multilevel approach
when pooling compounds for HTS. These authors
applied three types of filters. Basic filters were used
to remove molecules with non-drug-like features. Next
functional group-based hard filters were utilized

comprising filters for reactive functional groups,
unsuitable leads (i.e., compounds which would not be
initially followed up), and unsuitable natural products
(i.e., derivatives of natural product compounds known
to interfere with common assay procedures). Some of
these filters are depicted in Table 1.

Finally, soft filters represented by a GA trained to
identify unsuitable compounds that the other filters
would fail to find. This algorithm scores compounds
for drug-likeness, relative to a training set classified
by medicinal chemists.

Andrews and coworkers[14] used a set of 200 drug
molecules to derive a set of ‘‘intrinsic binding ener-
gies’’ for the 10 functional groups shown in Table 2.
The inherent binding affinity of compounds was then
estimated by summing the intrinsic binding energies
and subtracting an entropic factor.

Muegge, Heald, and Brittelli described a functional
group filter to discriminate between drugs and non-
drugs.[15] The authors assigned a score to each molecule
that is based on the presence of fragments typically
found in drugs (Table 2). Each non-overlapping
drug-like fragment counts one point in this scheme.
Molecules with a score between two and seven are
classified as drugs, otherwise they are classified as
non-drugs. As it was noted that CNS active com-
pounds are relatively small and typically contain only
a single pharmacophoric group, they defined a second
filter. This filter ensured that compounds containing a
single drug-like functional group could only be classi-
fied as drugs if they contain one of the distinguished
groups indicated with an asterisk in Table 2.

Topological Filters

It is generally accepted that structural similarity to
known drugs significantly increases the drug-like
character of compounds. Therefore, molecular topology
of known drugs in comparison to non-drugs served as
suitable starting point for a number of approaches.
One group of methods utilized neural networks for dis-
criminating between drugs and non-drugs. Compounds
in drug databases such as World Drug Index (WDI),
Comprehensive Medicinal Chemistry (CMC), and
MDL Drug Data Report (MDDR) and databases of
chemical suppliers (typically Available Chemical Direc-
tory; ACD) were represented by structural descriptors.
Sadowski and Kubinyi[16] reported the application of
Ghoose–Crippen atom types as input neurons, while
the output neuron was set to one for drugs and
zero for non-drugs when training the net by 5000
WDI and 5000 ACD compounds. The trained net was
able to classify about 80% of test compounds.

Murcko and coworkers reported a similar approach
based on drugs collected from CMC and non-drugs
from ACD.[17] Molecules were represented by 166 binaryFig. 2 Examples of functionalities filtered out by REOS.
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ISIS keys and the authors added further physico-
chemical descriptors, including MW, number of HBD
and acceptors, number of RBs, aromatic density,
clog P, and one additional descriptor reflecting the
degree of branching. A Bayesian neural network
(BNN) was trained using �3500 molecules from both
the CMC and the ACD databases. The trained net-
work was then tested on CMC and ACD compounds
that were not included in the training set. A subset of
the MDDR library was used for external validation.
The classification accuracy of both CMC and ACD
approached 90%, while external validation revealed
78% of the MDDR compounds being drug-like.

Frimurer et al.[18] also reported a neural network
based approach trained on a larger dataset. These
authors partitioned the MDDR database into drug-
like (compounds that have progressed to at least
Phase I of clinical trials) and lead-like (compounds
labeled as ‘‘Biological Testing’’) sets. Diversity selec-
tion from these sets resulted in 4400 MDDR drug-like
compounds (3000 training and 1400 test compounds),
and 90,000 ACD compounds (60,000 training and
30,000 test molecules) dissimilar to the drug-like set.
The 60,000 lead-like MDDR compounds were used
exclusively for external validation. All compounds
were represented by 77 CONCORD atom types and
three further descriptors including the number of atoms,

number of heavy atoms, and total charge. Predictive
power of the trained neural network was first assessed
in the test set. Using a threshold of 0.15 as a criterion
to discriminate between drugs and non-drugs, the
neural network was able to classify 88% of the MDDR
drug-like set and ACD databases correctly. External
validation on lead-like compounds predicted 75% of
these molecules as drug-like. Although neural network
based methods are extremely fast and successfully
identified the majority of known drugs, these models
are hardly interpretable for medicinal chemists and,
therefore could rather be used as high-throughput
filters than driving chemistry to the drug-like space.

Wagener and Geerestein[19] applied recursive
partitioning to distinguish of drugs and non-drugs.
Analyzing tolerated and non-tolerated functional
groups in both WDI and ACD databases the authors
were able to recognize almost 75% of drug-like mole-
cules in MDDR and CMC databases.

Limited number of structural frameworks represented
in known drugs can also be used for the identification of
drug-like compounds. In their pioneering work, Bemis
and Murcko analyzed shapes of existing drugs and
identified drug-like molecular frameworks.[20] A graph-
theoretical approach was used to decompose molecules
into fragments (Fig. 3). Rings and linkers together form
the framework, while acyclic side chains were removed.

Table 2 Selected functional groups used in scoring

schemes developed by Andrews[14] and Muegge[15]

Andrews scheme Andrews score Muegge scheme

Carboxylate 8.2 Amine�

Phosphate 10 Amide

N+ 11.5 Alcohol

N 1.2 Ketone

OH 2.5 Sulfone

CO 3.4 Sulfonamide

O or S 1.1 Carboxylic acid�

Halogens 1.3 Carbamate

C (sp2) 0.7 Guanidine�

C (sp3) 0.8 Amidine�

Table 1 Functional group-based filters suggested by Hann et al.[13]

Reactive groups Unsuitable leads Unsuitable natural products

Reactive alkyl halides Disulfides Quinones

Carbazides Aziridines Saponins

Sulphate esters Thiols Polyenes

Sulphonates Cyanamides Squelastatin derivatives

Acid anhydrides Thiocyanates Cytochalasin derivatives

Isonitriles Four-membered lactones Monensin derivatives

Fig. 3 Decomposition scheme for the identification of drug-
like frameworks. (From Ref.[20].)
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Based on this analysis, the authors concluded that
almost the 50% of known drugs in the CMC could be
described by only the most frequent 32 frameworks.
The diversity of drug-like side chains was found to be
similarly low, only 20 different side chains account for
over 70% of all the side chains appeared in CMC.[21]

It is interesting to note that this approach is also
useful for designing target-based libraries when the
topological framework analysis is applied to active
compounds within a target family. One realization of
this concept is the retrosynthetic combinatorial analy-
sis procedure (RECAP) algorithm that was also
utilized for the analysis of drug-like fragments.[22]

RECAP first identifies active or drug-like fragments
using retrosynthetic analysis applying any of the
11-retrosynthetic reactions defined (Fig. 4). In the next
step, the resulting fragments are usually clustered and
transformed into monomers that can be used for
designing targeted libraries. As fragments were
extracted from known actives, it is expected that com-
pounds enumerated from the derived monomers will
be also active and are synthetically accessible because
of the retrosynthetic approach applied.

A similar method, TOPology-Assigning System
(TOPAS) has been reported by Schneider et al.[23]

These authors developed an evolutionary algorithm
for fragment-based de novo design. This stochastic
method utilizes a set of �25,000 fragments that serves
as building blocks obtained by a rule-based fragmen-
tation procedure applied to 36,000 known drugs.

LIGAND-BASED SCREENING

Similarity Searches

Similarity searching is one of the simplest methodologies
of ligand-based VS, when screening databases against a

query using chemical similarity principles. During a simi-
larity search, the query molecule is compared to members
of the database and a similarity measure is calculated
quantifying the similarity between the query and each
molecule in the screened database. For 2-D similarity
searches, the query structure and members of the screened
database are typically represented by molecular finger-
prints that encode molecular structure and properties in
binary format (Fig. 5). Each bit of the fingerprint detects
the presence or absence of molecular fragments or
connectivity pattern, can encode descriptor value ranges
or binary transformed descriptors. Fingerprints can be
divided into two major groups: structural keys and
hashed fingerprints. Structural keys associate a specific
descriptor (structural fragment or property) with each
bit, while hashed fingerprints assign overlapping bit
segments to descriptors. Generation of structural keys
requires a predefined fragment library that collects the
fragments searched in each molecule of the database.
MACCS key (MDL Information Systems) is a typical
example for a structural key. In contrast, there is no
fragment library needed for hashed fingerprints. These
fingerprints are derived algorithmically from all possible
linear paths of the limited number of connected atoms.
Paths define a pattern of atoms and bonds that are used
to generate a set of bits during the hashing procedure that
typically produces 4–5 bits per pattern. Although hashed
fingerprints are not physically interpretable, they show
highly characteristic bit patterns for molecules. Bit strings
vary in length and complexity but Daylight (Daylight
Inc.) and UNITY (Tripos Inc.) are the most popular
hashed fingerprints used in similarity searches.

Analysis of molecular similarity is based on the
quantitative determination of the overlap between
fingerprints of the query structure and all database
members. As descriptors of a given molecule can be
considered as a vector of real or binary attributes, most
of the similarity measures are derived as vectorial
distances. Tanimoto and Cosine coefficients are the
most popular measures of similarity.[24] Definitions of
similarity metrics are collected in Table 3.

In addition to binary descriptors, molecular holograms
are also useful for similarity searches.[25] Similar to
fingerprint, hologram is a vector that contains numerical

Fig. 4 Retrosynthetic reactions defined in RECAP.

Fig. 5 Structural representation by molecular fingerprints and
holograms.
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properties, e.g., number of occurrences for atoms or
fragments.

3-D similarity searches utilize 3-D information includ-
ing shape, steric, and electrostatic properties obtained for
the query molecule and the database screened. High-
throughput molecular alignment techniques of this kind
superpose all database entries onto the query molecule.
FlexS, one of the most popular approaches, keeps the
query rigid and considers test molecules as flexible when
offering several alternative superpositions–each scored
and ranked by similarity.[26] Genetic algorithm similarity
program (GASP) is a superposition tool using GA that
handles both the query and the test molecules as flex-
ible.[27] Wild and coworkers[28] described an alignment
tool utilizing GA-based fitting of molecular electrostatic
potential fields. In MIMIC, Mestres, Rohrer, and Mag-
giora[29] represented molecules as sets of Gaussian func-
tions, modeling property fields. Alignment is optimized
and scored assessing the overlap between corresponding
fields. Rapid overlay of chemical structures (ROCS)
performs a shape-based superposition using a Gaussian
representation of the molecular volume and allows
to combine 2-D and 3-D similarity.[30]

Pharmacophore Searches

Pharmacophore mapping

Pharmacophore is an arrangement of steric and elec-
trostatic features in the 3-D space that are crucial for
the biological action (Fig. 6). These kinds of feature-
based pharmacophore models were found to be useful
for ligand-based VS because they can effectively fish
very different chemotypes from virtual libraries. Phar-
macophore models usually consist of a number of
pharmacophore points including a group of atoms,
or features such as HBDs and HBAs, charged groups,
hydrophobic centers, and corresponding geometric

constraints. Pharmacophore features can be derived
from both the structure of the target protein or from
the collection of known ligands (Fig. 7).

Structure-based pharmacophores are typically
explored by analyzing binding site interactions formed
between ligands and protein atoms within the active
site of the target. In addition to direct structural infor-
mation, site directed mutagenesis data are also useful
when identifying most important residues responsible
for ligand binding. LigandScout uses ligand-bound tar-
get structures to extract structure-based pharma-
cophore models.[31] Hydrogen bonding features, as
well as electrostatic and hydrophobic interactions, are
utilized to derive the most important interactions
within the active site. Starting from the protein
structure, LUDI generates interaction sites that are
preferable to occupy for ligand atoms.[32] This method-
ology is the basis of the structure-based focusing (SBF)
technique available in Cerius2. The identification of
the interaction sites by LUDI is followed by the clus-
tering of interaction vectors. The obtained clusters
are the starting point for generating the pharma-
cophore hypothesis. POCKET realizes a similar
approach to LUDI when identifying grids within the
active site to characterize favorable ligand inter-
actions.[33] Considering the flexibility of the active
site, Carlson et al. suggested a molecular dynamics
approach when generating a diverse set of protein con-
formations to develop structure-based pharmacophore
models.[34] Reflecting to multiple potential binding
modes, geometric constraints between pharmacophoric
points are here defined as ranges rather than values.
Pharmacophore constraints can include not only dis-
tance, angles, and dihedrals, but also excluded
volumes; surface volumes and spatial restraints might
also be used in the UNITY program.[35] Molecular
Operating Environment (MOE) also allows queries

Table 3 Most popular similarity metrics

Metrics Definition

Euclidean

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pi¼N
i¼1 xiA � xiBð Þ2

q

Cosine

Pi¼N

i¼1 xiAxiB
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pi¼N
i¼1 xiAð Þ2

Pi¼N
i¼1 xiBð Þ2

q

Tanimoto

Pi¼N

i¼1 xiAxiB
Pi¼N

i¼1 xiAð Þ2 þ
Pi¼N

i¼1 xiBð Þ2 �
Pi¼N

i¼1 xiAxiB

xiA: is the ith bit in object A; xiB: is the ith bit in object B.

Fig. 6 Schematic representation of pharmacophore features.
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containing locations of features, chemical groups, or
shape constraints.[36]

In the absence of structural information on the target,
pharmacophore could be developed using a set of
actives that are expected to realize similar binding
modes when interacting with the target. Ligand-based
pharmacophore generation that is also called as
pharmacophore mapping usually consists of three ele-
mentary steps. In the first step, the pharmacophore
features, common in all of the actives, are identified.
The second step involves the generation of putative
bioactive conformations that might be explored by
the actives. Finally, alignments of these conformations
are prepared that ensure matches of pharmacophore
features. Identification of possible bioactive confor-
mations is clearly the greatest challenge in pharma-
cophore mapping. There are two basic strategies to
achieve this goal. The first one generates only low
energy conformations for all of the actives and then
searches for common features. The other one, however,
enumerates all possible conformations of each ligand
and evaluates the orientation of pharmacophore
features previously identified.

Although pharmacophore mapping can be com-
pleted manually in simple and straightforward cases,
most of the applications require the automated gener-
ation of pharmacophore. There are several software
suites available for this purpose. HipHop[37] and Hypo-
Gen are both featured by the Catalyst package.[38]

In Catalyst, the random search algorithm used for
the identification of low energy conformers is conduc-
ted with a pooling function that allows the in-depth
coverage of the conformational space. Features are
then identified by analyzing the surface accessibility
of the actives followed by the definition of the pharma-
cophore using the absolute coordinates of all confor-
mations. HipHop is useful to generate qualitative
hypotheses, while HypoGen is the method of choice
for more predictive quantitative models. The initial
model is based on the features of the two most active
molecules that serve as a starting point to generate all
the possible pharmacophores. Models are then evalu-
ated by analyzing the overlay between the pharmaco-
phore hypotheses and the geometric arrangement of
features in all conformations of the actives. For quan-
titative models, Catalyst assigns weight descriptors to
each feature that correspond to its importance in
explaining the biological activity. Disco[39] and Disco-
Tech,[35] both characterize actives by ligand and site
points. Ligand points include HBDs and HBAs, and
hydrophobic and charged features. Site points are
generated on the basis of complementarity principles
using the atomic coordinates of the corresponding
ligand atom. Similarly to the Catalyst approach, a set
of low energy conformers is first generated that are
aligned as rigid objects. Alignment of the conformers
represented by interfeature distances to a reference
molecule having the fewest conformation is carried

Fig. 7 Approaches used for pharmacophore mapping.
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out by a click detection algorithm. Disco produces a
ranked list of hypotheses that contains all of the
common features identified in actives. Alignment param-
eters calculated by Disco drive the users to select
good quality pharmacophore maps. In GASP,[27] the
conformational analysis of actives takes place on the
fly that is followed by the assignment of pharmaco-
phore features including both the ligand points and site
points. The molecule with the least number of features
serves as reference. The alignment procedure is carried
out by a GA utilizing chromosomes that encode
dihedrals of RBs in all actives and mapping of the
reference’s pharmacophore features to other actives.
The fitness function generates conformations for each
active that are then fitted to the reference using the
mapping information. The best possible overlay is
achieved by calculating the internal van der Waals
energy of each molecule, the number, and similarity
of the overlaid features in combination of the volume
integral of the overlay.

Pharmacophore search

The pharmacophore model obtained by the mapping
procedure allows 3-D database searching (Fig. 8).
Database searching can identify actives in different
chemotypes relative to those utilized for pharmaco-
phore generation. This procedure is often termed as

scaffold hopping or lead hopping that is not limited
to lead discovery programs but might contribute to
back-up/follow-up strategies.

Pharmacophore searches are usually realized in two
steps. Search algorithms first check the availability of
pharmacophore features encoded in the query and next
they evaluate the overlay of the spatial arrangement of
features and the query. The fastest way of the second
step is matching database entries as rigid objects. As
flexible molecules can adopt a number of different
low energy conformations, this set of conformers
should be precomputed before screening. Another
option for rigid searches is the on the fly generation
of conformers that is followed by the subsequent struc-
tural alignment. Conformational flexibility is more
explicitly considered in flexible 3-D searches that, how-
ever, require significantly higher resources. Pharmaco-
phore queries that include constraint ranges could
partially compensate conformational changes occur-
ring upon ligand binding. There are a number of codes
available for database searching. 3DSEARCH[40]

divides the searches into two parts, a fast prescreen
using an inverted key system and a slower atom-
by-atom geometric search using the Ullman algorithm.
Features to handle angle/dihedral constraints and to
take into account ‘‘excluded volume’’ are implemented
as part of the geometric search. Catalyst utilizes both
multiconformer databases and the on the fly conformer
generation. ChemDBS-3D generates low energy con-
formers that are filtered by conformational rules.[41]

Root mean square (RMS) deviation from the pharma-
cophore constraint can be minimized by torsional
minimization. The flexible 3-D search available in
UNITY realizes this concept based on the Directed
Tweak algorithm[42] that could match the constraints
of the query. A recent review by Langer and Wolber[43]

compares these technologies when used for pharmaco-
phore searches.

Case Study: Ligand-Based VS against
Kv1.5 Potassium Channel

Peukert et al. reported VS experiments using different
ligand-based techniques against the voltage-dependent
potassium channel Kv1.5.[44–46] In their first attempt,
the authors utilized similarity searching to identify
new actives.[44] A potent indane derivative first pub-
lished by Eli Lilly was used as a query in a 2-D simi-
larity search performed in UNITY. Compounds in
the corporate collection were represented by 2-D
UNITY fingerprint and the fingerprint of the query
was compared to that of the library members. Com-
pounds with Tanimoto coefficient larger than 0.8 were
considered to be similar and was subjected to biologi-
cal testing. This protocol led to the identification of aFig. 8 Strategies used in pharmacophore searches.
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structurally novel hit with moderate potency (9.5 mM)
and limited chemical stability (Fig. 9). Suboptimal
physicochemical properties and stability prompted
the authors to replace the central naphthalene moiety
that resulted in the discovery of a good quality lead
with improved potency (4.8 mM). Optimization of this
lead was supported by solid phase parallel synthesis
that enabled the authors to identify a set of highly
potent and selective Kv1.5 potassium channel blockers.

Structure-activity information gained for this com-
pound series and also that obtained in a parallel lead
optimization program allowed the development of a
pharmacophore model for Kv1.5 potassium channel
blockers.[45] Seven potent molecules from each series were
used to derive the model that consists of three hydro-
phobic centers in a triangular arrangement (Fig. 10).

The seven compounds were first subjected to an
exhaustive conformational search utilizing the Monte
Carlo (MC) Multiple Minimum algorithm as available
in MacroModel. The resulting conformers were then
clustered using distances between the potential phar-
macophore features. A minimum energy conformation
in each of the clusters was used as input to DISCO
algorithm. DISCO models were visually inspected
and one of them was used as a 3-D query in the

subsequent UNITY 3-D flexible search. The perform-
ance of this ligand-based VS tool was first evaluated
against an in-house set of known Kv1.5 potassium
channel blockers. This test revealed that the method-
ology was able to retrieve 58% of known actives. VS
was performed on the Aventis compound collection
and identified 4234 virtual hits that were first subjected
to filtering. Compounds with reactive or non-tolerated
features regarding the Kv1.5 potassium channel inhib-
itory activity, with non-drug-like character, as well as
known blockers were removed during this process.
The final set of 1975 compounds was submitted to hier-
archical clustering that resulted in 27 clusters in total.
Representatives of the available 18 clusters were tested
against Kv1.5 potassium channel that identified one
structurally novel compound with an IC50 of 5.6mM
(Fig. 11). This hit was considered as a starting point
for optimization that led to the identification of a series
of compounds with remarkable activity (best IC50 was
found to be 0.5mM) and acceptable pharmacokinetics.

In the final round, the authors reported the develop-
ment of a structure-based pharmacophore that was
also used for VS.[46] To achieve this goal, a homology
model of the Kv1.5 potassium channel has been
developed. The pore domain of the target protein
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Fig. 9 The initial hit from similarity searching was converted a viable lead.

Fig. 10 Definition of the pharmacophore
query for the Kv1.5 channel. Representatives
of the two compound series (A and B)

werealigned(b)toderivethepharmacophore(a).
(Copyright is permitted by Elsevier).
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was built using the crystal structure of the bacterial
KcsA channel. A single subunit of the Kv1.5 channel
was generated by the COMPOSER program as imple-
mented to SYBYL software that was used to create the
tetrameric structure arrangement of the target protein.
The resulting model was then subjected to structural
refinement using a two-step minimization protocol
and it was validated by a number of protein analysis
tools including PROCHECK, WHATCHECK, and
MATCHMAKER (Fig. 12). The binding site was
identified by applying geometrical criteria on the
validated model using the putative active site for
spheres (PASS) algorithm. Visual inspection of PASS
results led to the selection of a binding site that has
been further characterized by the GRID force field.
Pharmacophore features were derived by the calcu-
lation of molecular interaction fields using the hydro-
phobic, the amide nitrogen, and the carbonyl oxygen
probes. Local minima of the fields were visually
inspected and the selected minima of GRID energy

maps in addition to the exclusion volume defined by
protein atoms were used to define the pharmacophore
query (Fig. 12). This structure-based pharmacophore
was utilized for a UNITY Flexsearch-based VS that
resulted in 3102 hits in total. Drug-like filters, as well
as partial match constraints (at least 3 out of the 12
features), were applied. Compounds with reactive or
non-tolerated features regarding the Kv1.5 potassium
channel inhibitory activity were removed. After visual
inspection of the hits by medicinal chemists, the
authors identified 244 compounds that were subjected
to in vitro screening. Biological evaluation of the hits
revealed 19 actives in total including 5 compounds with
an inhibition concentration (IC50)[47] under 10mM,
while the best compound having an IC50

[47] of 9mM.
As all of the ligand-based efforts described in these

papers were carried out on the same screening library
(i.e. the Aventis compound repository), hit rates of
different approaches could directly be compared.
(Table 4).

Fig. 12 Homology model of the Kv1.5 pore. Amino acids at

the extracellular site is colored yellow, while those at the
internal site is in magenta (A); Amino acids forming the
internal site. Amino acids found to be essential for Kv1.5
blocking activity indicated gray, while others are green.

GRID isocontours are blue, red, and orange for the H-bond
donor, acceptor and hydrophobic probes, respectively (B);
Structure-based pharmacophore derived from the GRID

analysis of the internal site colored according to correspond-
ing iso-contours. The excluded volume is colored yellow (C).
(Copyright is permitted by the Copyright Office of the

American Chemical Society).

Fig. 11 The structurally novel lead identified by the phar-

macophore search. Lead optimization was focused to regions
indicated.

Table 4 Success rates of ligand-based virtual screening for Kv1.5 potassium channel

Method Ncomp Nact Hit rate(%) Best IC50 (lM) Nclass

2-D similarity search 75 2 2.7 7.7 2

Ligand-based pharmacophore 18 1 5.5 5.6 1

Structure-based pharmacophore 244 19 7.8 0.9 5

Ncomp, number of compounds selected for in vitro screening; Nact, number of active compounds; Best IC50, IC50 values of the most active

compound; Nclass, number of chemical classes identified.
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Based on this comparison, one can conclude that
pharmacophore search–both with ligand-and structure-
based pharmacophores–outperformed 2-D similarity
search. Although the two latter techniques gave similarly
good result in hit rate, the authors found no overlap
between their hit lists. Comparing the number of chemi-
cal series identified it is clear that screening by the struc-
ture-based pharmacophore hypothesis outperformed the
ligand-based approaches. It should be noted, however,
that the effectiveness of different VS protocols obviously
depends on the target and the quantity and quality
of structural and structure-activity relationship (SAR)
information actually available. The multiple chemotypes
identified by different strategies suggest the usefulness of
parallel VS programs against the same target but with
different approaches.

Success Stories

Success stories that demonstrated the capabilities of
both approaches in the CADD technique have been
described in Table 5.

STRUCTURE-BASED VS

The functions of drug molecules and protein targets
are regulated by the principles of molecular recog-
nition. The rational drug development requires the
understanding of molecular recognition in terms of
structure and energetics.[59] Structure-based VS tools
study the binding between the ligand and protein struc-
tures with respect to structural and energetic consid-
erations. In the earlier era of the structure-based
drug discovery process, the low resolution of protein
structures and poor computational power hindered
the rapid improvement of the method. Today, these
techniques have experienced a comeback because dras-
tic changes occurred.

Genomics have resulted in a huge number of poten-
tial therapeutic targets that are available for investi-
gation. However, learning the sequence of a genome
is a long way from understanding its biological func-
tion. Predictions of protein function can be attempted
from the knowledge of the structure alone or other
additional information can be used to gain information
about functional predictions. In many respects, it is
still early days for seeing the fruits of this process in
the products offered on the market by pharmaceutical
companies. Therefore, there are still large investments
in functional genomics,[60–62] HTS methodologies,
combinatorial chemistry, predictive ADME methods,
and structural biology.

VS, and structure-based VS, has emerged as an inex-
pensive and straightforward method for identifying

lead molecules. The investments in structural biology
prompted the improvement of structure-based VS.
Structure-based VS involves explicit molecular docking
of each ligand into the active site of the target protein.
Hereby, a predicted binding mode is produced, and
then the quality of the fit of the molecule in the
active site is scored. This scoring information is used
to rank the compounds and only the top solutions
can be investigated further. A pictorial overview of
the docking workflow is shown in Fig. 13.

Without the need of completeness, we discuss the
most state-of-the art structure-based VS that are gener-
ally used at pharmaceutical industries during the drug
discovery process. Our attempt was also to give a pictur-
esque overview on the structure-based VS process and
show its effectiveness or its failures through a case study
and some success stories during the CADD processes.

Preparation of Protein Structures

The first step in the structure-based VS process is to
obtain the coordinates of a protein. Generally, struc-
tures solved by X-ray crystallography or nuclear
magnetic resonance (NMR) are used, but protein
structures, which have difficulties in the crystallization
process e.g., membrane proteins such as G-protein
coupled receptors (GPCR) can be modeled based on
homology.[63] Currently, 3-D structure information
can be generated for up to �56 % of all the known
proteins. However, there is considerable controversy
concerning the real value of homology models for
structure-based VS. Recently published results on
ligand-supported homology modeling might be able
to provide reasonable quality homology models that
are suitable for structure-based VS.[64,65]

The definition of the active site is needed for docking
into a target protein because scanning the entire surface
of the protein would hardly be feasible with most of the
currently used docking algorithms. On the other hand,
ignoring biochemical information or structural data on
the active site is unreasonable, although, in some cases
information about binding sites is not available. These
cases-binding sites can be identified by algorithms detect-
ing geometric cavities,[66,67] or algorithms based on
physicochemical and geometrical characterization.[68]

The preparation of the active site depends on the
docking tools being used. This step involves the
addition of hydrogen atoms avoiding atomic clashes;
assignment of appropriate protonation states of titrat-
able residues and correct tautomers of histidine resi-
dues, and involvement of structural water molecules
in the binding cavity.

The conformational flexibility in the active site has
to be evaluated. Commonly used docking methods,
however, are able to consider the flexibility to a limited
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extent. Therefore, the selection of the target structure is
a crucial point in the docking procedure, so target-
binding sites should be as representative as possible,
mimicking a real and general binding conformation.

Docking Algorithms

In spite of the fact that only a specified part of the
target protein is considered during the docking

procedures, the representation of atomic coordinates
is not a practical choice. Thus geometric space descrip-
tors[69,70] alone or combined with physicochemical
descriptors, sphere images[71] and interaction points/
surfaces[72] are commonly used instead.

Otherwise, a complete representation of ligands in
atomic coordinates is definitely feasible. The central
problem in ligand handling is the flexibility. Two gen-
erally used strategies can be applied: whole molecule
and fragment-based methods. Earlier rigid docking,

Fig. 13 The overall picture of the structure-based docking workflow.
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when the whole molecules are docked, was commonly
used. An extension of rigid body docking is the incor-
poration of conformational flexibility. Historically, the
DOCK algorithm addressed rigid body docking using
a geometric matching algorithm to superimpose the
ligand onto a negative image of the binding pocket.
Important features that improved the algorithm’s abil-
ity to find the lowest energy-binding mode, including
force field-based scoring, on the fly optimization, an
improved matching algorithm for rigid body docking,
and an algorithm for flexible ligand docking, have been
added over the years. This multiconformer docking
can be an effective tool, however, for flexible molecules
that have significantly higher number of conformers
it may not be straightforward. Fragment-based meth-
ods provide an alternative solution for the docking
problem; molecules are dissected into fragments that
can be docked individually, either separately or
incrementally.

Now there is a driving force to treat protein flexible
because ligands requiring larger conformational
changes in the active site upon binding cannot be
placed correctly by these methods. The available
approaches have recently been reviewed.[73,74] The
degree of the applied flexibility varies in a wide range.
Small adjustments of rigid structures, explicit side
chain flexibility, or the use of protein ensembles are
very popular methods, however, the full consideration
of flexibility still remains as the domain of the mole-
cular dynamical simulations.

This subsection discusses the search algorithms to
treat ligand flexibility and to some extent protein flexi-
bility. A representative set of the currently reviewed
docking[75–78] programs is summarized in Table 6.

Systematic methods (incremental ligand
building and conformational search)

These kinds of algorithms make an attempt to explore
all the degrees of freedom but face the problem of com-
binatorial explosion:

Nconformations ¼
Y

N

i¼1

Y

nincrement

j¼1

360

yi;j

yi;j � the size of incremental rotational angle j

for bond i

N � the number of rotatable bonds

Thus ligands are often incrementally built within the
active site. The principle of the FlexX algorithm is that,
physicochemical properties provide the most useful
information for ligand placement. Once a set of favor-
able placement of the base fragment (the core part of
the ligand from where the incremental construction
starts) has been computed, the ligand building can be
started. The incremental construction is formulated
as a tree search (Fig. 14) problem.

As the search tree grows exponentially, a complete
search is definitely not feasible to calculate. Instead
the binding energy values, approximated by the scores,
which are represented by the interior nodes, can be
used to guide the search. Conversely, DOCK 4.0 algor-
ithm divides ligands into rigid (core fragment) and
flexible parts (side chains); the core parts are docked
prior to the flexible parts. The steric complementarity
is the guideline during the ligand construction.

Table 6 A representative summary of commonly used docking programs

Program Method References

DOCK Geometric matching, incremental ligand building [71]

FlexX Geometric matching, incremental ligand building [79,80]

SLIDE Geometric matching, conformational ligand ensembles [81]

AutoDock Energy-driven/stochastic MC simulated annealing [82]

ICM MC minimization, Pseudo-Brownian sampling and
local minimization

[83]

QXP MC minimization [84]

MDD Molecular dynamics [85]

Glide Systematic search [86]

GOLD GA [87]

PRO_LEADS Tabu search [88]

MOE-Dock Tabu search or simulated annealing [36]

FRED Systematic search, conformational ligand ensembles [89]

FLOG Systematic search [90]

FRED, Fast rigid exhaustive docking; FLOG, flexible ligands oriented on grid.
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Another method of systematic search is the use of
databases of pregenerated conformations. Conformations
are calculated once and the search problem is reduced
to a rigid body docking procedure. This is the main
concept of FLOG docking program.[91]

Random or stochastic methods
(MC, GA, and tabu search)

The most widely used random approaches are the MC,
genetic, and tabu search algorithms. MC algorithms
generate initial random conformations of a ligand in
the binding cavity then calculate scores for these initial
configurations. The generation and scoring of config-
urations are repeated until the Metropolis criterion,
which is used to determine whether the new confi-
guration is retained. According to the Metropolis
criterion, the new solution is accepted if the score of
the new configuration (Enew) is better than the older
one’s (Eold). If the configuration is not a new mini-
mum, it has to pass the Boltzmann-based probability
function test, otherwise the solution is rejected.

P ¼ exp
� Enew � Eoldð Þ

kT

� �

P � probability for the acceptance of the

new configuration

Internal coordinated mechanics (ICM) uses global
MC minimization docking procedure,[83] describes

both the relative positions of two molecules and their
conformations by a uniform set of internal variables
and uses a precalculated grid of interaction energy
values to speed up the computation.

GAs form a class of computational problem solving
methods adapting the main principles of biological
competition and population dynamics. GAs are
stochastic optimization methods; the problem is
encoded generally in the language of genetics. Initially,
a random population is generated that composes a set
of the potential solutions for a given problem. The
members of the population are represented by chromo-
somes; the genes correspond to certain variables. When
docking into protein structures, the variables for trans-
lation, rotation, and torsion angles are encoded in the
chromosome. Then genetic operators (crossing over
and mutation) are applied for the generation of new
populations. The members of the new population are
decoded and the estimation of the binding free energy
is evaluated. The generation of new populations is
terminated when a fixed number of population gener-
ation or a given score is reached. A prominent example
for the GA using docking algorithms is the genetic
optimization for ligand docking (GOLD) program.
Its special characteristic is the direct encoding of
H-bonding motifs. The latest version of AutoDock
uses a Lamarckian GA, which is a combination of a
traditional GA with local search method to perform
energy minimization.

Besides MC and GA methods, further heuristic
algorithms have been developed for the docking prob-
lem. Tabu search was found to perform well and
provided a straightforward searching strategy of the
PRO_LEADS program. This method operates on
randomly generated positions and these positions are
examined on the basis of the tabu list. This latter list
contains pregenerated solutions and provides restric-
tion on the search process. A random move of the
ligand is ‘‘tabu’’ if it generates a solution that is not
sufficiently different from the stored ones, unless its
energy is more favorable, therefore, the revision of
the search space is avoided.

Simulation methods (molecular dynamics
and energy minimization)

Molecular dynamics simulation methods are currently
the most popular approaches. This method is for the
analysis of protein flexibility and dynamic properties
of molecular systems. With respect to docking, these
simulations could provide a realistic view of the dock-
ing process, however, these calculations are still out
of reach. Therefore, dynamical simulations during
the docking process are limited to the protein-ligand
complexes. Molecular dynamical simulations are often

Fig. 14 The schematic representation of the search tree.
Red nodes indicate energetically unfavorable conformations
during the ligand building.
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unable to cross high-energy barriers as well, so an
attempt is generally made to simulate different parts
of a complex at different temperatures or molecular
dynamical simulations can be started from different
starting ligand positions. In contrast to molecular
dynamical studies, energy minimization methods
are rarely used as search techniques but often comp-
lement other methods such as MC methods. DOCK
performs an energy minimization step after fragment
addition, followed by a final minimization step before
scoring.

Scoring Functions

The interaction between protein and ligand is a
reversible equilibrium reaction. The quantity to char-
acterize this reaction is the free energy of binding.
Binding free energy values with reasonable accuracy
can only be calculated requiring large computational
resources. For scoring thousands of ligands, functions
to estimate the binding free energy must be computed
fast and without much computational power. Gener-
ally used scoring functions (Table 7)[92] estimate
the binding free energy for only one position/
conformation, and all of them share the assumption
that the full energy term can be decomposed into a
sum of terms.

However, the free energy of binding is a state func-
tion so, in a strict physical sense, additivity is not
allowed. These scoring functions at low computational
cost are suitable for the calculation of an estimation of
the binding free energy. Three main classes can be
separated: force field-based methods, empirical meth-
ods, and knowledge-based methods.

All fast scoring functions share several deficiencies.
First of all most of them are fitted to or derived from

some kind of experimental data. Consequently, the
functions reflect the accuracy of these measurements.
Molecular size can influence the scores as well, gener-
ally the larger the molecule the better the score is,
however biological measurements do not support this
observation. As scoring functions are derived from
X-ray structures, only the favorable interactions are
rewarded but unfavorable interactions are not pena-
lized because information from the crystal structures
cannot be obtained. Uncertainties in the protonation
states and the involvement of water in ligand binding
further complicate scoring. Some of the failures can
be corrected using consensus-scoring schemes, when
the disadvantages and advantages of the various
scores might provide a combination, which is able to
describe the main characteristics of the protein-ligand
binding.

Force field-based scoring functions

The force field is a function expressing the energy of a
system as a sum of e.g., diverse molecular mechanics
terms. Non-bonded energy terms of molecular mech-
anics force fields were first used to score protein-
ligand complexes. The binding energy between a
ligand and a protein is most often estimated by the
summation of the electrostatic and van der Waals
energy terms. Standard force field scoring functions
have major limitations because they were developed
to model enthalpic gas phase contributions to struc-
ture and energetics, and do not involve solvation
and entropic terms either. These scoring functions
are restrained by the fact that in VS, significant steric
clashes cannot be avoided because the energy terms
have steep form at short interatomic distances (12-6
Lennard–Jones potential; Dock score), the Lennard–
Jones potentials used for modeling van der Waals
interactions can lead to very strong repulsion, there-
fore, these terms are often scaled down (8-4
Lennard–Jones potential; GOLD score). Recently
developed scoring functions contain entropy terms
to increase the potential of specific molecular recog-
nition, H-bonding are often designed in different
ways. Below, two generally applied scoring functions
are detailed in terms of use.

The GOLD score (G-score) is based on the work of
Jones et al. and concentrates on H-bonding inter-
actions. The H-bonding term contains desolvation of
donors and acceptors. A pairwise dispersion term
involves the contribution of hydrophobic interactions
and a molecular mechanical equation is used to calcu-
late the internal energy of the ligand. Therefore, this
scoring function performs well when polar interactions
are dominant and has difficulty with ligands that are
primarily non-polar in nature.

Table 7 Overview of frequently used scoring functions

Type Scoring functions References

Force field-based
methods

CHARMM [93,94]

AMBER
LIE

OWFEG
MM PB/SA
GOLD/Gold(G)

DOCK/Dock(D)

Empirical methods PLP [80,95,96]
FlexX
ChemScore
ScreenScore

HINT

Knowledge-based
methods

DrugScore [97–99]

PMF
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GOLD score:

Protein-ligand:

EvdW þ EH-bond ¼
X

protein

X

ligand

Aij

d8
ij

� Bij

d4
ij

 !"

þ Eda þ Ewwð Þ � Edw þ Eawð Þ
#

Internal ligand:

EvdW þ Etorsion ¼
X

ligand

Cij

d12
ij

� Dij

d6
ij

 !

þ
X

ligand

1

2
V 1 þ n

nj j cos nj joð Þ
� �

where Aij, Bij, Cij, and Dij are van der Waals param-
eters for atoms i and j, and dij is the interatomic
distance. Eda, Eww, Edw, Eaw are the donor–acceptor
individual energy values, V is the torsional barrier, jnj is
the periodicity, o the torsion angle.

GOLD score is the original GOLD scoring function
implemented in GOLD docking program package. An
optional H-bonding energy term can be added.

Protein-ligand:

EvdW þ Eelectrostatic

¼
X

protein

X

ligand

Aij

da
ij

� Bij

db
ij

 !

þ 332
qiqj

e dij

� �

dij

" #

Internal ligand:

EvdW þ Eelectrostatic

¼
X

ligand

Aij

da
ij

� Bij

db
ij

 !" #

þ 332
qiqj

e dij

� �

dij�

þ EH-bondðoptionalÞ

where qi and qj are atomic partial charges and e(dij) is
a dielectric function.

Dock score (D-score) considers both electrostatic
and hydrophobic contributions to the binding energy
but entropic terms. A distance dependent dielectric
attenuates polar interactions.

Protein-ligand:

EvdW þ Eelectrostatic

¼
X

protein

X

ligand

Aij

d12
ij

� Bij

d6
ij

 !

þ 332
qiqj

eðdijÞdij

" #

e dij

� �

� a distance-dependent dielectric function

The scoring function implemented in DOCK
Version 4.0:

Protein-ligand:

EvdW þ Eelectrostatic

¼
X

protein

X

ligand

Aij

da
ij

� Bij

db
ij

 !

þ 332
qiqj

e dij

� �

dij

" #

Empirical scoring functions

Empirical type functions form the second group of the
scoring functions. The binding energy is approximated
by a weighted sum of explicit hydrogen bonding and
hydrophobic contact terms. Many additional terms
and different functional forms are used for the scoring.
Some functions describe H-bonds with, e.g., distance
terms while others penalize angular deviation from
the idealized values. The binding free energy can be
estimated as: DGbind ffi

P

DGi fi, where fi corresponds
to a weighting factor and DGi represents an interaction
term. The weighting factors are obtained from
regression analysis using experimentally determined
binding energies and 3-D structural information. The
appeal of empirical scoring functions is that their terms
can be simple to evaluate but they are based on
approximations similar to force field functions. The
disadvantage of this class of scoring functions is the
dependence on the dataset used for the regression
analysis and fitting. Empirical scores contain a rotor
term, which estimates entropy penalties on binding
from a weighted sum of the number of RBs in ligands.
Currently used terms involve an incomplete descrip-
tion of solvation/desolvation energy upon ligand
binding. In the next paragraph, three of the most
commonly used scoring functions are discussed in
terms of their use.

LUDI separates the H-bonding term into neutral
and ionic H-bonds and calculates the hydrophobic
contributions based on the molecular surface area.

DGbind ¼ DGH-bond

X

H-bond

f DR;Dað Þ

þ DGionic

X

ionic

f DR;Dað Þ

þ DGhydrophobic

X

hydrophobic

Ahydrophobic

�

�

�

�

þ DGrotorNrotor þ DG0

where Ahydrophobic is the molecular surface area, DR is
the deviation from the ideal H-bond length, Da is the
deviation from the ideal H-bond angle, DG0 is a
regression constant.
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FlexX score is based on Böhm’s work.[80] This equa-
tion is basically the DG for an ideal H-bond, ionic,
aromatic, etc., interaction, adjusted by a penalty
function that depends on the deviation from the ideal
geometric values of two interacting elements.

DGbind ¼ DGH-bond

X

H-bond

f DR;Dað Þ

þ DGionic

X

ionic

f DR;Dað Þ

þ DGaromatic

X

aromatic

f DR;Dað Þ

þ DGcontact

X

contact

f DRð Þ

þ DGrotorNrotor þ DG0

ChemScore is based on a diverse training set of
82 receptor-ligand complexes. It uses four terms that
estimate contributions to binding energy from lipo-
philic interactions, metal-ligand binding, hydrogen
bonding, and loss of ligand flexibility. ChemScore is
more accurate and robust than many other widely used
functions.

DGbind ¼ DGH-bond

X

H-bond

f DR;Dað Þ

þ DGmetal

X

metal

f DR;Dað Þ

þ DGlipo

X

lipo

f DRð Þ

þ DGrotor

X

rotor

f Pnl;P
0
nl

� �

þ DG0

where Pnl and Pnl
0 are the fraction of non-lipophilic

atoms on either side of the frozen bond.

Knowledge-based scoring functions

In knowledge-based functions, the ‘‘knowledge’’ that
is implicitly encoded in the protein-ligand complexes is
tried to be captured. These scores are based on the con-
cept of the inverse formulation of the Boltzmann law:

Eij ¼ � kT lnðpijkÞ þ kT lnðZÞ
Eij � potential of mean force

pijk � probability density

Z� partition function

This approach has been applied to assemble potentials
from databases of protein structures to score protein

models in the context of protein structure predictions.
To establish a function for scoring, the i, j, and k
variables are assigned to protein and ligand atom
types and their interatomic distances. The occurrence
frequency of their contacts is a measure of the energetic
contribution to the binding. DrugScore and potential of
mean force (PMF) are popular implementation of this
type of scoring functions:

DrugScore:

DW ¼ g
X

protein

X

ligand

DWij rð Þ þ 1 � gð Þ

�
X

ligand

DWi SAS;SAS0ð Þ þ
X

protein

DWj SAS;SAS0ð Þ
" #

SAS � solvent accessible surface area

Wij � distance-dependent pairwise potential

g� adjustable weight factor

Parametrized pairwise potential PMF score:

PMF ¼
X

protein

X

ligand

Aij dij

� �

Aij dij

� �

¼ � kBT ln f
j

volume corr rð Þ
rij

seg rð Þ
rij

bulk

" #

kB �Boltzmann constant

f
j

volume corr rð Þ � ligand volume correction factor

rij
seg(r) – the number density of a ligand-protein atom

pa of type ij at a certain atom pair distance r

rij
bulk – the number density of a ligand-protein atom pair

of type ij in a reference sphere with a radius of 12 Å

Postprocessing

Filters such as the ones used for preparing the input
screening databases can also be applied here. Although
after docking, this step does not save time, e.g.,
compounds not suitable for further drug development
can be filtered out. Currently used scoring functions are
inadequate for the precise binding affinity predictions.
Therefore, additional postprocessing strategies are
often advised to apply for the minimization of the
number of false positives in the ranked database
and to propagate the true hits to the top of the list.

A popular strategy is the consensus scoring. In this
approach, scoring functions first can be separately
applied for selection of the best docked position and
then for ranking the best positions. The top ranking
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molecules then can be rescored by other scoring
functions, and can be ranked again. Scoring functions
can be weighted, so a linear combination of the scores
can also be applied. An appropriate scoring scheme
for the particular protein target can be worked out.
Several variety of consensus scoring approaches have
been frequently applied to increase the performance
of VS.[100]

Besides the consensus scoring and 1-D filters (MW,
log P etc.) can decrease the artificial enrichment,[101]

which occurs as larger molecules are usually scored
better. Thereby normalized scores can be calculated
with e.g., solvent accessible surface, MW etc., so as to
compensate the large molecular surface.

From the visual inspection of the docking solutions
to the involvement of solvation or entropic effects,
scores are often corrected to improve the prediction
of the binding free energy and as a direct consequence
the enrichment of active compounds.

Case Study: VS for Checkpoint
Kinase-1 Inhibitors using
Knowledge-Based VS

Kinase inhibitors have recently become a major area of
drug discovery and structure-based design.[102] Novel

inhibitors for kinase targets such as cyclin-dependent
kinase,[103] and epidermal growth factor receptor
kinase[104] have recently been discovered. As many
3-D structures are publicly available for kinases, they
seem to be an ideal target for VS studies. Although
only a few case studies have been published in the
pharmaceutical industry, VS is often performed for

Fig. 15 Screening cascade taken to the virtual screen for
ChK-1 inhibitory activity.

Fig. 17 The ATP binding site of CDK-2 containing stauros-
porin inhibitor. The polar contacts between the ligand and
protein are seen in black.

Fig. 16 Crystal structures of CDK-2 (red) and ChK-1

(blue), both bound with staurosporin inhibitor and aligned
by homology.
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kinase targets. As kinases share a conserved ATP bind-
ing site, the discovery of truly novel inhibitors can be
limited. The existence of the conserved ATP binding
sites does suggest that a general VS strategy can be
employed in searching for kinase inhibitors.

Lyne et al.[105] proved an evidence for the above
assumption using knowledge-based strategy for

checkpoint kinase-1 (ChK-1). Their strategy exploits
the chemical and structural information available for
kinase inhibitors. Compounds with a minimal kinase-
binding motif were docked; only then the docked poses
were rescored using a scheme customized for a kinase,
the CDK-2. High scoring compound were further
investigated visually and selected for biological testing.
Thirty-six effective inhibitors out of the 103 best rank-
ing compounds were found.

The overview of the screening cascade is shown in
Fig. 15. The screening library was first prepared for
docking. The preprocession of this database involved
a filtering step of molecules having MW greater than
600 Da, and having rotatable bonds more than 10.
Large, non-drug-like, and flexible molecules were
excluded. Flexible molecules are often docked
improperly using the FlexX algorithm. Tautomeric
and protonation states of the ligands were generated
using Leatherface.[105] 3-D coordinates were computed
using Corina.[106] Compounds without an appropriate
kinase-binding motif were filtered out by using
Plurality (H-bond donors/acceptors).

The ChK-1 crystal structure (Fig. 16) was proto-
nated at crystallization pH. Active site contained all
the residues within 6.5 Å of the bound inhibitor. Essen-
tial pharmacophore constraints for the Cys87 (back-
bone NH) and Glu85 (backbone CO) residues were
given (Figs. 17 and 18).

CDK-2 was chosen as a surrogate for ChK-1
because more activity data were available for the
CDK-2 that time. An enrichment study using a screen-
ing database of 8000 inactive and 100 of active

Fig. 18 The ATP binding site of ChK-1 containing stauro-
sporin inhibitor. The polar contacts are between the ligand
and protein seen in black.

Fig. 19 Enrichment plot for CDK-2 using all the possible scoring schemes. P, PMF; D, Dockscore; C, Chemscore; F, FlexX-
score; G, Goldscore. (Copyright is permitted by the Copyright Office of the American Chemical Society).
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compounds was performed. Three hundred docked
poses per molecule were saved. For rescoring, the Cscore
module of SYBYL was used. Z-scores were calculated
for all the possible scoring functions combinations:

Z ¼
X

i

xi � �xx

s

where x is the raw score for a pose, �xx average raw score
for all the poses, and s is the standard deviation for

all the raw scores. For CDK-2 PMF and FlexX, scoring
functions were found to give the best enrichment factors
(EF). Thus this scoring scheme was applied for ranking
the docked solutions for ChK-1. The enrichment plot is
shown in Fig. 19. Enrichment factors (EFs) assess the
quality of the rankings:

EFð%Þ ¼
Nactiveð%Þ=Nð%Þ
Nactive=NðallÞ

� �

where EF(%) is given at the percentage of the ranked
database, Nactive(%) is the number of active compounds
in a selected subset of the ranked database, N(%) is the
number of compounds in the subset, and Nactive and
Nall are the number of active molecules and the number
of compounds in the screening database. EF were not
scaled, i.e. absolute values depend on the ratio of active
and inactive molecules and should be compared to the
maximum (ideal) achievable EFs.

This study proves to be a successful case study in
the field of protein kinase inhibition with ATP com-
petitive compounds (Fig. 20). The hit rate was 36%,
and was achieved by screening 103 compounds.

Fig. 20 Two examples of the hits found by virtual screening
for ChK-1.

Table 8 Summary of recently published structure-based virtual screening studies indicating EFs

Short description

Target protein Program Screening database Actives EF(%) Ideal EF(%) EF/Ideal EF Reference

Thymidine kinase DOCK ACD: 990; (filters: Mw,
reagents, inorganic),

random set from
the filtered database,
Gasteiger-Marsili charges

10 7(10) 10 0.7 [107]

FlexX 8(10) 10 0.8

Estrogen receptor a GOLD 10 10(10) 10 1

Protein tyrosine
phosphatase-1B

DOCK ACD: 179805; (filters:
metals, isotope, clog P),

random set from the
filtered database,
Gasteiger-Marsili

charges, ionization

1327 7(10) 10 0.7 [108]

FlexX 9(10) 10 0.9

Glide 9(10) 10 0.9

Protein kinase B DOCK 266 0.1(10) 10 0.01

FlexX 1(10) 10 0.1

Glide 5(10) 10 0.5

Cyclooxygenase-2 FRED WDI: 7528; (filters: Mw,
similarity, rotatable bonds,

macrocycles removal,
steroid-type scaffolds,
pharmacophore points,

ionization at pH 7)

128 5(10) 10 0.5 [109]

FlexX 6.2(10) 10 0.62

Glide 6.3(10) 10 0.63

Estrogen receptor a FRED 55 7.9(10) 10 0.79

FlexX 5.8(10) 10 0.58

Glide 7.5(10) 10 0.75

p38 kinase FRED 72 1.9(10) 10 0.19

(Continued)
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Hits corresponded to four chemical classes. These are
the results for this particular study only and it is not
premised that these could be observed in general with
VS for protein kinases. However, this study gives a
proof of the applicability of this strategy in other VS
study performed for protein kinases.

Success Stories

Improvements in docking algorithms and the increasing
number of scoring functions have resulted in a large
number of successful VS studies. In this section, a collec-
tion of successful screening stories (Table 8) is described.

Table 8 Summary of recently published structure-based virtual screening studies indicating EFs (Continued)

Short description

Target protein Program Screening database Actives EF(%) Ideal EF(%) EF/Ideal EF Reference

FlexX 7.9(10) 10 0.79

Glide 4.1(10) 10 0.41

Gyrase B FRED WDI: 7528; (filters:
Mw, similarity,

rotatable bonds,
macrocycles removal,
steroid-type scaffolds,

pharmacophore points,
ionization at pH 7)

36 4.1(10) 10 0.41 [109]

FlexX 7(10) 10 0.7

Glide 5.8(10) 10 0.58

Thrombin FRED 67 7.9(10) 10 0.79

FlexX 8.1(10) 10 0.81

Glide 8.3(10) 10 0.83

Gelatinase A FRED 43 4.1(10) 10 0.41

FlexX 6.3(10) 10 0.63

Glide 6.1(10) 10 0.61

Neuraminidase FRED 51 8.3(10) 10 0.83

FlexX 6.2(10) 10 0.62

Glide 9.8(10) 10 0.98

Cyclooxygenase-2 FlexX 128 20(1) 59 0.34

Estrogen receptor a FlexX 55 39(1) 100 0.39

p38 kinas FlexX 72 18(1) 100 0.18

Gyrase B FlexX 36 21(1) 100 0.21 [96]

Thrombin FlexX 67 25(1) 100 0.25

Gelatinase A FlexX 43 16(1) 100 0.16

Neuraminidase FlexX 51 22(1) 100 0.22

Neuraminidase GOLD ATLAS

(in house database):
�3.1 million

15 43(1) 100 0.43 [101]

PTP1B 25 20(1) 100 0.2

CDK-2 Mw > 250 41 10(1) 100 0.1

CDK-2 Mw < 250 23 23(1) 100 0.23

Estrogen Receptor
a (agonist)

20 60(1) 100 0.6

Estrogen Receptor
a (antagonist)

17 58(1) 100 0.58

PTP1B, Protein tyrosine phosphatase-1B. The table is provided to allow comparison of docking schemes with respect to the algorithms and target

proteins.
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CONCLUSIONS

Besides experimental high-throughput screening, VS
has emerged as a knowledge-based alternative that
can be applied in drug discovery. Recently published
studies have revealed that the two approaches are
rather complementary than competitive.[110] Owing to
the involvement of ever increasing numbers of com-
pounds in today’s drug design projects, there is a high
demand for efficient computational screening tools.
Progress has been made in the quality and speed of
VS methods but there is still much room for further
improvement.

VS offers an approach with requirements opposite
to those of experimental screening, which is mainly
technology-driven ignoring the structural properties
of the target. Nevertheless, VS depends on factors
determining binding to the target. Structural infor-
mation of target proteins and generation of reasonable
binding modes of the ligands can serve for prediction
of binding affinities. Either structure-based or ligand-
based screening can be used to scan large virtual com-
pound libraries. The applicability of VS generally
depends on the target selected for investigation.
Recently published success stories demonstrate that
these two approaches can be applied simultaneously
or in a screening cascade to find quality hit or lead
molecules. Large databases containing hundreds of
thousands or millions of compounds can be focused
or filtered, therefore, e.g., compounds with a special
character are enriched resulting in a database with a
reduced size. As the docking programs still need
large computational power and the currently used
scoring functions are not sophisticated enough to
operate as a sole criterion for the final hit selection
from a list of hundreds of thousands of molecules,
there is a need to concentrate on information in a
database containing, e.g., filtered compounds. These
screening cascades are generally applied and hit
rates of recently published success stories provide
clear evidence for their effectiveness in drug discovery
projects.

Considering the current drug discovery landscape,
establishing more effective target identification and
validation strategies appears to be as important as
making progress with VS and predictions of in vitro
and in vivo characteristics. Any of these areas has sig-
nificant potential for computational approaches and
the opportunity to streamline the discovery process.
As the amount of the experimental data grows, the
computational models can be developed and tuned in
an easier way. The most straightforward in lead dis-
covery if virtual and experimental approaches are
complementary applied.

ARTICLES OF FURTHER INTEREST

Computer-Assisted Drug Design, p. 714.
Drug Design: Basic Principles and Applications,

p. 1362.
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Water for Pharmaceuticals

Leonid Shnayder
Aker Kvaerner Pharmaceuticals, Bridgewater, New Jersey, U.S.A.

INTRODUCTION

Water is one of the key utilities in most pharmaceutical
facilities. It is used as a solvent, product ingredient,
cleaning agent, and for many other applications. Some
of those applications require water of higher purity
than typically found in municipal water supplies.
Therefore companies install private water purification
systems that become a critical part of their utility
infrastructure.

Why does the potable water from municipal supply
require further treatment for pharmaceutical man-
ufacturing? To understand this, let us look into the
two main water sources for municipal plants: ground-
water aquifers (well water) and surface supplies (rivers
and lakes). As rainwater falls onto the Earth’s surface,
it picks up and dissolves atmospherical gases (oxygen
and carbon dioxide), industrial emissions such as nitric
and sulfuric oxides, as well as bacteria and dust parti-
cles. As is passes through the ground into the aquifers,
the water is filtered and becomes quite clean, free of
most particles and organic contaminants. However, it
now dissolves minerals contained in the limestone
and other geological materials. That adds calcium,
magnesium, sodium, iron, chlorides, sulfates, and other
ions to the ground water. The surface waters found in
the lakes and rivers collect organic materials and par-
ticles from vegetation and ground runoff.

Municipal water plants provide limited treatment,
mostly intended to make the water safe to drink. A
lot of contaminants, such as salts, dissolved gases,
and organic materials contained in natural sources,
remain in the municipal water supply. In addition,
chlorine or other disinfectants are often added as part
of the treatment process to control microbial contami-
nation. For many critical applications required in
pharmaceutical plants, such water quality is not suffi-
cient, and further treatment is necessary.

GRADES OF WATER USED IN THE
PHARMACEUTICAL FACILITIES

The water purity required varies widely with the appli-
cation. For example, water used to feed the boilers pro-
ducing plant steam only needs to be softened (to avoid
scale buildup) and deaerated (to avoid corrosion in

the steam system). On the other hand, water used as an
ingredient for an injectable drug has to meet much more
stringent quality requirements. The US Pharmacopeia
(USP) contains specifications for several grades of water
used in the preparation of medicinal products. The two
grades most often used in the pharmaceutical plants are
USP Purified Water and Water For Injection (WFI). As
the name implies, WFI is used for the preparation of
injectable drugs, whereas USP Purified Water can be
used in the manufacturing of tablets, capsules, creams,
lotions, etc. These types of water are called ‘‘compen-
dial’’ because their quality is specified in an official
nationally recognized standard such as USP. In addi-
tion, many companies use various non-compendial
water systems designed for specific needs. While design-
ing the facility, it is important to decide on the proper
grades of water to use in various applications. Compen-
dial waters are typically very expensive, not only
because of required treatment steps, but also because
of extensive validation and testing requirements. There-
fore it is prudent to limit their use to processes where
such water becomes an ingredient of the pharmaceutical
product, is in direct contact with such product, or is
used for the final rinse of critical process equipment.
For most other applications, various non-compendial
grades of water (potable, softened, deionized, etc.) can
be successfully used without any regulatory conflicts.
It is not uncommon to install a water system that pro-
duces water that could easily meet the USP specification
yet is not designated as USP Purified Water to avoid
unnecessary expenses for regulatory compliance.

The current edition of USP[1] establishes the follow-
ing requirements for USP Purified Water:

� Purified Water is prepared from water complying
with the federal regulations for drinking water

� Purified Water contains no added substance
� Purified Water is obtained by a suitable process
� Conductivity does not exceed set level (1.3 mS/cm

at 25�C)
� Total organic carbon (TOC) does not exceed set

level (500 ppb)

The requirements for WFI are as follows:

� Meets all the requirements for ‘‘Purified Water’’
� Is obtained by distillation or reverse osmosis (RO)
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� Contains not more than 0.25 USP endotoxin units
per milliliter

� Is prepared using suitable means to minimize
microbial growth

The USP does not specify allowable concentrations of
microorganisms in the official monograph, but recom-
mends action limits of 100 colony-forming units per ml
(CFU/ml) for Purified Water and 0.1 CFU/ml for WFI.

Putting aside the items related to the source water
andtreatmentprocedures,wecansummarizetherequire-
ments for Purified Water itself as follows:

1. Low conductivity (high resistivity). This test is
intended to show that water contains a minimal
amount of ions such as calcium, magnesium,
sodium, iron, chloride, sulfate, etc. The inherent
presence of hydrogen and hydroxide ions deter-
mines the theoretical limit of Purified Water
conductivity: approximately 0.05 mS/cm (resis-
tivity 18 MO cm) at a pH of 7.0. The practical
limits specified in the USP are in the range of
1–5 mS/cm, depending on pH and temperature.

2. Low TOC (less than 500 ppb). Water shall con-
tain a minimal amount of organic compounds.
Such compounds are undesirable for two main
reasons: they may be toxic, and/or they may
serve as sources of nutrition for microorganisms.

3. Low microbial count. Water shall contain a
minimal amount of viable microorganisms,
including spores.

4. Low endotoxin level (required for WFI only). The
term ‘‘endotoxin’’ applies to organic compounds
that cause harmful effects when injected in the
bloodstream of laboratory animals. Such com-
pounds are lipopolysaccharides produced as a
resultofmicrobialgrowthormicrobialdestruction.

WATER PURIFICATION SYSTEMS

As naturally occurring water has a variety of contami-
nants, there are many treatment processes developed to
remove those contaminants. A typical pharmaceutical
water purification system contains several unit opera-
tions designed to remove various components.

Particle Removal

The municipal water treatment plants use a process
called ‘‘clarification’’ based on gravity settling to
remove a majority of the large particles suspended in
water. However, some of the suspended materials
remain in the potable water and need to be removed
as part of the pharmaceutical water purification.

The most common process used for this is depth
filtration through a bed of sand or similar material
charged in a vertical vessel. The incoming water flows
from top to bottom. To improve the efficiency of such
filters, two or more layers of media with various particle
sizes are used. Coarse and less dense material such as
anthracite is located at the top of the bed, whereas finer
and denser particles of sand are placed at the bottom.
Such multimedia filters can remove most particles
larger than 10–20 mm. Periodically the filter bed is back-
washed by reversing the flow direction (from bottom to
top) and by increasing the flow rate. During backwash,
the captured particles are removed and sent to drain,
whereas heavier particles of the filter bed remain in
the vessel and settle back at the end of the cycle.

In smaller water purification systems, we can often
find a cartridge-type depth filter used for the particle
removal. The cartridge is made of cellulose, cotton,
or polymer fibers, which trap dirt particles throughout
its volume. Once a cartridge reaches its holding
capacity, it is disposed of and replaced by a new one.

Adsorption of Dissolved Organics and Chlorine

Activated carbon filters often found in pharmaceutical
water purification systems are used to remove chlorine
and many dissolved organic materials found in the
incoming potable water. Physically, a carbon filter
looks exactly like the multimedia filter: a vertical tank
with a valve manifold next to it. The main difference is
that the filter bed consists of activated carbon particles
with a very high surface area. These can absorb and
retain amazing amounts of organic contaminants and
chlorine. The major disadvantage of carbon filters is
that they may become a breeding ground for bacteria
thriving in an environment without chlorine (which is
typically adsorbed in the upper part of the bed) and
with plenty of nutrients. Therefore carbon filters are
usually periodically sanitized with hot water to contain
microbial growth. The bed is also backwashed fre-
quently to remove captured particles. However, activated
carbon cannot be economically regenerated in the field;
once it has reached its adsorption capacity (typically
after 1–5 years), the bed is replaced with fresh carbon.
It is recommended to use acid-washed activated carbon
for water purification because the minerals resident in
the charcoal may lead to leaching of the metal oxides,
increasing the water hardness.[2]

Ion Exchange

An ion exchange process is based on the ability of cer-
tain synthetic resins to selectively adsorb either cations
or anions, and to release (exchange) other ions based
on their relative activity. The water passes through a
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bed of resin beads in a vertical vessel (again, looking
very similar to a multimedia filter), where such
exchange takes place. Once all the active sites on the
resin bed are filled with the new ions, the resin needs
to be regenerated by passing an appropriate chemical
solution through the bed.

The most common type of ion exchange system is a
water softener. Its main function is to remove calcium
and magnesium ions from hard water. These are the
components that cause the formation of the hard-to-
remove scale in tea kettles; they have a similar effect
on boilers, distillation stills, and membrane filtration
equipment. The polystyrene resin has a greater affinity
for multivalent ions such as calcium and magnesium
than for monovalent sodium. When the water passes
through the bed, calcium and magnesium ions are
captured and exchanged for the sodium adsorbed on
the fresh resin. Once the resin is exhausted, it is
regenerated by a 10% solution of sodium chloride.
The high concentration of sodium ions in such a
solution shifts the equilibrium of the adsorption–
desorption process, resulting in the displacement of
captured multivalent ions with sodium ions. The
regeneration cycle can be repeated many times, making
softener resin last for years. Softening is a very simple
and inexpensive process requiring only salt for resin
regeneration, and it is widely used not only in high-
purity water systems but also in many utility water
systems.

A similar process also takes place in ion exchange
deionizers, designed to remove practically all foreign
ions from water. Deionizers use two types of resin:
one exchanges positively charged ions (cations) such
as sodium, calcium, and magnesium with hydrogen
ions (Hþ); another exchanges negative ions (anions)
such as chloride, sulfate, and bicarbonate with hydrox-
ide (OH�). Although the ion exchange process can
produce very-high-quality water, its major drawback
is the type of chemicals required for resin regeneration:
cation resins are regenerated by strong acid, and anion
resins are regenerated by strong base solutions.
Another drawback important for the pharmaceutical
water systems is the fact that ion exchange resins can
become a breeding ground for microorganisms. For
smaller systems, it is common to use service-type ion
exchange units, where the vessel with exhausted resin
is taken offsite for regeneration, whereas larger systems
have to be regenerated on site, resulting in the need to
handle concentrated acids and bases and to neutralize
waste solutions. A relatively new process gaining popu-
larity in the field is the continuous deionization system,
which represents a combination of ion exchange and
membrane separation technologies. It uses electrical
current to continuously regenerate the ion exchange
resin simultaneously with the water treatment process,
eliminating the need to handle strong chemicals.

Membrane Filtration

Unlike depth filters where particles are captured
throughout the filter volume, membrane filters are
surface-type filters: they stop particles larger than the
pore size right at the upstream surface of the poly-
meric membrane. Naturally, such filters have very
limited holding capacity: once most of the surface
holes are plugged with a single particle each, the fil-
tration process stops. To overcome this inherent limi-
tation, engineers invented a process called ‘‘crossflow’’
or ‘‘tangential flow’’ filtration. In such a system
(Fig. 1), fluid moves at high velocity parallel to the
membrane, with only a small fraction of the feed flow
penetrating through it because of a pressure differen-
tial. The particles or molecules that could not penetrate
through the membrane are swept by the parallel flow
and exit the system in a stream called ‘‘concentrate’’
because it contains a higher concentration of particles
than the feed stream. The stream penetrating through
the membrane is called ‘‘permeate.’’ Because of the
‘‘sweeping’’ action of the crossflow stream, membrane
holes do not plug up and such systems can function for
a long time between cleanings. Depending on the pore
size, membrane filtration processes are called microfil-
tration, ultrafiltration, and reverse ozmosis (RO).

Microfilters use membranes with pores in the 0.1–
1 mm range. They can filter out particles of dust, acti-
vated carbon, and ion exchange resin fines, and most
microorganisms. Microfilters require low differential
pressures (5–20 psi) and are available both as normal
flow (‘‘dead end’’) and crossflow configurations. In
pharmaceutical water purification systems, they are
often used as disposable cartridge filters after activated
carbon filters, softeners, and ion exchange beds.

Ultrafilters use membranes that reject not only solid
particles but also dissolved matter with high molecular
weight. The ‘‘molecular weight cutoff’’ point of such
membranes varies in the range of 10,000–100,000 Da.
They can remove bacteria, endotoxins, colloidal con-
taminants, and large organic molecules. Ultrafilters
typically require differential pressure between 10 and
50 psi, and they are also available in both normal and
crossflow configurations. In water purification systems,
ultrafilters are sometimes used as a polishing step after
ion exchange units.
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Fig. 1 Tangential flow filtration.
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Reverse osmosis is a filtration process using a mem-
brane with the pore size in the range of 1–10 Å. Such
membranes reject not only most organic compounds,
bacteria, and viruses, but also 90–99% of all ions.
Because of the extremely small pore size, RO systems
operate at high differential pressures—typically from
100 to 500 psi. Practically all commercial RO systems
are designed in the crossflow configuration. The most
common physical membrane configuration for RO
systems uses spiral-wound elements (Fig. 2) placed
into horizontal pressure vessels (essentially pipes). In
the production of the pharmaceutical Purified Water,
it is very common to use double-pass RO systems with
two filtration stages connected in series. Such systems
can easily produce water meeting the requirements
for USP Purified Water and even WFI.[3] However,
European regulations do not allow RO to be used as
a final treatment step for the production of WFI.
This also affects U.S. facilities as the common practice
in the United States is to build facilities compliant
with both U.S. and European regulations. In the last
10–15 years, RO has become the most common way
to produce pharmaceutical Purified Water—either as
a final treatment step, or as pretreatment for the
distillation stills.

Distillation

Distillation is a process that involves the evaporation
of water and then the condensation of the resulting
steam. Most dissolved contaminants do not evaporate
at the temperature of boiling water, and therefore
do not pass into the steam and condensate streams.
To improve energy efficiency, distillation is usually con-
ducted in multiple-effect stills designed to recover most
of the energy spent on evaporating water. Distillation,

while expensive, allows the removal of almost all of
the organic and inorganic impurities and achieves
very-high-quality water. It is also considered the
safest way to avoid microbial and endotoxin conta-
mination. That is why distillation remains the domi-
nant method of producing WFI. Feed water to the
distillation stills is often pretreated with RO and/or
other methods to reduce scaling and to increase
distillate quality.

One of the possible configurations for the pharma-
ceutical water purification system is shown in Fig. 3.
The first three stages in that system (multimedia fil-
tration, softening, and carbon filtration) are considered
pretreatment steps for the RO unit that conducts final
purification. The cartridge filter shown before the RO
is provided to protect the membranes from the fine
carbon particles. There are many variations of the
treatment systems: sometimes carbon filter is placed
before a softener, sometimes it is eliminated completely,
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Fig. 2 Spiral-wound membrane element. (Courtesy of Osmonics, Inc.)
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Fig. 3 Pharmaceutical water purification system.
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and chlorine removal is accomplished by adding reduc-
ing chemicals such as sodium sulfite; often ultraviolet
(UV) lights are added to improve microbial control
and/or to reduce TOC levels, etc. The systems
designed to produce WFI most often include distil-
lation still as a final treatment step.

STORAGE AND DISTRIBUTION SYSTEMS
FOR PHARMACEUTICAL WATER

Further discussion assumes that water leaving the puri-
fication system and entering the storage tank meets
all of the above requirements either for USP Purified
Water or WFI. The goal when designing and operating
the storage and distribution system is to keep the water
at these purity levels, preventing any of the four param-
eters listed above from exceeding allowable limits dur-
ing storage. In particular, the engineers and operators
have to ensure that:

� Water is protected against ionic and organic con-
tamination (that would lead to an increase in the
conductivity and TOC respectively)

� The system is protected against physical entry of
foreign particles and microorganisms

� Microbial growth is prevented or minimized

Before moving on to the description of the typical
storage and distribution systems and their compo-
nents, it is beneficial to say a few words about the issue
of the microbial growth that presents probably the
biggest challenge and causes most concerns among
engineers and operating personnel.

Microorganisms are ubiquitous; they can be found
in a very wide variety of environments. High-purity
water systems are no exception. Although such water
contains very few nutrients necessary to sustain life,
some types of bacteria developed skills that allow them
not only to survive but also to multiply in such waters.
They do it for the most part by attaching themselves to
the pipe and other system’s surfaces and by creating a
thin film containing microorganisms, organic and
inorganic nutrients (obtained partially from the water
and partially from the dead bacteria), and products
of bacterial metabolism and decay.[4–6] Such film,
appropriately called biofilm, constitutes a niche envi-
ronment that is very different from the bulk of the
water system’s volume, and may be reasonably com-
fortable for such bacteria. The majority of micro-
organisms capable of forming biofilms in the purified
water systems are classified as Gram-negative organ-
isms in reference to their quality of not retaining a
dye after staining (Cristian Gram was the inventor of
the staining method). Such organisms have a tendency
to shed lipopolysaccharidic materials from the cell

membranes that constitute endotoxins, both during
their normal growth and after the cell’s destruction.
That is why elimination of the Gram-negative micro-
organisms from the water systems is one of the primary
goals. That also explains why test samples taken from
the water system soon after sanitization sometimes
show higher levels of endotoxins that those observed
before: successful sanitization kills all or most of the
bacteria in the biofilm, and pieces of their membranes
are released in the bulk water stream where they
can be detected as endotoxins. Another consequence of
bacterial growth in biofilms that must be kept in mind
is that results of microbial sampling of the water sys-
tems are only indirectly correlated with the actual situ-
ation. First, the sample is usually taken from the bulk
liquid stream whereas most bacteria reside on the pipe
and equipment surfaces. Second, the testing tech-
niques, including the type of growth media used to
cultivate the sample before counting colonies, can have
a great impact on the test results. Therefore it is no
accident that USP does not specify an allowable con-
centration of microorganisms in the water samples as
a pass–fail criteria similar to conductivity or TOC,
but only as a helpful indirect indicator that shall be
used as an alert or action limit in the efforts to main-
tain microbial control.

It is important to point out that a small number of
microorganisms surviving in the purified water system
do not necessarily affect the water quality. Because of
the lack of nutrients and other unfavorable conditions,
the microbial growth in such waters is very slow. That
provides operators with an option to maintain such
systems in the state of microbial control by sanitizing
them periodically rather than continuously, as long
as the frequency is high enough to keep the bacterial
counts at acceptable low levels.[7,8]

Let us consider some of the engineering practices
used to achieve the above mentioned goals. For a more
detailed description, refer to the ISPE Baseline Phar-
maceutical Engineering Guides[9] recently developed to
help industry professionals in designing and operating
purified water systems.

Overall System Schematics

One of the typical flow diagrams for the pharmaceuti-
cal water storage and distribution system is shown in
Fig. 4. The system includes a vertical storage tank,
circulation pump, sanitary heat exchanger, and piping
designed in the form of complete loop with point-of-
use valves located at the minimum distance to the loop.
The pump continuously circulates the water from the
tank via distribution piping and back to the tank.
The water temperature in the system is maintained at
65–85�C to maintain microbial control; any organisms
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that found their way into the system would be killed or
at least prevented from multiplying at such tempera-
tures. The heat exchanger is used to compensate for
the heat losses occurring in the piping system. The
water is returned to the tank via one or more spray
balls, thus providing continuous flushing of the tank’s
top head and upper walls, and keeping them at the
high temperature. The entire system (tank, piping,
and other components) is insulated for heat conser-
vation. To minimize the ‘‘dead legs’’ at the points of
use, it is common to design the loop with U-shaped
sections located at each such point, in essence bringing

the main header from the ceiling space to a convenient
working level where a point-of-use valve would
be easily accessible. That adds a lot of elbows and
associated pressure drop to the system. In cases
where the point-of-use valve is automated, this can
sometimes be avoided by locating the valve at the
header, away from the actual point of use. In such case,
the valve only needs to be accessible for maintenance,
but sanitization of the branch line may have to be
addressed.

The storage tank is usually equipped with a
sterilizing-grade (0.2 mm) hydrophobic vent filter, and
sometimes also with a nitrogen blanketing system, to
prevent the introduction of particles and organisms
during normal inbreathing. The additional benefits of
the nitrogen blanket are the creation of oxygen-free
atmosphere in the storage tank’s upper space (better
for microbial control and corrosion protection), and
the avoidance of the slight vacuum conditions during
the inbreathing via vent filter. The vent filter on the
storage tank is often heat-traced to stay hot, both for
microbial control and for prevention of moisture
condensation.

The water circulation pump must be of sanitary
design and may be equipped either with a single or a
double mechanical seal. In the latter case, the purified
water from the pump’s discharge is used as a seal flush
fluid (Fig. 5). If a spare circulation pump is installed
for reliability, it is important to ensure that it does
not constitute a long ‘‘dead leg.’’ This can be avoided
either by valving it off and draining it free of water
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Fig. 4 Purified water storage and distribution system.

Fig. 5 Double mechanical seal with purified water flush arrangement. (Courtesy of Fristam Pumps, Inc.)
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when not in use, or by allowing a small flow of hot
water to constantly circulate through the spare pump.

The circulation flow rate is usually selected based
not only on the anticipated water usage rates, but also
on the requirement to maintain certain minimum
velocity (typically 5 ft/sec) during periods of no usage.
The minimum velocity requirement comes from a
widely held belief that 5 ft/sec is necessary to create a
turbulent flow and that such flow prevents the accumu-
lation of the biofilm by mechanical shear forces. How-
ever, this notion is not supported by experimental
results or analysis of the fluid dynamics.[10,11] First,
the flow becomes turbulent at velocities well below
5 ft/sec. Second, even with the turbulent flow, there is
always a thin film of liquid adjacent to the piping wall
that exhibits laminar flow. The thickness of this film,
although dependent on the velocity, is certainly much
higher than the size of typical bacteria. However, it
would be unfair to say that the circulation velocity
does not matter. It shall be selected not only based
on the pipeline hydraulics, but also considering its
effect on maintaining required water temperature at
the various points in the system, including any ‘‘dead
legs.’’ The longer the ‘‘dead leg’’ is, the higher is degree
of turbulence needed to keep it hot.

Although hot storage and distribution systems simi-
lar to the one shown in Fig. 4 above are excellent
from the standpoint of microbial control, their main
limitation is the fact that water is delivered to all users
at the high (65–85�C) temperature. Very often, this is
not acceptable for some or all users. Other disadvan-
tages of the hot systems are the higher potential for
corrosion of the construction materials, and personnel
safety concerns related to the high water temperature.
Various design concepts have been developed to
provide the users with purified water at required
(usually ambient) temperature.[12] Two of them are
shown in Figs. 6 and 7. In the first case (Fig. 6), water
is cooled directly at the point-of-use by a local cooler;
in the second case (Fig. 7), a separate ambient tempera-
ture loop is created, where one central cooler serves
the needs of multiple use points. During the periods
of no water usage, the cooler in the system in Fig. 7
does almost nothing (just compensating for the heat
gains from the pump). However, once a point-of-use
valve is opened and ambient water starts flowing out
of the loop, it is replaced by hot water from the storage
tank. At this point, the cooler needs to be able to
remove a lot of heat to keep the set loop temperature.
That usually requires a very large sanitary heat
exchanger and a lot of cooling water. From the
practical prospective, it is often beneficial to install
two exchangers in series: the first one uses cooling
tower water to remove most of the heat, whereas the
second (‘‘trim cooler’’) uses more expensive chilled
water to bring the loop to required temperature

(typically 20–25�C). It is important to point out that
such system cannot be expected to maintain exact loop
temperature at all times. Because of the control system
delays inherent in its design, the purified water tem-
perature will fluctuate by a few degrees every time a
major use point valve opens or closes. This is normally
not a problem, especially in the applications involving
filling the water into a process vessel. The heater in the
ambient loop (Fig. 7) is provided for periodical loop
sanitization; the steam supply is shut off at all other
times.

A third approach is to use the system similar to
the one shown in Fig. 4, but to keep the water in the
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Fig. 6 Purified water storage and distribution system with
point-of-use cooler.
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storage tank and in the circulation loop at ambient
temperature most of the time (this requires an extra
heat exchanger with cooling water on the shell side).
To achieve microbial control, such system (or any
system that includes ambient loop) needs to be period-
ically sanitized by heating up its contents to about
80�C and holding the temperature for at least 1 hr.
The sanitization frequency can vary from once a day
to once a week or less: the lower the frequency is, the
more attention to the studies proving the effectiveness
of the microbial control shall be expected.

An alternative approach to microbial control in the
ambient systems is to use ozone as a sanitizing agent.
In such case, ozone gas (generated onsite from com-
pressed air or oxygen) is continuously injected into
the purified water storage tank. An UV light fixture
is installed at the outlet of the circulation pump to
decompose ozone in the water directed to the users
during normal operation. Periodically, this UV light
is shut off for 30 min to 1 hr, allowing ozonated water
to circulate through the distribution piping, thereby
achieving its sanitization.

In larger systems, it often becomes impractical to
run one large-diameter piping loop to all use points;
in such cases, various multiloop arrangements may
be employed.[13]

The selection of a particular system design depends
on many factors: number of use points requiring
ambient and hot water, flow rates and frequency of
usage, availability of capital, etc.[14]

Materials of Construction

Storage tank, piping, pumps, and other components of
the system in contact with purified water should be
made out of materials that are chemically resistant to
such water and which will not introduce metal ions
or other contaminants. The most common material
used in the pharmaceutical industry is 316L stainless
steel. The suffix ‘‘L’’ in the grade designation stands
for ‘‘low carbon,’’ which is important for the compo-
nents that need to be welded because carbon molecules
tend to diffuse to the surface during welding, making
weld areas susceptible to corrosion. The piping systems
for purified water are usually constructed of the
sanitary tubing. This product has tighter dimensional
tolerances than piping, and is available with the wide
range of surface finishes, up to the mirrorlike surfaces
achieved by the combination of mechanical polish-
ing and electropolishing. It is common to use the
tubing polished to 25–30 min. roughness average (RA)
or better.[15]

The tubing and other components (valves, elbows,
tees, etc.) are welded for the most part by the auto-
matic orbital welding machines. Such machines work

by creating an electrical arc between the weld electrode
and the tubing pieces, melting the ends of the tubes
being joined. Unlike conventional welding, this tech-
nique creates a very smooth weld containing only the
materials from the joined pieces and no metal from
the welding electrode. To avoid excessive oxidation
of the weld area, it has to be purged with inert gas such
as argon during the procedure. In addition to reducing
the manual labor, the automatic welding machines
help in maintaining a consistent quality of all welds,
as well as in documenting parameters (electrical
current, electrode speed, purge flow, etc.) affecting such
quality. Where automatic welding is not feasible (such
as, for example, in the fabrication of zero-static valves),
manual welding is allowed; however, it is recom-
mended that it be conducted in the controlled shop
environment rather than at the construction site.
Welds in sanitary piping are often inspected by
borescoping.

To improve the corrosion resistance of the stainless
steel components, particularly in the weld-affected
areas, it is a common practice to passivate the product
contact surfaces of installed piping and equipment by
circulating a solution of strong oxidant such as nitric
or citric acid, or a chelating agent. Passivation removes
free iron from the metal surface and creates a thin pro-
tective layer of chromium oxide. It is not uncommon
to repeat the passivation treatment periodically (every
few years) to restore the passive layer.

In the later years, some of the systems are designed
with the plastic materials of construction instead of the
stainless steel. The most common is polyvinylidene
fluoride (PVDF); it is a partially fluorinated polymer
that exhibits many desirable properties (mechanical
strength and chemical resistance) approaching those
of the fully fluorinated Teflon, but is less expensive
and better suited for the installation in piping systems.
Properly designed and supported PVDF piping can
withstand hot water or even low-pressure steam sani-
tization, as well as periodical exposure to ozone.
Although the PVDF tubing itself costs about as much
as the stainless steel and requires continuous support in
most cases, it offers advantages such as light weight,
easier welding, less expensive valves and fittings, and
no need for passivation. These benefits may result in
overall installed cost savings compared to the stainless
steel systems. Because of the concern about the leach-
ing of organic impurities from plastics, researchers
and suppliers of the sanitary PVDF tubing conducted
extensive studies proving that the amount of TOC
leached from such tubing into water is very low and
does not degrade the water quality.[16,17] It is fair to
say that whereas none of the construction materials
can be considered ideal for the purified water systems,
plastics such as PVDF emerge as strong competitors to
the stainless steel.[18]
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Piping Design and Installation

While designing and installing the piping system for
purified water, care shall be taken to avoid any areas
where water would remain stagnant (‘‘dead legs’’).
Where branch connections are necessary, such as at
the points of use, instrument ports, etc., the length of
the ‘‘dead leg’’ is usually limited to a maximum
of three pipe diameters of the branch line, as measured
from the main line wall. The importance of this ‘‘rule
of thumb’’ in this particular application is in the fact
that while the piping system is being sanitized (either
periodically or continuously), all parts of it, including
the most remote areas, have to reach the required
temperature, or, in case of chemical sanitization, be
accessible for that chemical. In cases where long ‘‘dead
legs’’ cannot be avoided (such as in some existing sys-
tems or in smaller new systems), microbial control can
be achieved by flushing each of such legs with hot
water or chemical solution as part of the sanitization

procedure. The piping is usually sloped a minimum
of 1/8 in/ft (or about 1 : 100) toward the nearest drain
point to ensure complete drainage. Keep in mind that
the thin-walled tubing used for the sanitary systems
may sag between the support points, which would
create undrainable pools of liquid in the horizontal
runs. Technically speaking, this sloping requirement
is only important for the lines sanitized by steam (the
condensate needs to drain freely to achieve even
heating of all pipe surfaces), but is has become such
a common practice that the author is not aware of
any purified water systems in the pharmaceutical
industry installed without slope. Most of the piping
and other system elements are welded, and those com-
ponents that may require disassembly (pumps, heat
exchangers, instruments, etc.) are connected by sani-
tary joints such as Tri-Clamp, Swagelock TS, etc.
The common feature of all such joints is that gasket fits
flush to the tube wall, making the joint crevice-free.
Diaphragm valves have become a de facto standard
for purified water as well as for most other sanitary
systems because of their cleanability, absence of crevices,

Fig. 8 Weir-style diaphragm valves: shutoff and point-of-
use configurations. (Courtesy of ITT Industries.)

Fig. 9 Radial-style diaphragm valves: shutoff and flow-
through configurations. (Courtesy of NovAseptic.)
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and complete isolation of the wetted parts from the
actuator mechanism. The two most widely used styles
are weir and radial diaphragm valves, respectively. In
addition to simple (one inlet, one outlet) valve con-
figuration, several companies offer a wide variety of
point-of-use and other specialty valves designed for
the pharmaceutical and related industries in general,
and for the purified water systems in particular
(Figs. 8 and 9).

CONCLUSIONS

There are many types of purified water systems used in
pharmaceutical facilities. Although most of them share
common features, each system is custom-designed for
a specific application. Developing a proper design
requires a good understanding of system operation
and careful attention to details. Simply following com-
mon ‘‘rules of thumb’’ does not necessarily guarantee a
reliable system—no matter how much money is spent.
On the other hand, with a good understanding, it is
often possible to design, install, and validate a func-
tional and reliable purified water system with less
capital investment and lower operating costs.
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INTRODUCTION

The physical, chemical, and mechanical properties of
pharmaceutical drugs and dosage forms are critically
dependent on the presence of moisture. Pharmaceutical
scientists can cite numerous examples of desirable and
undesirable properties that result from varied levels of
moisture associated with a particular solid or formu-
lation consisting of mixtures of solids. Flow, compac-
tion, caking, disintegration, dissolution, hardness, and
chemical stability are just some of the properties
influenced by moisture. Because water is present in bulk
liquid form or as a vapor at some relative humidity in
virtually all stages of solid manufacture (active ingredi-
ent and excipients), storage, processing into formula-
tions, and final product packaging, a fundamental
understanding of the role of water in affecting solid
properties (and vice versa) is necessary.

Although the properties of individual solids and the
performance of solid dosage forms are dependent on
moisture, characterization of the underlying water–
solid interaction is often nebulous. For example, many
solids are described as ‘‘hygroscopic’’ without further
reference to whether and how this relates to the rate
and amount of moisture uptake as a function of rela-
tive humidity and temperature.[1] To illustrate this
ambiguity, consider that water-soluble, non-hydrating
crystalline substances such as sodium chloride sorb
very low levels of moisture (e.g., less than 0.1%) below
their critical relative humidities, where the solid actu-
ally dissolves in the sorbed moisture. On the other
hand, some typical excipient materials used in solid
dosage forms, such as starches, celluloses, and gelatin
capsules, sorb significant quantities of moisture (e.g.,
25–50%), and even though they do not dissolve, they
do undergo significant morphological change at high
relative humidities (i.e., swelling). Moisture uptake rate
for a material depends on both the relative humidity of
the environment and the time-dependent moisture
content of the solid. For situations in which the

environmental relative humidity is significantly differ-
ent from the relative humidity at which the excipient
(gelatin, for example) was previously equilibrated, the
initial moisture uptake/loss rate will be significant,
but it will approach zero over time. On the other hand,
a water-soluble, non-hydrating crystalline substance
such as sodium chloride will have a very low moisture
uptake/loss rate that will decrease to zero if the
environmental relative humidity is kept below its criti-
cal relative humidity. However, the uptake rate will be
relatively large and continuous, until all the solid has
dissolved, if the relative humidity is above the critical
value. Obviously, very different mechanisms of water
sorption/desorption occur for the different samples.
In this light, describing sodium chloride and/or starch
as ‘‘hygroscopic’’ offers very little toward understand-
ing the water–solid interactions that might affect their
physico-chemical properties. These examples illustrate
the need to understand the underlying mechanism(s)
of uptake for a particular solid. In this regard, there-
fore, addressing the following questions provides a
basis for studying the various mechanisms of water–
solid interaction:

1. How much water is present and what is the
corresponding water activity (approximated by
relative pressure or percent relative humidity/
100)?

2. What are the kinetics of moisture uptake or loss,
and is the rate constant or changing over time?

3. Where is the water located (i.e., adsorbed to the
external surface of crystals, absorbed into
crystals as specific or non-specific water of
hydration, absorbed into amorphous regions,
condensed into pores, etc.)?

4. What is the state of the moisture associated with
the solid (i.e., bulk water, water of hydration,
physisorbed water, etc.)?

5. What form of the solid is present (i.e., particle
size and morphology, polymorphic species,
degree of crystallinity, state of hydration) and
is this form thermodynamically stable over the
temperature and relative humidity range that
the solid is expected to encounter?

This work was taken in part from the article entitled ‘‘Sorption of

water by solids,’’ in Physical Characterization of Pharmaceutical

Solids, Brittain, H., Ed., Marcel Dekker, Inc.: New York, 1995.
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It is the objective of this article to highlight the
various mechanisms whereby water can interact with
solid substances, present methodologies that can be
used to obtain the necessary data, and then discuss
moisture uptake for non-hydrating and hydrating
crystalline solids below and above their critical relative
humdities for amorphous solids and for pharmaceuti-
cally processed substances. Finally transfer of moisture
from one substance to another will be discussed.

THE WATER SORPTION ISOTHERM

The most fundamental manner of demonstrating the
relationship between sorbed water vapor and a solid
is the water sorption–desorption isotherm. The water
sorption–desorption isotherm describes the relation-
ship between the equilibrium amount of water vapor
sorbed to a solid (usually expressed as amount per unit
mass or per unit surface area of solid) and the thermo-
dynamic quantity, water activity (aw), at constant tem-
perature and pressure. At equilibrium the chemical
potential of water sorbed to the solid must equal the
chemical potential of water in the vapor phase.
Water activity in the vapor phase is related to chemical
potential by

m ¼ m0 þ RT ln aw ð1Þ

where m is the chemical potential of water in the system
at equilibrium, m0 is the standard chemical potential of
water at a specific reference temperature and pressure,
R is the gas constant, and T is the absolute tempera-
ture. Lewis et al.[2] defined the relative activity of any
pure substance or component (such as water) as a ratio
of fugacities:

aw ¼
fw

f0
w

ð2Þ

where fw is the fugacity of water in the system at
equilibrium and f 0

w is the fugacity of pure water at a
standard temperature and pressure. For all practical
purposes, the fugacity (or ‘‘escaping tendency’’) of
water vapor can be approximated by the water vapor
pressure in the system. This assumption is valid as long
as the water vapor behaves as an ideal gas. For the
water vapor pressure range of relevance for pharma-
ceutical systems at temperatures less than 50�C, this
approximation is excellent (<0.2% relative error).[3]

Thus, the relative pressure of water vapor, P/P0, is
usually employed as an estimate of the relative water
activity in the system:

aw ¼
P

P0
ð3Þ

where P is the water vapor pressure in the system and
P0 is the vapor pressure above pure water at the tem-
perature of interest. Relative humidity (RH) is defined
as the relative pressure expressed on a percentage basis:

RH ¼ 100
P

P0
ð4Þ

The sorption branch of the isotherm is obtained exper-
imentally by measuring the equilibrium amount of
water sorbed to a solid at known relative pressure,
beginning with a known mass of absolutely dry solid
and then progressively increasing the relative pressure
in the system. Drying the solid sample under heat,
possibly using vacuum to facilitate the removal of des-
orbed water vapor, is usually necessary to eliminate
residual moisture. One must be aware, however, of
the effects of such conditions on the chemical and
physical stability of the solid. The desorption portion
of the isotherm is obtained by progressively decreasing
the relative pressure in the system from a relative press-
ure of approximately unity, again monitoring the equi-
librium amount of moisture sorbed at each relative
pressure. Remember that the moisture sorption iso-
therm is an equilibrium measurement of the interaction
of water with a solid. In theory, information regarding
the kinetics of moisture uptake is not explicitly derived
from this experiment. This distinction is an important
one that will be explored in more depth later.

Generation of water sorption–desorption isotherms
for a particular solid can lend considerable insight into
the nature of the water–solid interaction, as well as the
surface characteristics of the solid. This information is
readily obtained from the amount of moisture sorbed
at lower relative humidities in comparison with the
specific surface area of the sample, from the general
shape of the isotherm, from whether or not water
uptake is a completely reversible process (i.e., whether
hysteresis is observed between sorption and desorp-
tion), and from the shape of the hysteresis loop if it
is present. With knowledge of the aforementioned,
one can usually obtain an indication of the mechanism
of moisture sorption for the material of interest. For
example, a material that exhibits sorption at lower
relative humidities in much greater amounts than one
might expect based on the specific surface area of the
sample, and that exhibits hysteresis over the complete
range of relative humidities, is most likely absorbing
water into its internal structure. On the other hand, a
material exhibiting a closed hysteresis loop over the
higher relative humidity range while sorbing moisture
over the lower relative humidity range similar to what
might be expected based on its specific surface area,
is probably quite porous in nature and is most likely
sorbing water via capillary condensation over the
higher relative humidity range.
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MODELS DESCRIBING VAPOR ADSORPTION

Brunauer, Emmett, and Teller Equation

The model most commonly referred to in the literature
describing vapor adsorption onto solid surfaces was
put forth in 1938 by Brunauer, Emmett, and Teller.[4]

The so-called BET model was originally derived using
kinetic arguments in a manner very similar to those
used by Langmuir.[5] The BET model has since also
been derived using statistical mechanics.[6–8] The BET
model assumes that vapor molecules, behaving as an
ideal gas, exist in a state of equilibrium with a solid
that consists of identical, homogeneous adsorption
sites. The first vapor molecule adsorbed to an adsorp-
tion site on the solid is proposed to be bound, whereas
molecules adsorbing beyond the first layer are assumed
to have the properties of the bulk liquid. Furthermore,
adsorption is proposed to occur such that the adsorbed
molecules do not interact laterally. The linear form of
the BET equation is

1

W P0

P � 1

� � ¼
ðCb � 1Þ � P

P0

WmCb
þ 1

WmCb
ð5Þ

where W is the mass of vapor adsorbed per gram of
solid at a particular relative pressure, P/P0; Wm is the
theoretical quantity of vapor adsorbed when each
adsorption site has one vapor molecule adsorbed to
it; and

Cb ¼ k exp
H1 � HL

RT

� �

ð6Þ

where H1 is the heat of adsorption of the first vapor
molecule adsorbed to a site, HL is the heat of con-
densation of the bulk adsorbate, R is the universal
gas constant, T is the absolute temperature, and k is
a constant, usually assumed to be close to unity. The two
BET constants, Wm and Cb, can easily be obtained from
the linear plotting form of the BET equation given in
Eq. (5). Plotting the quantity 1/[W(P0/P � 1)] vs. P/P0

gives a slope equal to (Cb � 1)/WmCb and an intercept
equal to 1/WmCb. Algebraic manipulation gives

Wm ¼
1

slope þ intercept
ð7Þ

and

Cb ¼ 1 þ slope

intercept
ð8Þ

In general, the BET equation fits adsorption data
quite well over the relative pressure range 0.05–0.35,
but predicts considerably more adsorption at higher

relative pressures than is experimentally observed. This
is consistent with an assumption built into the BET
derivation that an infinite number of layers are
adsorbed at a relative pressure of unity. Application
of the BET equation to non-polar gas adsorption
results is carried out quite frequently to obtain esti-
mates of the specific surface area of solid samples.
By assuming a cross-sectional area for the adsorbate
molecule, one can use Wm to calculate specific surface
area by the following relationship:

S ¼ WmXNav

MS
ð9Þ

where S is the specific surface area in m2/g; Wm is the
mass of adsorbate adsorbed at monolayer coverage;
X is the cross-sectional area of an adsorbed adsorbate
molecule (assumed to be 19.5 Å2 for krypton, 16.2 Å2

for nitrogen, 12.5 Å2 for water);[9,10] Nav is Avogadro’s
number; M is the molecular weight of adsorbate; and S
is the mass of the sample. Obviously, calculating sur-
face areas from moisture uptake data that does not
lead to monolayer coverage at Wm [either incomplete
coverage (see the section on ‘‘Water Sorption onto
Non-hydrates’’ below) or absorption into the solid
(see the section on ‘‘The Meaning of Specific Surface
Areas Calculated from Water Absorption Studies’’)]
will result in incorrect values that have no physical
meaning. Therefore, comparison of the surface area
measured by non-polar gas adsorption to that calcu-
lated from a moisture sorption isotherm can lend
insight into the fundamental interactions between the
water and the solid. This will be explored in some
depth later.

Guggenheim and deBoer Equation

Many attempts to modify the BET adsorption theory
have been made since its original derivation. Its sim-
plicity and ability to fit adsorption data extremely well
at lower relative pressures, however, have made it the
model of choice for estimating surface areas from
non-polar gas adsorption. Most modifications of the
BET model, developed to analyze data over the entire
range of relative pressures, usually add at least one fit-
ting parameter to the equation. This makes computer
fitting a necessity, because only two measurable para-
meters, W and P/P0, are available. From a modeling
perspective, additional fitting parameters of unknown
or undefined physical meaning that arise from such
approaches are often a deterrent to the use of multi-
parameter models because of the consequent difficulty
in interpreting results. In this regard, therefore, only a
single modification of the BET model, which has been
shown to extend the relative pressure range over which
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vapor adsorption data can be fit, will be considered
here. This extension of the BET model, independently
derived by Guggenheim,[11] and deBoer,[12] accounts
for the adsorption of an intermediate state of vapor
between the tightly bound first molecule adsorbing
to an adsorption site and the condensed molecules
adsorbed at very high relative pressures. Molecules
adsorbed in the intermediate range can be considered
to interact with the solid, but the interaction is
assumed to be considerably less than that of the first
molecule sorbed at an adsorption site. Obviously, this
addition of a ‘‘third state’’ of interaction is an approxi-
mation. In all likelihood, there is a continuum of inter-
action states. However, from a computational point of
view, the existence of three or more states is indis-
tinguishable. The equation for the three-state interac-
tion model is given as

W ¼
WmCGK P

P0

1 � K P
P0

� �

1 � K P
P0 þ CGK P

P0

� � ð10Þ

where P, P0, HL, W, and Wm are identical to the param-
eters used in the BET equation, and

K ¼ B exp
HL � Hm

RT

� �

ð11Þ

where B is a constant and Hm is the heat of adsorption
of vapor adsorbed in the intermediate layer. The con-
stant CG is defined as

CG ¼ D exp H1 � HmRTð Þ ð12Þ

where D is a constant, H1 is the heat of adsorption of
the first molecule adsorbed at a site, and Hm is the heat
of adsorption of the intermediately bound molecule.

Water Vapor Absorption by
Amorphous Solids

The process of water vapor interaction with amorph-
ous solids has been likened to the production of a solid
solution in which the water is dissolved in the solid
matrix. As more water is absorbed, the fundamental
properties of this solid matrix (e.g., viscosity) can
undergo significant change that can then result in visu-
ally apparent changes in physical properties (e.g., col-
lapse, recrystallization).[13–17] This will be discussed in
further detail later.

Although water vapor is absorbed into amorphous
solids and not simply adsorbed on the surface, it still
has been found that such sorption isotherms can be
fit to the BET equation up to a P/P0 of about 0.40
as with vapor adsorption, and over the entire range

of P/P0 using its extension, Eq. (10). Because this
was first reported by Anderson[18] to be the case for
water absorption, Eq. (10), when applied to water
vapor sorption, is often called the GAB equation for
Guggenheim, Anderson, and deBoer.[19] Because the
theoretical process for the derivation of the original
equation does not translate directly to the absorption
process, which involves dissolution of water in the
amorphous solid, the significance of fit to the GAB
equation is somewhat limited. It is, however, a very
useful equation because it does allow one to describe
the entire isotherm and to draw out some useful param-
eters (to be discussed in what follows).

Since water vapor dissolves in the solid during
absorption, several models based on solution theory,
proposing that the sorbate is taken up into the solid
as a solid solution, have been derived and used to
describe water sorption on polymers (e.g., Flory-
Huggins,[20] Hallwood-Horrobin[21]). More recently,
Vrentas et al.[22,23] developed a solution-based model
that accounts for the plasticizing effect of water on a
polymer that has been shown to describe the entire
moisture uptake isotherm for the polymer.[24] While
these sorption theories and the many modifications
of the BET adsorption model are based on meaning-
ful physicochemical principles, further work is still
required to elucidate the molecular mechanisms under-
lying moisture uptake into polymeric systems. From
this perspective, other models based on entirely dif-
ferent theoretical concepts will not be considered
further in this article. For further reference, the reader
is directed to several excellent literature reviews of the
many sorption theories that have been proposed.[25,26]

Capillary Condensation

Vapor sorption onto porous solids differs from vapor
uptake onto the surfaces of flat materials in that a
vapor (in this case, water) will condense to a liquid in
a pore structure at a vapor pressure, Pr, below the
vapor pressure, P0, where condensation occurs on flat
surfaces. This is generally attributed to the increased
attractive forces between adsorbate molecules that
occur as surfaces become highly curved, such as in a
pore or capillary. This phenomenon is referred to as
capillary condensation and is described by the Kelvin
equation:[27]

ln
Pr

P0

� �

¼ �2gVmrRT ð13Þ

where g is the surface tension of the adsorbed film
(assumed equal to that of the bulk liquid), Vm is the
molar volume of the liquid, r is the pore radius, R is
the gas constant, and T is the temperature. The Kelvin
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equation has been shown to be applicable to pore radii
as low as 5 nm for water adsorption onto mica.[28,29] As
mentioned in the section on ‘‘The Water Sorption Iso-
therm,’’ capillary condensation will result in a closed
hysteresis loop in the adsorption/desorption isotherm
of a porous material. Calculating Pr/P0 by assuming
a surface tension of water of 72.8 ergs/cm2 and a den-
sity of 0.998 g/cm3 at 293 K (this is an assumption for
the purposes of this calculation as it has been shown
that the density of water is lower in a pore than the
bulk value)[30] shows that condensation is predicted
at relative pressures of 0.998, 0.989, 0.898, and 0.340
for pore radii of 1000, 100, 10, and 1 nm, respectively.
In this regard, it is clear that capillary condensation
need only be considered for very small pore dimen-
sions. In practical terms, one should be concerned
about this mechanism of water uptake for microporous
pharmaceutical powders that exhibit a relatively large
specific surface area (i.e., >100 m2/g), as determined
from non-polar gas adsorption studies.

METHODOLOGY

Control of Relative Humidity

Maintenance of constant relative humidity environ-
ments is essential for studying water–solid interactions.
There are primarily four techniques that are frequently
employed to maintain constant relative humidity:

1. Colligative solutions
2. Temperature modification of an aqueous

solution
3. Control of total pressure over the solid
4. Mixing wet and dry air streams

Saturated salt solutions and sulfuric acid solutions
establish relative humidity by reducing the vapor press-
ure above an aqueous solution (a colligative effect).
Saturated salt solutions at controlled temperature
maintain a constant relative humidity as long as excess
salt and bulk solution are present. As water is added or
removed from the solution, moisture from the head-
space will either condense or evaporate (as appropri-
ate), with subsequent dissolution or precipitation of
salt to maintain the equilibrium vapor pressure.
Because the degree of vapor pressure depression is
dependent on the number of species in solution
and, further, since the solubility of most salts is some-
what dependent on temperature, the relative humidity
generated is also temperature dependent. Hence, use
of the same salt at different temperatures can result
in different relative humidities. Refs.[31–35] can be
consulted for specific saturated salt solutions that
result in defined relative humidities as a function of

temperature. Because relative humidity is dependent
on the number of dissolved species, it is essential that
saturation be attained prior to beginning experimen-
tation. In this regard, preparing the salt solutions
several days before beginning a sorption study is
recommended. Sulfuric acid solutions of varying
concentration[35] are also used to establish relative
humidity. Addition or removal of water from the solu-
tion by desorption or sorption of water to the solid,
however, will alter the concentration of sulfuric acid
(and water) in solution, and thus change the relative
humidity of the headspace. This technique for control-
ling relative humidity in the headspace is practically
more useful when small amounts of water are sorbed/
desorbed from the solid.

Temperature modification of an aqueous solution
can also be used to maintain constant relative humidity
in the headspace.[19] This technique maintains the solid
at one temperature and an aqueous solution connected
to the system at another temperature. Due to strong
vapor pressure dependence on temperature, very tight
temperature control of the aqueous solution and the
solid are required to maintain constant relative
humidity in the vicinity of the solid by this technique.

Control of the vapor pressure in the headspace over
a solid can also be used to maintain a relative humidity
over a solid. As shown in Eq. (4), the relative humidity
is directly correlated to the partial pressure of water in
the vapor phase. To utilize this technique for relative
humidity control, the headspace above the sample
must be completely evacuated prior to analysis. Pure
water vapor can then be carefully admitted to the
vapor phase. Because only water vapor is present, the
pressure measured over the system is directly related
to the relative humidity over the sample.[36]

Mixing dry and water vapor saturated air in defined
proportions also can be used to generate constant rela-
tive humidity. Control of flow rates and the water
vapor content of the dry and saturated air are essential
to ensure accurate, reproducible relative humidity
production.[37,38]

Measurement of Relative Humidity

Measurement of relative humidity depends on the sys-
tem used. Systems employing vacuum are usually evac-
uated prior to introduction of water vapor.[36,39] For
cases in which a gas-forming reaction is not occurring,
measurement of total pressure in the system can be
used as a measure of water vapor pressure. Systems
in which air is not evacuated require specific measure-
ment of water vapor pressure. (For the latter type of
system, caution should be taken to assure that the rela-
tive humidity source is in close proximity to the solid,
since the diffusion of water vapor through air to the
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solid is required to maintain a constant relative
humidity in the immediate vicinity of the solid.) A wide
variety of pressure measuring instrumentation is com-
mercially available with varying accuracy, precision,
and cost.

Measurement of the Critical Relative
Humidity, RH0

The relative humidity at which a solid begins to deli-
quesce, RH0, can be determined in three ways: 1)
directly, by measuring the relative humidity above a
saturated solution of the substance; 2) by determining
the relative humidity at which significant moisture
uptake and simultaneous dissolution occurs; or
3) indirectly, by measuring the steady state moisture
uptake rate at relative humidities above RH0 and then
extrapolating to the relative humidity at which the
moisture uptake rate is zero.[1,40,41]

Although other techniques can be used to measure
the relative humidity above a saturated solution, one
relatively simple procedure is to evacuate the head-
space (to remove air by vapor phase expansions) and
then, with the vacuum pumps isolated and the satu-
rated solution maintained at a constant temperature,
to measure water vapor pressure. Water vapor pressure
can then be converted to relative humidity by dividing
by P0, the vapor pressure above pure water at the
temperature of interest.[42]

Measurement of Moisture Uptake
(Kinetics of Deliquescence)

The rate of moisture uptake above RH0 requires main-
tenance and measurement of a range of relative humid-
ities, and the capability of measuring the moisture
content of the solid over time. Use of a vacuum system
can minimize vapor diffusion through the headspace,
thus maintaining constant relative humidity in the
vicinity of the sample. Also, because the most reliable
estimate of the steady-state moisture uptake rate is
when the integrity of the solid is intact and the film
of sorbed moisture is thin (and saturation most likely),
it is advisable to determine the moisture uptake rate
at early time periods. In this regard, it is also helpful
to be able to view the solid during the experiment to
verify that integrity is maintained and excess solid
remains.[41,43]

Measurement of Equilibrium
Moisture Sorption

Generation of water sorption/desorption isotherms in
a controlled relative humidity environment can be

carried out either gravimetrically or volumetrically.
Gravimetric methods require:

1. A dry sample weight,
2. Constant temperature of the sample,
3. Maintaining predetermined constant relative

humidities in the headspace, and
4. Attaining and measuring an equilibrium weight

of sorbed water vapor. Gravimetric measure-
ment of moisture uptake can occur continuously
or discontinuously. Continuous measurement
usually involves placing a sample on a balance
in a temperature- and relative humidity-
controlled environment. Microbalances in
closed systems have been used successfully for
this purpose,[37–39,44] and commercial systems
are now available that can accurately and
precisely control relative humidity and simul-
taneously monitor sample weight.

Volumetric methods require:

1. A dry sample weight,
2. Constant temperature of the sample,
3. Water vapor pressure measurement in a dosing

volume and, later, in the headspace above the
equilibrated sample, and

4. Measuring dead volumes of the individual cham-
bers, including the sample chamber. In essence,
volumetric methods equilibrate a known head-
space dosing volume at a given (measured) water
vapor pressure, followed by exposure of the
pre-equilibrated sample to this water, with sub-
sequent measurement of the water vapor pressure
after equilibration. The mass of water sorbed, Dn
(in moles), at the final pressure in the system, Pf,
is obtained from the difference, DP, between Pf

calc,
the calculated water vapor pressure at equilib-
rium, and Pf

meas, the final measured water vapor
pressure:

Dn ¼ DPV

RT
ð14Þ

where V is the final volume, R is the gas constant,
and T is the absolute temperature.[39]

WATER SORPTION BY
CRYSTALLINE SOLIDS

General Model

Fig. 1 schematically describes the important steps in
the uptake of water vapor by crystalline water-soluble
solids. At low relative humidities, water is adsorbed to
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the surface of a non-hydrate-forming solid. As the rela-
tive humidity is increased, some tendency for multi-
layer sorption is expected. At some relative humidity
(characteristic for a given substance), the solid will
begin to dissolve in the sorbed film of water. A satu-
rated solution of solute will most likely exist, and this
will cause the vapor pressure over the sorbed film of
water to be depressed relative to pure water and to
be constant and equal to that above a saturated
solution of the substance. This vapor pressure may
be expressed as the critical relative humidity, RH0. If
the relative humidity in the atmosphere is greater than
that over the saturated solution (RH0), water will
spontaneously condense on the aqueous film. This will
dilute the film allowing more solid to dissolve, which,
in turn, will maintain the pressure gradient. The pro-
cess of water vapor uptake will continue until all the
solid has dissolved and further solution dilution has
occurred. Only when the relative humidity above the
solution is elevated to that of the atmosphere will this
process terminate. This phenomenon is called deli-
quescence. Although hydrates undergo solid state tran-
sitions in transforming from the anhydrate to hydrate,
as well as from one hydrate species to another, beha-
vior similar to that previously described for non-
hydrates is also noted at and above RH0 for hydrates.
In pharmaceutical systems, water-soluble species are
frequently encountered in dosage forms. Thus, it is
important to understand the conditions responsible
for deliquescence and the molecular events occurring
at relative humidities below the deliquescence point.

Water Sorption onto Non-Hydrates
below RH0

The sorption of water vapor onto non-hydrating crys-
talline solids below RH0 will depend on the polarity of
the surface(s) and will be proportional to surface area.
For example, water exhibits little tendency to sorb to
non-polar solids like carbon or polytetrafluoroethylene

(Teflon),[29] but it sorbs to a greater extent to more
polar materials such as alkali halides[45–48] and organic
salts like sodium salicylate.[48] Because water is only
sorbed to the external surface of these substances, rela-
tively small amounts (i.e., typically less than 1 mg/g) of
water are sorbed compared with hydrates and amorph-
ous materials that absorb water into their internal
structures.

Unfortunately, the literature is relatively sparse with
examples showing the water uptake profile onto crys-
talline, non-hydrating substances below RH0. This is
most likely due to the difficulty in accurately measur-
ing the small amounts of water that are sorbed. Alkali
halides are an exception, however, likely due to their
well-characterized particle morphologies.[45–48] Fig. 2
shows a water uptake isotherm onto recrystallized
sodium chloride.[48] Note that the amount of water
sorbed as a function of relative humidity is normalized
to the specific surface area of the sample. Because
water is sorbed only to the external surface of this
material, this allows comparison of water uptake data
from different lots of material, whereas plotting this

Adsorption Dissolution Deliquescence

Solution

SolidSolidSolid

A B C

Fig. 1 Water vapor adsorption and deliquescence of a
water-soluble solid at (A) atmospheric relative humidity,

RHi < RH0; (B) RHi ¼ RH0; (C) RHi > RH0.
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Fig. 2 Water vapor sorption for recrystallized (&) and
ground (Z) sodium chloride at 20�C. (From Ref.[48].)
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data on a ‘‘per gram’’ basis would have little or no
meaning. For the sodium chloride sample in Fig. 2
(specific surface area ¼ 0.0875 m2/g from krypton
adsorption studies), only 5 � 10�4 g water/m2 of
sodium chloride is sorbed, even up to 70% relative
humidity. Also, note the apparent step-like nature of
the isotherm. From BET analysis of the sorption
data at the lower relative humidities, a Wm value of
7.6 � 10�5 g/m2 is obtained. This value is only about
0.32 that of the predicted value for monolayer coverage
assuming an area per water molecule of 12.5 Å2. This
suggests that it is quite meaningless to refer to the
number of layers of sorbed water as multiples of Wm,
except as a point of reference. Interestingly, the second
step plateau in Fig. 2 occurs at about three times the
moisture content corresponding to Wm, suggesting that
for sodium chloride, the monolayer is actually com-
pleted during the second step of the isotherm. Isosteric
heat of sorption results for sodium chloride from
Barraclough and Hall[45] suggest that the heat of sorp-
tion of water up to Wm is invariant, whereas the heat of
sorption decreases and becomes constant at about two
times Wm. Considering the experimental error involved
in obtaining Wm and the isosteric heats of sorption, this
suggests that water is sorbed with a homogeneous
binding energy up to Wm and then interacts to a lesser
extent until the monolayer is complete.

As shown in Fig. 2[48] and also in the work of
Barraclough and Hall,[45] moisture uptake onto sodium
chloride as a function of relative humidity is reversible
as long as RH0 is not attained. This is evidence
that actual dissolution of water-soluble crystalline sub-
stances does not occur below RH0. This is consistent
with the thermodynamic rationale that dissolution below
RH0 would require a supersaturated solution (i.e., an
increased number of species in solution would be neces-
sary to induce dissolution at a relative humidity below
that of the saturated solution, RH0). In this regard,
one should only need to consider the solid state proper-
ties of a purely crystalline material below RH0. As will
be described, other considerations may be warranted
for a substance that exists in multiple polymorphic forms
or contains amorphous material.

Water Sorption onto Hydrates below RH0

Many drugs and excipients (cephalexin monohydrate,
quinidine sulfate dihydrate, ampicillin trihydrate,
codeine sulfate trihydrate, morphine sulfate dihydrate,
dicalcium phosphate trihydrate, raffinose pentahy-
drate, lactose monohydrate) utilize water as an integral
part of their crystal structure. Solids that form specific
crystal hydrates tend to sorb relatively small amounts
of water to their external surface below a characteristic
relative humidity, when initially dried to an anhydrous

state. Below this characteristic relative humidity, these
materials behave similarly to non-hydrates. Once the
characteristic relative humidity is attained, addition
of more water to the system will not result in a further
increase in relative humidity. Rather, this water will be
sorbed so that the anhydrate crystal will be converted
to the hydrate. The strength of the water–solid interac-
tion depends on the level of hydrogen bonding possible
within the lattice.[29,49] In some hydrates (e.g., caffeine
and theophylline) where hydrogen bonding is relatively
weak, water molecules can aid in hydrate stabilization
primarily due to their space-filling role.[29,49,50]

Since water molecules occupy regular positions
within the lattice of a hydrate with a specific stoichi-
ometry (e.g., 1 : 1 monohydrate, 2 : 1 dihydrate, 5 : 1
pentahydrate) to the solid, relatively large quantities
of water are sorbed. Fig. 3 shows a moisture uptake
isotherm for ipratropium bromide.[51] This substance
undergoes an apparent hydration of the crystal
between 63% and 75% relative humidity. Above 75%
relative humidity, approximately 4.6% water is sorbed
(theoretical monohydrate is 4.4%). Interestingly, as
anhydrous ipratropium bromide is equilibrated for
extended time periods (e.g., 2 and 5 months respectively,
as shown in Fig. 3), hydration of the crystal appears to
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Fig. 3 Water vapor sorption and desorption isotherms for

ipratropium bromide at 20�C. (&) 2-month sorption results;
(`) 5-month sorption results; (Z) 2- and 5-month desorption
results. (Note: All 2-month sorption results, except at 53%
and 63% relative humidity, were verified at 5 months.)
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occur at 53% and 63% relative humidity. This example
clearly shows that a time period of many months may
be required to attain a reliable estimate of the equilib-
rium uptake at select relative humidities. Characteristic
of many hydrates, ipratropium bromide exhibits signi-
ficant hysteresis between the sorption and desorption
isotherms. This is attributed to the degree of binding
and the physical fit of water in the hydrated lattice.

Non-specific hydration, or hydration of the lattice
without a first-order phase transition, also must be
considered. Cox, Woodard, and McCrone[52] reported
the moisture uptake profile of cromolyn sodium, and
the related effects on the physical properties of this
substance. Although up to nine molecules of water
per molecule of cromolyn sodium are sorbed into the
crystalline lattice at 90% relative humidity, the sorp-
tion profile does not show any sharp plateaus corre-
sponding to fixed hydrates. Rather, the uptake profile
exhibits a gradual increase in moisture content as
relative humidity increases, which results in marked
changes in X-ray diffraction patterns, density, and
other physical properties. For this example, moisture
uptake onto cromolyn sodium was correlated with
expansion of the lattice in the b crystallographic direc-
tion, which was shown to be reversible on dehydration.

A thorough understanding of the hydration profile
for a solid forming a crystal hydrate is important
for several reasons. First, because an anhydrate and
hydrate(s) are distinct thermodynamic species, they
will have different physicochemical properties (e.g.,
solubility) that may affect dissolution or bioavail-
ability. Second, a desired hydrate species can be formed
and used (and retained) simply by controlling the
established environmental conditions. Third, because
significant quantities of water can be sorbed/liberated
as a hydrate becomes hydrated/ dehydrated, the physi-
cochemical properties of the immediate system (includ-
ing other nearby solids) can be markedly affected.

The Critical Relative Humidity, RH0

Knowledge of RH0 for each component in a formu-
lation, and for the entire system, is extremely impor-
tant for predicting relative humidities where gross
physical changes of the system are expected due to
dissolution of water-soluble components. The value
of RH0, as a colligative property, is significantly influ-
enced by the number of species in solution. As a rule of
thumb, two general comments can be made. First,
compounds exhibiting poor water solubility typically
have RH0 values well above 95% relative humidity.
Second, as solubility increases, RH0 decreases. Since
non-idealities are introduced as solutions become more
and more concentrated, it is not usually possible to use
dilute solution models (e.g., Raoult’s law) to predict

the expected RH0 for a solute of significant aqueous
solubility. Hence, RH0 should be measured for individ-
ual solids. Examples of RH0 values for single compo-
nent systems are shown in Table 1.

Values of RH0 for mixtures, on the other hand, can
be calculated from the RH0 values of single compo-
nents using an equation developed by Ross:[54]

ðRH0Þmix

100
¼ ðRH0Þ1

100

� �

� ðRH0Þ2
100

� �

� ðRH0Þ3
100

� �

� � � ð15Þ

where (RH0)mix is the relative humidity above a satu-
rated solution of the mixture and (RH0)i represents
the relative humidities of the individual saturated salt
solutions. The Ross equation was derived assuming
dilute solutions and negligible interaction between the
components in solution. The results presented in
Table 2 compare RH0 values obtained by calculating
RH0 values for mixtures from the Ross equation and
those obtained experimentally. Agreement is very
good, especially considering the high levels of dissolved
solute(s) that are attained (i.e., estimated as high as 50
molal for the choline bromide/tetrabutylammonium
bromide system).[43]

Table 1 RH0 values for single component systems at 25�C

Compound RH0 References

Potassium chloride 84 [41]

Potassium bromide 81 [41]

Potassium iodide 68 [41]

Sodium chloride 75 [41]

Choline iodide 72 [41]

Choline bromide 41 [41]

Choline chloride 23 [41]

Tetrabutylammonium bromide 61 [41]

Potassium acetate 23 [31]

Potassium carbonate 43 [31]

Sucrose 84 [41]

Fructose 64 [41]

Glucose 87 [41]

Sodium salicylate 79 [39]

Sodium benzoate 88 [39]

Salicylic acid >99 [53]

Benzoic acid >99 [53]

Malic acid 78 [53]

Tartaric acid 93 [53]

Fumaric acid 98 [53]

Succinic acid 95 [53]
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The Kinetics of Deliquescence above RH0

Initial work by Edgar and Swan,[55] Adams and
Merz,[56] Prideaux,[57] Morkowitz and Boryta,[58] and
Carstensen[1] suggested that the rate of moisture
uptake onto water-soluble solids above RH0 should
depend on the difference between the partial pressure
of water in the environment and that of the partial
pressure of water above a saturated solution of the
water-soluble substance, the temperature, the exposed
surface area of the solid, the velocity of movement of
the moist air, and a specific reaction constant that is
characteristic of the individual solid.

Van Campen, Amidon, and Zografi[41] developed
models describing the rate of moisture uptake above
RH0 that consider both the mass transport of water
to the solid substance and the heat transfer away from
the surface. For the special case of an environment
consisting of pure water (i.e., initial vacuum conditions),
the Van Campen, Amidon, and Zografi model is greatly
simplified because vapor diffusion need not be con-
sidered. Here, only the rate at which heat is transported
away from the surface is assumed to be an important
factor in limiting the sorption rate, W0. For this special
case, an expression was derived to express the rate of
moisture uptake solely as a function of RH1, the relative
humidity of the environment, and RH0.

This model was shown to be applicable for describ-
ing moisture uptake kinetics (in vacuum) above RH0

for single component systems of alkali halides, sugars,
and choline salts.[41] The model later was extended to
consider the moisture uptake kinetics above RH0 for
multicomponent systems of these substances.[43]

WATER SORPTION BY AMORPHOUS SOLIDS

Isotherm Analyses at Ambient Temperatures

The amount of moisture sorbed by amorphous solids is
typically much greater than that sorbed by non-hydrating

crystalline substances below their critical relative humi-
dities. Typical substances of pharmaceutical interest
in this class of solids include celluloses, starches,
poly(vinylpyrrolidone), gelatin, and some lyophilized
proteins. Although some of these substances exhibit
partially crystalline character, they generally contain
significant fractions of amorphous material and, thus,
fall into this class of substances. A typical isotherm
for microcrystalline cellulose is shown in Fig. 4. Note
the significant amounts of water that are sorbed over
the entire relative humidity range and that both the
sorption and desorption isotherms are characterized
by the classical sigmoidal shape often observed with
the physical adsorption of gases. Also apparent is
the hysteresis between the sorption and desorption
portions of the isotherm (i.e., the amount of water
associated with the solid is greater for the desorption
isotherm than the sorption isotherm for a given
relative pressure). This is typical for these types of
materials and is generally attributed to either kinetic
effects or to a change in the polymer chain confor-
mation caused by plasticization effects of sorbed
water.[19,59–62]

Fig. 4 also shows the excellent fit to the GAB
equation Eq. (10) of the sorption and desorption iso-
therms for microcrystalline cellulose. In this regard,
this equation offers considerable practical utility in
fitting isotherms for these types of materials over the
entire relative humidity range, especially in contrast
to the BET equation, which usually only fits uptake
data up to about 40% relative humidity. As previously
mentioned, however, this does not in itself confirm the
validity of the GAB model for describing moisture
sorption data on these materials. Rather, independent
confirmation of the physical meaning is necessary.

Considerable physical insight has been gained into
the primary binding mechanism of water onto starches
and celluloses from isotherm analyses that yield values
for Wm [Eqs. (5), (7), and (10)]. This is illustrated in
Table 3, which gives Wm values for three types of
starches.[61] Table 3 shows that the values for Wm are

Table 2 RH0 values for single component systems at 25�C

Mixture RH0 calculated Experiment

Sodium cloride–potassium bromide 61 64

Potassium chloride–sodium chloride 64 67

Potassium chloride–potassium bromide 68 73

Sucrose–potassium bromide 68 66

Sucrose–dextrose monohydrate 69 68

Sucrose–sodium chloride–potassium bromide 51 57

Choline bromide–potassium bromide 33 40

Tetrabutylammonium bromide–potassium bromide 49 57

Tetrabutylammonium bromide–choline bromide 25 34
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quite constant despite significant morphological differ-
ences between the various starches. One value of Wm,
taken from a fit of desorption data, appears to be
slightly higher than values obtained from sorption
data. This might be expected if the availability of
primary sorption sites had been increased by previous
exposure to elevated relative humidities, with sub-
sequent increased levels of water sorption. As shown
by Van den Berg et al.,[19,59,60] these values of Wm are
all close to the value of 0.11 g of water per g of starch,
calculated by assuming that one water molecule sorbs
per anhydroglucose unit. Because this calculation
assumes that all anhydroglucose units are available
for primary binding, and because this is not likely to

be precisely the case, it is not surprising that the values
measured for Wm are slightly less than 0.11 g/g.

Zografi et al.[61,64] have extended this analysis to the
sorption of water by various celluloses. For celluloses,
corrections are necessary because only the amorphous
regions of cellulose take up water vapor. Table 4 shows
the Wm values obtained from isotherm analyses of sev-
eral cellulosic materials after accounting for the degree
of crystallinity. As expected, celluloses with different
degrees of crystallinity exhibit different values of Wm

without correction for crystallinity, and all are consider-
ably less than that for the starches. When corrected,
however, for the degree of crystallinity, all of the values
are in reasonable agreement with each other and with
the Wm values obtained for the starches. Especially
interesting are the results in Table 4 for microcrystalline
cellulose samples having different degrees of crystal-
linity due to grinding.[66] These results suggest that
a similar mechanism of water uptake is occurring in
starches and the non-crystalline regions of celluloses.

Similar analyses of moisture uptake data available
in the literature for other cellulose and starch deriva-
tives used as pharmaceutical excipients are presented
in Table 5. Considering the uncertainties associated
with the estimated moisture uptake values from pub-
lished graphs, the values of Wm are all quite consistent
with each other and with a stoichiometry of one water
molecule per anhydroglucose unit. It is interesting to
note that the two samples derived from cellulose,
sodium carboxymethylcellulose and sodium croscar-
mellose, did not require any correction for degree of
crystallinity to conform to close to a 1 : 1 stoichiometry.
It appears quite likely, therefore, that the change in
chemical structure and the processing of these materials
essentially eliminates the crystallinity of cellulose.

The preceding analysis suggests that water, indeed,
penetrates throughout the amorphous regions of these
materials and undergoes a specific interaction with
available sorption sites, most likely the available
hydroxyl groups on the anhydroglucose units. Differ-
ential heat of sorption results for various starches[19,63]

Table 4 Wm values for various celluloses obtained from

BET analysis of moisture uptake isotherms corrected for
degree of crystallinity

Cellulose Crystallinity % Wm Corr (g/g) References

Cotton 70 0.093 [65]

Cellophane 40 0.098 [65]

MCC 63 0.095 [66]

MCCa 49 0.076 [66]

MCCa 38 0.107 [66]

MCCa 0 0.086 [66]
aMCC Ground in a ball mill.

(From Refs.[61,66].)
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Fig. 4 Water vapor sorption (&) and desorption (`) iso-
therms for microcrystalline cellulose at 20�C. Solid line: GAB

fit to sorption data; Dashed line: GAB fit to desorption data.

Table 3 Wm values for various starches obtained from BET
analysis of moisture uptake isotherms

Starch Wm (g/g) References

Corn 0.095a [39]

Corn 0.083 [63]

Potato 0.085 [19]

Wheat 0.080 [19]
aThis value is taken from the desorption isotherm. Others are from

sorption isotherms.

(From Ref.[61].)
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and cellulose[10,68] support this model. Data gathered
indicates that there is a specific water–solid interaction
out to a moisture content of at least the equivalent of
3 times Wm. The water present in this system appears
to exist in a more structured state (i.e., reduced mobility)
than bulk water over this range. Interestingly, the heats
of sorption exhibit discrete breaks corresponding to
stoichiometries of one and two water molecules per
anhydroglucose unit. Some differential heat of sorption
results are nearly constant over the Wm range, suggesting
that binding is homogeneous over this range.[10,19] This
is, however, not always the case. This is borne out by
heat of vaporization data reported by Etzler and
Conners on cellulose samples.[70] As measured using
simultaneous DSC/TGA, the heat of desorption of
water from the matrix continuously increases once the
moisture content is less than approximately 0.5 g
water/g cellulose (about 3 times Wm). These results
suggest that the sorbed water exists in multiple ‘‘states’’
that are energetically distinct.

Other supportive evidence for a specific water–solid
interaction is available from thermal studies showing
the amount of non-freezeable water,[71–73] nuclear mag-
netic resonance,[39,74–80] and diffusion studies.[81,82] The
evidence is less clear, however, concerning whether
there is distinct binding of water to sorption sites with
discrete energy levels or whether there is a continuum
of states where water interacts to a lesser extent with
increasing amount sorbed.[61,83] In any event, it is clear
that sorbed water behaves with a considerable degree
of mobility, and hence, questions the use of the term
‘‘bound water.’’[61,84]

Isotherm Analyses as a Function
of Temperature

Generally speaking, the absorption of water into
amorphous solids as a function of relative humidity

decreases as the temperature increases, reflective of
an overall exothermic process, normally expected with
vapor adsorption processes. Such behavior has been
observed with cellulose,[85] starch,[19] poly(vinylpyrroli-
done),[13] and poly(methyl methacrylate).[86] In such
cases it is often assumed that the dominant factor is
the negative heat of absorption arising from the change
in the extent of water binding. The process, however,
is made much more complex than this because of the
changing morphology of the solid and, hence, an
entropy change as well. The complexity of the effects
of temperature on water vapor absorption and the
possible links to the plasticizing effects of water may
be observed in the work of Oksanen and Zografi,[13]

who have reported that the Wm values for poly(vinyl-
pyrrolidone) over the temperature range of �40–60�C
decrease by a factor of three, suggesting that Wm does
not reflect the absolute number of available binding sites
on the polymer for directly ‘‘bound’’ water. Rather, Wm

appears to be related to W(Tg ¼ T the amount of water
sorbed that will reduce the glass transition temperature,
Tg, to the temperature of the sample, as the ratio of
W(Tg ¼ T)/Wm remains nearly constant at 3.0 over
the entire temperature range.

In summary, it is clear that water absorbs into
amorphous polymers to a significant extent. Inter-
action of water molecules with ‘‘available’’ sorption
sites likely occurs via hydrogen bonding such that
the mobility of the sorbed water is reduced and the
thermodynamic state of water is significantly altered
relative to bulk water. Yet accessibility of the water
to all potential sorption sites appears to be dependent
on the previous history and physicochemical properties
of the solid. In this regard, the water–solid interaction
in amorphous polymer systems is a dynamic relation-
ship depending quite strongly on water activity and
temperature.

The Meaning of Specific Surface
Areas Calculated from Water
Absorption Studies

Simply calculating specific surface areas from the Wm

values in Tables 3–5 leads to ‘‘apparent’’ specific
surface areas of approximately 300–500 m2/g.[61,64]

Specific surface areas obtained from similar analyses
of non-polar gas (nitrogen or krypton) adsorption
studies, however, are typically in the range of 1 m2/g,
independent of sample pretreatment.

Interestingly, the ball milling studies of microcrys-
talline cellulose by Nakai (Table 4)[66] have shown that
the Wm values obtained from water sorption studies
increase to a much greater extent than the increase in
surface area because of comminution of the sample.
In fact, as discussed earlier, moisture sorption was

Table 5 Wm values for various pharmaceutical excipients

obtained from BET analysis of moisture uptake isotherms

Excipient Wm (g/g) References

Starch 1500 0.074 [63]

Sodium starch glycolate
(Explotab�)

0.081 [67]

Sodium starch glycolate

(Primogel�)

0.092 [67]

Crosslinked dextrose (CLD-2) 0.098 [68]

Croscarmellose, sodium
(Ac-Di-Sol�)

0.094 [68]

Sodium carboxymethylcellulose 0.103 [69]

(From Ref.[61].)
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shown to be proportional to the amount of amorphous
character, suggesting that water is absorbed through-
out the amorphous regions of this substance. In this
regard, artifactual specific surface areas are obtained
if calculated from water absorption data[64] for these
types of substances.

The Role of Water as a Plasticizer

Absorption of significant amounts of water into the
internal structure of a solid has been shown to influ-
ence the properties of the solid. This is apparent, for
example, in the hysteresis observed between the sorp-
tion and desorption isotherms in Fig. 4. This phenom-
enon becomes exaggerated to a greater extent for
materials that consist of higher proportions of
amorphous material. Levine and Slade[14,87] have
demonstrated that water, with a very low glass tran-
sition temperature, can act as a plasticizer, thereby
lowering the glass transition temperature, Tg, of
amorphous polymers. Similar behavior is observed in
amorphous low molecular weight solids. Recognizing
that the viscoelastic properties of the solid are
altered significantly above Tg (rubbery state) relative
to below Tg (glass or vitreous state), it is likely
that the solid will undergo changes of its physical
properties at distinct moisture contents and defined
temperatures as a result of this phenomenon.[13,14]

Oksanen and Zografi[13] have shown with poly(vinyl-
pyrrolidone) that the moisture content at which the
moisture sorption isotherm begins to increase signifi-
cantly correlates very well with the moisture content
that will reduce Tg to the temperature of the isotherm.
This is illustrated in Fig. 5, which shows water absorp-
tion isotherms for poly(vinylpyrrolidone) over the
temperature range of �40 to 60�C.[13,88] Clearly, the
inflection point at which the isotherm begins to turn
markedly upward shifts to a higher moisture content
as the temperature is reduced. To illustrate this, note
that the moisture content (0.674 g/g) necessary to
reduce Tg to �40�C has not been attained yet in
Fig. 5 and the isotherm appears quite linear over the
relative humidity range shown. For further clarity,
the moisture contents [W(Tg ¼ T)] corresponding to
Tg at 60, 30, �20�C, and �40�C were shown to be
about 0.205, 0.313, 0.553, and 0.674 g/g, respectively.
Oksanen and Zografi[13] reported that cellulose and
elastin (a protein) exhibit similar relationships, where
the glass to rubber transitions correspond to the
upward inflections in their respective isotherms.

Subsequent studies by Hancock and Zografi[89]

demonstrated that the glass transition temperatures
for PVP, hydroxypropyl methylcellulose, and poly
(methyl methacrylate) were linearly depressed by the
weight fraction of sorbed water, according to the

simplified Gordon–Taylor/Kelly–Bueche equation:[90]

1

TgðmixÞ ¼
W1

Tg1
þ W2

Tg2

� �

ð16Þ

where W1 and W2 are the weight fractions of compo-
nents with Tg values Tg1 and Tg2. The results clearly
indicate that the viscoelastic properties of amorphous
materials can undergo significant changes as the solid
transitions from the glassy to rubbery state. Further-
more, these changes can occur due to elevation of
temperature at fixed moisture content or to an increase
in moisture content at constant temperature or to a
combination of these effects. For dry amorphous sub-
stances, molecular mobility of the solid begins to be
significantly enhanced relative to the glassy state as
low as 50�C below Tg.[91] Similar increases in molecular
mobility due to the plasticizing effects of absorbed
water suggest the need to maintain amorphous systems
at least 50�C below the system glass transition
temperature to avoid physical, chemical, and/or mech-
anical property changes over the product shelf life.
Some properties that are likely to be affected include
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Fig. 5 Water vapor sorption isotherms for poly(vinylpyrro-

lidone) at 60�C (þ); 30�C (�); �20�C (Z); �40�C (`). A �
represents the calculated water contents necessary to depress
Tg to the temperature of the isotherms. (Data were taken
from Oksanen and Zografi[76,78].)
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tablet compaction,[92,93] gelatin capsule brittleness,[14,94]

collapse of lyophilized amorphous powders,[88,95,96]

protein stability,[97,98] and the stability of low molecular
weight, moisture sensitive drugs mixed with amorphous
polymeric substances.[99]

WATER SORPTION BY PHARMACEUTICAL
SOLIDS SUBJECTED TO PROCESSING

Understanding the mechanisms of moisture sorption
by solids existing in either the crystalline or amorphous
states allows a conceptual estimation of critical points
where major changes in physical or chemical properties
occur (e.g., RH0, a crystal hydration relative humidity,
glass transition temperature). Processing (i.e., milling,
spray drying, compaction, lyophilization, etc.) of
pharmaceutical solids, however, often induces at least
partial conversion of most substances to a high energy
form.[100–107] Such local disorder has been associated
with enhanced chemical reactivity[101–108] and increased
solubility[15] relative to the thermodynamically favored
crystalline state. These regions have been referred to as
‘‘hot’’ spots of the bulk solid and, when present, leave
the solid in an ‘‘activated state’’.[15,100–107,109–113]

This non-homogeneity that exists in processed
solids complicates the study of moisture sorption
phenomena in these materials, as more than one mech-
anism of uptake must be considered. This is especially
difficult, and often frustrating, for cases in which only
a small amount of amorphous material is present, as
the experimental techniques required to complete these
analyses are labor intensive.[114,115] Yet, relatively low
percentages of amorphous material can absorb con-
siderable amounts of water into their structure, with
these regions undergoing considerable change and a
consequent effect on the overall properties of the bulk
substance.[100] This is especially important for low mol-
ecular weight substances that have the ability to readily
recrystallize due to their overall greater mobility rela-
tive to higher molecular weight polymeric materials.
This has been demonstrated for sodium chloride and
sodium salicylate ground for 15 min in a mortar and
pestle.[48] Whereas recrystallized materials exhibited
no change in specific surface areas with increasing rela-
tive humidities, the ground samples exhibited signifi-
cant reductions in specific surface areas as relative
humidities were increased. Fig. 2 illustrates the differ-
ing moisture uptake profiles for the recrystallized and
ground sodium chloride samples, normalized for spe-
cific surface area.[48] Whereas the ground material
sorbed significantly more water at lower relative
humidities than the recrystallized sample, the recrystal-
lized material sorbed greater amounts at higher relative
humidities. This relative reduction in sorption capacity
of the ground sample is attributed to a reduction in

surface area as relative humidity increased, due to the
consequent recrystallization of the disordered surface
material.[48] Fukuoka, Makita, and Yamamura[116]

have demonstrated that a variety of pharmaceutical
substances indeed can be made amorphous and,
furthermore, exhibit glass transition temperatures over
a range from 243 to 354 K. For example, aspirin, pro-
gesterone, phenobarbital, and sulfadimethoxine exhibit
Tg values of 243, 279, 321, and 339 K, respectively.

Similar to amorphous polymeric systems, low
molecular weight amorphous substances also exhibit
a reduction in Tg as moisture content increases,[117]

thereby leading to favorable conditions for recrystalli-
zation to occur. Indeed, low molecular weight amorph-
ous solids possess sufficient molecular mobility well
below Tg.[118] In some systems with multiple solid states
possible, the water activity/moisture content can
influence the crystallized form of the solid.[119] Unfor-
tunately, recrystallization of non-hydrating, low
molecular weight amorphous systems can lead to the
liberation of significant amounts of water to the head-
space.[15,48,103,104,120] Such ‘‘moisture dumping’’ can
have additional impact on the physical, chemical, and
mechanical properties of the system.[17,48,100]

To illustrate this more quantitatively, consider the
hypothetical sucrose example discussed by Ahlneck
and Zografi.[100] Assuming that all the sorbed water
is taken up by the amorphous portion of material,
0.1% total moisture would correspond to approxi-
mately 20%, 10%, 4%, and 2% moisture content in
the amorphous material, respectively, for 0.5%, 1%,
2.5%, and 5% of amorphous solid. The glass transition
temperatures for the amorphous portions of these sys-
tems range from 9 to 49�C, respectively.[87,100] Hence,
significant changes in the solid state properties are
expected at room temperature if relatively small
amounts of amorphous material (i.e.,<1%) are initially
present. This example illustrates that even for low
moisture content materials, significant changes can
occur in localized amorphous regions of a solid, which
may affect properties of the material influenced by
molecular mobility.[100]

Inhibition of events resulting from increased mol-
ecular mobility due to increased moisture absorption
and a subsequent reduction in Tg can be accomplished
by formulating such materials with amorphous sub-
stances of higher Tg. The net effect is to increase
molecular interaction and raise the system Tg to a level
where molecular mobility is again sufficiently low
(high viscosity) such that the undesired property
changes do not occur.[107,121,122]

The recrystallization of amorphous low molecular
weight systems can be convoluted by the impact of
structural changes on the material. For example, spray
drying a-lactose monohydrate typically produces a
material that is completely amorphous as determined
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by powder X-ray diffraction. However, lactose under-
goes anomeric rotation in solution, causing a change
in the fundamental structure of the molecule. The
impact of this structural change on the uptake and
equilibration of water to the amorphous lactose is sig-
nificant. As expected, an increase in moisture content
will result in the suppression of the glass transition
temperature to the point where instantaneous crystalli-
zation occurs. However, the material produced is non-
uniform as there are two different forms of lactose
present, one of which is anhydrous in the crystalline
state. Furthermore, at elevated humidity, the crystal-
line b-anhydrate can undergo structural change in the
solid state and produce the a-monohydrate. Evalu-
ation of data gathered needs to be completed in the
context of a careful characterization of the possible
solid forms.[16,17,123–125]

TRANSFER OF WATER BETWEEN SOLID
COMPONENTS VIA THE HEADSPACE

Combining solids that have previously been equili-
brated at different relative humidities results in a sys-
tem that is thermodynamically unstable because there
will be a tendency for moisture to distribute in the sys-
tem so that a single relative humidity is attained in the
headspace. As shown in Fig. 6, moisture will desorb
into the headspace from the component initially equili-
brated at a higher relative humidity and sorb to the
component initially equilibrated at a lower relative
humidity. This process will continue until both solids
have equilibrated at the final relative humidity. The
final relative humidity can be predicted a priori by
the sorption–desorption moisture transfer model
(SDMT) model[126] if one has moisture uptake iso-
therms for each of the solid components, their initial

moisture contents and dry weights, headspace volume,
and temperature. Final moisture contents for each
solid can then easily be estimated from the isotherms
for the respective solids.

The SDMT model has practical utility in aiding the
rational optimization of the initial moisture contents of
individual components in a system to attain the final
desired relative humidity. Practical applications to date
have included adjustment of the initial formulation
LODs prior to capsule filling to avoid gelatin capsule
brittleness,[94,127] selecting the appropriate formulation
moisture content and amount of desiccant to maintain
the relative humidity inside a container below a defined
value,[128] and selection of appropriate dry powder
inhaler design and packaging conditions for optimal
stability.[129]

CONCLUSIONS

Moisture is present in all solid pharmaceutical drugs
and dosage forms and in most processing techniques.
Understanding where the water resides, its state, and
the manner in which it affects the properties of individ-
ual materials, their mixtures, and ultimately, final pro-
duct performance and integrity are essential for the
developmental scientist to better understand the role
of water in a particular system. Especially important
are the kinetics of moisture uptake or loss, ‘‘equilib-
rium’’ uptake values as a function of relative humidity,
whether the water resides externally or is absorbed into
the material, its degree of binding with the solid, and
the tendency for water to redistribute in a system con-
sisting of more than one solid. Although water–solid
interaction(s) can be extremely complex in pharmaceu-
tical systems, application of these fundamental con-
cepts to product development can greatly aid in
understanding the role of moisture in affecting the
physicochemical properties of solid materials.
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INTRODUCTION

The term wax generally refers to a substance that is a
plastic solid at room temperature and a liquid of low
viscosity above its melting point. Strictly speaking, a
wax is chemically defined as an ester of a monohydric
long chain fatty alcohol and a long chain fatty acid.
However, generally the term wax has been applied to
a broad group of chemically heterogeneous materials.
Waxes usually contain a wide variety of materials
including glycerides, fatty alcohols, fatty acids, and
their esters. In the pharmaceutical literature, the terms
waxes, fats, or lipids have often been used inter-
changeably and no consistent terminology has been
established. They have in common their lipophilic
character and their insolubility in water and solubility
in non-polar solvents. Besides natural materials, many
semisynthetic products such as fatty acids or alcohols
or surfactants are derived from lipids.

Waxes have been used by the pharmaceutical indus-
try for many years. Their applications in semisolid pre-
parations, including ointments, creams, or lotions, and
in suppositories are well known and numerous publica-
tions exist on this topic. Because of their lipophilic
properties, waxes have been used in sustained-release
single or multiple unit solid dosage forms. This article
reviews the different uses of waxes as sustained-release
carrier or coating materials.

WAXES IN PHARMACEUTICAL
DOSAGE FORMS

Waxes are obtained from various sources and are gen-
erally classified into animal, insect, vegetable, mineral,
and synthetic waxes.[1–7]

The most familar animal wax is probably lanolin,
which is obtained from the wool of the sheep. It con-
sists primarily of esters of C18–C26 alcohols and fatty
acids, sterols (cholesterol), and terpene alcohols. It is
frequently used in topical preparations. Until recently,
spermaceti was another commonly used animal wax.
Spermaceti is obtained through the precipitation of
the head oil from the sperm whale on cooling. It
consists primarily of cetyl palmitate. Because of public

concerns with animal-derived products, spermaceti has
been replaced with other natural or synthetic products.

The most commonly used insect wax is beeswax. It
is obtained from the honeycomb of the bee. White
and yellow beeswax are GRAS-listed and consist of
mixtures of various esters of straight chain monohydric
alcohols with even number carbon chains (C24–C36)
esterified with straight chain fatty acids. The major
ester is myricyl palmitate. Beeswax also contains free
acids and carbohydrates. White wax is obtained
through bleaching of yellow wax with oxidizing agents
or with sunlight. The National Formulary 18 (NF18)[8]

specifications list a melting range of 62–65�C, an acid
value of 17–24, and an ester value of 72–79. It is prac-
tically insoluble in water, sparingly soluble in ethanol,
and soluble in chloroform and various oils. Beeswax is
used as a stiffening agent in topical preparations, as a
stabilizer of w/o-emulsions, and as a polishing agent in
sugar coating.

Carnauba wax is plant-derived and is obtained from
the carnauba palm tree, indigeneous to Brazil. The wax
is obtained from the surface of dried leaves. It is widely
used in food, cosmetic, and pharmaceutical products.
It consists of a complex mixture of high-molecular-
weight esters of acids and hydroxyacids. Carnauba
wax is very hard and brittle, and has a high melting
point. The NF18 specifications list a melting range of
81–86�C, an acid value of 2–7, and a saponification
value of 78–95. It is insoluble in water, slightly soluble
in boiling ethanol, and soluble in warm chloroform.
Besides the sustained-release applications described later,
it is used as a polishing agent in sugar coating because of
its high gloss, and in topical preparations. Other, less
used vegetable-derived waxes include candelilla wax
and castor wax.

Hydrogenated vegetable oils are prepared by hydro-
genation of refined vegetable oils. Hydrogenated veg-
etable oil consists of mixtures of triglycerides, with
two types being defined in the USP23. Type II includes
partially hydrogenated vegetable oils and has a lower
melting range and a higher iodine value than Type I.
Type I melts in the range of 57–70�C and has iodine
value of 0–5, while Type II has a melting range of
20–50�C and an iodine value of 55–80. They are used
as lubricants, as sustained-release matrix materials, as
viscosity modifiers in semisolid formulations, to enhance
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the solidification of suppositories, and to minimize the
sedimentation of dispersed drug.

Two commonly used mineral-derived waxes are
petroleum wax, which is microcrystalline, and paraffin
wax, which is crystalline. They are both obtained from
petroleum: the quality and quantity of the wax
depends on the source of the crude oil and the refining
process. Microcrystalline wax (petroleum ceresin or
wax) consists of straight chain and branched saturated
alkanes with a chain length range C41–C57. The NF18
specifications list a melting range of 54–102�C; it comes
in plastic and hard grades. It is insoluble in water,
slightly soluble in ethanol, and soluble in chloroform.
Besides its use as a sustained–release carrier, it is used
as a stiffening agent in topical preparations. Because
of its high viscosity and melting point, it increases
the consistency of creams and ointments. Paraffin
wax (hard paraffin) is a mixture of solid straight chain
alkanes. It is used in ointments or creams as a base or
stiffening agent. It congeals between 47 and 65�C.
Various grades with different melting ranges are avail-
able. It is insoluble in acetone, ethanol, and water and
soluble in chloroform and most warmed fixed oils.
Low-molecular-weight polyethylenes (MW < 10,000)
have wax-like properties and are used in topical pre-
parations, for example, as gelling agents in Plastibase.

CHARACTERIZATION

Because the harvesting of vegetable or insect waxes is
often from wild, non-cultivated sources and because
of their complex composition, it is important to char-
acterize the chemical and physical properties of the
waxes.[1–6] The composition of natural materials often
varies with location, weather, season of harvesting,
and age. A good quality control of the raw materials
is of upmost importance in order to obtain pharmaceu-
tical products of high quality.

The chemical methods to characterize waxes include
the determination of the acid, saponification, iodine,
hydroxyl, and peroxide values. Various tests, often
yielding different values, are available to measure the
melting point of waxes. Since waxes are non-
homogeneous in chemical composition, a melting range
rather than a clear melting point is most observed. The
melting point of glycerides generally increases with
increasing hydroxyl number, decreasing degree of unsa-
turation, and increasing molecular weight of the fatty
acid. The melting point of many waxes can be determ-
ined with capillary tubes. The slip point is defined as
the temperature at which a column of the testing
material starts raising in an open-ended capillary tube,
which is dipped in water filled in a beaker and heated
under specific conditions. The drop-point test can be
used; however, it is not reliable for more viscous waxes.

The congealing point of a wax is the temperature at
which the molten wax stops to flow upon cooling. Ther-
mal methods such as differential scanning calorimetry
(DSC) are widely used to characterize the heating and
cooling profiles of waxes in a qualitative and quantitat-
ive manner. Potential polymorphic transitions and
recrystallization during processing can be simulated by
running different temperature profiles.

The contraction of suppository bases during cooling
within the mold is a well-described phenomenon. The
expansion or contraction of waxes is also important
during the processing of wax melts, for example, dur-
ing the preparation of microparticles by spray congeal-
ing, hot-melt coating, or hot-melt filling of hard gelatin
capsules. The dilatation of waxes or thermal expansion
during the transition from the solid to the liquid state
can be measured with a dilatometer. The hardness of a
wax is measured with a penetration test, whereby the
depth of penetration of a needle under a given weight
is measured, preferably at different temperatures. The
viscosity of the molten wax is an important parameter,
especially for processes such as hot-melt coating or
spray congealing, where wax melts are processed. In
an ASTM monograph (D 88), the time that a certain
quantity of molten wax requires to flow through an
orifice of specified dimensions is measured.

The color of the wax will affect the color of the
finished product. A Lovibond Tintometer is often used
for color measurements, whereby the color of the raw
material is compared against a series of colored stan-
dard glasses, under a standard light source. The color
of the solidified wax of the same sample may be differ-
ent depending on the amount of occluded air, the rate
of cooling, or surface finish. Therefore, the color of
many waxes is best measured in the molten state.
Two ASTM color standards are used to measure
dark-brown to off-white color and off-white to pure
white. The refractive index and the specific gravity
are other parameters often determined.

The structural and physical properties, in particular,
the solid and liquid state behavior of lipids, and the
optical and spectral characteristics of waxes have been
described in detail.[4]

PHARMACEUTICAL APPLICATIONS

Waxes in Matrix-Type Drug Delivery Systems

The incorporation of drugs into inert matrices is a
popular approach to prolong the drug release.
Sustained-release wax matrix drug delivery systems
include wax granules or beads prepared by granulation
or extrusion/spheronization, tablets, and wax-filled
hard gelatin capsules.
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Wax Granules and Beads

Drug-containing wax granules were prepared by melt
congealing, by congealing in chloroform, by granu-
lation, and by aqueous dispersion.[9–11] In the congeal-
ing method, the drug was suspended in the molten wax.
This suspension was cooled gradually while stirring
until a solid mass formed, which was then comminuted
into granules. Granules made by congealing in chloro-
form were prepared similarily, the drug being sus-
pended in a chloroformic solution of the wax. This
mixture was agitated until the solvent evaporated,
and was then comminuted into granules. In the granu-
lation method, the powdered wax and drug were
granulated with chloroform. In the last method, heated
water was given to the molten drug–wax mixture until
phase inversion occurred. The emulsion was cooled and
the particles were separated from the aqueous phase by
filtration. The melt-congealing method gave the largest
retardation in drug release, probably because of the den-
ser structure of the granules when compared to granules
prepared by the other methods.

Sustained-release nitrofurantoin granules contain-
ing stearic acid and glycerol monostearate as matrix
materials were prepared by either a fusion, solvent
evaporation, or melt granulation technique.[12] Various
channelling agents including Aerosil, Avicel, dibasic
calcium phosphate dihydrate (Emcompress), and
sodium chloride were investigated in order to increase
the drug release. In the fusion method, the lipid was
melted and the drug was added to the melt. After cool-
ing, the congealed mass was granulated through stan-
dard sieves. In the solvent evaporation method, the
drug and the wax carriers were dissolved in dimethyl
formamide. The solution was cast and the solvent
was evaporated at 70�C. The resulting mass was granu-
lated as described previously. In the melt granulation
method, the drug and carriers were mixed at high
speeds; the temperature increased by friction and
granulation occurred by sintering of the fatty materials
near their melting point. The cooled granules were
crushed and sieved. Sustained release could only be
obtained with granules prepared by the fusion method.
The solvent evaporation method and, surprisingly, melt
granulation resulted in granules with a fast drug release.

Drug-containing beads were prepared by extrusion/
spheronization of powder blends of 10% drug (chlor-
pheniramine maleate or acetaminophen), 60% Avicel
PH-101, and 30% wax.[13] Thermally treating the
beads at 80�C for 30 min resulted in the melting and
recongealing of the wax within the beads and in a
decrease in the drug release, probably because of a
densification and redistribution of the wax within
the beads. The drug release was dependent on the
treatment temperature and the level of the wax, with
an increase in both resulting in a decrease in drug

release. The beads were subsequently compressed into
tablets, which had slower release rates when compared
to the release from the corresponding beads. While
non-treated compacts mainly disintegrated into the
beads, thermal treatment of the compacts resulted in
non-disintegrating matrices.

Diclofenac sodium–carnauba wax matrix granules
containing various release-controlling agents such as
hydroxyporpylcellulose, Eudragit L-100, or NaCl were
prepared with a twin-screw extruder and evaluated in
vitro and in vivo.[14,15] The drug release depended
strongly on the composition of the granules: the mech-
anical strengths of the wetted granules was high, and a
good correlation was obtained between in vitro dissol-
ution parameter and in vivo parameters.

Wax Matrix Tablets

Wax matrix tablets are prepared either by compression
of the wax granules or beads described in the previous
section, or, with the higher melting waxes available in
powder form, by direct compression of powder blends.
When compared with polymeric matrix materials, the
amount of waxes within the tablet is limited because
of fusion and sticking to the punches at higher wax
concentrations. This problem could possibly be over-
come by compression at lower temperatures.

Matrix tablets containing ephedrine hydrochloride
and hydrogenated castor oil were prepared either by
compression of a physical mixture or by compression
of a congealed melt.[16–18] In the second method, the
drug was added to the molten hydrogenated castor
oil at 100�C, this molten mass was poured onto a glass
plate and congealed, comminuted and then compressed
into a matrix. A surfactant, 0.1% alkyltrimethylammo-
nium bromide, was added to the dissolution medium to
enhance the wetting of the wax matrix. The drug
release increased with increasing amounts of drug in
the matrix because of an increased porosity, and fol-
lowed the square root of time relationship (Fig. 1).
The release was slower from the matrix prepared by
the melt method. This was attributed to a higher
tortuosity and lower porosity of the melt matrix when
compared to the matrix prepared from the physical
mixture. Increasing the pressure decreased the release
rate with both preparation processes; however, the
effect was much more pronounced for the matrix
prepared from the physical mixture. The processing
method also altered the mechanism and rate of release;
a matrix diffusion mechanism was dominant with the
melt process while a boundary layer diffusion was
effective with matrices prepared by the compression
of physical mixtures. In the first case, the drug release
was independent of stirring speed, while it was depen-
dent in the second case.
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Sustained-release nifedipine tablets based on Gelu-
cires were developed.[19] A drug-PVP coprecipitate
was either added to a solution of Gelucire in chloroform
with the subsequent removal of the solvent or it was
added to themolten Gelucire with subsequent cooling
of the paste. The mixtures were then granulated
through a 0.5 mm sieve and tableted. No difference
in the release profiles from the two granulates were
observed; however, the melting method was preferred
because of the absence of organic solvents. Accelerated
stability studies on the tablets as a function of tempera-
ture and relative humidity revealed no changes in chemi-
cal stability; however, the dissolution profiles changed.
The changes occurring after storage at high humidities
and temperatures were attributed to the formation of
nifedipine microcrystals and to structural changes in
the wax vehicle.

A combination of ethylcellulose and paraffin wax or
hydrogenated castor oil was used as carrier material in
sustained-release aminophylline tablets.[20] The tablet
granulation was prepared by a wet granulation pro-
cedure with hot ethanol. The tablets were further
coated with Eudragit RL/RS or HPMC/ethyl cellu-
lose. An annealing step at 70�C significantly decreased
the drug release due to fusion within the tablet core.
Hydrogenated castor oil was superior to paraffin wax.
Increasing the wax content and decreasing the amount
of ethyl cellulose or increasing the drug content resulted
in faster drug release.

In order to overcome the disadvantage of hydrophi-
lic matrices of uncontrollable erosion of the hydrated
polymer gel on the tablet surface, a combined polymer-
wax carrier material was evaluated by Huang et al.[21]

Carnauba wax was combined with the enteric acrylic
polymer, Eudragit L100, and investigated as a carrier

material for diphenhydramine HCl. The drug and
Eudragit L100 were mixed, added to the molten wax,
followed by compression of the congealed granules.
The polymer provided an insoluble structure for the
wax. The drug release was significantly retarded with
increasing amounts of the anionic polymer.
The cationic drug, diphenhydramine HCl, interacted
with the anionic Eudragit L within the wax matrix
and formed a complex after water penetration. While
the drug release from tablets prepared from only the
drug and the enteric polymer was highly dependent
on the pH of the dissolution media, the drug release
was almost independent of pH after the inclusion of
carnauba wax in the matrix. Besides the retarding
effect of the wax, at low pH, the release was retarded
through the enteric polymer and at high pH, the
drug formed a less soluble complex with the enteric
polymer, thus negating the effect of pH on the drug
release.

Matrix minitablets based on starch/microcrystalline
wax mixtures were prepared by melt granulation in a
hot-stage screw extruder, followed by milling and
compression.[22] This technique was preferred over
the production of pellets.

Surfactants were incorporated into wax matrices in
order to increase drug release.[23] The drug and surfac-
tant were added to a molten mixture of carnauba wax
and stearyl alcohol. Water-insoluble surfactants such
as glycerol monostearate had no effect on the dissolu-
tion rate, slightly soluble surfactants such as sodium
stearate or dioctyl sodium sulfosuccinate moderately
increased the drug release, while polyoxyethylene 23
lauryl ether significantly increased the drug release.
The drug release occurred via a leaching mechanism;
drug diffusion through the matrix did not occur. It
was speculated that the surfactant created more chan-
nels for the drug to leach into the dissolution medium
by increasing the porosity of the matrix.

While the drug release from wax matrix tablets
followed the square root of time relationship, approxi-
mately zero-order release of ephedrine hydrochloride
and procaine hydrochloride could be obtained
with multi-layered matrices of hydrogenated castor
oil containing different concentrations of the active
compound in each layer.[24]

A bioadhesive lozenge containing cetylpyridinium
chloride was developed based on a multilayered tab-
let.[25] One layer contained the bioadhesive polymer,
carbopol, and the other layer contained the drug and
a wax (spermaceti or Precirol ATO-5).

Wax Implants

Besides polymers such as polylactides, waxes have the
potential as biocompatible/biodegradable carriers in
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Fig. 1 Effect of concentration of ephedrine hydrochloride

on release from matrixes compressed at 7 MPa (48,265 psi).
(�) 5%; (�) 10%; (`) 20%; (G) 30%; (&) 40%; (&) 50%.
(From Ref.[17].)
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implants. Standard tableting equipment can be used to
prepare wax compacts.

Various lipids including triglycerides (e.g., trilaurin,
trimyristin, tripalmitin and tristearin) and fatty acids
were evaluated as carrier materials in sustained-release
insulin implants.[26] The drug/wax powder blend was
compressed into a disc and implanted subcutaneously
into Wistar rats. Monoglycerides tested eroded too fast
and were not suitable. The triglycerides only sustained-
the insulin release briefly. The best sustained-release
properties were obtained with palmitic and stearic
acids as the carrier materials.

The drug release of the model protein, bovine serum
albumin (BSA), from compressed stearic acid pellets
was investigated as function of drug loading, drug
and carrier particle size, and compression force.[27] At
low loadings (5%), the drug release increased with
increasing BSA particle size irrespective of the particle
size of stearic acid. At high loading (20%), the drug
release was higher with larger stearic acid particles.
More BSA was released with increasing BSA particle
size only when the stearic acid particle size was small.
The compression force did not show any effect in the
range investigated. In a series of articles, the same
research group investigated cholesterol–lecithin implants
as a delivery system for antigens.[28–31]

Labrafil 1944 CS (derivatized vegetable oil)–Precirol
ATO 5 (glyceryl ester of fatty acids) gels were shown to
be biocompatible and biodegradable and resulted in
controlled release of steroids for prolonged periods
of time in vivo.[32]

Hard Gelatin Capsules Filled with Waxes

Waxes are difficult to compress at higher levels. The
energy imparted during compaction causes melting of
the waxes, resulting in sticking and picking of the for-
mulation. This necessitates dilution of the drug-wax
granules with inert fillers; high-dose drugs requiring
high amounts of wax in order to obtain sustained-
release properties are therefore difficult to formulate
into tablets. As an alternative to compressed tablets,
hard gelatin capsules have been liquid-filled with
solutions or dispersions of drugs in molten waxes. On
cooling, drug–wax plugs are obtained. Some of the
advantages of liquid filling of hard gelatin capsules,
when compared to solid-filled capsules, include a better
weight uniformity, and the elimination of dust hazards
and cross-contamination via airborne particles. The
drug–carrier system should not interact with the gela-
tin shell in the molten as well as in the congealed state,
and the physical state of the drug and wax should not
change during storage. The melting point of the wax
has to be low enough to avoid degradation of the drug
and damage to the capsule shell.

A Zanasi hard gelatin powder filling capsule machine
(model LZ64) was modified in order to allow the filling
of molten or thixotropic formulations into hard gelatin
capsules.[33,34] This technique resulted in excellent fill
weight uniformity and overcame many of the problems
frequently associated with the filling of conventional
capsules.

The release of liquid or deliquescent drugs (benzo-
natate, nicotinic acid, chloral hydrate, and parametha-
dione) incorporated into Gelucire bases within hard
gelatin capsules was related to the behavior of the
carriers in simulated gastric fluid.[35] Gelucires are
semisynthetic glycerides with varying amphiphilic
properties and are derived from natural hydrogenated
food grade fats and oils. They are characterized by
their melting point (range: 33–64�C) and HLB value
(range: 1–13). The drugs were released faster from
the Gelucires with the higher HLB value and with
lower melting points. The Gelucires either dissolved
completely or remained intact but softened.

It is well known that wax-based dosage forms can
experience physical instabilities. Suppository bases
often show an increase in melting point, accompanied
by a hardening process. This hardening can result in
a reduced release rate, which could also affect the in
vivo performance. Melt-filled hard gelatin capsules
were evaluated by DSC, dissolution, and hardness
properties as expressed by a relative penetration.[36]

Ketoprofen dissolved in the wax, Gelucire 50/13, and
apparently formed a solid solution at room tempera-
ture as indicated by the absence of crystalline drug by
DSC and microscopy. The melting point of the wax
increased during storage and was accompanied by a
hardening process. However, the release rate increased,
which was attributed to an increased rate of matrix
erosion. The observed in vitro changes did not affect
the in vivo performance of the wax matrix.

As an alternative to hot-melt filling of capsules,
sssustained-release wax matrices were formed in a
novel way within hard gelatin capsules through fluidi-
zation in a heated air stream within a fluidized bed.[37]

A drug–wax powder blend was filled into hard gelatin
capsules, which were then suspended in an upward-
moving, heated airstream and circulated within the
chamber of a fluidized bed unit. The capsules rotated
during fluidization at temperatures above the melting
point of the wax and centrifugal forces caused the
drug–wax melt to flow into the ends of the capsules.
The molten mixture then solidified after ending the
heating and two solid wax matrices with dissolved/
dispersed drug were obtained in the ends of the cap-
sules. Good control over the drug release was obtained
by using blends of waxes with different amphiphilic
properties (HLB-values). Gelucire 50/13 (m.p. ¼
50�C, HLB ¼ 13) and Precirol ATO-5 (m.p. ¼ 53�C,
�C, HLB ¼ 2) were selected as the drug carriers.
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The drug release increased with increasing proportion
of the more hydrophilic wax. After cooling of the
drug-containing wax melt, the drug could be dispersed,
dispersed/dissolved, or dissolved in the wax matrix.
DSC studies were used to characterize the physical
state of the drugs after formation of the wax matrix.
A linear relationship existed between the heat of fusion
and the amount of drug in the wax matrix (Fig. 2). The
solubility of the drug in the matrix at its melting point
corresponds to the intercept of the line. Propranolol
HCl was insoluble and dispersed in the Precirol
ATO-5 matrix while theophylline was partially dis-
solved in the wax.

Coating with Waxes

Besides their predominant use in matrix preparations,
waxes have also been used as coatings for granules
and pellets. Solid dosage forms are often coated to
sustain the drug release, to improve the stability, or
to mask the taste of poorly tasting drugs. The coating
with waxes has various advantages when compared to
the coating with polymer solutions or dispersions.
The waxes can be applied without organic solvents,
and, in the case of hot melts, with a high application
rate and therefore shorter processing time. Many food
grade natural or semisynthetic waxy materials are
available.

Waxes can be applied onto solid dosage forms in the
form of hot melts, hot emulsions, aqueous suspensions
(colloidal wax particles), or organic solutions. Coating
processes include dip coating, pan coating, or fluidized-
bed coating. The coating of drug particles by spray
congealing is discussed in the section on microencap-
sulation with waxes.

Coating with Hot Melts

With regard to coating processes, various fluidized-bed
techniques and their modifications were evaluated for
hot-melt coating.[38–40] The fluidized-bed techniques
include the top, bottom, and the tangential spray or
rotary fluidized-bed modes. The particles to be coated
are suspended in a heated high-velocity air stream, and
the molten wax is applied in the form of atomized
liquid droplets.

The top spray mode, in which the wax melt is
sprayed downward on upward moving particles, is
the system of choice for hot-melt coating (Fig. 3).
The product temperature can be kept closest to the
congealing temperature of the wax when compared
to the other two spray modes. The wax has to be kept
in a molten state in order to be atomized into the
fluidized bed. A special nozzle had to be developed.
The nozzle wand had a triaxial structure with a center
tube for the molten liquid, which is surrounded by a
small air space for the delivery of high-pressure, low-
volume air to control the valve in the nozzle, which
opens when the pump was running. Both of these tubes
were surrounded by a larger air space through which
the heated atomization air was supplied. The nozzle
should be placed as closely as possible to the substrate
bed in order to minimize the distance that the molten
droplets had to travel prior to contacting the substrate
surface.

Substrates with poor fluidization characteristics
such as larger particles and/or particles of higher den-
sity are difficult to coat with the top spray mode, and
the bottom spray mode should be preferred. With the
tangential spray process, the product temperatures
have to be maintained lower than with the top spray
technique in order to avoid adherence of the coated
particles to the product container. The tangential spray
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method is more stressful on the substrates than the
other two techniques.

Important process and formulation variables
include the product bed temperature, the atomization
conditions, the type of substrate, the properties of the
coating materials, and the desired release rates
(immediate or sustained release). In order to obtain
good coatings, the atomization air has to be heated
to the same temperature as the molten wax in order
to avoid premature congealing. The droplets must
remain in a liquid state until they hit the substrate sur-
face. The product bed temperature is very critical to
the successful coating of solid dosage forms with mol-
ten materials. At low product temperatures, premature
congealing of the molten droplets results in poor
spreading of the coating on the substrate surface and,
in the extreme case, in the failure of the adherence of
the coating to the surface. Rough and porous surface
structures are obtained, resulting in faster drug release
when compared to substrates with smooth coatings. At
too high product temperatures, excessive particle
agglomeration or clogging of the outlet filter bags is
a result of inadequate congealing and hardening of
the coating. The product bed temperature can be regu-
lated through the fluidization air temperature. It is
recommended to use inlet air temperatures 10–15�C
below the melting point of the coating and tempera-
tures for the atomization air and the molten wax of
40–60�C above the melting point.

Droplet size and uniformity are also critical for a
successful coating process. The size of the molten drop-
let is dependent on the viscosity of the melt and the
atomization air pressure. Smaller particles require
smaller droplet sizes and therefore higher atomization
air pressures in order to minimize agglomeration or
granulation. In order to obtain small droplets, the vis-
cosity of the molten material can be decreased by
increasing the temperature of the melt. At the same
atomization conditions, low feed rates also result in
smaller droplets. The spray rate of melts is generally
much lower when compared to coating solutions or
dispersions. The lower spray rate, however, is offset
by the application of pure coating material. The appli-
cation rate therefore is still higher when compared to
polymer solutions or dispersions, with which solvents
have to be evaporated.

After the application of the melt, the fluidization is
reduced and the product bed is cooled. The cooling cir-
cle should be short in order to avoid attrition of the
coated product. Rapid cooling, however, may result
in cracks in the coating because of contraction of the
coating material, and it may also result in unstable
polymorphic forms of the wax.

The important variables for the selection of the
waxes include the melting point, the melting range,
and the viscosity of the melt. The wax should have a

melting point of less than 85�C because the melt is
usually kept at temperatures of 40–60�C above its
melting point. Materials with a broad melting point
range can become tacky during spraying because of
the broad range of product temperatures and the pres-
ence of low melting point fractions. The coating mate-
rials include various hydrogenated vegetable oils,
beeswax, paraffin wax, carnauba wax, and polyethyl-
ene glycol.

Coating with hot emulsions, aqueous
suspensions, or organic wax solutions

The coating with hot emulsions has various advantages
when compared to the hot-melt process.[41,42] The wax
remains in the molten state and premature congealing
of the wax could be eliminated because of the presence
of hot water. This facilitated the transport of the wax
to the spray nozzle and therefore the experimental
setup. In addition, the temperatures of the wax emulsion
are lower then the comparable wax melts. o/w-
Emulsions of various waxes (e.g., glyceryl behenate-
Compritol-888 and glyceryl palmitostearate-Precirol-
ATO 5) with a solids content of up to 50% were
prepared. The emulsions were passed through a micro-
fluidizer to further reduce the particle size of the oil
phase. The hot emulsion was then either sprayed
directly on the beads or cooled to form a ‘‘wax pseudo-
latex’’ prior to the coating process. The disadvantages,
when compared to hot-melt coating, include the
amount of water to be evaporated and therefore longer
processing times, and the presence of surfactants in the
wax coating. The surfactants, which were needed to
stabilize the emulsions, could affect the drug release.
The use of liquid surfactants such as various Tween/
Span combinations resulted in sticky beads. Solid
surfactants such as sodium lauryl sulfate were more
suitable. The guaifenesin release from coated pellets
decreased with increasing hydrophobicity of the wax
and increasing coating level. The coating conditions
(e.g., temperature, spray rate, curing) and the particle
size of the emulsion/suspension primarily influenced
the microstructure of the wax coatings and hence the
drug release. When compared to polymer coatings,
thicker coatings have to be applied with waxes to
obtain the same sustained release profiles.

Bagaria prepared emulsions with waxes including
carnauba, paraffin, ceresin, beeswax, and hydroge-
nated castor, soybean, or cottonseed oil, which were
then coated onto drug-containing non-pareil beads.[43]

The term emulsions was actually misleading because
the final products were aqueous suspensions of the
waxes with partially submicron particle size (wax
pseudolatex). Similar to aqueous polymer dispersions,
the wax dispersions were converted into powders by
spray drying. The release from beads coated with the
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redispersed spray dried powder was then compared to
beads coated with the original dispersion. With almost
all preparations, 100% drug was released within 2–4 h.

Like with organic polymer solutions, the wax can be
dissolved in an organic solvent and then be sprayed
onto the solid dosage form. In most studies, waxes such
as beeswax, hydrogenated castor oil, microcrystalline
wax, or glyceryl mono- and distearate were dissolved
in chlorinated organic solvents such as chloroform,
carbon tetrachloride, or trichlorethane and applied in
coating pans at elevated temperatures.[44–46] Mixtures
of ethyl cellulose with different waxes such as castor,
carnauba, or paraffin wax in chloroform were evalu-
ated as sustained-release coatings.[47] A lower ratio of
ethyl cellulose to wax was used with drugs of high-
molecular weight and/or low solubility and a higher
ratio for drugs of low-molecular weight and/or
high solubility to achieve the desired release properties
at a 10% coating level. As the date of the references
shows, the coating with organic solutions is obsolete
because of the undesirable use of organic solvents.

Microencapsulation with Waxes

Wax microparticles have been prepared primarily by
aqueous and non-aqueous melt dispersion techniques
or spray congealing/spray drying. These techniques
are briefly reviewed below.

Microparticles prepared by melt-dispersion
techniques

In the melt dispersion technique, the drug-containing
molten wax phase is emulsified into a heated, emulsifier-
containing external phase. Depending on the solubility
of the drug, the external phase can be either aqueous
(for water-insoluble drugs) or non-aqueous (for water-
soluble drugs). On cooling the emulsion, the liquid dro-
plets congeal and a suspension of the wax microparticles
is formed. The microparticles are then separated, mostly
by filtration or centrifugation, sometimes washed to
remove free drug crystals and surfactants, dried and
sized.

Ibuprofen-wax (carnauba wax, paraffin wax, bees-
wax, Gelucire 64/02, or Precirol ATO5) microparticles
were characterized with respect to drug loading and
morphological and release properties.[48] Microparti-
cles of the more hydrophilic waxes, Gelucire 64/02
and Precirol ATO5, could be prepared without surfac-
tants, while the other waxes rapidly coalesced and
formed big lumps on cooling. With the other waxes,
increasing the amount of sodium lauryl sulfate in the
external aqueous phase decreased the drug loading
because of drug solubilization. This was not the
case when poly(vinyl alcohol) was used as stabilizer.

During emulsification, the drug will partition into the
external aqueous phase until its solubility at the emul-
sification temperature is reached. During cooling of the
emulsion, the drug could precipitate in the aqueous
phase because of a decreased drug solubility. The type
of wax, the rate of cooling, the stirring time, and the
temperature of the aqueous phase had no significant
effect on the drug loading because of the low solubility
of ibuprofen in the external aqueous phase. Actual
drug loadings close to 60% could be achieved. The
drug release was controlled by the hydrophobicity of
the wax (Gelucire 64/02 > Precirol ATO5 >
beeswax > carnauba wax > paraffin wax) (Fig. 4).
These wax microparticles could be formulated into
aqueous sustained-release oral suspension dosage
forms because of the low solubility of the drug.

A modified USP method using mini baskets was
used to study the effect of formulation variables, such
as type of wax, type of modifier, drug loading, size, on
the ibuprofen release from wax microspheres.[49] The
drug release was in the order of beeswax > ceresine
wax > refined paraffin wax > microcrystalline wax.
After an initial burst release, the drug release was slow
from microparticles prepared with the last two waxes.
The dissolution studies were performed in simulated
intestinal fluids, because sink conditions could not be
maintained in simulated gastric fluids because of the
drug solubility. To increase the drug release from the
wax microspheres, glycerol monostearate or stearyl
alcohol were added prior to the preparation of the
microparticles. The addition of these release modifiers
also reduced the tendency of the waxes to agglomer-
ate.[50] Ibuprofen dissolved in the molten wax and
did not crystallize during congealing and microsphere
formation, as indicated by DSC studies.
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Fig. 4 Ibuprofen release from different wax microparticles
(actual drug loading): (&) Precirol ATO5 (35.3%), (&)
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In a modified melt-dispersion method, sulfamethox-
azole particles were dispersed in heated water, and
powdered beeswax was added. The molten wax drop-
lets collected the drug particles, and spherical agglom-
erates with sustained-release properties were obtained
after cooling. Alternatively, the agglomerates could also
be formed at room temperature by using solutions of the
wax in a water-immiscible solvent.[51]

Water-soluble drugs cannot be encapsulated with
the O/W-emulsion technique because the drug would
be lost to the external aqueous phase. Two methods
have been described for the encapsulation of hydrophi-
lic drugs; one is based on using an external oil phase
and the other one on the formation of the microparti-
cles by a w/o/w-melt dispersion technique.

Carnauba-wax microspheres containing 5-fluoro-
uracil for chemoembolization were prepared by a melt
dispersion process with an external silicone oil
phase.[52] The drug was dispersed in the molten car-
nauba wax and emulsified into silicone oil at tempera-
tures above the melting point of carnauba wax (85�C).
The resulting emulsion was cooled through the
addition of cold silicone oil and immersion of the bea-
ker in an ice-water bath. After solidification, the micro-
spheres were separated from the oil phase by
centrifugation and washed with cyclohexane to remove
the silicone oil. 5-Fluorouracil is a hydrophilic drug; an
external aqueous phase would have resulted in drug
partitioning and therefore low encapsulation efficien-
cies. However, even with silicone oil, an external phase
in which the drug was insoluble, only up to 5% drug
could be encapsulated within the carnauba-wax micro-
spheres. This was attributed to the poor wetting of the
drug crystals by the molten wax and therefore the loss
of drug crystals to the external silicon oil phase.
Various surfactants were added to the wax phase in
order to improve the wettability of the drug by the
molten wax.

A technique based on the formation of a multiple
emulsion with an external aqueous phase was
developed for the encapsulation of water-soluble drugs
in order to replace the external oil phase.[53] Possible
unwanted interactions between the oil and the emulsi-
fied wax such as swelling or dissolution of the wax,
clean-up requirements of the final product, and recov-
ery of the oil phase could be eliminated. In analogy to
the encapsulation of water-soluble drugs within poly-
meric microparticles by a w/o/w-solvent evaporation
method, a molten wax phase was used instead of an
organic polmer solution. A heated aqueous solution
of pseudoephedrine HCl was emulsified into the mol-
ten carnauba wax, followed by the emulsification of
this w/o-emulsion into a heated external aqueous
phase. The temperature of the internal and external
aqueous phases had to be kept above the melting
temperature of the wax in order to avoid premature

congealing and to assure the formation of an emulsion.
The microparticles formed after congealing of the wax.
A key for high encapsulation efficiencies was the for-
mation of ultrafine internal aqueous phase droplets
by sonication. The wax acted as a diffusion barrier
between the internal and the external aqueous phases
and therefore minimized drug partitioning into the
external aqueous phase. Because of the high solubility
of the drug in the external aqueous phase, the contact
time of the droplets/microparticles with the continu-
ous aqueous phase had to be minimized in order to
avoid the drug loss; the microparticles were separated
from the aqueous phase within minutes after their for-
mation.

Generally, the wax phase is emulsified into a heated
external phase to avoid premature congealing. How-
ever, sulfamethazine-japanese synthetic wax particles
were prepared by dispersing the drug in the molten
wax, followed by slowly pouring the wax phase into
a precooled external aqueous phase.[54] The micropar-
ticles were then separated by filtration after 3 min.
Beeswax microparticles were prepared by a phase
inversion technique, whereby an aqueous solution of
sorbitan monooleate and polysorbate 80 was added
to the drug-containing molten wax phase to first form
a w/o-emulsion prior to phase inversion. Smaller
microparticles were obtained at higher temperatures,
with increased amounts of continuous phase, with
slower rates of cooling, and with higher speeds of
mixing.[55]

Suspensions of lipid nanoparticles can be prepared
by reducing the size of the molten or dissolved drug
containing lipid phase into the colloidal size range by
high-pressure homogenization.[56,57] After cooling or
solvent evaporation, the nanoparticles are obtained.
The suspensions of the nanoparticles can be converted
into powders through freeze or spray drying. The
nanoparticles can act as carriers for poorly water-
soluble drugs and apparently could result in controlled
release over longer periods of time. However, because
of the small size and therefore high surface area of
the particles, an increase in dissolution rate would be
expected unless very low loadings are used.

Microparticles prepared by spray drying
and spray congealing

Similar to organic polymer solutions, drug-containing
organic wax solutions were spray dried to give
sustained-release microparticles.[58] The drug could be
either dissolved or dispersed in the organic wax solu-
tions. Spray drying is a single step, rapid drying
process, which can be scaled up and be used for
heat-sensitive drugs. The use of organic solvents, how-
ever, is undesirable because of solvent hazards, solvent
residuals, and cost. Because of the low melt viscosity,
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wax microparticles can also be prepared without
organic solvents by spray-congealing drug-containing
wax melts.

Sulfaethylthiadiazole-hydrogenated castor oil parti-
cles were prepared by spray congealing, using a cen-
trifugal wheel atomizer.[59] The wax powder was then
suspended into water to give an oral sustained-release
suspension. In a subsequent article, the effect of vari-
ous process and formulation variables on the particle
size was investigated using a centrifugal wheel atom-
izer.[60] The particle size was directly proportional to
the feed rate and inversely proportional to the feed
viscosity and the wheel velocity.

In a series of publications, sulfaethylthiadiazole-wax
microparticles prepared by spray-congealing were eval-
uated. The most important factor affecting the drug
release was the type of wax used.[61] The effect of sur-
factant on the drug release from spray congealed wax
microparticles was investigated by John and Becker.[62]

White wax-USP, a synthetic wax-like ester, and 1 : 1
combinations of these two waxes were used as sustained-
release matrices. The particle size of the microparticles
could be controlled through the nozzle size, with the
larger nozzles resulting in larger particles with slower
rates of dissolution. Up to 4% sorbitan monooleate
apparently softened the particles and promoted wetting,
thus resulting in an increase in drug release. However, at
a surfactant level of 10%, the slowest release rate was
observed. This was partly attributed to the tackiness of
the particles, which resulted in agglomeration and a
reduction in total surface area available for drug release.
The addition of the surfactant allowed the compression
of the microparticles into tablets, which was difficult
with the surfactant-free microparticles.[63] The surfac-
tant-free microparticles adhered or stuck to the punch
surface, and resulted in a high friability of the finished
tablets. No additives were incorporated into the tablets;
non-disintegrating wax matrix tablets were obtained.

A palatable suspension of the bitter-tasting drug,
remoxipride, was developed based on microparticles
prepared by spray congealing.[64] Because of the high
water solubility of the drug, the microparticles were
formulated into an external oil phase. Unfortunately,
neither the nature of the wax nor of the oily vehicle
was revealed.

With lipid drug delivery systems, polymorphic
transformations may occur during the preparation of
the dosage form and during subsequent storage. The
polymorphic behavior of lipid micropellets prepared
from glycerides and phospholipids by spray drying or
spray congealing and their surface structure were eval-
uated by DSC and scanning electron microscopy.[65–67]

The rapid solvent evaporation during spray drying can
influence the crystallization of the lipid carrier and dif-
ferent polymorphic structures could be obtained. Simi-
larily, during spray congealing and solidification of the

melt, the lipid can crystallize in different polymorphic
forms, depending on the composition of the lipid and
thecooling rate. The major polymorphic forms of the
glycerides are the a-, b-, and b0-forms. Rapid cooling
ratesgenerally result in the unstable a-form. The tran-
sition of the melt first to the a- and b0-forms and then
to the b-form represents the transformation of trigly-
cerides into the most stable form.

The spraying process, especially the spray con-
gealing was simulated by cooling the molten samples
rapidly at 320�C/min. A DSC thermogram of pure
tristearin heated at 10�C/min revealed a single
endothermic peak representing the b-form. After rapid
cooling of the melt and reheating, an endothermic peak
for the a-form and anexothermic peak indicating the
recrystallization of the a-form into the b-form,
followed by the endothermic peak for the b-form, were
detectable. The DSC thermogram of spray-dried tri-
stearin micropellets was similar to the one of the
melt-quenched sample. A crystalline modification
therefore took place during spray drying because of
the rapid solvent removal. The micropellets were then
stored at different temperatures to investigate the effect
of storage temperature on the polymorphic transitions.
Increasing the storage temperature to 37�C resulted in
a complete transformation of the unstable polymor-
phic form into the stable polymorphic form. The melt-
ing endotherm of the a-form disappeared. The effect of
various emulsifiers such as lecithin or monoglycerides
was investigated in order to prevent or delay the trans-
formation of the unstable form into the stable b-form.
Adding lecithin to the formulation resulted in a delay
of the transformation. The type of glyceride (compo-
sition and chain length), solvent, and drugs encapsu-
lated affected the polymorphic transformation, its
rate of transformation, and also the surface structure
of the microparticles. Spray-congealed lipid micropel-
lets showed a similar thermal behavior as the spray-
dried pellets. The smooth surface of the sprayed lipid
micropellets was attributed to the unstable polymor-
phic form. The unstable a-form has various thin and
small crystals, resulting in a smooth surface of the
crystallized sample. The b- and b0s-forms have larger
crystals, therefore causing irregular structures of the
micropellets. During ageing at elevated temperatures,
the lipid micropellets lost their smooth surface struc-
tures because of polymorphic transformations.

Novel oral controlled release microspheres using
polyglycerolesters of fatty acids and hydrogenated
cottonseed oil (HCSO), stearic acid, stearyl alcohol,
or glycerol monostearate as carriers were prepared by
spray chilling using a rotating disc.[68] The drug release
was related to the hydrophobicity of the wax; the
release rate decreased in the following order: stearyl
alcohol > stearic acid > glycerol monostearate >
carnauba wax > hydrogenated cottonseed oil. Adding
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increasing amounts of lactose to HCSO increased the
drug release as a result of the leaching of lactose.

A new atomizer operating with ultrasonic energy
was used as an alternative to traditional atomizers to
prepare wax microparticles by spray congealing.[69]
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Wet Granulation: End-Point Determination
and Scale-Up

Michael Levin
Metropolitan Computing Corporation, East Hanover, New Jersey, U.S.A.

INTRODUCTION

Wet granulation is used mainly to improve flow and
compressibility of powders, and to prevent segregation
of the blend components. Particle size of the granulate
is affected by the quantity and feeding rate of the
granulating liquid.

Wet massing in a high shear mixing is frequently
compared to the fluid bed mixing and to the roller
compaction technique,[1] and the results seem to be for-
mulation dependent. Compared to high shear granu-
lation, low shear or fluid bed process requires less
fluid binder, not only resulting in a shorter drying time,
but also in a less cohesive material.[2–4]

For excellent classical review of the wet granulation
process, equipment and variables, and measurement
instruments available in the field, see papers by Holm
et al.[5–12] These papers have become a standard refer-
ence for numerous subsequent publications.

Because of rapid densification and agglomeration that
are caused by the shearing and compressing action of the
impeller in a high shear single pot system, mixing, granu-
lation, and wet massing can be done relatively quickly
and efficiently. The dangers lie in the possibility of over-
granulation because of excessive wetting and producing
low porosity granules, thus affecting the mechanical
properties of the tablets. As the liquid bridges between
the particles are formed, granules are subjected to
coalescence alongside with some breakage of the bonds.

It stands to reason that mean granule size is strongly
dependent on the specific surface area of the excipients,
as well as the moisture content and liquid saturation of
the agglomerate. During the wet massing stage, gran-
ules may increase in size to a certain degree while the
intragranular porosity goes down. However, some
heating and evaporation may also take place leading
to a subsequent decrease in the mean granule size,
especially in small-scale mixers.

Load on the main impeller is indicative of granule
apparent viscosity and wet mass consistency. It can
be seen as an interplay of acceleration (direct impact
of the impeller), centrifugal, centripetal, and friction
forces that act on the particles.

According to Cliff,[13,14] binder addition rate con-
trols granule density, while impeller and chopper speed

control the granule size and granulation rate. The end-
point controls the mix consistency and reproducibility.
Other factors that affect the granule quality include
spray position and spray nozzle type, and of course,
the product composition. Such variables as mixing
time and bowl or product temperature are not inde-
pendent factors in the process but rather are responses
of the primary factors listed above.

WHAT IS AN END-POINT?

End-point can be defined by the formulator as a target
particle size mean or distribution. Alternatively, the
end-point can be defined in rheological terms. It has
been shown[15] that once you have reached the desired
end-point, the granule properties and the subsequent
tablet properties are very similar regardless of the
granulation processing factors, such as impeller or
chopper speed or binder addition rate. I would call this
‘‘the principle of equifinality.’’

The ultimate goal of any measurement in a granu-
lation process is to estimate the viscosity and density
of the granules, and, perhaps, to obtain an indication
of the particle size mean and distribution. One of the
ways to obtain this information is by measuring the
load on the main impeller.

Mixer instrumentation, in general, has numerous
benefits. In addition to a possible end-point determi-
nation, it can be used to troubleshoot the machine per-
formance (for example, help detect worn-out gears and
pulleys or identify mixing and binder irregularities).
Instrumentation can serve as a tool for formulation
fingerprinting, assure batch reproducibility, aid in raw
material evaluation, process optimization, and scale-up.

WHAT CAN BE MEASURED ON A
MIXER-GRANULATOR?

Current

Current in direct current (DC) motors can be used as
some indication of the load on the main impeller
because impeller torque is proportional to current in
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some intervals[13] and therefore, a current meter
(ammeter) can be used for small scale DC motors.
However, for alternating current motors (most often
used in modern mixers), there may be no significant
change in the current as motor load varies up to 50%
of full scale. At larger loads, the current draw may
increase but this increase is not linearly related to load,
and, consequently, the current is completely ineffective
as a measurement of load. Moreover, the current base-
line may shift with time.

Voltage

Voltage measurement generally has no relation to load.

Capacitance

Capacitive sensor responds to the moisture distri-
bution and granule formation.[16–19] It provided similar
end-points (based on the total voltage change) under
varying rates of agitation and liquid addition. Capaci-
tive sensor can be threaded into an existing thermo-
couple port for in-process monitoring.

Conductivity

Conductivity of the damp mass[20] makes it possible to
quantify uniformity of liquid distribution and packing
density during wet massing time.

Probe Vibration

Probe vibration analysis[21,22] requires a specially con-
structed probe that includes a target plate attached to
an accelerometer (for in-process monitoring). This
measurement is based on the theory that increasing
granule size results in the increase of the acceleration
of agglomerates striking the probe target. The method
has a potential for granulation monitoring and end-
point control.

Boots Diosna Probe

This probe[23] measured the densification and increase
in size of the granules (changes in momentum of gran-
ules moving with constant velocity because of a mass
change of the granules). The method did not gain
popularity because of its invasive nature.

Chopper Speed

Chopper speed has no significant effect on the mean
granule size.[5,6]

Impeller or Motor Shaft Speed

Rate of impeller rotation could be used as some indi-
cation of the work being done on the material.[24] As
the motor or impeller power consumption is pro-
portional to the product of torque and speed, the latter
is an important factor in evaluating the corresponding
load.

Motor Slip and Motor Load Analyzer

Motor slip is the difference between the rotational
speed of an idle motor and the motor under load.[25,26]

Motor slip measurements, although relatively inex-
pensive, do not offer advantages over the power
consumption measurements. The method did not
gain popularity, probably because the slip is not
linearly related to the load,[27] despite some claims to
the contrary.

Impeller Tip Speed

Impeller tip speed corresponds to the shear rate and
has been used as a scale-up parameter in fluid mix-
ing.[28] For processing of lactose granulations in Gral
mixers, however, it was shown by Horsthuis et al.[29]

that the same tip speed did not result in the same end-
point [in terms of particle size distribution (PSD)].
These findings were contradicted by other studies with
Fielder mixers indicating that for a constant tip speed,
successful scale-up is possible when liquid volume is
proportional to the batch size and wet massing time
is related to the ratio of impeller speeds.[30]

Relative Swept Volume

Relative swept volume, that is, the volume swept by the
impeller (and chopper) per unit time, divided by the
mixer volume, has been suggested as a scale-up
factor.[11,12,31] This parameter is related to work done
on the material and was studied extensively at various
blade angles.[32] Higher swept volume leads to higher
temperature and denser granules. However, it was
shown by Horsthuis et al.[29] that the same relative
swept volume did not result in the same end-point (in
terms of PSD).

Temperature

Product and jacket temperature are usually measured
by thermocouples. These response variables are con-
trolled by a variety of factors, notably, the speed of
the main impeller and the rate of the binder addition.

Wet Granulation: End-Point Determination and Scale-Up 4079
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Binder Addition Rate

There are conflicting reports on the preferred method
of adding the binder. For example, Holm[32] does not
generally recommend adding dry binder to the mix
(as commonly done in order to avoid preparation of
a binder solution) because homogeneity of binder dis-
tribution cannot be assured. Others recommend just
the opposite.[34–36]

Slow continuous addition of water (in case the water-
soluble binder is dry mixed) or a binder solution to the
mix is a granulation method of choice.[5,6,10–12,37–44]

The granulating fluid should be added at a slow rate to
avoid local overwetting.[33]

If the binder solution is added continuously, then
the method of addition (pneumatic or binary nozzle,
atomization by pressure nozzle) should be considered
in any end-point determination and scale-up.

An alternative to a continuous binder liquid addition
method is to add binder liquid all at once[29] to assure the
ease of processing and reproducibility, reduce processing
time, and to avoid wet mass densification that may occur
during the liquid addition. This latter phenomenon
may obscure the scale-up effect of any parameter under
investigation.

Power Consumption

One of the most popular and relatively inexpensive
measurements is the power consumption of the main
mixer motor. It is measured by a watt transducer or
a power cell utilizing Hall effect (a measurable trans-
versive voltage between the two radial sides of a cur-
rent conductor in a magnetic field, an effect
discovered by E.H. Hall in 1879).

Power consumption of the mixer motor for end-
point determination and scale-up is widely used
(Leuenberger[43] and subsequent work, Holm[5] and
subsequent work, Landin et al.[45–48], Faure et al.[49–53],
and many others[16,33,37–44,54,55]) because the measurement
is economical, does not require extensive mixer modifica-
tions, and is well correlated with the granule growth.

Power consumption correlates with the mean gran-
ule size of a granulation,[8] although the correlation is
not always linear in the entire range. Intragranular
porosity also shows some correlation with power con-
sumption.[56] Normalized work of granulation (power
profile integrated over time) can accurately determine
end-points and is correlated well with properties of
the granulates.[57]

The main problem with the power consumption
measurements is that this variable reflects load on the
motor rather than load on the impeller. It relates to the
overall mixer performance, depends on the motor
efficiency, and can change with time regardless of the load.

Motor power consumption is a product of current,
voltage, and the so-called power factor. In the range
of interest, motor power consumption is generally pro-
portional to load on the motor and, to some degree,
can reflect the load on the impeller (Fig. 1).

However, up to 30% of the power consumption of a
motor can be attributed to no-load losses because of
windage (by cooling fan and air drag), friction in the
bearings, and core losses that comprise hysteresis and
eddy current losses in the motor magnetic circuit. Load
losses include stator and rotor losses (resistance of
materials used in the stator, rotor bars, magnetic steel
circuit) and stray load losses such as current losses in
the windings.[58]

Attempts to use a no-load (empty bowl, or dry mix)
value as a baseline may be confounded by a possible
nonlinearity of friction losses with respect to the
load.[59] As the load increases, so does the current draw
of the motor. This results in heat generation that
further impacts the power consumption.[27] A simple
test might be to run an empty mixer for several hours
and see if there is any shift in the baseline. Also, as
the motor efficiency drops with age, the baseline most
definitely shifts over time.

Motor power consumption is non-linearly related to
the power transmitted to the shaft[60] and the degree of
this non-linearity could only be ‘‘guestimated.’’

Impeller Torque

In a mixing process, changes in torque on the blades and
power consumption of the impeller occur as a result of

Power

Current

Voltage

ldle Full
Load

Fig. 1 Voltage, current, and power consumption of a typical
mixer motor.
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change in the cohesive force or the tensile strength of the
agglomerates in the moistened powder bed.

Direct torque measurement requires installation of
strain gages on the impeller shaft or on the coupling
between the motor and impeller shaft (Fig. 2). As the
shaft is rotating, a device called slip ring is used to
transmit the signal to the stationary data acquisition
system.

Planetary mixer instrumentation for direct torque
measurement does not substantially differ from that
of a high shear mixer. Engineering design should only
take into account the planetary motion in addition to
shaft rotation.[61]

Impeller torque is an excellent in-line PAT measure-
ment of the load on the main impeller.[39,62]

Torque Rheometer

A torque rheometer is a device that provides an off-line
measurement of torque required to rotate the blades of
the device and this torque can be used to assess rheolo-
gical properties of the granulation. It has been exten-
sively used for end-point determination.[45,63–65] The
torque values thus obtained were termed as ‘‘measure
of wet mass consistency.’’[50,51,66]

One of the main concerns is that using the torque
value that the unit is reporting instead of the dynamic
viscosity for calculation of Reynolds numbers renders
the latter to become dimensional. Therefore, the
Reynolds number calculated from torque rheometer
data is referred to as ‘‘pseudo-Reynolds’’ dimensional
number. Because of the fact that torque was shown to
be proportional to a kinematic (rather than dynamic)

viscosity,[67] it can have a conditional use in the dimen-
sional analysis of the process, as will be shown below.

Reaction Torque

By the third law of Newton, for every force there is a
counterforce, collinear, equal and opposite in direc-
tion. As the impeller shaft rotates, the motor tries to
rotate in the opposite direction, but it does not because
it is bolted in place. The tensions in the stationary
motor base can be measured by a reaction torque
transducer.

Reaction torque is a less expensive alternative to
direct impeller torque and is recommended for mixers
that have the motor and impeller shafts axially aligned
(in this case, the reaction torque is equal to direct tor-
que and is opposite in sign).

Other Possibilities

When the agglomeration process is progressing very
rapidly, neither power consumption nor torque on
the impeller may be sensitive enough to adequately
reflect changes in the material. Some investigators feel
that other measurements, such as torque or force on
the impeller blades may be better suited to monitor
such events.

There are other ideas floating around, for example,
use of neural network to describe and predict the beha-
vior of the wet granulation[68] or control the end-point
by rapid image processing system.[69]

A technique for measuring tensile strength of gran-
ules, in addition to power consumption measurement,
to facilitate optimal end-point determination was recently
described by Betz, Bürgin, and Leuenberger.[54]

Powder flow patterns in wet granulation can be
studied using positron emission particle tracking.[70]

Eventually, this and similar techniques can be used to
validate various mathematical and statistical models
of the process.

Emerging Technology

Acoustic

Applicability of piezoelectric acoustic emission sensors
to end-point determination has been studied since the
beginning of this century.[71] The technique is very
promising, especially because it is non-invasive, sensi-
tive, and relatively inexpensive. Granulation process
signatures obtained with acoustic transducer can be
used to monitor changes in particle size, flow, and
compression properties.[72,73]

Fig. 2 Schematic of a direct impeller torque transducer.
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Near-infrared

Use of a refractive near-infrared (NIR) moisture sen-
sor for end-point determination of wet granulation
was described by several authors.[74,75] There are tech-
nological challenges associated with this approach, as
the sensor can only measure the amount of water at
the powder surface.

NIR monitoring of the granulation process was
attempted by researchers at many major pharmaceuti-
cal corporations with a modest success. In particular,
yet unpublished work by David Rudd of Glaxo-
SmithKline in England should be mentioned as a part
of the global effort in the field of Process Analytical
Technology.

Focused beam reflectance
measurement

Focused beam reflectance measurement (FBRM) is a
particle size determination technique based on a laser
beam focusing in the vicinity of a sapphire window
of a probe. The beam follows a circular path at speeds
of up to 6 m/sec. When it intersects with the edge of a
particle passing by a window surface, an optical collec-
tor records a backscatter signal. The time interval of
the signal multiplied by the beam speed represents a
chord length between two points on the edge of a par-
ticle. The chord length distribution (CLD) can be
recalculated to represent either a number or volume
weighted PSD.

In many cases, where precision is more important
than accuracy, CLD measurements are adequate to
monitor dynamic changes in process parameters
related to the particle size and shape, concentration,
and rheology of fluid suspensions.

Several attempts were made to evaluate the use
of FBRM particle size analyzer as a potential tool
for granulation end-point determination.[76] Dilworth
et al.[77] have compared power consumption, FBRM,
and acoustic signals in a study of a wet granulation
process in Fielder PMA 200 mixer. It was found that
these techniques were complimentary, with FBRM
probe capable to follow median granule size growth
even when the power consumption curve showed a
plateau.

A major disadvantage of the FBRM method is that
the measured CLD does not directly represent a PSD.
Conversion of CLD to PSD is not straightforward and
requires sophisticated mathematical software that is
not easy to validate. Moreover, CLD depends on
optical properties and shape of the particles, as well
as the focal point position. The total number of counts
measured is a function both of solids concentration
and probe location.

END-POINT DETERMINATION

End-point detection in wet granulation has become a
major scientific and technological challenge.[78] Moni-
toring granulation is most commonly achieved by col-
lecting either power or torque signals, or both. In what
follows, we will compare both methods.

Torque vs. Power

When we say, ‘‘power consumption,’’ we usually refer
to the main motor. It reflects the load on the motor
because of useful work, as well as the power needed
to run the motor itself (losses because of eddy currents,
friction in couplings, etc.).

It is quite possible (and, indeed, quite pertinent) to
talk about the power consumption of the impeller,
which is, obviously, quantitatively less than the power
consumption of the motor and relates directly to the
load on the impeller.

Power � Torque � Speed

Impeller power consumption can be calculated as a
product of the direct torque, rotational impeller speed,
and a coefficient (usually equal to 2p times a unit
conversion factor, if required).

The power consumption of the mixer motor differs
from that of the impeller by the variable amount of
power draw imposed by various sources (mixer
condition, transmission, gears, couplings, motor con-
dition, etc.).

Compared to impeller torque, motor power con-
sumption is easier to measure; wattmeters are inexpen-
sive and can be installed with almost no downtime.
However, motor power signal may not be sensitive
enough for specific products or processing conditions.
Wear and tear of mixer and motor may cause power
fluctuations. Moreover, power baseline may shift with
load.

Impeller torque, on the other hand, is closer to
where the action is, and is directly related to the
load on the impeller. Torque is not affected by mixer
condition.

Although the motor power consumption is strongly
correlated with the torque on the impeller,[39] it is less
sensitive to high frequency oscillations caused by direct
impact of particles on the blades as evidenced by Fast
Fourier Transform (FFT) technique.[16]

Power consumption or torque fluctuations are influ-
enced by granule properties (PSD, shape index, and
apparent density) and the granulation time. Fluctua-
tion of torque/power consumption and intensity of
spectrum obtained by FFT analysis can be used for
end-point determination.[38]
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It was observed that when the end-point region of
a granulation is reached, the frequency distribution of
a power consumption signal reaches a steady state.[79]

It should be repeated here that torque shows more
sensitivity to high frequency oscillations.

Torque and Power Profiles

Fig. 3 illustrates the classical power and torque
profiles that start with a dry mixing stage, rise steeply
with binder solution addition, level off into a plateau,
and then exhibit overgranulation stage. The power
and torque signals have similar shape and are strongly
correlated. The pattern shows a plateau region where
power consumption or torque is relatively stable.

The peak of the derivative indicates the inflection
point of the signal. Based on the theory by Leuenberger
(1979 and subsequent work), usable granulates can be
obtained in the region that starts from the peak of the
signal derivative with respect to time and extends well
into the plateau area.[44] Prior to the inflection point,
a continuous binder solution addition may require
variable quantities of liquid. After that point, the pro-
cess is well defined and the amount of binder solution
required to reach a desired end-point may be more or
less constant.

Torque or power consumption pattern of a mixer
is a function of the viscosity of both the granulate
and binder. With the increasing viscosity, the plateau is
shortened and sometimes vanishes completely, thereby
increasing the need to stop the mixer at the exact
end-point.

At low impeller speeds or high liquid addition rates,
the classic S-shape of the power consumption curve
may become distorted with a steep rise leading into
overgranulation.[9]

The area under the torque-time curve is related to
the energy of mixing and can be used as an end-point
parameter. Area under power consumption curve
divided by the load gives the specific energy consumed
by the granulation process. This quantity is well corre-
lated with the relative swept volume.[11,12,32]

The consumed energy is completely converted into
heat of the wet mass,[7] so that the temperature rise
during mixing shows some correlation with relative
swept volume and Froude number[29] that relates the
inertial stress to the gravitational force per unit area
acting on the material.

Fig. 4 represents a record of a typical granulation
batch done by an experienced operator on large
Hobart mixer. You can see that the batch was stopped
on the downslope of the derivative.

On a Fig. 5 you can see another batch made by the
same operator. This time it is a power consumption
trace, but again it extends beyond the peak of the
derivative and the end-point thus can be deemed repro-
ducible.

In the batch represented in Fig. 6, a novice operator
trainee has stopped the batch well before the peak of
the derivative. This required a major adjustment of
the tableting operation (force and speed) to produce
tablets in an acceptable range of material properties
(hardness and friability).

In this batch (Fig. 7), the same novice operator has
stopped the granulation process, opened the lid, took a
sample, and decided to granulate for another 10 sec.
You can see that there is no indication that the peak
of the derivative was reached at the end-point.

Thus, it seems that the monitoring torque or power
can fingerprint not only the product, but the process
and the operators as well.

A number of publications relate to the practical
experience of operators on the production floor.[33,80–82]
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End-Point Optimization

Agglomeration of particles in wet granulation have
been studied extensively.[24,83] The optimal end-point
can be thought of as the factor affecting a number of
agglomerate properties (Fig. 8).

With so many variables involved in a granulation
process, it is no wonder that more and more research-
ers throw in a number of factors together in an attempt
to arrive at an optimum response.[34,84–92]

The final goal of any granulation process is a solid
dosage form, such as tablets. Therefore, when optimiz-
ing a granulation process, the list of factors affecting
tablet properties may include both the granulation

end-point and the tableting processing parameters,
such as compression force or tablet press speed.

In one of the most interesting works based on the
experimental design approach, an attempt was made
to find a statistical relationship between the major
factors affecting both granulation and compaction,
namely, granulation end-point, press speed (dwell time),
and compression force.[93] The resulting equation
allowed optimization of such standard response param-
eters as tablet hardness, friability, and disintegration
time. This study has also investigated the possibility of
adjusting the tableting parameters in order to account
for an inherent variability of a wet granulation process.

Multivariate optimization of wet granulation may
include hardness, disintegration, and ejection as
response variables.[94] Compressibility property of
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granulations is extremely sensitive to various proces-
sing parameters of wet granulation.[95]

Recently, the experimental design procedure was
applied to low shear wet granulation[96] with a factorial
design used to evaluate the influence of such factors as
binder strength and agitator speed.

End-Point Reproducibility

As will be shown in the following section, for every
blend and a fixed set of values for processing factors
(such as mixer geometry, blade speed, powder volume,
amount, and method of addition of granulating
liquid), a wet granulation process state (end-point) is
completely characterized by rheological properties of
the wet mass (density, viscosity), which are, in turn, a
function of particle size, shape, and other properties.
The process can be quantified with the help of dimen-
sionless Newton Power Number Np that will assume a
certain numerical value for every state (condition) of
the granulate. Under fixed processing conditions,
Np will be proportional to Net Power Consumption
DP for any end-point (defined, in part, by wet mass
density). Thus, in order to reproduce an end-point, it
is sometimes sufficient to monitor power of the
impeller (or the motor) and stop when a predefined
net level of the signal is reached. If, however, any of
the processing variables or the rheological definition
of the end-point has changed, a more sophisticated
approach is required, as described below.

END-POINT SCALE-UP

Scale-Up Attempts

Numerous studies were undertaken in an attempt
to determine empirically (and, lately, with a solid

theoretical foundation) useful scale-up parameters of
the wet granulation process.[50,91,97]

In a seminal and elegant work published in 1993,
Horsthuis et al. from Organon in The Netherlands
have studied granulation process in Gral mixers of
10, 75, and 300 L size.[29] Comparing relative swept vol-
ume, blade tip speed and Froude numbers with respect
to end-point determination (as expressed by the time
after which there is no detectable change in particle
size), they have concluded that only constant Froude
numbers result in a comparable end-point.

In another attempt to determine good scale-up
parameters, the University of Maryland group under
the direction of Dr. Larry Augsburger[30] has applied
the ideas of Leuenberger and Horsthuis to show that,
for a specific material, end-point can be expressed in
terms of wet massing time. For a constant ratio of a
binder volume to a batch size, this factor was found
to be inversely proportional to impeller speed when
the impeller tip speed was held constant for all batches.
However, this result was not corroborated by other
studies or other materials.

Yet another example of semiempirical scale-up
effort[97] was based on the fact that normalized power
profiles are very similar and allow for direct compari-
son of different size granulators, at least for the equip-
ment and materials used in the study. Normalized
power curve rose at a relatively constant rate in the
region where the ratio of water to dry mass is 0.1–0.2
(‘‘slope plateau’’). Despite a rapid increase in the slope
of the power curve, the desired end-point was still
detectable at a moment when the slope of the power
consumption signal exceeded the plateau level by a fac-
tor of 5 (empirical observation). Using this approach,
an acceptable end-point (target particle size of
135 mm) was first established on a 10-L Fielder and
then scaled to 65-L Fielder and 250-L Diosna.

Dimensional Analysis

A rational approach to scale-up using dimensional
analysis has been in use in chemical engineering for
quite some time. This approach, based on the use of
process similarities between different scales, was being
applied to pharmaceutical granulation since the early
work of Leuenberger in 1979.[43]

Dimensional analysis is a method for producing
dimensionless numbers that completely describe the
process. The analysis should be carried out before the
measurements are made because dimensionless num-
bers essentially condense the frame in which the mea-
surements are performed and evaluated. The method
can be applied even when the equations governing
the process are not known. Dimensional analytical
procedure was first proposed by Rayleigh in 1915.[98]

End Point Level

Mean Particle Size

Disintegration

Friability

HardnessOptimum

Fig. 8 Wet granulation end-point as a factor in tableting
optimization.
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Principle of Similitude

Imagine that you have successfully scaled up from a
10-L batch to 300-L batch. What exactly happened?
You may say: ‘‘I got lucky.’’ Apart from luck, there
had to be similarity in the processing and the end-point
conditions of the wet mass of the two batches.

According to the modeling theory, two processes
may be considered similar if there is a geometrical,
kinematic, and dynamic similarity.[99]

Two systems are called geometrically similar if they
have the same ratio of characteristic linear dimensions.
For example, two cylindrical mixing vessels are geome-
trically similar if they have the same ratio of height to
diameter.

Two geometrically similar systems are called kine-
matically similar if they have the same ratio of veloci-
ties between the corresponding system points. Two
kinematically similar systems are dynamically similar
when they have the same ratio of forces between
the corresponding points. Dynamic similitude for wet
granulation would imply that the wet mass flow
patterns in the bowl are similar.

The gist of dimensionless analysis is as follows: For
any two dynamically similar systems, all the dimen-
sionless numbers necessary to describe the process
have the same numerical value.[100] Once a process is
expressed in terms of dimensionless variables, we are
magically transferred to a world where there is no
space and no time. Therefore, there is no scale and,
consequently, there are no scale-up problems. The pro-
cess is characterized solely by numerical values of the
dimensionless variables (numbers). In other words,
dimensionless representation of the process is scale-
invariant.

Lack of geometrical similarity often is the main
obstacle in applying the dimensional analysis to solv-
ing the scale-up problems. It was shown, for example,
that Collette Gral 10, 75, and 300 are not geometrically
similar.[29] In such cases, a proper correction to the
resulting equations is required.

Dimensionless Numbers

Dimensionless numbers most commonly used to
describe the wet granulation process are Newton,
Froude, and Reynolds:

Np ¼ DP=ðr � n3 � d5Þ NewtonðpowerÞ
Fr ¼ n2 � d=g Froude

Re ¼ d2 � n � r=Z Reynolds

(for list of symbols, notation, and dimensions, see
Appendix).

Newton (power) number, which relates the drag
force acting on a unit area of the impeller and the iner-
tial stress, represents a measure of power requirement
to overcome friction in fluid flow in a stirred reactor.
In mixer-granulation applications, this number can
be calculated from the power consumption of the
impeller or estimated from the power consumption of
the motor.

Froude Number[101] has been described for powder
blending and was suggested as a criterion for dynamic
similarity and a scale-up parameter in wet granulation.[29]

The mechanics of the phenomenon was described as
interplay of the centrifugal force (pushing the parti-
cles against the mixer wall) and the centripetal force
produced by the wall, creating a ‘‘compaction zone.’’

Reynolds numbers relate the inertial force to the
viscous force.[102] They are frequently used to describe
mixing processes and viscous flow, especially in chemi-
cal engineering.[103]

We have seen that there exists a sort of ‘‘principle of
equifinality’’ that states: ‘‘An end-point is an end-point
is and end-point, no matter how it was obtained.’’
Different processing pathways can lead to different
end-points, each with its own set of granulation pro-
perties. However, once an end-point is reached, it is
characterized by certain numerical values of the
dimensionless variables describing the process, and
these values will be independent of scale.

At the same end-point, no matter how defined, the
rheological and dimensional properties of the granules
are similar. As we will see from the examples described
below, that means that the density and dynamic vis-
cosity of the wet mass are constant, and the only vari-
ables that are left are the process variables, namely
batch mass, impeller diameter and speed, and the
geometry of the vessel.

Comparison of Attainable Froude Numbers

Horsthuis et al.[29] showed that an end-point could be
reproduced and scaled up in Gral mixers by keeping
the Froude numbers constant. For the same end-point,
in dynamically similar mixers (same geometrical ratios,
and same flow patterns), all dimensionless numbers
describing the system should have the same numerical
value, but Froude numbers for any mixer are easiest to
compute.

Each mixer has a range of attainable Froude num-
bers, and an end-point transfer between mixers can only
be achieved when such ranges overlap. Fig. 9 repre-
sents such a range for Collette Gral mixers. It can be
seen that Gral 10 and Gral 150 have no overlap of
Froude number ranges, and therefore, a direct scale-
up is not possible (in addition, Gral mixers are not
exactly similar geometrically, as was stated elsewhere).
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The range of Froude numbers for Fielder PMA
series mixers is shown on Fig. 10. The 10-L laboratory
scale mixer at its lowest speed settings can reach the
Froude numbers of all other mixers, except one. These
considerations can be useful for planning a scale-up or
technology transfer operation.

P-theorem (Buckingham)

The so-called P-theorem (or Buckingham theorem)[104]

states:
Every physical relationship between n dimensional

variables and constants f(x0, x1, x2, . . . , xn) ¼ 0 can
be reduced to a relationship f(P0,P1, . . . ,Pm) ¼ 0
between m ¼ n � r mutually independent dimension-
less groups, where r ¼ number of dimensional units,
i.e., fundamental units (rank of the dimensional matrix).

Scientific Scale-Up Procedure

1. Describe the process using a complete set of
dimensionless numbers, and

2. Match these numbers at different scales.

The dimensionless space in which the measurements
are presented or measured will make the process ‘‘scale
invariant.’’

Relevance List

The dimensional analysis starts with a list of all vari-
ables, thought to be important for the process, being
analyzed (the so-called ‘‘relevance list’’).

To set up a relevance list for any process, one needs
to compile a complete set of all relevant and mutually
independent variables and constants that affect the
process. The word ‘‘complete’’ is crucial here. All
entries in the list can be subdivided into geometric,
physical, and operational. Each relevance list should
include only one target (dependent ‘‘response’’) vari-
able.

Many pitfalls of dimensional analysis are associated
with the selection of the reference list, target variable,
or measurement errors (e.g., when friction losses are
of the same order of magnitude as the power consump-
tion of the motor). The larger the scale-up factor, the
more precise the measurements of the smaller scale
have to be.[100]

Dimensional Matrix

Dimensional analysis can be simplified by arranging all
relevant variables from the relevance list in a matrix
form, with a subsequent transformation yielding the
required dimensionless numbers. The dimensional
matrix consists of a square core matrix and a residual

Fig. 9 The range of Froude numbers for Collette Gral high-

shear mixers.

Fig. 10 The range of Froude numbers for Fielder PMA high-shear mixers.
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matrix (you will see examples in the case studies
below).

The rows of the matrix consist of the basic dimen-
sions, while the columns represent the physical quan-
tities from the relevance list. The most important
physical properties and process-related parameters, as
well as the ‘‘target’’ variable (that is, the one we would
like to predict on the basis of other variables) are
placed in one of the columns of the residual matrix.

The core matrix is then linearly transformed into a
matrix of unity where the main diagonal consists only
of ones and the remaining elements are all zero. The
dimensionless numbers are then created as a ratio of
the residual matrix and the core matrix with the expo-
nents indicated in the residual matrix. This rather sim-
ple process will be illustrated below in the examples.

Case Study I: Leuenberger (1979,1983)

This example is based on the groundbreaking studies
conducted by Leuenberger at the University of Basel
and Sandoz AG.[43,105–108]

The Relevance List in Table 1 reflects certain
assumptions used to simplify the model, namely, that
there are short-range interactions only and no viscosity
factor (and therefore, no Reynolds number).

Why do we have to consider the gravitational con-
stant? Well, imagine the same process to be done on
the moon—would you expect any difference?

One target variable (Power consumption) and seven
process variables/constants thus represent the number
n ¼ 8 of the P-theorem. The number of basic dimen-
sions r ¼ 3 (M, L, and T). According to the theorem,
the process can be reduced to the relationship between
m ¼ n � r ¼ 8 � 3 ¼ 5 mutually independent
dimensionless groups.

The Dimensional Matrix in Table 2 was constructed
as described above, with the rows listing the basic
dimensions and the columns indicating the physical
quantities from the relevance list.

Transformation of the dimensional matrix (Table 3)
into a unity matrix is straightforward. To transform-3
in L-row/r-column into zero, one linear transform-
ation is required. The subsequent multiplication of
the T-row by �1 transfers the �1 of the
n-column to þ1.

The five dimensionless groups are formed from the
five columns of the residual matrix by dividing each
element of the residual matrix by the column headers
of the unity matrix, with the exponents indicated in
the residual matrix.

The residual matrix contains five columns; therefore
five dimensionless P groups (numbers) will be formed
(Table 4).

The end result of the dimensional analysis is an
expression of the form

P0 ¼ fðP1;P2;P3;P4Þ

Assuming that the groups P2, P3, P4 are ‘‘essentially
constant,’’ the P-space can be reduced to a simple
relationship P0 ¼ f (P1), that is, the value of Newton
number Np at any point in the process is a function of
the specific amount of granulating liquid.

Up to this point, all the considerations were rather
theoretical. From the theory of modeling, we know
that the above dimensional groups are functionally
related. The form of this functional relationship f,
however, can be established only through experiments.

Leuenberger and his group have empirically estab-
lished that the characteristic (that is, relative to the
batch size) amount of binder liquid required to
reach a desired end-point (as expressed by the absolute
value of Np and, by proxy, in terms of net power

Table 1 The relevance list used by Leuenberger (1983)

Quantity Symbol Units Dimensions

Power consumption P Watt M L2 T�3

Specific density r kg/m3 M L�3

Blade diameter d m L

Blade velocity n rev/sec T�1

Binder amount s kg M

Bowl volume Vb m3 L3

Gravitational
constant

g m/sec2 L T�2

Bowl height H m L

Table 2 The dimensional matrix for case study I

Core matrix Residual matrix

q d n P s Vb g H

Mass (M) 1 0 0 1 1 0 0 0

Length (L) �3 1 0 2 0 3 1 1

Time (T) 0 0 �1 �3 0 0 �2 0
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consumption DP) is ‘‘scale-up invariable,’’ that is,
independent of the batch size (Fig. 11), thus specifying
the functional dependence f and establishing rational
basis for granulation scale-up.

Experiments with five different planetary mixers
with batch sizes ranging from 3.75 kg to 60 kg showed
that, if the binder is mixed in as a dry powder and then
liquid is added at a constant rate proportional to the
batch size, the ratio of the granulation liquid quantity
to a batch size is constant. This was shown for non-
viscous binders.

The ratio of quantity of granulating liquid to batch
size at the inflection point of power vs. time curve is
constant irrespective of batch size and type of machine.
Moreover, for a constant rate of low viscosity binder
addition proportional to the batch size, the rate of
change (slope or time derivative) of torque or power
consumption curve is linearly related to the batch size
for a wide spectrum of high shear and planetary mix-
ers. In other words, the process end-point, as determ-
ined in a certain region of the curve, is a practically
proven scale-up parameter for moving the product
from laboratory to production mixers of different sizes
and manufacturers.

As we have indicated before, for any desired end-
point, the power consumption will be proportional to
the Newton power number, at a constant mixer speed.

The Leuenberger’s ideas relating to the use of power
consumption for wet granulation end-point determi-
nation were tested and implemented by numerous
researchers.[9,33,37,41,43]

In 2001, Holm, Schaefer, and Larsen[78] have
applied the Leuenberger method to study various pro-
cessing factors and their effect on the correlation
between power consumption and granule growth. They
have found that such a correlation did indeed exist but
was dependent, as expected, on the impeller design, the
impeller speed, and the type of binder. The conclusion
was that it was possible to control the liquid addition
by the level detection method whereby the liquid
addition is stopped at a predetermined level of power
consumption. An alternative approach involves an
inflection point (peak of the signal derivative with
respect to time).

Different vessel and blade geometry will contribute
to the differences in absolute values of the signals.
However, the signal profile of a given granulate com-
position in a high shear mixer is very similar to the
one obtained in a planetary mixer.

For accuracy, in power number Np calculations, the
power of the load on the impeller rather than the mixer
motor should be used. Before attempting to use dimen-
sional analysis, one has to measure/estimate power
losses for empty bowl or dry stage mixing. Unlike
power consumption of the impeller (based on torque
measurements), the baseline for motor power con-
sumption does not stay constant and changes signifi-
cantly with load on the impeller, mixer condition, or
motor efficiency. This may present inherent difficulties
in using power meters instead of torque. Torque, of
course, is directly proportional to power drawn by
the impeller (the power number can be determined

Table 4 Dimensionless P groupsa

P group Expression Definition

P0 P/(r1 � d5 � n3) ¼ Np Newton (Power) number

P1 s/(r1 � d3 � n0) � q/(rVp) Specific amount of liquid

Vp � volume of particles
q ¼ binder addition rate
t ¼ binder addition time

P2 Vb/(r0 � d3 � n0) � (Vp/Vb)�1 Fractional particle volume

P3 g/(r0 � d1 � n2) ¼ Fr�1 Froude Number

P4 H/(r0 � d1 � n0) ¼ H/d Ratio of lengths
aFormed from the matrix in Table 3.

Table 3 The transformed dimensional matrix for case study I

Unity matrix Residual matrix

q d n P s Vb g H

M 1 0 0 1 1 0 0 0

3M þ L 0 1 0 5 3 3 1 1

�T 0 0 1 3 0 0 2 0
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from the torque and speed measurements) and has a
relatively constant baseline.

Case Study II: Landin et al. (1996)

Scale-up in fixed bowl mixer-granulators has been
studied by Rowe and Cliff’s group[46] using the clas-
sical dimensionless numbers of Newton (power),
Reynolds, and Froude to predict the end-point in
geometrically similar high-shear Fielder PMA 25,
100, and 600 L machines.

The relevance list (Table 5) included power con-
sumption of the impeller (as a response) and six factor
quantities: impeller diameter, impeller speed, vessel
height, specific density and dynamic viscosity of the
wet mass, and the gravitational constant.

Note that dynamic viscosity has replaced the binder
amount and bowl volume of the Leuenberger’s rel-
evance list, thus making it applicable to viscous binders
and allowing long-range particle interactions respon-
sible for friction.

The dimensional matrix for Case Study II (Table 6)
is different from Table 2: the columns for mass [M]
and bowl volume [L3] are replaced by a viscosity

[M L�1 T�1] column. Evidently, it was assumed that
the mass and volume could be adequately represented
in the relevance list by the density and powder height
in a semicylindrical vessel of a known diameter.

The residual matrix (Table 7) contains four
columns; therefore four dimensionless P groups
(numbers) will be formed, in accordance with the
P-theorem (7 variables � 3 dimensions ¼ 4 dimen-
sionless groups).

Table 8 lists the resulting groups; they correspond to
Newton power, Reynolds, and Froude numbers, and
the ratio of characteristic lengths.

Under the assumed condition of dynamic similarity,
from the dimensional analysis theory, it follows that
P0 ¼ f (P1, P2, P3,), and, therefore, Np ¼ f (Re,
Fr, H/d).

When corrections for gross vortexing, geometric
dissimilarities, and powder bed height variation were
made, data from all mixers (Fielder PMA 25, 100
and 600 L) correlated to the extent that allows predic-
tions of the optimum end-point conditions. The linear
regression of Newton number (power) on the product
of adjusted Reynolds number, Froude number, and
the Geometric number (in log/log domain) yields
(Fig. 12) an equation of the form:

log10 Np ¼ a log10ðRe � Fr � H=dÞ þ b

where b ¼ 796 and a ¼ �0.732.
Theoretically, in such a representation of the granu-

lation process, a slope a ¼ �1 would signify a true
laminar flow whereby a slope significantly less than
�1 or approaching 0 would indicate turbulence. Thus,
one would expect planetary mixers to have a slope clo-
ser to �1 compared to that of high shear granulators.
However, the results described here and in subsequent
studies do not show a clear difference between
the slopes of regression for planetary and high-shear
mixers.

However, the correlation coefficient of 0.7854 for
the final curve fitting effort indicates the presence of
many unexplained outlier points. One of the possible
concerns was an inherent error in measuring the height
of the powder bed from the wet mass density.

In a subsequent communication[47] it was shown
that, in order to maintain geometric similarity, it is
important to keep the batch size proportional to the
bowl shape.

Another concern is the interpretation of data from
mixer torque rheometer that was used to assess the vis-
cosity of wet granulation. The torque values obtained
from the rheometer were labeled ‘‘wet mass consist-
ency’’ and were used instead of dynamic viscosity to
calculate Reynolds numbers. It was shown[45,66] that
such torque values are proportional to kinematic

20

16

12

N
p

Granulating liquid quantity
(% of batch size)

8
7 12 17 22 27

Fig. 11 Newton power number as a function of the charac-

teristic liquid quantity. (Adapted from Ref.[43].)

Table 5 Relevance list for case study II (Landin et al., 1996)

Quantity Symbol Units Dimensions

Power consumption P Watt M L2 T�3

Specific density r kg/m3 M L�3

Blade diameter d m L

Blade speed n rev/sec T�1

Dynamic viscosity Z Pa sec M L�1 T�1

Gravitational
constant

g m/sec2 L T�2

Bowl height H m L
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viscosity n ¼ Z/r rather than dynamic viscosity Z
required to compute Reynolds numbers. The degree
of proportionality between n and Z was found to be
formulation dependent.

Consequently, it was prudent to acknowledge that
the above regression equation is not dimensionless
because for all practical purposes, the Reynolds num-
ber Re was replaced by CRe, what the authors called
a ‘‘pseudo Reynolds number’’ with the dimensions
[L�3 T]. This predicament did not deter a plethora of
other studies in the same line of reasoning to be pub-
lished in recent years. Note that this pseudo Reynolds
number has a physical meaning: it is a reciprocal of
volumetric flow rate.

Case Study III: Faure et al. (1998)

The same approach was applied to planetary Hobart
AE240 mixer with two interchangeable bowls, 5 and
8.5 L.[49] Assuming the absence of chemical reaction
and heat transfer, the following relevance list for the
wet granulation process was suggested (Table 9):

One difference from Table 5 of the previous study is
the use of net power DP that was defined as motor
power consumption under load minus the dry blending
baseline level.

An assumption was made that a motor drive speed
is proportional to the impeller blade speed. Another
consideration was that the ratio of characteristic
lengths h/d is proportional to (and, therefore, can be
replaced by) a fill ratio Vm/Vb, which was, in turn,
shown to be proportional to (and therefore, could be
replaced in the final equation by) the quantity m/
(r � d3). This is a preferred method of representing
a fill ratio because the wet mass m is easier to measure
than the height of the granulation bed in the bowl.

Dimensional analysis and application of the Buck-
ingham theorem lead to four dimensionless quantities
that adequately describe the process: Ne, CRe, Fr,
and h/d. As before, a relationship of the form

Np ¼ 10bðCRe � Fr � rR3
b=mÞ

a; or

log10 Np ¼ a � log10ðCRe � Fe � rR3
b=mÞ þ b

was postulated and the constants a and b (slope and
intercept in a log–log domain) were found empirically
(b ¼ 2.46 and a ¼ -0.872) with a good correlation
(>0.92) between the observed and predicted numbers
(Fig. 13). Radius of the bowl Rb cubed was used to
represent the bowl volume Vb. The graph indicates
a collection of end-points produced with different
mixers and different processing factors.

It was noted that the above equation could be inter-
preted to indicate that

DP � Z � d2 � Vm=Vb

the net power consumption of the impeller varies
directly with the fill ratio, wet mass viscosity, and the
surface swept by the blades (proportional to d2).

Wet masses produced at the same end-point
(regardless of bowl and batch size, impeller speed,
and moisture content) have been consistently shown
to result in the same final dry granule size distribution,
bulk density, flow, and mechanical strength.

Case Study IV: Landin et al. (1999)

Following the methodology developed in the previous
Case Study using the same assumptions, this study was
also performed on planetary mixers Collette MP20,

Table 6 The dimensional matrix for case study II

Core matrix Residual matrix

q d n P g g H

Mass (M) 1 0 0 1 1 0 0

Length (L) �3 1 0 2 �1 1 1

Time (T) 0 0 �1 �3 �1 �2 0

Table 7 The transformed dimensional matrix for case study II

Unity matrix Residual matrix

q d n P g g H

M 1 0 0 1 1 0 0

3M þ L 0 1 0 5 2 1 1

�T 0 0 1 3 1 2 0
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MP90, and MPH 200.[48] The relevance list and dimen-
sional matrix were the same as before, and torque
measurements from torque rheometer were again used
to represent kinematic viscosity (instead of dynamic
viscosity) in Reynold numbers.

Fig. 14 represents the resulting regression line

log10 Np ¼ a � log10ðCRe � Fr � rR3
b=mÞ þ b

for the combined results from three mixers with bowl
sizes 20, 90, and 200 L showed a pretty good fit to data
(r2 > 0.95). The values for the slope and intercept
were found to be: a ¼ �0.68, b ¼ 1280. Data from
two other mixers with bowl sizes 5 and 40 L produces
lines that were significantly different from the first set
of mixers. The authors explained this difference by
an assumption of ‘‘different flow patterns’’ in the
two groups of mixers.

Case Study V: Faure et al. (1999)

This study was done on Collette Gral Mixers (8, 25, 75,
and 600 L) and followed the accepted—and by now,
standard—methodology developed earlier.[52] The
problem with the scale-up in the Gral mixers was the
lack of geometric similitude: there was significant
‘‘distortion factor’’ between the bowl geometries at
different scales. In addition, the researchers had to take
into account the lack of dynamic similitude because of

different wall adhesion and lid interference that was
partially relieved by using a Polytetrafluoroethylene
(PTFE) lining.

The end result of the dimensional analysis and
experimental work was, again, a regression equation
(Fig. 15) of the form

log10 Np ¼ a � log10ðCRe � Fr � rR3
b=mÞ þ b

The regression coefficient was r2 > 0.88 using the data
from the 8, 25 and 75-L bowls with PTFE lining, and
the 600-L bowl that did not require the lining. The
slope was found to be a ¼ �0.926, and the intercept
b ¼ 3.758.

Case Study VI: Hutin et al. (2004)

In this study, the foregoing methodology of dimen-
sional analysis was applied to a kneading process of
drug-cyclodextrin complexation.[109] Aoustin kneader
with dual Z blades was instrumented for torque mea-
surements and multiple runs were made at two scales
(2.5 and 5 L).

The relevance list for this study (Table 10) differs
from those discussed previously by addition of blade
length as one of the crucial factors affecting the
process.

Introduction of the blade length, after the proper
operations with the dimensional matrix, creates
another dimensionless quantity, namely, d/l, so that
the resulting regression equation has the form of

Np ¼ bðCRe � Fr � h=d � d=lÞ�a

Experiments showed that the model fits data remark-
ably well (r2 > 0.99).

Unfortunately, the Pharmaceutical Technology
journal does not grant permissions to reproduce
individual graphs; therefore, an interested reader is
referred to the source article to see the regression lines
from this study.

Table 8 Dimensionless P groupsa

P group Expression Definition

P0 P/(r1 � d5 � n3) ¼ Np Newton (Power) number

P1 Z/(r1 � d2 � n1) ¼ Re�1 Reynolds number

P2 g/(r0 � d1 � n2) ¼ Fr�1 Froude number

P3 H/(r0 � d1 � n0) ¼ H/d Geometric number
(ratio of characteristic lengths)

aFormed from the matrix in Table 7.
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Fig. 12 Case study II. Regression lines of the Newton power

number on the product of Reynolds number, Froude Num-
ber, and the length ratio for three different Fielder mixers.
(Reprinted from Ref.[46], copyright 1996, with permission from
Elsevier.)
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PRACTICAL CONSIDERATIONS FOR
END-POINT DETERMINATION
AND SCALE-UP

How to Determine an End-Point?

A wet granulation end-point should be defined empiri-
cally in terms of wet mass density and viscosity, PSD,
flowability or tableting parameters (e.g., capping com-
pression).

It is advisable to run a trial batch at a fixed speed
and with a predetermined method of binder addition
(for example, add water continuously at a fixed rate
to a dry mix with a water-soluble binding agent).

Before adding the liquid, measure the baseline level
of motor power consumption Po or impeller torque to

at the dry mix stage.
During the batch, stop the process frequently

to take samples and, for each sample, note the end-
point values of power consumption Pe or impeller
torque te. For each of these ‘‘end-points,’’ measure
the resulting wet mass density r. As a result, you
will be able to obtain some data that will relate the

‘‘end-point parameters’’ listed above with the processing
variables in terms of net motor power consumption
DPm ¼ (Pe � Po) or net impeller power consumption
DPi ¼ 2p � (te � to) � n, where n is the impeller
speed [dimension T�1].

Once the desired end-point is determined, it can be
reproduced by stopping the batch at the same level
of net power consumption DP (for the same mixer, for-
mulation, speed, batch size, and amount/rate of granu-
lating liquid). To account for changes in any of these
variables, you have to compute the Newton power
number Np for the desired end-point:

Np ¼ DP=ðr � n3 � d5Þ

In other words, if you have established an end-point in
terms of some net impeller or motor power DP and
would like to reproduce this end-point on the same
mixer at a different speed or wet mass density, calcu-
late Newton power number Np from the given Net
Impeller power DP, impeller speed n, blade radius d,
and wet mass density r (assuming the same batch size),

Table 9 Relevance list for case study VI (Hutin et al., 2004)

Quantity Symbol Units Dimensions

Net power DP Watt M L2 T�3

Wet mass bulk or specific density r kg/m3 M L�3

Impeller radius (or diameter) d m L

Impeller speed n rev/sec T�1

Granulation dynamic viscosity Z Pa sec M L�1 T�1

Gravitational constant g m/sec2 L T�2

Height of granulation bed in the bowl h m L

Fig. 13 Regression graph of Case Study
III. The Reynolds number Re was, in

fact, a dimensional ‘‘pseudo Reynolds
number’’ CRe. Data from a dual bowl
Hobart AE240 planetary mixer. (Repro-

duced from Ref.[49].)
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and then recalculate the target DP with the changed
values of speed n or wet mass density r.

Wet mass viscosity Z can be calculated from Net
Impeller power DP, blade radius d, and impeller speed
n, using the following equations:

DP ¼ 2p � Dt � n

Z ¼ j � Dt=ðn � d3Þ

where Dt is the net torque required to move wet mass,
n is the speed of the impeller, d is the blade radius or
diameter, and j is mixer specific ‘‘viscosity factor’’

relating torque and dynamic viscosity (note: the corre-
lation coefficient j can be established empirically by
mixing a material with a known dynamic viscosity,
e.g., water). Alternatively, you can use impeller torque
t as a measure of kinematic viscosity and use it to
obtain a non-dimensionless ‘‘pseudo-Reynolds’’ num-
ber, based on the so-called ‘‘mix consistency’’ measure,
that is, the end-point torque, as described in the case
studies.

Fill Ratio h/d can be calculated from a powder
weight, granulating liquid density (1000 kg/m3 for
water), rate of liquid addition, time interval for liquid
addition, and bowl volume Vb. The calculations are
performed using the idea that the fill ratio h/d (wet
mass height to blade diameter) is proportional to
V/Vb, and wet mass volume V can be computed as

V ¼ m=r

Fig. 14 Regression graph of Case Study
IV. The Reynolds Number Re was, in
fact, a dimensional ‘‘pseudo Reynolds’’
number CRe. Data from Collette

MP20, MP90, and MPH200 planetary
mixers. (Reproduced from Ref.[48].)

Table 10 Relevance list for Hutin et al. (2004)

Quantity Symbol Units Dimensions

Power
consumption

P Watt M L2 T�3

Specific density r kg/m3 M L�3

Blade radius d M L

Blade speed n rev/sec T�1

Dynamic viscosity Z Pa sec M L�1 T�1

Gravitational
constant

g m/sec2 L T�2

Powder bed height h M L

Blade length l M L

Lo
g 1

0 
N

p

Log10 (ψRe·Fr·ρRb
3/m)

2.5

2.0

1.5

600L
75L + PTFE insert
25L + PTFE insert
8L + PTFE insert
600L
Other bowls

1.0

0.5
1.4 2.0 2.6 3.2

Fig. 15 Regression graph of Case Study V. Data from
Collette Gral 8, 25, 75, and 600 liter mixer-granulators. (Rep-
rinted from Ref.[52], copyright 1999, with permission from
Elsevier.)
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where m is the mass (weight) of the wet mass and r is
the wet mass density.

Now, the weight of the wet mass is computed as the
weight of powder plus the weight of added granulating
liquid. The latter, of course, is calculated from the
rate and duration of the liquid addition and the liquid
density.

Finally, following the examples discussed in the
case studies, you can combine the results obtained at
different end-points of the test batch or from different
batches or mixer scales (assuming geometrical simi-
larity).

Given wet mass density r, wet mass viscosity Z, fill
ratio h/d � m � Vb/r, setup speed n, and blade
radius or diameter d, you can calculate the Reynolds
number Re (or the ‘‘pseudo-Reynolds’’ number) and
the Froude number Fr. Then you can estimate the
slope ‘‘a’’ and intercept ‘‘b’’ of the regression equation

Np ¼ b � ðRe � Fr � h=dÞa

or

log Np ¼ log b þ a � logðRe � Fr � h=dÞ

And, inversely, once the regression line is established,
you can calculate Newton power number Np (which
is the target quantity for scale-up) and net power DP
(which can be observed in real time as a true indicator
of the target end-point) for any point on the line.
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APPENDIX

List of Symbols and Dimensions

a, b Slope and intercept of a
regression equation

d Impeller (blade) diameter or
radius (m); dimensional units
[L]

g Gravitational constant (m/
sec2); dimensional units [L T�2]

h Height of granulation bed in
the bowl (m); dimensional units
[L]

H Bowl height (m); dimensional
units [L]

l Blade length (m); dimensional
units [L]

n Impeller speed (rev/sec);
dimensional units [T�1]

P Power required by the impeller
or motor (W ¼ J/sec); dimen-
sional units [M L2 T�5]

Rb Radius of the bowl (m); dimen-
sional units [L]

q Binder liquid addition rate
s Amount of granulating liquid

added per unit time (kg);
dimensional units [M]

t Binder addition time (sec);
dimensional units [T]

Vp Particle volume (m3); dimen-
sional units [L3]

Vm Wet mass volume (m3); dimen-
sional units [L3]

Vb Bowl volume (m3); dimensional
units [L3]

w Wet mass; dimensional units
[M]

r Specific density of particles
(kg/m3); dimensional units [M
L�3]

n ¼ Z/r Kinematic viscosity (m2/sec);
dimensional units [L2 T�1]

Z Dynamic viscosity (Pa sec);
dimensional units [M L�1 T�1]

t Torque (N-m); dimensional
units [M L2 T�2]. End-point
torque values were described
as ‘‘wet mass consistency’’
numbers. Note: torque has the
same dimensions as work or
energy

j ¼ Z � n
� d3/Dt

Dimensionless ‘‘viscosity fac-
tor’’ relating net torque Dt
and dynamic viscosity Z

Fr ¼ n2 � d/g Froude number. It relates the
inertial stress to the gravi-
tational force per unit area act-
ing on the material. It is a ratio
of the centrifugal force to the
gravitational force

Np ¼ P/(r
� n3 � d5)

Newton (power) number. It
relates the drag force acting
on a unit area of the impeller
and the inertial stress

Re ¼ d2

� n � r/Z
Reynolds number. It relates the
inertial force to the viscous
force
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CRe ¼ d2 � n
� r/t

‘‘Pseudo Reynolds number’’
(m3/s); dimensional units [L�3

T]. Note: this variable physi-
cally is a reciprocal of volume
flow rate

Ga ¼ Re2/Fr Galileo number
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World Health Organization (WHO): Global
Harmonization of Requirements for
Medicinal Products

Juhana E. Idanpaan-Heikkila
World Health Organization, Geneva, Switzerland

INTRODUCTION

The World Health Organization (WHO) is an inter-
governmental specialized agency of the United Nations
with 193 member states. Regarding pharmaceutical
and biological products, WHO has the global mandate
to develop, establish, and promote quality, safety, and
efficacy standards and codes of good practices for all
medicinal products. Vigorous harmonization of quality,
safety, efficacy, and nomenclature requirements on a
worldwide basis has continued in 1998–2000 as the
explicit responsibility of WHO. The content of the consti-
tutional mandate, expertise involved, working practices
and rules, consultative processes, and role of the gov-
erning bodies regarding WHO’s normative work.[1] This
review gives an update on ongoing harmonization
activities since 1998 and outlines the new harmonization
initiatives.

INTERNATIONAL NON-PROPRIETARY
NAMES (INNs)

The International Non-proprietary Names (INNs)
identifies pharmaceutical substances by unique, glo-
bally recognized names. A single internationally recog-
nized name for an active drug substance is a starting
point for its pharmacopeial monograph, safe prescrib-
ing and dispensing, and easy communication among
scientists and health professionals worldwide. The
INN is for common use without restrictions (except
as a trademark); it is distinctive in sound and spelling
and not too long. In 1998–1999, WHO published more
than 270 new INNs in its quarterly publication, WHO
Drug Information[2] and issued a revised Guidelines
on the Use of International Non-proprietary Names
(INN) for Pharmaceutical Substances.[3] The revision
of the procedure included the introduction of a service
fee, improvements in Procedures to raise objections
to proposed INNs, and the replacement of a recom-
mended INN.

Naming the biotechnology-derived substances
and products received increasing attention. Prevention
of INNs from using trademarks has now been
strengthened in collaboration with the World Intellec-
tual Property Organization (WIPO). A new point of
collaboration was the protection of INNs against
misuse of Internet domain names.[4]

INTERNATIONAL PHARMACOPOEIA—
50 YEARS OLD

Publication of the International Pharmacopoeia has
continued now for 50 years. Its role has been to fulfill
a need in developing countries where use of less tech-
nically advanced tests using simple instrumentation is
common practice for specific substances and prepara-
tions. Publishing monographs for finished products
has also been useful. In 1999, the Expert Committee
recommended that less-advanced methods should be
developed in parallel with modern analytical tech-
niques because in some developing countries, more
sophisticated methods could be useful.[4] Volume 5 of
the International Pharmacopoeia is in print. WHO
has completed monographs for several antimalarials
including artemisin derivatives. Basic tests for pharma-
ceutical substances, medicinal plant materials, and
dosage forms (including 345 tests for substances, 208
for dosage forms, and four for plant materials) were
published in 1998.[5] The 69 International Infrared
Reference Spectra (IIRS) have been made available
from the WHO Collaborating Centre for Chemical
Reference Substances (Kungens Kurva, Sweden). The
list of reference substances and infrared reference
spectra is updated regularly and is now available
on the World Wide Web (http://www.who.int/dmp/
irintro.htm).

A revised guideline on Good Practices for National
Pharmaceutical Control Laboratories (GPCL) was
published in 1999. It takes into account guidances
from ISO 17025, EN 45001, and OECD–GLP and
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recommendations published by the Pharmaceutical
Inspection Convention (PIC).[4]

WHO GMP AND QUALITY ASSURANCE

In 1998, WHO began a special project to assist in
implementing of GMP in member states with limited
resources. Countries interested in upgrading their
manufacturing have been identified, and training
material on basic GMP principles has been prepared
together with training modules for advanced GMP
topics and inspections. Several regional training work-
shops for trainers in GMP have been organized,
together with missions to concerned countries.[4]

The following guidelines have been completed:
GMP for Sterile Pharmaceutical Products, Guideline
on Pre-Approval Inspection (before granting market-
ing authorization), Quality System for National
GMP Inspectorate, and General Aspects of Packaging
Pharmaceuticals.[4]

In 1999, WHO published a report on the control
and safe trade of starting materials for pharmaceutical
products in English, French, Spanish, Russian, Chi-
nese, and Arabic, based on recommendations from a
meeting of experts in Geneva in May 1998.[6] The meet-
ing was inspired by several recent incidents of contami-
nation with highly toxic solvent diethylene glycol.

Because of their increasing use worldwide, plant
materials used in over-the-counter preparations, home
remedies, or as raw materials for pharmaceutical
preparations are receiving more and more attention.
In 1998, WHO published a book, Quality Control
Methods for Medicinal Plant Materials to fulfill the
needs of quality control laboratories and to provide a
basis for the development of national standards.[7]

A compendium of WHO guidelines and related
materials entitled Quality Assurance of Pharmaceuti-
cals, Volume 1, was published[8] and the next volume
is in print.

Counterfeit Drugs

In 1999, WHO published guidelines on the detection
and prevention of counterfeit and substandard pro-
ducts.[9] Vigilance and reporting of counterfeit products
to WHO were enhanced by setting up a liaison officer
network among drug regulatory authorities and WHO.

THE WHO CERTIFICATION SCHEME

The WHO Certification Scheme on the Quality of
Pharmaceutical Products Moving in International
Commerce[1] was used in increasing the number of

countries as a model instrument to exchange infor-
mation among authorities in importing and exporting
countries. In 1999, WHO completed a model certificate
of analysis to be used for trade of starting materials
intended for drug manufacturing, and manufacturers
of pharmaceutical substances, excipients, and medicinal
products.[4]

Comparator Product System for
Equivalence Testing

The use of generic pharmaceutical products has
increased in many countries. Consequently, drug regu-
latory authorities are increasingly involved in the
assessment of the scientific documentation submitted
for marketing approval of generic medicinal products.
WHO has stated that the quality, safety, and efficacy
of a generic product must comply with the same
requirements applied to the innovator.[10] Conse-
quently, the therapeutic equivalency and interchange-
ability with the innovator must be proven with valid
comparative in vivo bioequivalence studies. To assist
both manufacturers and drug regulators in this,
WHO has developed a list of international comparator
products. The information on comparator products
was collected first from drug regulatory agencies, and
a provisional list of candidate products was consulted
with the innovator companies concerned. The compa-
nies were requested to designate the market and trade-
mark that best represented the quality, manufacturing,
and labeling of the product. The current list thus far
contains 147 products from the WHO Model List of
Essential Drugs, complemented with detailed instruc-
tions for use and a decision tree for special situa-
tions.[11] The list will be updated periodically by WHO.

THE WHO MODEL LIST OF
ESSENTIAL DRUGS

The Model List of Essential Drugs was created in 1975,
and the most recent assessment and updating of the list
took place in 1997 and 1999.[12,13] The following addi-
tions to the list were made including aciclovir for use
in herpes infections; amoxicillin þ clavulanic acid for
the treatment of infections resistant to the production
of b-lactamase; dextrometorphan for the treatment of
cough; ephedrine for treatment of hypotension in
spinal anesthesia during delivery; imipenem þ cilastatin
for the treatment of Pseudomonas; ipratropium bromide
for the treatment of asthma; metformin for the treatment
ofnon-insulin-dependentdiabetes; triclabendazolefor the
treatment of liver and lung flukes; and nevirapine and
zidovudine to reduce or prevent mother-to-child trans-
mission of HIV infection. The value of lipid-lowering
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agents was discussed; however, because of their high
costs, they were not included in the list, with a recommen-
dation that each country make its own decisions for use
in high-risk patient populations.[12]

Sale and Promotion of Medical Products
on the Internet

The Internet is a rapidly expanding medium that has
many uses and great potential for disseminating and
obtaining information regarding a variety of subjects
such as new treatments, institutions offering care,
and medical products available. Individuals can get
this information more quickly and conveniently than
in traditional ways, such as in medical journals and
textbooks. Organizations, pharmaceutical companies,
and individuals post and exchange information about
their aims, activities, or products and sometimes offer
to sell their products, including medical products.
However, have the products been approved for mar-
keting? Are they safe, effective, properly labeled, and
of good quality? Reported cases show that dangerous,
harmful, unreliable, low-quality, substandard, fake,
counterfeit, and mislabeled products have been avail-
able on the Internet.[14]

The World Health Assembly (the annual summit of
Ministries of Health of 193 member states of WHO)
recognized in May 1997 the increasing use of electronic
communication by the general public to shop and
gather information on health education, diseases, treat-
ments, and medical products.[15] The Assembly was
concerned about reported cases of inappropriate use
of the Internet, which had caused a potential hazard
for public health, and decided to convene a WHO ad
hoc working group to formulate recommendations
for action. The working group met in September
1997 in Geneva and consisted of representatives of
health and drug regulatory authorities, consumer
groups, professional associations, the pharmaceutical
industry, experts in legal and ethical matters, market-
ing, and other interested parties. The group reviewed
the situation and made several recommendations
regarding cross-border advertising, promotion, and
sale of medical products. Based on these recommenda-
tions, in May 1998[16] the World Health Assembly
urged all member states to review existing legislation,
regulations, and guidelines to ensure that they are
applicable and adequate to cover the promotion and
sale of medical products over the Internet. Member
states were asked to set up monitoring and surveillance
systems for the Internet. Collaboration was recom-
mended among countries to identify difficult cases
and disseminate information through WHO. The
availability of scientific, validated information to
consumers by competent health authorities was
determined to be necessary.

The Assembly appealed to the pharmaceutical
industry, health professional and consumer organiza-
tions, and other interested parties to promote the
formulation and use of good information practices
consistent with the principles of the WHO Ethical
Criteria for Medicinal Drug Promotion; monitor and
report problem cases and aspects of cross-border
advertising, promotion, and sale of medical products
using the Internet; and maintain legal and ethical
standards in these activities.

WHO was requested to encourage the international
community to formulate self-regulatory guidelines for
good information practices and to develop a model
guide for member states. The guide should educate
and instruct people using the Internet on how to best
obtain reliable, independent, and compatible infor-
mation on medical products through this medium.
The WHO model guide, Medical Products and the
Internet, was published in 1999.[17]

Biologicals

WHO’s normative work for biological substances used
in medicinal products, including vaccines, blood pro-
ducts, and diagnostic procedures, has resulted in a
number of globally applicable specifications, guide-
lines, and guiding principles. In 1999, WHO published
guidelines for the production and quality control of
synthetic peptide vaccines for human use to ensure
their consistent safety and efficacy.[18] The guidelines
address control of starting materials including back-
ground data on the synthesis of the peptide of interest
and control of the manufacturing process and the final
product. WHO requirements for tick-borne encepha-
litis vaccine (inactivated) were formulated to take into
account current manufacturing practices and control
procedures in place and to give guidance on how these
practices and procedures could be updated.[18]

Requirements for hepatitis B vaccines made by recom-
binant DNA techniques have been amended to reflect
recent developments in assay methodology, as well as
for specifications for Hemophilus type b conjugate vac-
cines. Under development were guidelines for standar-
dization and calibration of cytokine immunoassays,
and requirements for tetravalent dengue vaccine (live)
and oral poliomyelitis vaccine.[18]

In 1999, WHO published requirements for pro-
duction and control of Haemophilus influenzae type b
(Hib) conjugate vaccine and the acellular perussis
component of monovalent or combined vaccines.
The requirements for oral polio vaccine (OPV) were
also revised in 1999, with several additions. WHO
published new and replacement International Standards
and Reference Materials covering a wide range of
products.[19]
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WHO, ICH, AND REGIONAL HARMONIZATION

The role of WHO as an observer of the ICH and its
contribution as a global, intergovernmental organiza-
tion to tripartite ICH activities involving 17 WHO
member states have been described in detail.[1]

With strong support from WHO, the ICH Steering
Committee decided in 1997 to accept the participation
of experts from the International Generic Pharmaceutical
Alliance (IGPA) and the World Self-Medication
Industry (WSMI) in the designated expert working
groups.[20] This was a first step toward a more com-
prehensive harmonization procedure. Since 1998,
WHO participated as an observer in drafting a guide-
line for good manufacturing practices for active phar-
maceutical ingredients based on preliminary work by
the Pharmaceutical Inspection Co-operation Scheme
(PIC/S). Australia, China, andIndia, known for their
extensive production of pharmaceutical substances
and excipients, were invited to participate in this exer-
cise. The draft guideline is still in development and
was an ICH step 2 document in February 2000.

Because Common Technical Document (CTD)
(content and format of a new drug application) was
accepted as a new ICH topic in 1998, WHO asked a
WHO regional adviser for pharmaceuticals from each
of the six WHO regions to coodinate among ICH
CTD working groups and drug regulatory authorities
WHO regions.[20] This is an important development
because the CTD will undoubtedly have an impact
on new drug applications in non-ICH countries and
industries. The CTD expert working groups succeeded
in 1999 to sign-off as step 2 document tables of contents
for all three sections of the CTD, namely quality, safety,
and efficacy. Significant work remains to be done, and
the progress has been slowest in the quality section.

In 1999, the ICH began a major revision of its exist-
ing stability testing guideline. To make this guideline
practical and useful for all countries, WHO suggested
that it should address not only new molecular entities
and associated drug products but also stability testing
of generic pharmaceutical products in its new revised
form Furthermore, WHO proposed that it should
address, in addition to its current coverage of only cli-
matic zones I and II, the remaining critical climatic
zones, namely zone III (hot/dry) and zone IV (hot/
humid). The WHO guidelines on stability testing of
pharmaceutical products containing well-established
(generic) drug substances in conventional dosage forms
cover all four climatic zones.[21,22]
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INTRODUCTION

X-rays are electromagnetic radiation lying between
ultraviolet and gamma rays in the electromagnetic
spectrum. The wavelength of the X-ray region is con-
sidered to be between 0.01 and 100 Å.[1]

There are two broad applications of X-rays in the
characterization of materials: (i) X-ray spectrometry
and (ii) X-ray diffractometry. The former technique
is used for chemical analysis and has found only lim-
ited use in the characterization of pharmaceuticals.
On the other hand, X-ray diffractometry, by providing
a means for the study of the structure of crystalline
materials, is extensively used to characterize pharma-
ceutical solids. There are two principal applications
of X-ray diffractometry. X-ray crystallography is
concerned with the structure determination of crystal-
line phases. Single crystals are usually used for this
purpose. On the other hand, in X-ray powder diffrac-
tometry, the sample is usually in the form of a powder.
X-ray powder diffractometry is recognized as a power-
ful technique for the identification of crystalline
phases. The technique can also be used for the quanti-
tative analyses of solids. This article will be restricted
to the principles and applications of X-ray powder
diffractometry (XRD) in the characterization of phar-
maceutical solids.

Diffraction is a scattering phenomenon. When
X-rays are incident on crystalline solids, they are
scattered in all directions. In some of these directions,
the scattered beams are completely in phase and
reinforce one another to form the diffracted beams.[1,2]

The Bragg law describes the conditions under which
this would occur. It is assumed that a perfectly parallel
and monochromatic X-ray beam, of wavelength l, is

incident on a crystalline sample at an angle y. Diffraction
will occur if:

nl ¼ 2; d sin y ð1Þ

where d ¼ distance between the successive planes in
the crystal lattice, expressed in Å, and n ¼ order of
reflection (an integer).

X-ray patterns can be obtained using either a
powder diffractometer or a camera. Currently, diffract-
ometers find widespread use in the analysis of
pharmaceutical solids. The technique is usually non-
destructive in nature. The theory and operation of
powder diffractometers is outside the scope of this
discussion, but these topics have received excellent
coverage elsewhere.[1–4] Instead, the discussion will be
restricted to the applications of X-ray powder diffrac-
tometry (XRD) in the analysis of pharmaceutical
solids. The United States Pharmacopeia provides
a brief but comprehensive introduction to X-ray dif-
fractometry.[5] The use of XRD in the physical charac-
terization of pharmaceutical solids[6] and in the
characterization of controlled release delivery systems
have been discussed earlier.[7]

QUALITATIVE ANALYSIS

Since the X-ray diffraction pattern of every crystalline
form of a compound is unique, the technique is widely
used for the identification and characterization of solid
phases. XRD is the technique of choice to identify
different polymorphic forms of a compound
(Fig. 1).[8] It can also be used to identify the solvated
and unsolvated (anhydrous) forms of a compound,
provided their lattice structures are different. The tech-
nique can also reveal differences in the crystallinity of
compounds. The XRD pattern of an amorphous (non-
crystalline) compound will consist of one or more
broad diffuse halos (Fig. 2A).[9]

The United States Pharmacopeia contains the XRD
patterns of two anhydrous forms (Form 1 and Form 2)
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of ampicillin, ampicillin trihydrate and amorphous
anhydrous ampicillin.[5] The powder patterns of these
four solid phases reveal pronounced differences, which
can form the basis of their identification.

XRD was a powerful tool for the characterization
of the different solid phases of AG337 (a 5-substituted
quinazolinone; dihydrochloride salt). In addition
to several polymorphic forms of the anhydrate
(C14H12N4OS � 2HCl), the compound existed as a
hemihydrate (C14H12N4OS � 2HCl � 0.5H2O), a mono-
hydrate (C14H12N4OS � 2HCl �H2O), and a dihydrate
(C14H12N4OS � 2HCl � 2H2O).[8] The hemihydrate, the
dihydrate, and one of the polymorphic forms of the
anhydrate (Id) had identical lattice structures (Fig. 1).

While the amorphous and crystalline solid forms of
sucrose can be readily distinguished by XRD (Fig. 2A),
the technique is also capable of revealing the presence
of small amounts of crystalline sucrose in the presence
of amorphous sucrose.[9] This is evident from the XRD
patterns of physical mixtures of amorphous and crys-
talline sucrose wherein the crystalline sucrose content
ranged between 1 and 5 wt% (Fig. 2B).

Six crystalline solid phases of fluprednisolone and
an amorphous phase were characterized using XRD,
IR spectroscopy, and differential scanning calo-
rimetry.[10] Three of these six crystalline phases were
anhydrous, two were monohydrates, and one was a tert-
butylamine disolvate. The differences in the powder
patterns of the phases were readily evident. This study

demonstrated the unique ability of XRD for the identi-
fication of (a) an anhydrous compound existing in
both crystalline and amorphous states, (b) different
polymorphic forms of the anhydrate, (c) the existence
of solvates, where the solvent of crystallization is
water (hydrate) or an organic solvent (in this case, tert-
butylamine), and (d) polymorphism in the hydrate.

Reference Diffraction Patterns

The International Centre for Diffraction Data (ICDD,
Newtown Square, PA) maintains a collection of single-
phase X-ray powder patterns.[11] There are separate
listings of inorganic and organic compounds. The
X-ray diffraction data of ibuprofen, as a representative
example is given here (Table 1).

The card pattern contains the Powder Diffraction
File (PDF) number (Region 1); quality mark of the
data (Region 2); the chemical formula and the speci-
men name (Region 3); the experimental conditions
under which the powder pattern was obtained and
the source of the data (Region 4); physical data that

Fig. 2 (A) XRD patterns of (a) crystalline and (b) amorph-
ous sucrose. (B) XRD patterns of the physical mixtures

of crystalline and amorphous sucrose. The sucrose content
ranged between 0 and 5 wt%. The 12.7 and 13.1�2y peaks
were used for the quantitative analyses. [(B) Reproduced
from Ref.[9].]

Fig. 1 X-ray powder diffraction (XRD) patterns of the

different solid forms of AG337. (From Ref.[8].)
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include crystallographic system, space group, lattice
parameters, and interaxial angles (Region 5); general
comments, Crystal Data cell (if different from that
reported in Region 5); Pearson Symbol Code (PSC),
Merck Index number, etc. (Region 6); and a table of
interplanar spacings, relative intensities, and the Miller
indices (Region 7).

There are also several indicators of the quality of
the data. The highest quality data are given�. To qual-
ify for this mark, the chemistry of the compound must
be well characterized. The intensities of the X-ray lines
must be measured objectively and instrumentally and
there must be no unindexed, space group extinct or
impurity lines. Lines with d-spacings of �2.50 Å must
retain at least three significant digits after the decimal
point. To qualify for the ‘‘i’’ mark, there can be a
maximum of two unindexed, space group extinct or
impurity lines provided none of these belong to the
strongest eight. Again there must be no serious system-
atic errors and lines with d-spacings �2.00 Å must
retain at least three significant digits after the decimal
point. If the data are of low precision or if the data
are due to a poorly characterized or multiphase system,

an ‘‘O’’ mark is assigned. Patterns that do not meet the
criteria for ‘‘�,’’ ‘‘i,’’ or ‘‘O’’ are left blank. When the
powder pattern is calculated from structural param-
eters, the pattern is marked ‘‘C.’’ Extensive details
about the quality mark guidelines can be found in
ICDD publications.[12]

Another important database for pharmaceuticals
is the Cambridge Structural Database (CSD). Main-
tained by the Cambridge Crystallographic Data Centre,
CSD is a compilation of single-phase data containing
structural information including unit cell parameters,
crystal system, and space group. The structural infor-
mation can be used to calculate powder diffraction
patterns. The ICDD and the Cambridge Crystallo-
graphic Data Centre have a cooperative program. This
allows the ICDD to calculate powder patterns for
inclusion in the Powder Diffraction File, from the data
recorded in the CSD.

Phase Identification in Solid Dosage Forms

In addition to the active ingredient, solid dosage forms
usually contain one or more excipients. In such powder

Table 1 The card pattern of ibuprofen
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mixtures, each crystalline phase produces its pattern
independently of the other constituents in the mixture.
Thus, the unique advantage of XRD is that it com-
bines absolute specificity with a high degree of accu-
racy. Shell pioneered the use of XRD in the
characterization of pharmaceutical dosage forms.[13]

The recent advances in instrumentation and software
have substantially enhanced the utility of the tech-
nique. XRD was used to simultaneously identify the
three active ingredients, acetaminophen, aspirin, and
caffeine, in a commercially available tablet formulation
(Excedrin�). The three active ingredients together
constituted 83 wt% of the formulation.[14] The XRD
pattern contained numerous peaks in the angular
range of 7–37� 2y (Fig. 3d). In an effort to identify
the components in the dosage form, the XRD patterns
of acetaminophen, aspirin, and caffeine were obtained
(Fig. 3a–c). Acetaminophen could be readily identified
by two unique lines with d-spacings of 6.48 and
4.92 Å (2y values of 13.65 and 18.00�, respectively).
At these 2y values, the XRD patterns of aspirin and
caffeine contained no peaks. Similarly, aspirin could
be readily identified by two unique lines with
d-spacings of 11.54 and 3.95 Å (2y values of 7.65 and
22.45�, respectively). Caffeine had an intense line with
a d-spacing of 7.55 Å (2y value of 11.70�) and two
intense lines with d-spacings of 3.39 and 3.31Å (2y
values of 26.25 and 26.85�, respectively). Since at these
2y values, peaks due to aspirin and acetaminophen
occurred, unambiguous identification of caffeine was
not possible. An added complication was that caffeine
constituted only 8.9 wt% of the formulation.

In order to identify caffeine, the XRD patterns of
acetaminophen and aspirin were selectively subtracted
from the XRD pattern of the formulation. The details
of the pattern subtraction procedure are described in

the literature.[14] When the subtracted profile (Fig. 4a)
was compared with that of caffeine (Fig. 4b), the high
intensity peaks of caffeine at 11.70, 26.25, and 26.85�

2y were readily discernible. However, an amorphous
halo was observed over the angular range of 18–23�

2y. The formulation contained numerous excipients
including microcrystalline cellulose, hydroxypropyl
methylcellulose, and hydroxypropyl cellulose. The
XRD pattern of microcrystalline cellulose exhibited a
broad halo over the angular range of 18–25� 2y
(Fig. 5c). While amorphous halos were also observed
in the XRD patterns of hydroxypropyl methylcellulose
(Fig. 5b) and hydroxypropyl cellulose (Fig. 5a), their
angular range did not match that of the formulation

Fig. 3 (a) The XRD pattern of acetaminophen powder. (b)

The XRD pattern of aspirin powder. (c) The XRD pattern of
caffeine powder. (d) The XRD pattern of a powdered tablet
formulation containing acetaminophen, aspirin, and caffeine
(Excedrin�). (From Ref.[14].)

Fig. 4 (a) The residual XRD pattern after proportional
subtraction of acetaminophen and aspirin XRD patterns

from that of the powdered tablet formulation. (b) The
XRD pattern of caffeine powder. (From Ref.[14].)

Fig. 5 (a) The XRD patterns of hydroxypropyl cellulose
powder. (b) The XRD pattern of hydroxypropyl methyl-
cellulose powder. (c) The XRD pattern of microcrystalline

cellulose powder. (d) The residual XRD pattern after pro-
portional subtraction of acetaminophen and aspirin XRD
patterns from that of the powdered tablet formulation.
(From Ref.[14].)
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(Fig. 5d). Therefore, microcrystalline cellulose is likely
to be the major contributor to the observed halo. Thus,
XRD not only permitted simultaneous identification of
all the active ingredients in the dosage form, but it also
provided information about the excipients in the for-
mulation.

The authors also evaluated the sensitivity of the
method, using chlordiazepoxide HCl (hereafter referred
to as chlordiazepoxide) as the model compound.[14]

While chlordiazepoxide was crystalline (Fig. 6a), micro-
crystalline cellulose exhibited a broad amorphous halo
(Fig. 6c). Identifying chlordiazepoxide was no problem
so long as its weight fraction was �0.10. When the drug
weight fraction was decreased to 0.05, its presence was
not readily discernible (Fig. 6b). Using the pattern
subtraction technique, the XRD pattern of microcrys-
talline cellulose was subtracted from the XRD pattern
of the drug-microcrystalline cellulose mixture (Fig. 6d).
This permitted ready identification of chlordiazepoxide
(compare Fig. 6d with 6a).

Phase Transitions Induced
During Processing

The components of a dosage form, both active ingredi-
ents and excipients, can undergo a variety of physical
transformations during pharmaceutical processing
and storage. These include polymorphic transforma-
tions, alterations in crystallinity, and changes in the
state and degree of hydration. XRD is well-suited for
analyses of such transformations, provided the ana-
lytes are crystalline. In most cases, the dosage forms

can be analyzed directly with minimal or no sample
pretreatment. There is no need to extract the active
ingredient from the dosage form, since it can be usually
characterized in presence of the excipient(s). The tech-
nique will permit simultaneous identification and
quantification of more than one active ingredient in
formulations. Finally, XRD can provide quantitative
information about the degree of crystallinity.

When theophylline monohydrate was dehydrated, it
formed a metastable anhydrous phase, which then
transformed to the stable anhydrate.[15] The XRD pat-
terns of the two anhydrate phases and the monohy-
drate were sufficiently different so that all three of
them could be simultaneously identified in a sample
(Fig. 7A). Anhydrous theophylline was granulated
with an aqueous solution of PVP. During the wet-
massing stage, the anhydrate transformed to the
monohydrate. When the granules were dried, there was
dehydration resulting in the formation of the meta-
stable anhydrate, which then transformed to the stable

Fig. 6 (a) The XRD pattern of chlordiazepoxide hydro-
chloride powder. (b) The XRD pattern of a powder mixture
of chlordiazepoxide hydrochloride (5 wt%) and microcrystalline

cellulose (95 wt%). (c) The XRD pattern of microcrystalline
cellulose powder. (d) The residual XRD pattern after pro-
portional subtraction of the microcrystalline cellulose XRD

pattern from that of the physical mixture (b). The full scale in
this case is different from that of the other three XRD patterns.
(From Ref.[14].)

Fig. 7 (A) XRD patterns of theophylline phases. M, A, and

A� refer to theophylline monohydrate, stable anhydrous
theophylline, and metastable anhydrous theophylline respec-
tively. (B) Phase transitions during the drying of theophylline

granules. PVP was the granulating agent. The integrated
intensities of the 8.9, 9.4, and 7.0� 2y peaks unique to M,
A�, and A respectively were simultaneously monitored as a
function of the drying time. (From Ref.[15].)
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anhydrate. All three phases were simultaneously
monitored by XRD (Fig. 7B).

DEGREE OF CRYSTALLINITY

Solids may be either crystalline or non-crystalline. The
crystalline state is characterized by a perfectly ordered
lattice and the non-crystalline (amorphous) state is
characterized by a disordered lattice. These represent
two extremes of lattice order and intermediate states
are possible. The term degree of crystallinity is useful
in attempts to quantify these intermediate states of lat-
tice order.

XRD is widely used to determine the degree of crys-
tallinity of pharmaceuticals. The procedure developed
by Hermans and Weidinger[16] is based on three
assumptions. First, it must be possible to demarcate
and measure the crystalline intensity (Ic) and amorph-
ous intensity (Ia) from the powder pattern. Usually, the
integrated line intensity (area under the curve), rather
than the peak intensity (peak height), is measured.
Second, there is a proportionality between the
experimentally measured crystalline intensity and the
crystalline fraction (xc) in the sample. Finally, a pro-
portionality exists between the experimentally mea-
sured amorphous intensity and the amorphous
fraction (xa) in the sample. The degree of crystallinity
(or percent crystallinity), xcr, is given by the expression,

xcr ¼
Ic100

Ic þ qIa

p

ð2Þ

where p and q are proportionality constants. The
values of Ia and Ic can be determined for samples of
varying degrees of crystallinity. A plot of the measured
values of Ia against those of Ic will result in a straight
line, and the intercepts on the y- and x-axes will pro-
vide the intensity values of the 100% amorphous and
100% crystalline materials, respectively. This method
was used by Nakai et al.[17] to estimate the degree of
crystallinity of lactose that had been milled for various
time periods (Fig. 8). If the value of (q/p) is known, the
degree of crystallinity of an unknown sample can be
calculated from the experimentally determined values
of Ic and Ia. The degree of crystallinity of microcrystal-
line cellulose and digoxin milled for various time peri-
ods were also determined.[18,19] The problems and
limitations of this method have been discussed in the
literature.[6]

A number of drugs and excipients exist in the
amorphous state. However, the physical instability of
amorphous compounds can lead to their crystallization
resulting in partially crystalline materials. In recent

years, several techniques have been developed to quan-
tify low levels of an amorphous compound in presence
of its crystalline counterpart. Using sucrose as a model
compound, an XRD method was developed to detect
and to quantify crystalline sucrose when it occurred
as a mixture with amorphous sucrose.[9] The XRD
patterns of amorphous and crystalline sucrose were
presented earlier (Fig. 2). Standards consisting of
amorphous and crystalline sucrose were prepared
wherein the crystalline sucrose content ranged between
1 and 5 wt%. The sum of the background subtracted
integrated intensities of the 12.7� 2y (6.94 Å) and
13.1� 2y (6.73 Å) peaks of sucrose (these peaks have
been marked with an asterisk in Fig. 2) were linearly
related to the weight percent of sucrose (Fig. 9).

The limits of detection and quantitation of crystal-
line sucrose were determined to be 0.9 and 1.8 wt%
respectively. Water sorption and FT–Raman spec-
troscopy also appear to be very sensitive with detection
possible down to levels of 1 wt%.[20,21]

PHASE QUANTIFICATION
(QUANTITATIVE ANALYSIS)

The Direct Method (No Internal Standard)

Alexander and Klug developed the theoretical basis of
the quantitative analyses of powder mixtures.[3]

Although a powder mixture may be composed of sev-
eral components, it can be regarded as being composed

Fig. 8 A plot of the integrated amorphous intensity (Iam) as
a function of the integrated crystalline intensity (Ic) for lac-

tose samples milled for various time periods. (From Ref.[17].)
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of just two components: Component 1 (which is the
unknown) and the sum of the other components
(which is designated as the matrix). The relationship
between the intensity of peak i of the unknown compo-
nent (Ii1) and its weight fraction (x1) in the mixture is
given by the equation:

Ii1 ¼
Kx1

r1½x1ðm�1 � m�MÞ þ m�M�
ð3Þ

where K is a constant, r1 is the density of Component
1, and m1

� and m�M are the mass attenuation coefficients
of Components 1 and the matrix respectively. The
mass attenuation coefficient of a substance is the
weighted average of the mass attenuation coefficients
of its constituent elements.

Let us first consider a two-component mixture,
where m�1 6¼ m�M. One example is a mixture of the anhy-
drous and hydrated forms of a compound. It is first
necessary to determine the intensity of peak i of a sam-
ple consisting of only the analyte [(Ii1)0]. Next, Eq. (3)
is modified so that the relative intensity of the XRD
peak of Component 1 [expressed as [(Ii1)/(Ii1)0] is
expressed as:

Ii1

ðIi1Þ0
¼ x1m�1

x1ðm�1 � m�MÞ þ m�M
ð4Þ

It is possible to calculate the mass attenuation coef-
ficients of the analyte and the matrix based on their
chemical compositions.[2] This enables the calculation
of the relative intensity [Ii1/(Ii1)0] as a function of the
weight fraction of the analyte in the mixture and thus
generate a theoretical curve. This eliminates the need
for the preparation of experimental standard curves.
An added advantage of this approach is that there is
no requirement of an internal standard.

This approach was used to determine the weight
fractions of anhydrous carbamazepine and carbamaze-
pine dihydrate when they occurred as mixtures.[22]

Based on the mass attenuation coefficients of the anhy-
drate and the dihydrate, the intensity ratios [Ii1/(Ii1)0]
were calculated as a function of the anhydrate content
in the mixture (the line in Fig. 10). These were in good
agreement with the experimentally obtained values of
[Ii1/(Ii1)0].

A simpler system is a two component mixture,
where m1

� ¼ m�M. This occurs when the analyte and the
matrix have the same molecular formula, as in poly-
morphic mixtures. In such cases, Eq. (4) reduces to:

Ii1

ðIi1Þ0
¼ x1 ð5Þ

Therefore a plot of the relative intensity as a func-
tion of the analyte weight fraction would be linear.
This approach was used to determine the weight
fractions of anhydrous a-carbamazepine and b-
carbamazepine when they occurred as mixtures.[23]

While studying the polymorphism of 1,2-dihydro-6-
neopentyl-2-oxonicotinic acid, Chao and Vail[24] used
XRD to quantify Form I in mixtures of Forms I and
II. They estimated that Form I levels as low as 0.5 wt%
can be determined by this technique. Similarly the

Fig. 10 The relative intensity of the 6.78 Å line of anhydrous
carbamazepine (b-form) as a function of its weight fraction in

binary mixtures of anhydrous carbamazepine (b-form) and
carbamazepine dihydrate. The line is based on theoretical
values, while the data points are experimental measurements.
(From Ref.[22].)

Fig. 9 Plot of the sum of the intensities of the 12.7 and 13.1�

2y peaks as a function of the weight percent of crystalline
sucrose in mixtures of amorphous and crystalline sucrose.
(From Ref.[9].)
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a-inosine content in a mixture consisting of a-and
b-inosine was achieved with a detection limit of 0.4 wt%
for a-inosine.[25]

Internal Standard Method

In this method, an internal standard is added, and its
weight fraction is maintained constant in all the mix-
tures. This method was used to simultaneously quan-
tify the S(þ)-enantiomer and the racemic compound
of ibuprofen.[26]

Selection of Internal Standard

Success in quantitative XRD may hinge on the selec-
tion of an appropriate Internal Standard. The follow-
ing properties are desired in an internal standard.[13]

(i) The compound must have high crystal symmetry
so that strong, but few, diffraction peaks are produced.
(ii) The high-intensity lines in the analyte and the inter-
nal standard that are to be used for quantitative pur-
poses should not overlap with one another, but they
should be close to each other. (iii) The density of the
internal standard should be close to that of the system
ingredients so that homogeneous mixtures can be pre-
pared for analysis. (iv) The internal standard must
be chemically stable in the experimental system.

When dealing with organic pharmaceutical systems,
an organic internal standard is preferred. Since the
XRD patterns of organic compounds usually contain
numerous lines, it might not be possible to identify lines
unique to the analyte and the internal standard that
are completely separated from one another. Therefore,
inorganic compounds such as corundum (a-Al2O3),
silicon, lithium fluoride, and zinc oxide are often
used as internal standards. Methenamine, an organic
compound, has several of the properties desired in an
internal standard.[13] However, it has not found wide-
spread use in the analyses of pharmaceuticals.

Whole Powder Pattern Analyses

In the pharmaceutical community, quantitative analy-
ses has conventionally been based on the intensity of a
characteristic peak of the analyte. It is now recognized
that phase quantification will be more accurate if
it is based on the entire powder pattern.[27,28] This
forms the basis for the whole-powder-pattern analyses
method developed in the last few decades. Of the avail-
able methods, the Rietveld method is deemed the most
powerful since it is based on structural parameters.
This is a whole-pattern fitting least-squares refinement
technique that has also been extensively used for
crystal structure refinement and to determine the size
and strain of crystallites.

Table 2 Measured composition of carbamazepine mixtures and the residuals obtained by the Rietveld analysis

Actual composition of carbamazepine (wt %) Measured composition of carbamazepine (wt %)

a b Dihydrate Lithium fluoride a b Dihydrate Lithium fluoride Rawp (%)

80 20 79 21 20.0

80 20 79 21 22.7

80 20 80 20 20.7

79.6 0.4 20 78 1 21 21.5

79.2 0.8 20 80 1 19 21.4

79.2 0.8 20 78 2 21 20.9

79.2 0.8 20 78 2 21 21.4

0.4 79.6 20 <1 79 20 20.7

0.4 79.6 20 <1 79 21 21.3

0.4 79.6 20 <1 78 22 20.9

0.8 79.2 20 1 78 21 20.9

0.4 78.8 0.8 20 <1 77 1 21 21.3

0.8 78.8 0.4 20 <1 78 1 21 20.1

4 72 4 20 3 73 5 19 15.5

4 72 4 20 2 71 7 19 26.9

4 72 4 20 2 71 7 19 26.9

4 40 36 20 2 41 36 20 22.3
aWeighted profile residual.

(From Ref.[29].)
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Simultaneous quantitative analyses, of complex
pharmaceutical mixtures, has been accomplished by
the Rietveld method.[29] Using lithium fluoride as an
internal standard, mixtures consisting of anhydrous
b-carbamazepine, anhydrous a-carbamazepine, and
carbamazepine dihydrate were subjected to quantita-
tive analyses (Table 2). When the analyte concentration
was high (�20%), the method was accurate, with a
relative error <�5%. However, when the analyte con-
centration was low (<5%), the method lacked accuracy.

NON-AMBIENT XRD

Conventionally, XRD patterns are obtained at room
temperature under ambient conditions. Variable tem-
perature XRD is a technique where XRD patterns
are obtained while the sample is subjected to a con-
trolled temperature program. It is also possible to con-
trol the environment and maintain the sample under
the desired relative humidity. Recent advances in
commercially available instrumentation have greatly
facilitated the study of pharmaceutical systems under
non-ambient conditions. Experiments can be carried out
both at elevated temperatures and under subambient
conditions.

High Temperature XRD

In the characterization of pharmaceutical systems,
high temperature XRD has been used extensively.

The phase transitions of theophylline monohydrate
were discussed earlier in the section dealing with Phase
Transitions Induced During Processing (Fig. 7).
High temperature XRD was used to investigate the
dehydration of theophylline monohydrate (Fig. 11).
This technique revealed that dehydration resulted in
a metastable anhydrous phase, which then transformed
to the stable anhydrate.[30] Theophylline has been in
widespread use for many years and its solid-state
properties have been the subject of numerous investi-
gations. Without high temperature XRD, it is unlikely
that this metastable phase would have been identified.

Kinetics of Solid-State Reactions

Solid-state reactions in pharmaceuticals can be broadly
classified into chemical decompositions and physical
transformations. The chemical decomposition of drugs
has received adequate attention in the pharmaceutical
literature. The active ingredient in a solid dosage form
can also undergo a variety of physical transformations
including polymorphic transitions, alterations in
degree of crystallinity, and alterations in degree of sol-
vation. These transformations can affect pharmaceuti-
cally important properties such as solubility, stability,
powder flow, and tabletting behavior, which ultimately
can cause variations in the performance of the pro-
duct. There are strict pharmacopeial standards, which
govern not only the chemical purity of drugs and
excipients, but also the drug content in dosage
forms. On the other hand, very few compounds have

Fig. 11 High temperature XRD of theophylline monohydrate. XRD patterns were obtained at the temperatures indicated in the
figure. The ‘‘�’’, ‘‘þ,’’ and ‘‘�’’ marks indicate peaks unique to metastable anhydrous theophylline (referred to as A� in Fig. 7),
stable anhydrous theophylline (A in Fig. 7), and theophylline monohydrate (M in Fig. 7) respectively. (Adapted from Ref.[30].)
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pharmacopeial standards that govern their physical
form. However, it is increasingly recognized that the
physical form of a compound and physical transforma-
tions in a dosage form can profoundly affect product
performance. An added complication is that conven-
tional analytical techniques such as HPLC, which are
used for monitoring chemical decomposition reactions
are unsuitable to monitor solid-state physical transfor-
mations. This is because of their inability to distinguish
between the different solid forms of a compound. Both
chemical decomposition as well as physical transitions
can occur simultaneously during the processing or storage
of solid formulations. Therefore, it would be ideal if an
analytical technique can simultaneously monitor both
types of transformations. XRD is one such technique.

Conventionally, thermoanalytical techniques, specifi-
cally differential scanning calorimetry and thermogravi-
metric analysis, have been used to investigate the kinetics
of solid-state reactions. These techniques have several
limitations. They do not unambiguously identify crystal-
line phases and are incapable of providing quantitative
information about the degree of crystallinity. Inter-
mediate phases, if formed, may not be readily identified.
The techniques may therefore be unsuitable for discern-
ing the reaction mechanism. When two or more gaseous
products are simultaneously evolved, thermal analysis
alone is not very helpful in the study of reaction kinetics.
In such cases, thermal analysis should be used in con-
junction with other techniques for evolved gas analysis
(e.g. infrared spectroscopy, mass spectroscopy, or
gas chromatography). It is often realized that solid-state
reactions take place through complex mechanisms
involving intermediates and the same end product is
obtained through multiple pathways. In such cases,
thermoanalytical techniques yield complex profiles
because of overlapping thermal events. Often, it is diffi-
cult to separate the reaction steps and study the kinetics
of the individual steps. XRD does not suffer from these
limitations and can therefore serve as an excellent
complement to thermoanalytical techniques. Recent
advances in instrumentation have enabled simultaneous
and independent control of the temperature and the
water vapor pressure in the sample chamber.

The dehydration kinetics of theophylline monohy-
drate (C7H8N4O2 �H2O) and ampicillin trihydrate
(C16H19N3O4S � 3H2O) were studied by XRD.[31]

Dehydration of theophylline monohydrate resulted in
a crystalline anhydrous phase, while the ampicillin trihy-
drate formed an amorphous anhydrate. In the case of
theophylline, simultaneous quantification of both the
monohydrate and the anhydrate was possible. By carrying
out the reaction at several temperatures, the activation
energy for the dehydration reaction was determined.

The enantiomers of pseudoephedrine were observed
to react in the solid state to form the racemic
compound.[32] While the powder patterns of the

enantiomers were identical, the racemic compound
exhibited a different powder pattern. XRD permitted
the simultaneous quantification of the disappearance
of the enantiomers and the subsequent appearance of
the racemic compound. The rate of disappearance
of the enantiomers followed a diffusion-controlled
reaction model. During the kinetic experiment, the
sum of the weight fractions of the enantiomers and
the racemic compound progressively decreased from
an initial value of unity, suggesting the formation of
an intermediate non-crystalline phase. This was con-
firmed by a steady increase in the background counts
in the powder pattern.

The sweetener aspartame exists as a hemihydrate
(C14H18N2O5 � 0.5H2O; ASH), under ambient con-
ditions. When heated, ASH converted to aspartame
anhydrate (ASA), which on further heating decom-
posed to form a diketopiperazine (DKP) derivative.[33]

The XRD patterns of ASH, ASA, and DKP showed
pronounced differences (Fig. 12). XRD was used to
simultaneously quantify the (i) disappearance of ASH
and appearance of ASA in the first reaction and (ii)
disappearance of ASA and appearance of DKP in
the second reaction. For studying the kinetics of the
first reaction, the peaks unique to ASH at 15.9 and
16.4� 2y and the 17.1� 2y peak of ASA were used. For
the second reaction, the sum of the integrated intensi-
ties of the peaks at 10.2, 11.0, and 11.8� 2y of ASA
and the 13.0� 2y peak of DKP were used. While the
dehydration of ASH appeared to follow first-order
kinetics, the cyclization of ASA was a nucleation-
controlled process. Figs. 13 and 14 contain the
dehydration and cyclization data at 118 and 180�C
respectively. Since the concentrations of the crystalline
reactant as well as the product were simultaneously
monitored, mass balance calculations of the crystalline
phases were possible at each time point. The reaction

Fig. 12 XRD patterns of aspartame hemihydrate (ASH),

aspartame anhydrate (ASA) and diketopiperazine derivative
(DKP). ‘‘�,’’ ‘‘�’’and ‘‘þ’’ denote the peaks unique to aspar-
tame hemihydrate, aspartame anhydrate, and diketopipera-
zine derivative respectively. (From Ref.[33].)
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rate constants were obtained at several temperatures,
which permitted the calculation of the activation
energies of dehydration and cyclization from the
Arrhenius plots.

Drug–Excipient Interactions

XRD is an excellent technique to study drug–excipient
interactions, provided the drug and the excipients are
crystalline. In a solid mixture, the powder pattern of
each crystalline phase is produced independently
of the other constituents. Thus the diffraction pattern
of a powder mixture will be the summation of the dif-
fraction patterns of the individual constituents. If the
drug–excipient interaction results in a crystalline pro-
duct, this will be characterized by the appearance of
new peaks in the powder pattern. However, if the
interaction results in an amorphous product, this will
become evident from the broad halos in the pattern.

Thus, irrespective of the nature of the product phase,
XRD is capable of revealing such interactions.

Low Temperature XRD

The use of a cooling accessory permits XRD patterns
to be obtained under subambient conditions. In phar-
maceutical systems, the greatest utility of the technique
is to monitor the crystallization of solutes in frozen
solutions. Conventionally, differential scanning calo-
rimetry has been the most popular technique for the
characterization of frozen systems. However, as men-
tioned earlier, this technique has some drawbacks: (i)
It does not enable direct identification of crystalline
solid phase(s). Moreover, it is difficult to draw any
definitive conclusions about the degree of crystallinity.
(ii) The interpretation of DSC curves is very difficult if
there are overlapping thermal events. Low temperature
XRD was found to be an excellent complement to dif-
ferential thermal analysis in the characterization of
water–glycine–sucrose ternary systems.[34]

When sodium nafcillin solutions were frozen, the
solute did not crystallize.[35] However, annealing
caused solute crystallization. It was also possible to
monitor the amount of sodium nafcillin crystallizing
as a function of annealing time. XRD was also useful
to characterize the behavior of buffer solutions. While
disodium hydrogen phosphate crystallized when an
aqueous solution was frozen, the presence of mono-
sodium hydrogen phosphate inhibited the crystalliza-
tion of the former.

In situ freeze-drying

The low temperature stage of the X-ray powder dif-
fractometer was modified so that the sample chamber
could be evacuated. As a result, the entire freeze-drying
process was carried out in situ in the sample chamber
of the XRD. The advantage of such a set-up is that
the alterations in the solid state during the various
stages of the freeze-drying process (cooling, primary,
and secondary drying) were monitored.[36] As men-
tioned earlier, annealing of frozen aqueous solutions
of sodium nafcillin resulted in the crystallization of
sodium nafcillin hydrate (the hydrate stoichiometry
was not known). During the primary drying, there
was partial dehydration resulting in the formation of
partially crystalline sodium nafcillin hemihydrate
(Fig. 15). It was possible to simultaneously monitor
the disappearance of sodium nafcillin hydrate as well
as the appearance of sodium nafcillin hemihydrate
(Fig. 16). XRD revealed that this reaction was com-
plete in about 40 min. The technique was also used to
monitor the phase transitions during the freeze-drying
of mannitol.

Fig. 13 Weight fractions of ASH and ASA as a function of

time following storage of ASH at 118�C. The curves are
drawn only to assist in visualizing the trends. (From Ref.[33].)
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Fig. 14 Weight fractions of ASA and DKP as a function of
time, following storage of ASA at 180�C. (From Ref.[33].)
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Implications in the Design of
Freeze-Dried Formulations

Most solid-state characterization studies investigate
the starting material and the freeze-dried end product.
It will be useful and relevant to study alterations in the
solid state during the different stages of the freeze-
drying process, and this is enabled by low temperature
XRD. The physical characterization of the phases at

different stages of freeze-drying will not only aid in
the optimization of the freeze-drying cycle, but will
also facilitate the production of formulations that are
physically and chemically stable.

ISSUES AND CHALLENGES IN XRD

Most materials of pharmaceutical interest are organic
compounds. Jenkins has comprehensively discussed
the problems associated with the X-ray diffractometric
analysis of organic materials:[37] 1) The unit cells
of organic compounds are often large, resulting in
low angle lines (large d-spacings). The accuracy of
d-spacing data tends to decrease as the d-spacing
increases, particularly when the d-spacing value is
higher than 8 Å; 2) The unit cells are often of low sym-
metry resulting in complex powder patterns; 3) Since
organic compounds usually have low mass attenuation
coefficients, the X-rays can penetrate deep into the
specimen leading to large beam transparency errors;
and 4) Finally, organic compounds are especially
prone to preferred orientation (preferred orientation
is discussed in the following section).

Sample Preparation

There are many different methods of sample prep-
aration. Most of the sample holders contain a cavity
into which the powder sample is filled, usually from
the top. However, the side-loading (also referred to
as side-drift) method is considered the best packing
method.[1,38] Unfortunately, many commercial sample
holders do not permit sample filling by this method.
As a result, holders have been specially fabricated for
this purpose.[23] Since organic compounds predomi-
nantly consist of atoms with low atomic numbers,
there will be significant penetration of X-rays. This
can result in peak displacement as well as broadening.
Detailed information on sample preparation is avail-
able in the literature.[4]

When only a very small amount of powder sample is
available, the use of a low-background (also referred to
as zero background) support is advisable. The support
is a quartz or silicon plate cut along a non-diffracting
crystallographic direction, which is then polished.[1]

This results in a very low background and improves
the signal-to-noise ratio and enables XRD patterns to
be obtained with extremely small amounts of sample.

Sources of Error

There are numerous sources of error in XRD. Two of
these are discussed hereafter.

Fig. 15 The XRD patterns of (a) ‘‘as is’’ sodium nafcillin,
(b) frozen solution of sodium nafcillin (40 wt%) annealed at
�4�C for 1 h, and (c) after freeze-drying the annealed system.

The ‘‘as is’’ sodium nafcillin was a monohydrate. Annealing
is believed to result in the crystallization of a higher hydrate
of sodium nafcillin (unknown stoichiometry). The freeze-

dried material was partially crystalline sodium nafcillin hemi-
hydrate. (From Ref.[35].)

Fig. 16 Real time monitoring of the phase changes during
the freeze-drying of sodium nafcillin by in situ XRD. The dis-

appearance of sodium nafcillin hydrate (‘‘Hydrate’’) and the
appearance of sodium nafcillin hemihydrate (‘‘Hemi-
hydrate’’) were simultaneously quantified. The curves were
drawn to assist in visualizing the trends. (From Ref.[36].)
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Preferred Orientation

Reliable and reproducible results can only be obtained
if the sample is prepared carefully. When a sample is
packed in an X-ray holder, the distribution of crystal
orientations can be non-random, and this condition
is referred to as preferred orientation. Jenkins and
Snyder[1] have elegantly illustrated this point in Fig. 17.
Atoms bond together, in a unique manner, to form unit
cells. If the unit cells are grouped so as to have long-
range order, a crystalline material is obtained. In the
absence of long-range order, the material is amorphous
(non-crystalline). A powder sample is composed of

crystallites. When the crystallites in a sample are oriented
in some particular (non-random) manner, they are said
to exhibit preferred orientation.[1] Ideally, random orien-
tation of individual crystallites is desired. It is recognized
that preferred orientation is a commonly encountered
condition in powdered samples.[2]

Grinding the sample and thereby reducing the par-
ticle size can decrease preferred orientation. However,
grinding can cause lattice disorder (decrease in crystal-
linity) and also induce other undesirable transitions,
such as polymorphic transformations. Moreover, when
the particle size is very small, particle size induced peak
broadening can be observed. This effect, observed
when the particle size is <10,000 Å (1 mm), is simply a
consequence of the limited number of planes that are
diffracting X-rays (Fig. 18). The particle (crystallite)
size is related to the X-ray line width according to
the Scherrer Eq. (1). It is important to recognize the
fact that line broadening can be brought about by a
loss in crystallinity as well as a decrease in particle size.
In the pharmaceutical literature, there is a tendency to
automatically attribute line broadening to loss in crys-
tallinity. Such a conclusion, while usually correct, can
be occasionally erroneous.

Measurement of Line Intensity

When measuring intensity, the integrated line intensity
(peak area) and not the maximum intensity (peak
height) must be measured. Variations in lattice strain
and particle size can significantly influence the line
shape, but their effect on the integrated intensity will
generally be minimal.[2]

Other Sources of Error

There are numerous other sources of error that are
particularly relevant while conducting quantitative XRD
studies. These are discussed in detail in the literature.[1–3,6]
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INTRODUCTION

Dispersion systems represent an important class of
pharmaceutical dosage forms such as emulsions, sus-
pensions, microspheres, liposomes, and nanoparticles.
The medium of these systems is mainly aqueous in
nature and the dispersed phase can be either solid
particles or immiscible liquid droplets. Electrical
charges are developed by several mechanisms at the
interface between the dispersed phase and the aqueous
medium.[1] The two most common mechanisms are the
ionization of surface functional groups and the specific
adsorption of ions. These electrical charges play an
important role in determining the interaction between
particles of the dispersed phase and the resultant physi-
cal stability of the systems, particularly for those in the
colloidal size range. For dispersed systems which are
used as drug carriers, i.e., liposomes and microparti-
cles, their in vivo fate and therapeutic efficacy are
both affected by these surface charges. Therefore, the
understanding of this electrical phenomenon becomes
essential in developing these systems.

The presence of these surface charges influences an
uneven distribution of charges (ions) surrounding the
particle and the development of an electrical potential
(or an electrical field) between the surface and the elec-
trically neutral bulk-solution phase of the system. The
surface charge and the counterions in its vicinity give
rise to an electric double layer as shown in Fig. 1.
The double layer is divided into two parts separated
by a plane called the Stern layer which is located at
about a hydrated-ion radius from the surface. Usually,
the number of ions in the Stern layer is smaller than
that needed to achieve neutralization of the surface
charge and the balance of the neutralization occurs
in a Gouy–Chapman layer outside the Stern layer.
The surface potential (c0) and the Stern potential
(cd) are not readily measured experimentally; instead,
the potential between a stationary fluid layer envelop-
ing the particle and the bulk-solution phase can be
determined by measuring the mobility of the particle
in an applied electrical field. The potential between
the tightly bound surface liquid layer (shear plane) of
the particle and the bulk phase of the solution is called

zeta potential (z). It can provide a measure of the net
surface charge on the particle and potential distri-
bution at the interface. Zeta potential serves as an
important parameter in characterizing the electrostatic
interaction between particles in dispersed systems and
the properties of the dispersion as affected by this
electrical phenomenon.

METHOD AND INSTRUMENTATION

Microelectrophoresis

The most common method for determining the zeta-
potential is the microelectrophoretic procedure in
which the movements of individual particles under
the influence of a known electric field are followed
microscopically. The zeta potential can be calculated
from the electrophoretic velocity of the particles using
the Helmholtz–Smoluchowski equation,

Up ¼ VpE ¼ zeZ ð1Þ

where Up is the electrophoretic mobility, Vp is the elec-
trophoretic velocity, E is the electric-field strength,
z is the zeta potential, e is the permittivity, and Z is
the viscosity of the medium.

It is important to realize that the observed electro-
phoretic migration is the sum of two contributions,
one of which is the electro-osmotic flow of the medium
through the cell. The glass of the sample cell generally
bears negative charges, so that a diffuse layer of
cations exists adjacent to them. This sets up an electro-
osmotic flow through the cell (with or without parti-
cles). This flow has its maximum value at the center,
since the layer of fluid adjacent to the walls is station-
ary. The particles tracked at the center of the cell
therefore possess the maximum increment in velocity
because of the electro-osmotic flow. Since there is no
net liquid flow through the closed cell, a back-pressure
builds up which causes fluid flow in the reverse
direction in the core of the cell. In the steady state,
these flows balance, giving rise to a velocity profile as
shown in Fig. 2. Therefore, the tracking of particles
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at a location where the medium experiences no net flow
becomes important in yielding an accurate electro-
phoretic mobility measurement. A velocity profile has
been derived for the liquid contained in a cylindrical
electrophoretic cell. The location with zero liquid flow
is shown to be 14.6% of the cell diameter inside the sur-
face of the capillary. The location of the surface of zero
liquid flow in cells of rectangular cross section has also
been determined. For a cell in which the direction of
migration is relatively long compared to the width of
the cell, the surface with zero liquid flow lies 21.1%
of the cell depth above the bottom and below the top
of the working compartment. Experimentally, particles
tracked at these positions of the sample cell will display
their mobility uncomplicated by the electro-osmotic
effect.

The rate of particle migration can be determined by
measuring with a stopwatch the time required for a
particle to travel between the marks of a calibrated
graticule in the microscope eyepiece. Since many parti-
cles are usually measured in order to get good statisti-
cal results, the measurement of a sample may take
30 min or even longer. As the time of measurement

increases, however, the susceptibility to errors also
increases. For example, a long measurement time will
cause convection currents generated by heating of the
sample, air-bubble formation, settling of particles,
and electrode reactions. These potential errors can be
avoided if the measurement is taken much more
quickly without loss of accuracy. A rotating prism
method employed by the Lazer Zee Meter (Model
50,1 Pen Kem, Inc.), allows the operator to measure
more than 10 particles simultaneously. Data are
thereby attained more rapidly and, consequently, with
fewer time-dependent errors. Fig. 3 shows a diagram of
light paths in the rotating prism method.[2] The micro-
scope is focused on the stationary layer of the cell (with
no fluid flow). Special cylindrical optics compress the
laser beam into an illumination sheet of laser light. A
vertical adjustment is provided to vary the height so
that it coincides with the focal plane of the microscope.
A cube prism inside the microscope causes the viewed
image to translate at a rate proportional to the prism’s
speed of rotation. The applied electric field causes the
particle to move at an electrophoretic velocity pro-
portional to the mobility and the applied voltage.
Adjustment of the potentiometer causes the prism to
rotate at a rate proportional to potentiometer voltage
times applied voltage. When the image velocity caused
by prism rotation is equal and opposite to the mean
electrophoretic velocity, the cloud of particles appears
stationary. The applied voltage is therefore pro-
portional to the mean particle electrophoric mobility.
The mobility value is scaled by an appropriate
constant in the digital meter and the computed zeta
potential is displayed on the 3-digit readout.

In spite of a major improvement gained from the
rotating prism method, there are still serious limita-
tions in the use of microelectrophoresis in determining
zeta potential. First, this technique cannot be applied
to dense dispersions, i.e., the number density of the
particles must be very low. This can sometimes, but
not always, be remedied by filtering the sample and
diluting a small amount of the original dispersion with
a large volume of filtrate. Second, it cannot be applied
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Fig. 3 A diagram of light paths in the rotating prism
method of microelectrophoretic measurement.
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to particles less than about 0.2 mm in diameter because
they are not easily visible in the ultramicrosope,
though the particle-size range may be extended by
adsorbing the colloidal particles (i.e., protein mole-
cules) on suitable carrier particles. An additional and
unresolvable problem with very small particles is the
blurring effect imparted by Brownian motion. Further-
more, the microelectrophoretic technique cannot be
used to determine mobility distributions or to separate
mutlimodal mobility distributions.

Electrophoretic Light-Scattering[3–5]

Electrophoretic light-scattering is a technique which
determines the electrophoretic velocities by measuring
the Doppler shifts of scattered laser light. The electro-
phoretic mobility can be expressed by

Up ¼ Dnl0=2nE sinðy=2Þ ð2Þ

where Up is electrophoretic mobility, Dn is the Doppler
frequency shift, l0 is the wavelength of the laser in a
vacuum, n is the index of refraction of the medium,
E is the electric field applied, and y is the scattering
angle. Since a He–Ne laser light has a frequency of
about 6.0 � 1014, a direct measurement of frequency
shifts ranging from zero to several hundred Hz may
be problematic because of the difficulty in measuring
a small difference between large quantities. However,
this can be overcome by using the principle of hetero-
dyning, which measures the difference in frequency
resulting from a reference beam and the Doppler-
shifted beam.

When the Brownian motion of the particles is negli-
gible, the power spectrum which is generated by the
autocorrelation function of the scattered light has a
very narrow peak. However, the actual spectral
peak has considerable line width attributable to the
Brownian motion of the particles and a distribution
of electrophoretic mobilities. The separation of these
two sources of spectral-peak broadening is critical
because, without such a separation, a measurement
of electrophoretic mobility at a single angle provides
information only about the peak position (Doppler
shift). The shape of the peak (Doppler broadening),
being attributable to either of the two effects, cannot
be interpreted with a single-angle measurement. Simul-
taneous multiple-angle measurements allow peak
shapes to be analyzed to give accurate measurement
of the electrophoretic mobility and the subsequent
determination of zeta potential according to the
Helmholtz–Smoluchowski equation [Eq. (1)].

The DELSA 440 (Coulter Scientific Instruments) is
a laser-scattering particle electrophoretic analyzer that
measures the electrophoretic mobility distribution and

zeta-potential distribution.[6] This instrument provides
simultaneous measurements of line widths at four
different angles so that the motion of the particle can
be decomposed with high resolution into components
caused by electrophoretic and diffusional motions.
Therefore, particle sizing can also be carried out by
the same instrument simultaneously with electrophore-
tic mobility determinations. Fig. 4 presents a schematic
diagram of the DELSA 440 system. Other commer-
cially available electrophoretic analyzers using the
laser light-scattering principles are the Zetasizer 3
(Malvern Instruments), ZetaPlus (Brookhaven Instru-
ments), System 3000 (PenKem, Inc.), and NICOMP
380/ZLS (Particle Sizing Systems).

Electrokinetic Sonic Analysis[3,6,7]

When a colloidal dispersion is subject to ultrasonic
waves, a density difference between the dispersed phase
and the continuous phase will cause relative motion
between the particles and the surrounding fluid. This
relative motion means that there will be a periodic
interchange of the charged particle surface and the
oppositely charged counter-ions in the electric double
layer. This interchange results in the development of
an alternating dipole at the frequency of the applied
ultrasound wave. This effect is termed the ultrasound
vibration potential (UVP). The UVP effect in colloids
is also referred to as the colloid vibration potential
or CVP. An effect opposite that of CVP is generated,
when an alternating electric field is applied to a
colloidal dispersion, creating an acoustic wave which,
by means of a piezoelectric device, may be transduced
into an alternating potential of a certain amplitude,
depending on the dispersion and the electric double-
layer properties. This is called the electrokinetic sonic
amplitude (ESA). These two phenomena are both
known as electro-acoustic effects. The magnitude of
these effects is directly proportional to the electro-
phoretic mobility of the particles. The mobility determ-
ined by either electro-acoustic effect is the dynamic or
AC mobility of the particle.

The dynamic mobility which is determined by the
electro-acoustic effects differs from the low-frequency
or DC mobility that is determined by electrophoresis
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Fig. 4 A schematic diagram of the DELSA 440 system.
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because of the effects of particle inertia which cause
particle velocities in an alternate field to become out
of phase with the applied field. The higher the
frequency, the greater is the phase lag between the par-
ticle and the applied field. Dynamic mobility (Ud) is a
function of frequency, particle size, particle density,
and particle zeta potential. These inertial effects arise
in both ESA and CVP measurements. In the case of
spherical particles with thin double layers and low zeta
potential, the equation below can be applied:

Ud ¼ ðez=ZÞGðaÞ ð3Þ

where G(a) is the inertial term. The formula for
dynamic mobility is identical to the well-known
Helmholtz–Smoluchowski equation [Eq. (1)] for DC
electrophoretic mobility except for the G(a) term.

A linear relationship exists between the ESA or
CVP amplitude and the volume fraction of the sus-
pended particles. At relatively high-volume fractions,
hydrodynamic and electric double-layer interactions
lead to a non-linear dependence of these two effects
on volume fraction. Generally, non-linear behavior
can be expected when the electric double-layer thick-
ness is comparable to the interparticle spacing. In most
aqueous systems, where the electric double layer is
thin relative to the particle radius, the electro-acoustic
signal will remain linear with respect to volume frac-
tion up to 10% by volume. At volume-fractions that
are even higher, particle-particle interactions lead to
a reduction in the dynamic mobility.

The commercial systems for zeta-potential determi-
nation using these electro-acoustic effects are typified
by the AcoustoSizer 8000 (Matek Applied Sciences)
consisting of five main components (Fig. 5). The
synthesizer produces a continuous sinusoidal voltage
which feeds into the gated amplifier. This creates a
sinusoidal voltage pulse across the cell which contains
the dispersion. The resulting ESA sound waves are

converted by a pressure transducer in the cell to an
electrical signal, which then passes to the signal proces-
sing electronics. The electronics extract the amplitude
and the phase of the ESA signal, storing them in the
computer housed in the AcoustoSizer.

A schematic diagram of the cell is shown in Fig. 6.
The dispersion is located in the region between the pair
of electrodes. The pulse from the gated amplifier is
applied across these electrodes, generating the ESA
sound waves. Voltage pulses rather than continuous
sinusoids are applied to avoid interference by the
sound wave emanating from the electrodes. The use
of pulsed signals also avoids electrical heating of the
suspension and the complications of multiple reflec-
tions of the waves at the electrodes and at the ends
of the rods. The voltage pulse produced by the sound
wave in the transducer on the right passes into the
signal-processing electronics, which measures the
amplitude and phase of the sinusoidal component of
the pulse. These data are passed to the computer where
it is stored for subsequent processing.

Since the ESA signal depends on particle motion
and also on the acoustic property of the dispersion,
the determination of particle motion from the ESA sig-
nal requires knowledge of the acoustic impedance of
the dispersion. This parameter is measured using sen-
sors associated with the rod on the left immediately
after each ESA measurement. The signals from these
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Fig. 5 An AcoustoSizer signal processing block diagram.
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two rods are stored in the computer and are subse-
quently converted to a particle-velocity spectrum, and
from that the zeta potential and size information is
determined. The AcoustoPhor 8000 (PenKem, Inc.) is
another example of a commercial system which deter-
mines zeta potential and the particle size of dispersions
using these electro-acoustic effects.

APPLICATIONS

The practical significance of zeta-potential measure-
ment lies in the fact that strong empirical correlation
exists between the measured zeta potential of the sys-
tem and the properties of the system which are the
manifestation of the electrostatic interfacial phenom-
enon. Since the measurement of zeta potential can be
conveniently performed, it becomes an ideal parameter
for use in routine testing. Zeta-potential control has
been successfully applied to various technical fields
involving colloidal and non-colloidal systems.

Colloid Stability[3,8,9]

The physical stability of a colloidal system is determ-
ined by the balance between the repulsive and attract-
ive forces which is described quantitatively by the
Deryaguin–Landau–Verwey–Overbeek (DLVO) theory.
The electrostatic repulsive force is dependent on the
degree of double-layer overlap and the attractive force
is provided by the van der Waals interaction; the magni-
tude of both are a function of the separation between the
particles. It has long been realized that the zeta potential
is a good indicator of the magnitude of the repulsive
interaction between colloidal particles. Measurement of
zeta potential has therefore been commonly used to
assess the stability of colloidal systems.

Electrostatic repulsive energy, VR, at a given inter-
particle distance is the work which must be performed
to bring the particles to a specific point. Using the
Debye–Huckel low-potential approximation and
assuming equal spheres, VR can be described by

VR ¼ 2peacd
2 lnð1 þ exp½�kH�Þ ð4Þ

where a is the particle radius, H is the distance of sep-
aration between the two particles, and k is the Debye
parameter. The magnitude of VR decreases in an
approximately exponential fashion with increasing H
and that its range decreases by increasing k (i.e., by
increasing electrolyte concentration and/or counter-
ion charge number). VR can be also influenced by other
specific factors. Counter-ion adsorption in the Stern
layer may cause a reversal of charge, so that VR will
be zero at the reversal-of-charge concentration and will

be positive (repulsion) at both below and above this
concentration.

The attractive-force component between particles
in a colloidal system is developed by summation of
the London dispersion forces between all atom pairs
in the particles. Neglecting retardation effects, the
expression for the attractive energy VA between two
particles of radius a at a distance of separation H0,
for a � H0, is

VA ¼ A; a12H0 ð5Þ

where A is the effective Hamaker constant describing
the attraction between the particles and the dispersion
medium. It is apparent that VA decreases as an inverse
power of the distance between the particles.

According to DLVO theory, the total energy of
interaction between colloidal particles is given by the
sum of the attraction (VA) and repulsion (VR) energies:

VT ¼ VR þ VA ð6Þ

Fig. 7A shows the total interaction energy curve for a
colloidal system. At very close distances between the
particles, the Born repulsion between adjoining elec-
tron clouds predominates, and the net interaction is
repulsion. However, at slightly greater distances, the
van der Waals attraction predominates over the elec-
trostatic repulsion, and the net interaction is strong
attraction as shown by the deep potential energy mini-
mum VP. At even greater distances, the net interaction
is moderate attraction (a shallow secondary minimum
VS) because with increasing distance between two par-
ticles, electrostatic repulsion weakens more rapidly
than the van der Waals attraction energy. At inter-
mediate distances, the electrostatic repulsion predomi-
nates and the net interaction becomes repulsion, with
an energy barrier, Vm.

The attraction energy arising from van der Waals
forces does not vary significantly with changes in the
surface potential and electric double-layer properties
of the colloidal particles. By contrast, changes in these
two parameters have significant impact on the repul-
sion energy component of the total interaction energy.
Therefore, at greater distances, a further increase in
electrostatic repulsion will result in a total repulsive
net interaction curve without the secondary minimum
(Fig. 7B). However, as the repulsive component of
the interaction energy diminishes (i.e., the electrolyte
concentration increases), the interaction curve becomes
totally attractive and rapid coagulation (controlled by
particle-diffusion rate) of the colloidal particles takes
place (Fig. 7C).

An empirical relationship was developed between
the zeta potential and the coagulation behavior of a
variety of systems. Deryaguin shows that a rapid
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decrease in stability can be expected when the follow-
ing conditions are met.[3]

4pex2=kA ð7Þ

For a given system, A and e are fixed; therefore,
varying the electrolyte (in type and concentration)
should produce instability at a particular value of
x2/k. The validity of using zeta potential in describing
the coagulation process should come as no surprise
because it characterizes the potential of the diffuse part
of the electric double layer which is involved in double-
layer overlap and which plays an important role in the
coagulation process. When the zeta potential is suffi-
ciently high to produce a potential barrier opposing
coagulation, the rate of coagulation is slowed by a
factor W, called the stability ratio, defined as the ratio
of the total number of particle collisions to the number
of collisions forming permanent doublets. Wiese and
Healy reported an excellent correlation between the
theoretical values for W (calculated from the zeta
potential) and the experimental values for TiO2 and
Al2O3 sols as a function of pH (Fig. 8) and electrolyte
(KNO3) concentration.[10] Rapid coagulation, whether
induced by pH or KNO3 concentration changes,
occurs at a value of jzj � 14 � 4 mV, corresponding
to z2/k ¼ 6 � 10�4 (mV)2 cm.

Pharmaceutical Systems

Most of the pharmaceutical dispersions can be classi-
fied as colloidal systems, although this depends upon

the size of their dispersed phase. Therefore, in general,
the theoretical and empirical relationships between
zeta potential and colloid stability are applicable to
the physical stability of these pharmaceutical systems.
However, the practical aspects of applying zeta poten-
tial to these systems may vary because of differences
in the chemical composition and physical state of their
dispersed and continuous phases. In addition, the prac-
tical significance of zeta-potential measurement may be
different for products which differ in their clinical
requirements such as route of administration and
consequent in vivo disposition.

Emulsions

Emulsions have been widely used as vehicles for oral,
topical, and parenteral delivery of medications.
Although the product attributes of an emulsion dosage
form are dependent on the route of administration, a
common concern is the physical stability of the system,
in particular the coalescence of its dispersed phase
and the consequent alteration in its particle-size
distribution and phase separation. The stabilization
mechanism(s) for an emulsion is mainly dependent
on the chemical composition of the surfactant used.
Electrostatic stabilization as described by DLVO
theory plays an important role in emulsions (O/W)
containing ionic surfactants.[11] For O/W emulsions
with low electrolyte content in the aqueous phase,
a zeta potential of 30 mV is found to be sufficient to
establish an energy maximum (energy barrier) to
ensure emulsion stability.[11] For emulsions containing
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non-ionic surfactants (polymers), the principal stabili-
zation mechanism is the repulsion between the
adsorbed polymer chains on the surface of the oil
globules called steric stabilization.[11] In such a case,
zeta-potential measurement may have limited values
with respect to emulsion stability.

In the past, injectable emulsions were administered
intravenously to provide patients with vegetable oils
as a major energy source in nutrition therapy.[12] In
recent years, injectable emulsions have been found to
be very effective vehicles for the parenteral delivery
of water-insoluble drugs.[13] Because of toxicological
considerations, surfactants which are used in the for-
mulation of injectable emulsions have been largely
limited to mixtures of phospholipids which are either
derived from egg (egg yolk lecithin) or soybean (soy-
bean lecithin). The majority of the phospholipids
(80–90%) are phosphatidylcholine (PC) and phosphati-
dylethanolamine (PE), which are uncharged at physio-
logical pH. But the presence of small quantities (2–5%)
of acidic components, largely phosphatidylserin (PS)
and phosphatidylglycerol (PG), which are ionized at
pH 7, confers a surface charge of approximately �40
to �50 mV on the emulsion particles.[14] Therefore,
the stability of these emulsions is mainly attributable
to electrostatic stabilization. Any factors which alter

the surface potential are likely to have an impact on
overall emulsion stability. The physical instability of
an injectable emulsion as manifested by an increase
in particle size (>5 mm) will result in serious clinical
consequences such as formation of pulmonary
emboli.[15] Therefore, the extent of electrostatic stabili-
zation of an injectable emulsion as measured by its zeta
potential has been an important parameter in the char-
acterizing and monitoring of its physical stability.

A relative wealth of information relating to the
application of zeta potential to injectable emulsions
has been documented with respect to the use of total
nutrient admixtures (TNA).[16] Total nutrient admix-
tures are prepared by mixing the lipid emulsion with
other components (i.e., dextrose, amino acids, and elec-
trolytes) in a single container prior to administration.
Depending on composition, the mixtures vary widely
in their stability and may show clinically unacceptable
coalescence after different periods of storage time.

When the electrostatic stabilization of the emulsion
is considered, the electrolytes (monovalent and
divalent) added to the mixture are the major destabiliz-
ing species. The zeta potential of the emulsion particles
is a function of the concentration and type of electro-
lytes present. Two types of emulsion particle-electro-
lyte (ions) interaction are proposed: non-specific and
specific adsorption.[16] In non-specific adsorption the
ions are bound to the emulsion particle only by electri-
cal double-layer interactions with the charged surface.
As the electrolyte concentration is increased, the zeta
potential asymptotes to zero. As the electrostatic
repulsion decreases, a point can be found where the
attractive van der Waals force is equal to the repulsive
electrostatic force and flocculation of the emulsion
occurs (Fig. 9A). This point is called the critical floccu-
lation concentration (CFC).

DLVO theory predicts that the CFC should vary
inversely with the sixth power of the ion charge. The
application of CFC alone fails to correlate the TNA
stability with electrolytes in the mixtures. This is
because divalent ions (calcium and magnesium)
adsorbed specifically on the emulsion particles through
their complexation with the negatively charged acidic
phospholipids. Fig. 9B demonstrates the relationship
between the concentration of a specifically adsorbed
ion and the zeta potential and flocculation rate of an
injectable emulsion. The increase in electrolyte concen-
tration causes the particle charge to pass through zero;
this is referred to as the point of zero charge (PZC).
At this point the flocculation rate is at maximum; a
further increase in electrolyte concentration causes a
surface-charge reversal of the particles and increases
in zeta potential (opposite sign) as well as a decrease
of the flocculation rate from its maximum value.

The effect of pH on the stability of an injectable
emulsion was also followed by measuring its zeta
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Fig. 8 Comparison of theoretical and experimental stability
ratios for TiO2 (0.05 g/L) and Al2O3 (0.15 g/L) colloids in
10�4 M KNO3.
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potential (Fig. 10). At pH 7 the ionization of PS and
PG imparts a surface negative charge (�30 to
�50 mV) to the emulsion particles. As the pH is
reduced, this ionization is suppressed until the charge
is zero at a pH of 3.2. Further decreases in pH cause
the protonation of the phospholipid and a positive
surface charge (positive zeta potential). Significant
progress has been made in relating the electrokinetic
properties of phospholipid-stabilized emulsions to their
instability when influenced by other TNA ingredi-
ents.[17,18] Washington and his coworkers have attempted
to develop a model to predict emulsion stability in TNAs

using DLVO-based methods in the measurement of the
zeta potential of the system.[19]

Suspensions

Pharmaceutical suspensions are dispersions of solid
particles in a suspending medium or vehicle (usually
aqueous in nature). When the suspended solids are less
than 1 mm, the system is referred to as a colloidal sus-
pension. When the particle sizes are greater than about
1 mm, the system is called a coarse suspension. The
practical upper limit for particles in a coarse suspen-
sion is approximately 50–75 mm. Depending on the
affinity or interaction between the dispersed phase
and the dispersion medium, a colloidal dispersion can
be classified as lyophilic (hydrophilic) or lyophobic
(hydrophobic).[20]

The dispersion of hydrophilic particulate solids in
water occurs spontaneously and gives rise to a thermo-
dynamically stable system such as colloidal silicone
dioxide or microcrystalline cellulose. Hydrophobic
solids are not easily wetted and are not dispersed
spontaneously in water as sulfur, clays, and most
non-polar organic compounds. The van der Waals
attractive forces between particles cause them to
aggregate, since the solvation forces which promote
dispersal in water are weak. Therefore, aqueous disper-
sions of hydrophobic solids can only be stabilized kine-
tically to resist flocculation and coagulation, which can
be defined by referring to the total interaction energy
curve (Fig. 7). Flocculation indicates the association
of particles in the secondary minimum and coagulation
is the aggregation of particles in the primary minimum.
Since the attractive forces between particles in a

2
–60

–40

–30

0

20
Zeta/mV

pH
4 6 8 10

Fig. 10 Zeta potential of a parenteral emulsion as a function
of pH.

Zeta Potential

Flocculation Rate

Electrolyte Concn.

Electrolyte Concn.

C.F.C

C.F.C

Zeta Potential

Flocculation Rate

Electrolyte Concn.

Electrolyte Concn.

+
0
–

+
0
–

A B

Fig. 9 Zeta potential and flocculation rate of a parenteral emulsion in the presence of a non-specifically adsorbing electrolyte (A)
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flocculated system are relatively week, they can be
redispersed and the process is reversible. In contrast,
coagulation is irreversible as attractive forces operating
between particles in the primary minimum are difficult
to overcome.

When electrostatic repulsion is predominant
between particles in a suspension, it is called a defloc-
culated system. For particles with a diameter of
2–5 mm, Brownian movement counteracts sedimen-
tation to a measurable extent at room temperature
by keeping the dispersed particles in random motion.
This results in a system which is physically stable with
respect to sedimentation and flocculation.[20] However,
in a deflocculated suspension consisting of larger parti-
cles (coarse), gravitational force counteracts Brownian
movement and sedimentation occurs.[21] At the bottom
of the container, a compact sediment with strong
attractive forces between the particles is formed and
it cannot be easily redispersed. This phenomenon is
referred to as caking. The prevention of caking has
been one of the main objectives in preparing stable
coarse suspensions.[21,22] Although flocculation is
referred to as a physical instability of colloids, floccu-
lated suspensions are pharmaceutically acceptable
since they are non-caking. In a flocculated suspension,
particles attract each other (at the secondary mini-
mum) loosely to form flocs which tend to settle
together, creating a distinct boundary between the
sediment and the supernatant. Particles in flocs are
thereby easily redispersed after settling.

Controlled flocculation is a process by which floccu-
lation of particles in a suspension is purposely pro-
duced by adding flocculating agents. One of the most
effective methods of achieving controlled flocculation
is to reduce the electrostatic repulsive forces between
particles.[21,22] Electrolytes have been shown to be
effective flocculating agents. Zeta-potential measure-
ment has been a valuable tool in monitoring and
evaluating the influence of various electrolytes on the
flocculation phenomena in coarse suspensions.[23] Sedi-
mentation volume F, which is the ratio of the volume
of sediment to the original volume of the suspension,
is a useful parameter in measuring the extent of floccu-
lation of the suspension. An excellent correlation
between the zeta potential, sedimentation volume, and
caking was found for a series of bismuth subnitrate
suspensions containing various concentrations of
potassium phosphate monobasic (Fig. 11).[24] The
addition of potassium phosphate monobasic causes a
decrease in the zeta potential of the suspension because
of partial neutralization of the positive surface charge
on the bismuth subnitrate particles. With the decrease
in the zeta potential (positive), the suspension becomes
flocculated and non-caking, accompanied by an increase
in the sedimentation volume. The continued addition of
electrolyte causes the zeta potential to fall to zero and

then increases in a negative direction. The suspension
remains flocculated until the zeta potential becomes
sufficiently negative to effect deflocculation of the sys-
tem, which is shown by a decrease in the sedimentation
volume and an increase in caking tendency.

Zeta potential has also found an application in
relating the surface-charge characteristics of a suspen-
sion to properties other than physical stability. Heyd
and Dhabhar improved the fluidity of concentrated
antacid suspensions by adding a colloidal polyelectro-
lyte (carrageenan sodium) which is called a fluidizing
agent.[25] As the concentration of the fluidizing agent
increases, the zeta potential of the suspension changes
from positive to negative, accompanied by a reduction
in viscosity of the suspension. The mechanism for this
viscosity-thinning phenomenon is believed to be the
selective adsorption of the negatively charged fluidizing
agent onto the positively charged antacid particles. This
imparts an electronegative charge (as measured by the
zeta potential) onto the antacid particles, decreasing
the demand for water.

In the literature, the reported use of zeta potential
measurement for non-aqueous suspensions is relatively
infrequent because non-aqueous suspensions only rep-
resent a small percentage of all medicated suspensions.
Su and others evaluated the flocculation–deflocculation
behavior of cefazolin sodium in non-aqueous media
and the effect of surfactants as measured by zeta
potential along with sedimentation and porosity mea-
surements.[26] A significant difference in zeta potential
was observed when the particles were dispersed in
peanut oil and ethyl oleate. The addition of lecithin
reduced the zeta potential of cefazolin sodium, result-
ing in a deflocculated state accompanied by a decrease
in sedimentation volume. The effect of surfactant
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excipient on the zeta potential of salbutamol in tri-
chlorofluoroethane (P113) for metered-dose inhalation
was determined.[27] Although the zeta potential of the
particles is decreased (more negative) by the addition
of oleic acid, the overall zeta potential is too low to
be effective in providing the system with adequate elec-
trostatic stabilization, particularly in media with a low
dielectric constant (organic solvents).

Microparticulate drug-delivery systems, including
microspheres and nanoparticles, are suspensions when
they are administrated in a liquid medium. Micro-
spheres are solid particles containing dispersed drug
in either solution or microcrystalline form and range
in size from 1 to 1000 mm. Although most microspheres
are outside the conventional colloidal size range, in
pharmaceutical literature microspheres with sizes up
to approximately 15 mm are still considered as colloidal
delivery systems. Nanoparticles are similar to micro-
spheres but have particle sizes in the range of 0.01–
1mm; therefore, they form colloidal suspensions when
dispersed in a liquid medium.[28] Zeta-potential measure-
ment is an important surface-characterization technique
which provides information regarding the surface charge
of these microparticulate systems. The effect of surface
charge (zeta potential) on the physical stability of
these systems (i.e., aggregation) can be predicted using
the DLVO theory, although steric stabilization plays
an important role in systems with surface-adsorbed
macromolecules.

When the microparticles are administered intra-
venously, surface change is an important parameter
affecting the interaction between the microparticles
and other biological components of the body and their
subsequent in vivo distribution and disposition.[29]

Tabata and Ikada reported that phagocytosis of poly-
mer microspeheres by macrophages is enhanced as the
absolute value of zeta potential increases for both the
negatively charged and the positively charged surfaces,
while the lowest phagocytosis is shown for the surface
with a zeta potential of zero.[30] The uptake of charged
serum components by nanoparticles (opsonization) in
blood is considered to be the first step leading to
phagocytosis by liver and spleen macrophages. Muller
and his coworkers determined the increase in zeta
potential of non-particles in serum as a measure of
the extent of opsonization and used this as selection
criteria for i.v. drug carriers avoiding liver/spleen
uptake.[31]

Liposomes

Liposomes are phospholipid-based vesicles which have
been studied as delivery systems to target drugs to spe-
cific sites in the body.[32–34] The surface of a liposome
can be neutral or negatively or positively charged,
depending on the composition of lipids used. For

charged liposomes, their surface potential is a critical
factor affecting their physical stability and in vivo
performance. Instead of their surface potential, zeta-
potential measurement is frequently used in the investi-
gation of the behavior of liposomes as influenced by
their surface charge. Liposomes in aqueous dispersions
have a tendency to aggregate and subsequently fuse on
storage. This physical instability potentially limits their
application as dosage forms.

Crommelin incorporated charge-inducing compo-
nents in liposome bilayers to produce electrostatic
repulsion between liposomes, thus increasing the shelf
life of the dispersion.[35] He investigated the effect of
including stearylamine or phosphatidylserin on the zeta
potential of phosphatidylcholine-cholesterol–containing
liposomes. A correlation between the aggregation stabil-
ity of negatively charged liposomes and the increments
in the surface-charge density at both low and high ionic
strength was established, whereas the positive liposome
dispersions were found to be unstable.

Carrion and his coworkers investigated the effect of
incorporating phosphatidic acid on the zeta potential
and aggregation of large unilamellar vesicle liposomes
of phosphatidylcholine in the presence of neutral elec-
trolytes.[36] Their results show that increasing concen-
trations of phosphatidic acid in lipid bilayers resulted
in high zeta potential and enhanced physical stability
of the liposomes. The destabilizing effect of divalent
cations (i.e., calcium ions) on charged liposomes has
been well documented and is attributable to the
reduced surface potential of the liposomes as the result
of cation binding.[37–39]

The effect of calcium ions on the aggregation behav-
iors of neutral liposomes composed of egg phos-
phatidylcholine and dipalmitoylphosphatidylcholine
was investigated by Mosharraf and coworkers.[40] Both
systems displayed a high negative zeta potential in
deionized water, probably the result of adsorption of
hydroxyl ions. A reasonable correlation was found
in fboth cases between particle-size increase and zeta
potential decrease of the system, suggesting that the
mechanism by which the aggregation takes place is
related to the surface-charge characteristics. Although
it has long been established that liposomes composed
of neutral phospholipids acquire negative surface
charge via anion adsorption, Makino and his group
in Japan found that neutral liposomes exhibit negative
zeta potential in buffer solution containing no chloride
ion.[41] They also reported that changes in the ionic
strength and temperature causes the zeta potential of
neutral liposomes to reverse sign. They proposed that
the reversal of zeta potential is triggered by changes
in the direction of the dipole connecting the negative
charge of the phosphatidyl group and the positive
charge of the choline group consisting the head group
of a lipid molecule.
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The study of the effect of drug-loading on the zeta
potential of liposomes provides information regarding
the drug-liposome interaction. Lawrence and others
reported that the loading of polymyxin B, a polycatio-
nic antibiotic in negatively charged liposomes, results
in the decrease of zeta potential, indicating electrostatic
attraction between the positive drug and the negative
lipid bilayer.[42] That the highest drug-loading is found
in negatively charged liposomes in comparison to
positively charged and neutral liposomes further sup-
ports this electrostatic drug-liposome interaction.
Beschiaschvili and Seelig investigated the binding of
a cyclic somatostatin analogue, a positively charged
peptide, to negatively charged mutilamellar lipo-
somes.[43] From the binding isotherm and the zeta-
potential measurement, they were able to describe a
partition equilibrium between the peptide and the
negatively charged membrane with a surface-partition
constant. They concluded that most of the peptide
molecules are embedded in the headgroup region with
little penetration into the lipid core.

The measurement of the zeta potential of liposomes
provides valuable information relating to their in vivo
performance because, in addition to size, the surface
charge of liposomes is an important determinant of
their clearance from the general circulation and their
tissue disposition after parenteral administration.
Large multilamellar liposomes are cleared from the cir-
culation much more rapidly than small unilamellar
liposomes. Among small unilamellar liposomes, how-
ever, those with a negative surface charge are cleared
rapidly, but positively charged or uncharged liposomes
remain in the circulation for longer periods.[44]

Rahman and his coworkers compared the pharmaco-
logical and therapeutic effects of adriamycin entrapped
in positively charged and negatively charged liposomes
in rats.[45] They found that less cardiotoxicity was
associated with the drug entrapped in the positively
charged liposomes which exhibited lower in vivo
uptake by cardiac tissue. When liposomes are
employed to target drugs to lymph nodes, their surface
charge has been shown to affect their lymphatic uptake
from subcutaneous and intraperitonial injection
sites.[46] Patel showed that negatively charged lipo-
somes yield the highest localization in the lymph nodes,
followed by positively charged and neutral ones. The
drainage of negatively charged liposomes has also
shown to be faster than that of positive liposomes after
intraperitoneal administration.[47]

CONCLUSIONS

Zeta-potential measurement has long been recognized
as an excellent tool for characterizing colloidal sys-
tems. Its practical significance stems from the fact that

it allows the quantitation of the electrostatic repulsion
between particles, which is one of the most important
forces governing the behavior and physical stability
of colloidal systems. In recent years, the concept
of zeta potential has been applied to areas beyond
classical colloidal sciences and industrial processes.
Pharmaceutical sciences are the new fields to which
the application of zeta potential has been extended.
The expanding role of zeta potential in these fields is
attributable to the advance in modern instrumentation
of zeta potential measurement, the rapid development
of colloidal drug-delivery systems, and the emphasis
on interdisciplinary basic research. While good corre-
lation has been demonstrated for zeta potential and
in vitro properties of colloidal drug-carrier systems,
the understanding of the impact of zeta potential in
organ distribution and in vivo clearance of these sys-
tems has been the focus of additional research efforts.

ARTICLE OF FURTHER INTEREST

Microsphere Technology and Applications, p. 2328.
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Absorption spectroscopy, in chemical

component quantitation, 3471

Absorptive cell basolateral membrane, 2715

Acacia

gum, 994–995

suspending agents, 1624

Accelerators, sulfur-cure, 1467

Acceptable daily intake (ADI), 1588

Accreditation and certification standards

for developing and programming, 2167

for testing and calibration laboratories,

2167

validation requirements, 2167

Accreditation program, objectives of, 125

Accudep� technology, 999

AcDiSol�, 2010, 3555, 3557, 3566

compression pressure disintegration,

3358–3359

Acellular hemoglobin solution, infusion of,

372

Acellular perussis, 4101

Acetaminophen, 943, 1385, 2416, 3438

active ingredients, 4106

atomic force microscopy (AFM)

images of, 40

capsule, 3073

cocrystals, 618

etching pattern of, 40

hepatotoxicity, 319

isothermal antisolvent crystallization of,

867

liver toxicity by, 2426

release, 2019

solid dispersion of, 779

sustained-release tablets, 1235

Acetaminophen tablet

extragranular crospovidone in, 3564

manufacture on roller compaction, 2409

Acetate-shikimate biosynthesis, 237

Acetic acid preparations

antibacterial activity, 2477

antifungal activity, 2477

in external ear, 2478

Acetohexamide dispersion, by spray–drying

process, 775

Acetonitrile, 303

Acetylation, 319

Acetylcholine

biosensors, 2030

iontophoresis of, 3822

pharmacophoric conformations of, 2149

Acetylcholinesterase, 2030
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Acetyl coenzyme A, 231

catalysis in cytosolic N-acetyltransferases,

319

Acetylcysteine, in acetaminophen toxicity

treatment, 3942

Acetylethyl tetramethyltetralin, restriction in

cosmetics, 801

Acetyl-L-carnitine

in Alzheimer’s disease treatment by, 2440

side effects, 2440

Acetylsulfonamides, water-soluble, 319

Acetyltributyl citrate (ATBC), 2008

Acetyltryptophan, 4002

Achiral molecules, 453

Achiral racemic mixture, 451

Achlorhydric patients, 2871

Acid–base equilibria, neutralization

titrations, 3754

Acid–base indicators, neutralization

titration, 3755

Acid chloride, hydrolytic reactivity of, 2043

Acidic digestive fluids, 2664

Acidic drugs

dissolution of, 3181

salts solubility of, 3180

sodium salts of, 3177–3178

Acidic endosomes, in hydrolysis, 1331

Acidic functional groups, dissociation of,

3390

Acidic preservatives, 2226

Acidity, 22

food digestion, 22

hydrochloric acid secretion, 22

Acid-labile enzyme, delivery of, 296

Acid-labile hydrazone linkage, 1139

Acid phosphatase, 1341

Acid-resistant coating, 941

Acid secretion, physiological response of,

2872

Acidulated phosphate-fluoride products,

895

Acne medications, sulfur in, 548

Acousto-optical tunable filters, 3375

AcoustoSizer 8000 system

components, 4120

gated amplifier, 4120

determination

particle size dispersions, 4121

zeta-potential, 4120

signal processing, 4120

Acquired immune deficiency syndrome

(AIDS), 281, 2105

excipients as process, 1613

recognition, 1355

treatment drugs, 2473

Acridine orange (AO)

base pair in, 931

interaction with DNA,

Acromegaly, Sandostatin LAR� in

treatment of, 178

Acrylamide, 2025

emulsion polymerization of, 1183

Acrylamide-based composite hydrogel

dressing, 1030

Acrylic acid (AA), 2025

polymers, 768

synthetic, 1611

Acrylic adhesive, 2927

Acrylic alkyl esters, copolymer of, 2927

Acrylic copolymers, lipophilicity of, 2930

Acrylic microspheres, controlled release of,

2409

Acrylic oil–gel adhesive, 2928

Acrylonitrile rubber, 2275

Acryloyl-polyethylene glycol–RGDS, 2030

Actinometry, 2863

Actinomyces pyogenes, 2476

mastitis by, 3958

Actisite�, 903

Activated clotting enzyme, 3059

Activated-modulated drug delivery systems

biochemical classification, 1090

biochemical-activated, 1090

enzyme-activated, 1090

chemical classification

hydrolysis-activated, 1090

ion-activated, 1090

pH-activated, 1090

physical classification

hydration-activated, 1090

hydrodynamic pressure-activated,

1090

iontophoresis-activated, 1090

magnetics-activated, 1090

mechanical force-activated, 1090

osmotic pressure-activated, 1090

sonophoresis-activated, 1090

vapor pressure-activated, 1090

Activator protein 1 (AP-1), 2444

Active ingredient, properties of, 1618

Active ingredients and excipients,

segregation, 3765

Active pharmaceutical ingredient (API)

aspect ratio, 2340

ball milling, 2343

bioavailability of, 2339

characteristics, 1835

compressive force, 2349

concentrations of, 1834

crystallization, 2339

degree of reproducibility, 2340

dissolution rate, 2339

dry milling techniques, 2341

and excipients, 3304

and finished drug products, 3939

impact force, 1837, 2349

ISO quality standards, 3940

parameters, 3939

primary processes, 3939

manufacture of, 2339, 3068, 3938

for medicinal purposes, 3939

milling process

disadvantages of, 2341

equipments for, 2340

equipment design, 2349

multimodal distributions, 2340

particle density, 2340

needle-shaped, 2340

[Active pharmaceutical ingredient (API)]

non-toxic impurities, 3940

objective, 3935

preapproval inspection, 3935

process optimization, 3935

process qualification, 3935

particle morphology, 2340

particle size distribution, 2340

particle size of, 2339

particle surface properties, 2348

physical characteristics, 2339, 3939–3940

preformulation studies with, 3930, 3932

propensity of, 632

raw materials in, 2502

slurry milling of, 2342

solubility of a binary cocrystal of, 621

stability of, 3306

stabilizing, 1835

stage-I product design, 3932

steps in, 3933

stage-II process development

fractional factorial design for, 3935

parameters, 3934

pilot laboratory, 3933

process characterization, 3933

product optimization in, 3933

stage-III pilot-production batch stage,

3935

clinical use, 3935

stage-IV formal process validation

program, 3935

change control, 3936

dosage form categories, 3936

levels, 3936

objective, 3935

SUPAC (scale-up post approval change)

program, 3936

three-batch, 3936

stereochemical configuration, 3939

surface area, 2339

wet (slurry) techniques, 2341

Active powder drugs, 2974

Active systemic anaphylaxis test (ACA), 123

Active targeting ligands, 1330

Acute global oxygen deficit, reduction of, 358

Acute hypovolemia, 358

Acute illnesses, consequence of, 2871

Acute myelogenous leukemia, 1133

Acute myeloid leukemia patients, 1140

Acute myocardial infarction

antimyosin Fab in, 1151

in blood coagulation, 273

diagnostic imaging of, 1151

radiolabeled antimyosin antibody, 1150

Acute myocardial necrosis, 1151

Acute normovolemic hemodilution, 348

Acute pain, treatment of, 1077

Acute pancreatitis, 371

treatment of, 349

Acute phase reactant, definition of, 3037

Acute renal failure, 2639

Acute respiratory distress syndrome, 335

Acute toxicity, 2991

Acute toxicology testing, 117
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Acutrim� tablet, 1093

semipermeable membrane, 1093

solid-type osmotic pressure-activated drug

delivery system, 1096

Acyl glucuronide metabolite, 3033

Acyl–oxygen fission (Ac), 2040

Acyl transfer reactions, 2040

Acylation, conjugation of drugs, 320

Acylcarnitines, 1307

Adams–Bashford multistep equation,

2762

Adaptive spline modeling of data (ASMOD),

2405

Add-Vantage� system, 1008

Addition reactions, of glutathione

conjugation

in asymmetric centers, 318

in stereochemistry, 319

in stereospecificity, 319

Additives, 1630–1632, 1733

adriamycin RDF�, 1630

alprostadil, 1630

aluminum, 1630

Bioclate�, 1632

calcium gluconate injection, 1630

Cardiotec�, 1630

Cipro IV�, 1630

dexamethasone acetate, 1630

Edex�, 1630

epsilon amino caproic acid, 1632

ergotrate maleate, 1630

Estradurin Injection�, 1630

functions in pharmaceutical formulations,

1630

Gamimune N�, 1632

gamma cyclodextrin, 1630

Lupron Depot Injection�, 1630

meglumine (N-methylglucamine), 1630

Premarin Injection�, 1630

protamine, 1632

sodium caprylate, 1630

Sporanox�, 1630

tri-n-butyl phosphate, 1630

use of, 1630

zinc, 1632

ADE. See Adverse drug events, 46.

Adeno-associated viruses (AAVs), 3151

Adenosine receptor agonist, 2809

Adenosine triphosphate (ATP), 76, 1420

Adenovirus- and poxvirus-based vectors,

advantages of, 3910

Adenoviruses, attenuated, 1612

Adequate quality system, definition of,

3076

Adhesion

and cohesion, testing methods of,

2926

initial stage of, 2926

particle–wall interactions, 1538

surface area, 1538

Adhesional wetting, 3585

Adhesive

characteristics, 2667

hydrophilicity of, 2927

[Adhesive]

island dressings, 1029

materials, 413, 2925

gelatin, 413

hypromellose, 413

patches, preparation of, 2670

plasters, 965

properties and toxicity, 2925

Adiabatic microcalorimeters, 3738

Adiabatic saturation temperature, 3884

Adipic acid

crystals, 42

in polyanhydride preparation, 184

Adipose tissue, 2634

Adjuvants

aluminum as, 3914

antigens, 3913

in veterinary vaccines, 3914

Adobe Acrobat’s free portable document

format codes, 2560

ADR. See Adverse drug reactions.

Adrenergic neurons, 1020

Adsorption

of binder solution, 34

classification of, 34

effects of, 34

noncompressible excipients, 34

nonspecific, 1306

at solid surface, 34

surfactant, 3583

Adsorption–desorption isotherms, 43

Adsorption–desorption process,

equilibrium of, 4041

Adsorption indicator

cationic

organic dye, 3753

Adsorption on dissolution, effects of, 39

Adsorptive stripping voltammetry (AdSV),

1499

Adult=acquired respiratory distress syndrome

(ARDS), 366, 1128

Advanced Care Viadent�, 898

Advancement of Medical Instrumentation

(AAMI), 3525

AdvatabTM, ODT technologies in

development, 1112

Adverse drug events (ADE), 46, 2243

medication errors, 46

negative consequences of drug

misadventures, 46

Adverse drug event (ADE)

assessment and identification, 1908

definition, 1907

delirium, 1910–1911

drug–food interactions, 1911

drug interactions, 1911–1917

falls, 1909–1910

medication classes causing, 1908, 1912

symptoms associated with, 1908, 1910

Adverse drug reactions (ADRs), 46

advantages of herbal therapies, 51

age-related alterations, 48

compatibility and stability issues, 48

in children, 48

[Adverse drug reactions (ADRs)]

in geriatrics, 48

in pediatrics, 48

case–control designs, 53

causality assessment, 54

classification systems of, 46

concurrent diseases, 48

allergic diseases, 49

hepatic disease, 48

liver disease, 48, 49

renal disease, 49

definition of, 46, 1907

detection systems, 52

dosage form and delivery system, 47

dose-related reactions, 47

drug–drug interactions, 47

drug-related factors, 47

dosing issues, 47

interactions between drugs, 47

pharmacodynamic changes for, 47

pharmacokinetic interactions for, 47

types of drugs, 47

in elderly, 1907–1908

formulation effects, 47

gender associated factors, 50

genetic factors, 49

in health care systems, 55

herbal medicines, 53

hypoalbuminemia, 48

impaired renal function, 49

intramuscular (IM) route

administration, 47

intravenous (IV) delivery devices for, 47

Karch and Lasagna’s definition of, 46

mechanisms for, 49

in medication, 52

meta-analysis of, 47

multidrug usage, 51

Naranjo causality algorithm, 54

Naranjo’s classification, 47

non-dose-related reactions, 47

nutritional factors, 50

observational cohort, 53

patient education, 54

patient-related factors, 48

pharmacoepidemiology, 52

types of systems, 52

pharmacokinetic dosing principles, 49

prevention of, 54, 1908

reporting systems, 52

risks, 1907

screening methods, 52

change in medications, 52

computer report tracking systems, 52

narrow therapeutic range drugs, 52

tracer drugs, 52

specific medical syndromes, 54

type A reactions, 46

type B reactions, 46

classification systems of, 46

hypersensitivity reactions, 46

immune-based reactions, 46

type I reactions, 46

type II reactions, 46
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[Adverse drug reactions (ADRs)]

type III reactions, 46

type IV reactions, 46

type C reactions, 46

type D reactions, 46

types of, 1908

Adverse skin, classification, 1315

Advertising and Promotional Labeling Staff

(APLS), 63

Advil�, 3335

Aero-FlowTM automated powder flowability

analyzer, 3290–3291

Aero-Flow rotating drum tester, flow

characteristics in, 3276

Aerobic metabolism, 347

Aerobic organisms, growth of, 131

Aerobiologic contamination, 2307

Aerobiologic samplers, comparison, 2310

Aerobiologic sampling, 2304

methodologies

gravity settle plate, 2307

volumetric air sampler, 2307

procedures, 2307

AeroChamber�, 997

Aerodose�, 2705

AeroDoseTM, 2112

characteristics, 2112

components, 2112

operation principle, 2112

performance comparison, 2116

Aerodynamic diameter, 2704

theoretical calculation of, 1799

Aerodynamic particle size assessment, 2087

Aerodynamic pressure, 2095

AeroEclipseTM

breathing patterns, 2110

components, 2110

performance comparison, 2116

Aerosol

aerodynamic diameter of, 2588

canister, 2277

characteristics, 2280

strength, 2280

containers, 997

definition, 949, 2092

delivery systems, 1283, 2092

dosing reproducibility, 1283

formulation stability, 1283

low drug mass per puff, 1283

low system efficiency, 1283

dosage forms, 997, 2109

deposition

factors, 2093–2094

mechanisms, 2094

distribution by

geometrical standard deviation (GSD),

2100

mass median aerodynamic diameter

(MMAD), 2100

droplet size within, 3854, 3856

drug

delivery efficiency, 2081, 2098

particle size distribution, 2098

dry powder, 2085

[Aerosol]

emulsification in, 3591

fine particle fraction (FPF) of, 2114

fire extinguishers, 949

foam, 997

formation from ultrasonic nebulizers,

2105

generation, 2093, 3854

based on the piezoelectric crystal, 3855

characteristics, 3858

control, 2086

mass median aerodynamic diameter

(MMAD), 3856

for inhalation, 2092, 3854

mechanism, 3854–3855

size, 3858

uncontrolled vs. on-demand, 2086

output from nebulizers, 2098

oral, 997

particle size analysis

by inertial impaction, 2282–2283

by optical methods, 2282

particle size quantification, 2096

performance testing, 2087

pharmaceutical, 2092

properties, 2093

salbutamol, 2100

space, 997

surface, 997

therapeutic inhalation, 3856

by ultrasonic nebulization, 3854

Aerosol flow reactor

biocompatible organic solvent for, 2387

hollow spherical morphology, 2387

key parameters, 2387

particle size distribution, 2387

scanning electron microscopy (SEM)

micrographs, 2387

Aerosol isolation suite, 2883

Aerosol particles, surface roughness of,

1800

Aerosol photometer, 2174

Aerosol products

bioequivalence studies of, 3094

spatial distribution of, 3094

Aerosol solvent extraction system, for

microparticles preparation, 3575

Aerosol sprays, 2282, 3971

Aerosol valve, operation, 2275

Aerosolization, 2080, 2093

Aerosolized solvent extraction system

(ASES), 3570

AERx�, 2705

AERxTM, 2110

components, 2110

drug distribution in lungs, 2111

inhalation flow rates, 2111

metered dose inhalers (MDI) and, 2111

performance, 2111, 2116

Affinity chromatography

classification

bioadsorption, 532

bioaffinity, 532

immunoaffinity, 532

[Affinity chromatography]

mobile phase in, 532

for separation

of antibodies, 532

of enzymes, 532

of glycopeptides, 532

of hormones, 532

of metal binding amino acids, 532

of peptides, 532

of viruses, 532

stationary phase in, 532

Affmetrix� (Super-Array’s Oligo GEArray),

2796

Aftach�, 1254

Agar-agar, advantages of, 2792

Agar plates, 2303

Agarose hydrogels of, 2029

Age-related macular degeneration (AMD),

2441

Agglomerates

disintegration of, 34

drug-layered, 1777

structure of, 1776

Agglomeration and coating

materials for, 1775–1776

Agglomerative mechanisms

coalescence, 2258

layering, 2258

nucleation, 2258

Aggrecan, 2436

Aging

dissolution characteristics on, 1861

physiologic changes with, 1905–1906

Agitated batch driers, 3892

Agitator, for evaporation of viscous

materials, 3880

Agitator mixer, types of, 2976

Agochloro fluorocarbons (CFCs), use of,

2980

Agriculture, excipients for, 1638

Ahrous carbamazepine, determination, 4109

Air attrition mills

impinging jet mills, 2347

loop=spiral mills, 2347

particle size, 2347

types of, 2347

Airbag gas generation technology, 1217

Airborne contaminants, 2171

Air-classifying mill, 2347

Air-filled capsules, use of, 423

Air filters, 3888

asbestos in, 3888

cellulose in, 3888

centrifugal operations, 3888

design, 3888

operation, 3888

testing of, 3888

Air filtration theory particle-collection

mechanisms, 2174

Airflow

conventional, 2175

laminar, 2172

equipment

laminar, 2171
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Air, humidity determination, 3884

Air ionization chamber, 3086

Air-jet nebulizers, 3854

Air–liquid interface, polysorbate at, 1429

Air–liquid interfacial degradation, 1428

Airomir�, 997

Air-purifying respirator, 2884

Air samplers, volumetric, 2308

Air–water vapor mixture, properties,

1441, 3883

Airway diseases, treatment of, 2092

Airway, human, 2093

Akaike’s Information Criterion (AIC) value,

2766

AL-6XN� (UNS N08367), 791

Albumin, 1905

drug delivery system, 1644

human or bovine serum, 1613, 1616

in hydrogel preparation, 190

in vivo glycosylation, 3037

microspheres, 1138

delivery potential of, 1143

5-fluorouracil, 1099

protease-activated biodegradation, 1099

nanoparticles, 2333

pasteurization of, 3999

synthesis of, 3029

Albumin–acacia coacervates, 2333

Albumin and globulins, separation of, 3028

Albumin bound drugs

protein binding of, 3036

Albuterol sulfate, 2112

Alcohol, 998

and diazepam (Valium), 1043

as disinfectant, 1042

as recreational substance, 1042

as solvent, 1042

as vehicle in pharmaceutical formulations,

1042

Alcohol and aldehyde dehydrogenases, in

drug biotransformation, 312

Alcohol dehydrogenase (ADH), 1042

Alcoholic hepatitis, 75

Alcoholic solvents, inclusion of, 921

Alcoholism, 1042

Aldehyde dehydrogenase-2, deficiency of,

1019

Alefacept, in psoriasis treatment, 275

Alendronate, absorption of, 1017

Aleve, 2421

Alexanderwerk Inc. roller compactor

with horizontal twin feed screw system,

3173

sizing unit, 3174

Alfacalcidol, 3348

Alginate

applications, 2030

drug delivery system, 1644

in hydrogel preparation, 190

dressings

calcium, 1031

for soluble wound packing, 1032

in wounds, 1031

wet integrity of, 1032

[Alginate]

hydrogels, 2029

in islet transplantation, 190

molecules, 1186

nanoparticles, 1186

wound contact layer, 1031

Alginate-HEMA graft copolymer, 2336

Alginate-polylysine encapsulated pancreatic

islets, 2336

Alginic acid, 1883

Algorithm of Fedorov, 2460

Algorx, 1209, 1217

Alimentary canal, enzymatic activity in,

1242

Aliphatic amines, titration, 3756

Aliphatic and aromatic monomers, surface-

eroding polyanhydride polymers

preparation, 184

Aliphatic polyanhydrides, preparation

of, 184

Alkaline ester hydrolysis, 2042

Alkaline hydrolysis process in bones, 406

Alkaloids, 246–256, 2911

based on terpene skeleton, 254

biosynthesis of, 253

derived from

nucleotide precursor, 255

other precursors, 256

phenylalanine and tyrosine, 248

tryptophan, 251

ergot, 247

oils extraction, 3902

steroid, 252

Alkeran, 3359

Alkoxyimino side chain, 2147

Alkyl–oxygen fission (Al), 2040

nucleophilic substitution of carbon in,

2040

Alkyl chain anesthetics, 1059

Alkyloxynol-741, 1354

Allegra, 2422

Allergenic extracts

aseptic filtration, 1267

for diagnostic or therapeutic purpose,

1267

sterile concentrates, 1267

Allergic contact dermatitis, 1315

Allergic reaction, 46

adverse skin, 1315

IgE-mediated reaction, 46

immunoglobulin E, 46, 49

improvements in documentation of, 54

Allergic-type reactions, 1616

Allium sativum (garlic), 72

Allogeneic red cell transfusions, 359

Allopathic medicines, 2901

Allura red AC, 660

Allylestrenol bulk drug substance and tablets,

purity test for, 546

Allylisopropylacetureide, 3435

Alpha-acid glycoprotein (AAG), 579,

1905–1906, 3028

Alpha-adrenoceptor antagonist, 2808

Alpha-amino acids, polymer of, 2717

Alpha-1 antitrypsin (A1AT)

for hereditary deficiency, 2737

human plasma, 2737

recombinant human, 2737

Alpha-chymotrypsin, precipitation of,

3578

Alpha cyclodextrins, 682, 687

Alpha decay process, 3084

Alpha-folate receptor, 1328

Alpha-globulin protein, 3030

Alpha-1,4 glycosidic bonds, 682

Alphahydroxy acids, 1316

Alpha-interferon, 1078

buccal delivery of, 1078

hepatitis treatment, 1078

HIV treatment, 1078

Alpha-keratin, solvation of, 13

Alpha-lactose monohydrate, granulation of,

746

Alpha[-(2-piperidyl) beta-3,6-bis-

(trifluoromethyl]-9-

Phenanthrenemethanol, 2221

Alpha-tocopherol, 3347

metabolic pathway, 146

Altace�, 1255

Alteplase protein, 266

Alternate chromatographic and

immunological techniques, 3045

Alternating current

polarography=voltammetry, 1497

Alternative endotoxin test, 3058

Alternative medical practices, complementary

and, 67

Alternative medicine, 2902

courses, 68

definition of, 66

prevalence of, 2903

products, 2903

regulation and oversight, 68–69

limitations of, 69

resources, 80

use of, 68

Alternative reference methods, validation of,

2830

Aluminum acetylacetonate, 2928

Aluminum adjuvants, 3914

in diptheria–tetanus–pertussis (DTP)

vaccines, 3915

in human vaccines, 3915

Aluminum chloride

as astringent, 805

Aluminum containers

corrosion of, 2274

manufacture

by deep-drawing process, 2274

in metered dose inhalers (MDIs), 2274

types

cut-edge can, 2274

rolled-edge can, 2274

Aluminum, corrosion resistance of, 793

Aluminum ferrule, 2274

Aluminum hydroxide gel, 1017, 1888

Aluminum magnesium silicate, 1889

Alveolar capillaries, endothelium of, 1280
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Alveolar cell monolayers

type I, 1281, 2732

type II, 1281, 2732

Alveolar cells, types of, 1281

Alveolar epithelium

alveolar cells, 1281

composition of, 1281

definition of, 1281

measurement, 1281

Alza Corporation technology (MacrofluxTM),

1319

Alzamer�, 186

Alzet� osmotic pump

applications of, 1093

cross-sectional view, 1095

implantable or insertable CrDDS, 1093

osmotic pressure-activated drug-delivery

system, 1095

semipermeable membrane, 1093

Alzheimer’s disease, 150

treatment

by acetyl-L-carnitine, 2440

by docosahexaenoic acid (DHA),

2440

Alzheimer’s-type dementia, 73

Amanita phalloides, 75, 76

Amaryllidaceae alkaloids, 248

biosynthesis of, 245

Amber container

destabilizing effect of, 2862

disadvantage of, 2864

Amber glass

advantage of, 2509

stabilizing effect of, 2862

Amberlite IRP-64�, 2126

Amberlite IRP88�, 3561

Ambisome�, 1128, 3362

Amebocytes, osmotic lysis of, 3057

Ameliorate brain injury, 363

American Association of Mechanical

Engineers (ASME), 2238

American Association of Pharmaceutical

Scientists (AAPS), 1572

American Diabetic Association (ADA),

2817

American Herbal Pharmacopeia, 2904

American Herbal Products Association

(AHPA), 69

American Institute for Iron and Steel

(AISI), 789

American Inventors Protection Act, 2619

American Medical Association (AMA),

55

American National Standards Institute, Inc.,

(ANSI), 3525

American or western ginseng

(Panax quinquefolius), 73

American Pharmaceutical Association

(APhA), 2417

American Society for Quality, 3077

American Society for Testing Materials

(ASTM), 1108, 2238

American Society of Rheology, 3128

Ames assay, 1413, 2192

Amicon�, 3028

Amidated pectin beads, 1237

Amides, hydrolysis of, 2043, 3001

Amikacin, plasma concentration profiles for,

3954

Amino-beta-lactams, 942

Amino acid-bonded transporter, 2721

Amino acid

absorption of, 2721

conjugation, 320

in domestic animal species, 3963

reactions, 320

detection of, 542

in mammalian species, 320

methionine, 76

and peptides, 1528

Aminobutylethylisoluminol (ABEI), 2057

Aminoglycosides, 1229, 2634

antibiotics, polar drugs, 3952

renal elimination of, 2636

Aminomonosaccharide, 73

Aminophylline tablets, 3964

Aminopyrine, 2034

Aminosalicylic acid salts, bioavailability of,

3181

Aminosyn II, 984

Amiodarone hydrochloride, 3360

Amitriptyline, 2146

Amlodipine besylate, in tablets, 547

Ammonia gas sensor, 1508

Ammonium oxalate, 3435

Amniotic fluid, 2631

Amorphous (glassy) materials

and crystalline materials, 2079

formation, 85, 2078–2079, 2940

glass transition temperature of, 2079

physical and chemical stability of, 2079

Amorphous and crystalline systems,

characterstics of, 86

Amorphous compounds, 399

Amorphous dispersion, 83

Amorphous drug delivery systems, 87

Amorphous drug powder, 86

Amorphous excipients, 1648, 1822

Amorphous hydrogels, in wound dressing,

1030

Amorphous lactoses, 3230

Amorphous pharmaceutical materials,

399, 400

applications, 83–84

characteristics, 84–86

definition, 86–87

description, fundamental, 86–87

examples of, 85

molecular mobility, 88–89

degree of, 86

molecular motions in

temperature dependence of, 400

occurrence, 83–84

polyamorphism, 89–90

properties of, 83, 86, 90

solubility ratios of, 3314

stability, 86–88

Amorphous polymers, 1743

Amorphous solids

humdities for, 4050

isotherm analysis

ambient temperatures, 4058

as temperature function, 4060

viscoelastic properties of, 4061

water vapor absorption, 4052, 4058

Guggenheim, Anderson, and deBoer

(GAB) equation, 4052

Amorphous state, drugs and excipients in,

4108

Amorphous sucrose, 2379, 4104, 4108

Amorphous system

freeze concentration in, 1809

glass-transition temperature of, 1821

Amoxicillin, 2034

as amoxicillin trihydrate, 3957

penicillin allergy, 2255

pharmacy software program, 2255

weight on bioavailability of, 3957

Amoxicillin trihydrate, 700, 1864

intramuscular injection, 3956

and prednisolone, 3959

Amperometric detector, 535, 1524

Amperometric principles, 1508

Amperometric titrations, 3765

applications, 3766

oxidation–reduction titrations, 3766

precipitation titrations, 3766

curves, 3765

mirror image curve, 3765

polarographic methods, 3765

procedures

ion-combination reaction, 3764

oxidation–reduction reaction, 3764

with two polarized microelectrodes, 3765

Amperometry, 1523

Amphetamine

abuse, 1044

effects, 1045

enantiomers of, 2143

heterochiral, 2156

prevention efforts and agents, 1045

racemic, 2156

Amphipathic surface active molecules, 638

Amphipathic surfactants, micellization of,

638

Amphiphilic block copolymers, self-assembly

of, 1334

Amphiphilic polymers, 2222

Amphiphilogels, 1062–1063

Ampholytic surfactants, 3586

Amphotec�, drug products, 1643

Amphoteric compounds, solubility of, 926

Amphoteric drugs, 3957

fluoroquinolones, 3957

rifampin, 3957

tetracyclines, 957

Amphotericin B, 2478, 3362

Amphotericine, antimycotic, 1128

Ampicillin, 2938

antimicrobial efficacy of, 1190

carbonyl resonances in, 2378

elimination, 3965
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[Ampicillin]

FTIR spectra of, 2378

powder XRD patterns of, 2378

sodium and potassium salts of, 3181

therapeutic activity of, 1190

trihydrate, 13C NMR spectra of,

2378–2379

Ampicillin-loaded nanospheres, 1190

Amplification, definition of, 84

Ampoule tightness tests, 3534

with poststerilization vacuum, 3539

Ampoules, 1976

Amprenavir, 3336, 3349

dose of, 3349

oral bioavailability of, 3349

Ampuls

constituents, 949

definition, 949

Limousin’s rules, 950

Amygdalin, 1508

Amyloid fibrils, 282

Amyloidosis (AL), 282

Amylopectin, 1885, 3476

branched, 3477

Amylose, 3476

linear, 3477

American Nurses Association (ANA), 55

Analgesic drug (paracetamol), tablet

formulation for, 1667

Analgesics, 1077, 2435

buprenorphine, 1077

flurbiprofen, 1078

ketobemidone, 1078

morphine, 1077–1078

Analog-to-digital converter (ADC) board,

3688

resolution, 3688

sampling rate speed, 3688

Analogue (N0915)

skin permeation enhancer, 1316

structure of, 1316

Analysis of variance (ANOVA), 3492

dosage forms, 174

null hypothesis, 3494

principle, 3495

for testing equivalence of means, 3492

Analytical chemistry, 3016

quality control, 2, 1371

stability-indicating assays, 2, 1371

voluntary temporary interdepartmental

transfers, 2, 1371

Analytical information systems, 734

Analytical procedure

accuracy of, 95

analytical variability vs. specification

limit, 97

comparative test for, 2830

detection limit (DL) of, 96

for drug development, 96

gas, 98

coefficient of correlation, 95

homoscedasticity, 100

investigation of, 105

ion, 98

[Analytical procedure]

linearity of, 95

for manufacturing and release of drugs,

96

minimum range for, 95

precision of, 96

quality control chart, 111

quantitation limit (QL) of, 96

range of, 95

recovery deviations, 104

relative standard deviation (RSD), 95

reversed phase (RP), 98

robustness of, 96

sophisticated, 2830

system suitability test, 96

thin layer, 98

validation characteristics, 97

applied, 98

by chromatographic separation, 98

peak purity investigations, 98

specificity, 97

specificity vs. selectivity, 97

types of, 94

Analytical reference standards, 109

Analytical solutions, stability of, 96

Analytical ultracentrifugation

particle density, 2397

particle size, 2397

sedimentation rate, 2397

Anaphylactic reaction, 47, 343

in paclitaxel (Taxol), 47

to surfactant Cremaophor EL, 47

Anaprox, 2421

ANDA. See Abbreviated new drug

application.

Andersen cascade impactor, 2283

Anderson–Darling statistic, 3507

Androderm� system, 1084

Anesthetic agents

conception of, 2901

use of, 901

Anexothermic process, 1172

Angina

acute attacks, treatment of, 1076

pectoris, 1287

treatment of, GTN in, 1075

Angiodema, cause of, 1616

Angiogenesis stimulating protein, 1328

Angiography procedure, 344

Angioplasty procedure, percutaneous

transluminal coronary, 346

Angiotensin converting enzyme (ACE)

inhibitors, 2722

Angle-of-repose plate, of pharmaceutical

powders, 3282

Anhydride, hydrolytic reactivity of, 2043

Anhydroglucose unit, 4059

hydroxyl groups on, 4059

starch calcutation, 4059

Anhydrous a-lactose

by a-lactose monohydrate dehydration,

3682

Anhydrous calcium oxalate

dehydration, 3732

Anhydrous carbamazepine, 827

polymorphs, nomenclature for, 847

Anhydrous cholesterol, crystals of, 823

Anhydrous metronidazole benzoate, 2940

Animal care programs, evaluation of,

125

Animal-derived materials

in drug products, 1641

egg phospholipid, 1641

egg yolk lecithin, 1641

Animal drug use clarification act, 3992

Animal drugs, US regulation of, 3984

food additives and drugs, distribution of,

3984

Animals

in drug development, 114

in drug safety testing, 117–124

acute toxicology, 118

antigenicity testing, 122

carcinogenicity, 121

mutagenicity, 120–121

primary irritation, 121

principles, 117–118

reproductive toxicology, 119–120

subchronic and chronic toxicology,

118–119

use of, 1950

Animal health management, effectiveness of,

3982

Animal models, 1661

in drug discovery, 114–115

for exciepient testing, 1661

IPEC-America model, 1662

testing in humans, 1662

route of exposure, 1661

Animal pharmacokinetics, 2494

Animal proteins, 267

Animal toxicity data extrapolation,

1424–1426

Animal toxicology

in cosmetic safety, 804

studies, 3065

Animal wax

lanolin, 4066

spermaceti, 4066

Anion-selective liquid-membrane electrodes

preparation of, 1512

Anionic dendrimers, 883

Anionic emulsifiers, 3261

Anionic heparin, 600

Anionic perfluorinated surfactants, range of,

1061

Anionic polymerisation, of

alkylcyanoacrylate, 1184

Anionic polymers, in sustained-release solid

dispersion preparation, 778

Anionic surfactants, 14, 3586

sodium cholate, 600

Anise

constituents, 1764

natural flavoring agents, 1764

waters, 994

Anisotropic forces, effect of, 848

ANN. See Artificial network.
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Annular shear cell, 3288–3289

for friction of pharmaceutical powders,

3289

Anodic oxidation, 1490

Anodic stripping voltammetry (ASV), 1498

Anorectal tissues, 1298

Anorexia nervosa, 2871

ANOVA quantities, calculation of, 3495

ANOVA table

calculation of, 3496

construction of, 3495

Antacid tablets, formulation, 2406

Antacid testing procedures, 2419

Anterior superior iliac spine, 2646

Anthelmintics, dosage of, 3960

Anthracene, irradiated crystals of, 3546

Anthracyclines, 1192

Anthraquinones, 2911

plant-derived, 232

Anthraquinones and xanthones,

biosynthesis of, 231

Antiadherents, 1733–1734

Antialiasing filter, signal conditioning of

amplifier, 3687

Antiallergic drug

acidic

ethanolamine salt of, 3179

rank–order solubilities for, 3179

Antiarrhythmic drugs, 1018

Antiarrhythmic treatment, 588

Anti-asthmatic drugs, 1429, 1613

Antibacterial agent, selection of, 3972

Anti-B-cell lymphoma, 1143

Antibiotic agents

neomycin, 2479

in ototopical preparations, 2479

polymyxin B, 2479

Antibiotic formulations, gel-formers in,

161

Antibiotic powders, adsorption of, 35

Antibiotics

preparation of, 1646

process of freeze-drying, 1646

Antibodies

in acute myoardial infarction, 1150

anticardiac myosin, 1150

carcinoembryonic, 1149

charge-modified, 1153

foreign antigens, 2048

glycoproteins, 1152

in immunoassays, 2048

in immunotherapy, 1149

isoelectric point of, 1153

monoclonal, 1149, 2048

non-charge-modified, 1153

physiological conditions, 1152

polyclonal, 1149

preparation and manufacture of, 1133

in radioimmunotherapy, 1149

use of, 1132

Antibody-based drug delivery systems,

1134, 1144

Antibody-dependent cellular toxicity

(ADCC), 1137

Antibody-directed prodrug therapy (ADEPT)

drug method, 1146

Antibody drug conjugates, coupling methods

for, 1134

Anti-drug antibodies

calibration curve, 1574

definition of, 1574

positive antibodies, 1574

validation, 1574

Anticancer agents, 117, 702, 1408, 1610

delivery of, 1143, 1328, 1332

Anticardiac myosin antibody, 1150

Anticholesterol compound, experimental,

2940

Anticholinergic drugs, 1017

Anticholinergic effects

impairment in self-care capacity, 1395

in drugs, 1393

memory impairment, 1395

Anticoagulant drugs, 72, 237

Anticoagulants, 2911

absorption of, 1017

Anti-ED-B fibronectin, 1333

Antiepileptic agents, clinical trials of, 2469

Antiepileptic drug development program,

2469

Antifungal antibiotic griseofulvin, 1017

Antifungal drug (griseofulvin)

hard gelatin capsule formulation for, 1671

Antifungal preparations, 2478

Antigen

altered processing of, 3914

aluminum-based vaccines, 3915

cross-linked protein crystals, 3922

delivery systems, 3919

by microparticulate vaccine, 3920

classification, 3919

goal, 3919

live attenuated microorganisms systems,

3919

non-living microparticulate systems,

3919

determination of, 2048

competitive assays, 2048

non-competitive assays, 2048

genetic stability of, 1144

oral delivery of, 1195

overexpression of, 1327

production of, 2746

saponins, 3915

sustained release of, 3915

transcytosis mechanism of, 2728

Antigen–antibody complex, 1567, 2049,

3091

Antigen–antibody reaction, 1144

Antigen-bearing cells, 1139

Antigen-binding ability, retention of, 1134,

1142

Antigen binding capacity, 1132, 1134

Antigen binding regions, 1132

Antigen density cells, 1140

Antigen density tumor cells, 1140

Antigen-encoding plasmid, delivery of,

2746

Antigenic peptides, 3910

Antigen positive cells, 1141

Antiglaucomatous agents, 1195

Antiglobulin, 277

Anti-Helicobacter agents, 1253

Antihemophilic products, 277

Anti-HER2 immunoliposomes, 1333

Antihistamines OTC

Allegra, 2422

Claritin, 2422

Zyrtec, 2422

Antihyperlipidemic agents, 2922

Antihypertensive treatment, 364

Anti-idiotype antibodies, monoclonal,

3912

use of, 1137

Anti-idiotype vaccines, uses of, 3912

Anti-immunoglobulin E (Anti-IgG)

aerodynamic size distribution, 2738

aerosol delivery, 2738

synchronization of optimum breathing,

2738

Anti-inflammatory agents, 244

Anti-inflammatory arylacetic acids,

bioprecursors of, 3009

Anti-inflammatory drugs, 544

Anti-irritant properties of cosmetic

formulations, 1317

Antileukemia agents, 2469

Antimalarial drug

halofantrine, 1610

lactate salt of, 3177

mefloquine, 2861

Antimalarial mefloquine, 3390

Antimicrobial activity

enhancement of, 2992

spectrum of, 2985

Antimicrobial agent

concentration effect of, 2987

delivery of, 891

half-life of, 3963

intramammary preparations, 3959

local delivery of, 903–905

parenteral preparations with, 3958–3959

transfer of, 3959

various species of fish, 3963

Antimicrobial effectiveness test, 2785

principles of, 2786–2787

Antimicrobial mechanisms, 2987

Antimicrobial preservative agents

and adjunctive heat treatment, 1273

constituents of, 1273

inclusion of, 2991

in ointment formulations, 3269

parenteral madministration, 1274

product serility, 1273

Antimicrobial resistance, 3981

malaria and schistosomiasis, in humans

pathogens

resistance of, 3981

Antimicrobial resistance monitoring system,

3983

Antimicrobial Resistance Research

Unit (ARRU), 3983
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Antimicrobial risk management, resource for,

3982

Antimicrobial susceptibility, trends of,

3982

Antimicrobial therapy, 2635

Antimicrobials, use of, 3982

Antimyosin Fab, 1151

in acute myocardial infarction, 1151,

1154–1155

in vivo administration, 1154

intravenous administration, 1154

in myocardial necrosis, 1154

negative-charge modified, 1153

polymer modified, 1154

radioactivity of, 1153

Antimyosin immunoliposomes, 1159

cell morphology, 1164

rhodamine labeled, 1162

silver grains, 1164

Antimyosin immunoscintigraphy, 1155

endomyocardial biopsy criteria, 1155

Antineoplastic agent, 2036

clinical devolopment of, 2812

water-insoluble, 3348

Anti-osteogenic sarcoma, adsorption of,

1143

Anti-oxidants, effective, 356

Antioxidants

activity, quantification of, 150

addition of, 2927

advantages of, 1274

antimicrobial properties, 1625

butylated hydroxy anisole, 1625

propyl gallate, 1625

carotenoids, 143

chelating agents, 1274, 2227

classification of, 142

compatibility of drug with, 1625

concentration range, 1626

constituents of, 1554

cysteine as, 1625

definition of, 139

dietary, 142

effect of, 2862

exciepients, 1625

flavinoids, 143

free radical auto-oxidation reaction, 1274

frequency, 1626

hydrophilic, 142

lipid-soluble, 142

maximum permissible amount, 1627

natural, 142

oxidation–reduction potential, 1274

oxidation potential, 2227

oxidative degradation, 2227

in pharmaceutical preparations, 1553

product stability, 2227

salts of sulfites, 2227

in small-volume parenterals, 1274

synergists, types, 1625

types, 1625

Antiozonants, 1467

Antiperspirant, application of, 3821

Antiporters. See Exchangers.

Antipyrine

clearance interspecies scaling, 3965

delivery of, 1299

Antireflux preparations, 1253

Antisecretory drugs, nocturnal effects of,

2872

Antisense oligonucleotides, 1184

Antisense probes, as therapeutics, 935

Antisense therapy, advantages, 936

Antiseptic agents

for external ear canal disease, 2477

for otologic surgical prophylaxis, 2477

Antiseptic chlorhexidine, 904

Antiseptic cottons, 950

Antiseptic gauzes, 950

Antiseptic pencils, 950

Antisolvent addition rate profile, 865, 866,

868

Antisolvent batch crystallization,

development of, 858

Antisolvent flow rate, calculation of, 867

Antisolvent precipitation

controlled precipitation, 2388

evaporative precipitation into aqueous

solution (EPAS), 2389

dissolution curves for, 2389

drug-loaded organic solvent, 2389

Antisolvent supercritical fluid processes,

3575

preparation of polymeric drug

microparticles, 3575

insulin and catalase microparticles,

3578

Antisolvent system, metastable zone for,

864

Antistatic spacers, 1543

Antitransferrin receptor, 1136

Antitumor drugs, 1139, 2469

release, 1777

Antitumor effect, 1137

evaluation of, 2808

Antitumor efficacy, 1329

Antiviral agents, resistant to, 3981

Antropyloroduodenal coordination, 2870

Anzemet�, 1256

AphA. See American Pharmaceutical

Association.

Aphthous stomatitis, 1254

API. See Active pharmaceutical ingredient.

Apical luminal surface, 2724

Apomorphine hydrochloride tablets, 922

Approximate dielectric requirement,

definition of, 808

Aptamers

antibody–ligand interactions, 1575

low-molecular-weight ligands, 1575

oligonucleotide sequences, 1575

Aquacoat�, 1737

AquaFresh�, 902

AquaTar (Allergan Herbert), 1888

Aqueous=organic cosolvent systems, 682

Aqueous boundary (diffusion) layer, 1245,

2715

permeability coefficient of, 2716

Aqueous cleaning agents

commodity chemicals, 1584

formulated products, 1584

advantage, 1584

selection, 1584

types, 1583

water, 1583–1584

Aqueous coating solutions, 2330

Aqueous fluid loads, biovalidation of, 332

Aqueous metal ion solution, 1490

Aqueous nasal spray pumps, 1207

Aqueous pharmaceutical products, 329

biovalidation of, 332

Aqueous reaction mixtures, 3004

Aqueous solubility, 84, 1245, 3002

Aqueous versus non-aqueous cleaning agents,

1583

Arabinofuranosylcytosine, 1141

Arachidonic acid metabolites, 3054

Arc path cutter, 2965

Arch-breaking hopper design, of roller

compactor, 3168

Area under plasma concentration time curve

(AUC), 1785

drug absorption, 3710

Arenediazonium salt, 1514

Argentometric methods

determination

arsenates, 3761

halides, 3761

halogenoids, 3761

mercaptans, 3761

oxalates, 3761

phosphates, 3761

sulfides, 3761

Arginine salt, 3185

Argon–oxygen decarburization (AOD)

furnaces, 790

Argon ionization detector, 198

Argon plasma flame, 3373

Argonaut technologies, 3006

Argonaute protein

Aromatic amines, 455, 1528

Aromatic hydrocarbons, biotransformation

of, 313

Aromatic p-electron systems, 2161

Aromatic water, 971, 994

Arrhenius analysis, application of, 1690

Arrhenius equation, 390, 400

Arrhenius law, 1689

Arrhenius temperature dependence, 86

Arrhythmia, 1014

Arsenic trioxide, advantage of, 2511

Arsphenamin

molecular structure of, 1123

with thermotropic mesomorphism,

1123

Artemisia annua, 241

Arthritis, anti-inflammatory therapy for,

608

Arthritis and Crohn’s disease, treatment of,

2809

Articular cartilage replacement, 2029

Artificial cerebrospinal fluid, 364
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Artificial digestive systems (ADS), 2067

class 1 drug, 2073

efficacy of, 2074

Artificial flavoring agents, 1765

Artificial lipid vesicles, 643

Artificial neural networks (ANNs), 2399,

3435, 3650

Artificial neurons, 2400

Artificial radioactivity, 3082

Artificial salts, 950

Aryl ammonium salts, 1512

Asacol�, 1254

Ascorbic acid, 145, 1825

in treatment of acetaminophen toxicity in

cats, 3942

Asepsis, definition of, 127

Aseptic coacervation processing, 612

Aseptic dispensing, 2136

Aseptic filling

acceptance criteria for, 381

batch manufacture, 381

broth fill contamination, 381

incubation period, 381

microbiological growth media, 381

processing capability, 381

sterility confidence level, 381

Aseptic manufacture, materials of, 328

Aseptic manufacturing activities, evolution

of, 130

Aseptic meningitis, 3059

Aseptic pharmaceutical BFS technology, of

sterile liquid products, 383

Aseptic processing

activity, 127

American Society of Health-System

Pharmacists (ASHP), 46

anaerobic medium, 135

use of, 135

assurance for, 137

caution, 128

clean environment, 127

environmental monitoring, 132, 133

gowning certification, 134

in health care industry, 127

humidity in, 128

media fill program, 133

microbial contamination, 128

source of, 127

microbiological growth media in, 128

personnel monitoring, 134

practice, survey on, 135

preparatory training, 134

principles of, 127–128, 132

process simulation tests, in evaluation of,

129

manufacturing activities, 129

quantitative risk analysis, 128

in sterile material preparation, 127

validation program, 127–138

worst case situations, 128

Asialoglycoprotein receptors, hepatic, 1330

Asian or Chinese ginseng (Panax ginseng),

73

AsmanexTM, 3252

Asoxazepam, 1909

Asparagines, deamidation of, 1827

Asparagus pea, 1180

Aspargine, deamidation, 283, 284

Aspartame, 1616

Aspartame anhydrate (ASA), weight

fractions, 4112–4113

Aspartame hemihydrate (ASH), weight

fractions, 4112–4113

Aspidosperma alkaloids, 253

Aspirin

active ingredients, 4106

chemical stability of, 42

degradation, 2382

dissolution kinetics of, 389

gastric irritation of, 944

hydrolysis, 2043

instability of, 2043–2044

risks of, 2426

sorption isotherms for, 2373, 2375

teratogenic potential of, 2991

Aspirin-disintegrant mixtures, 2382

Aspirin-Reye’s syndrome, 2420

Assembled lipid bilayers, 1331

Association colloids, 638

Association constant, inverse of, 3028

Asthma, treatment by b-adrenergic agonists,

2090

Asthmatic attacks, incidence of, 1287

chemical characteristics of materials,

3632

physical characteristics of materials,

3632

ASTM (American Society for Testing and

Materials), 3632

Astringent pencils, 950

Arterial blood flow, 2680

Atherosclerosis, 1158

Atherosclerotic lesions, 1158

carotid, 1160

metabolic component of, 1158

muscle cells of, 1158

pathogenesis of, 1158

in rabbit model, 1158

targeted, 1158

Athy–Heckel analysis

on deformation mechanism, of drugs,

3643

Atmospheric pressure chemical ionization

(APCI), 1703

gas phase

ion chemistry, 1704

process, 1704

molecular ion fragmentation, 1705

thermodynamically controlled ionization

process, 1705

Atmospheric pressure photoionization

(APPI), 3801, 3803

Atmospherical corrosion, 793

Atomic absorption

components of, 3368

Atomic absorption burner

and inductively coupled plasma argon

plasma torch, 3368

Atomic absorption spectrophotometry

detection limits of, 3370–3371

ionization interference in, 3372

lamps in

electrodeless discharge lamp (EDL),

3367

hollow cathode lamp (HCL), 3367

limitation of, 3367

for metal analyses, 3367

in pharmaceuticals, 3367

operating principles of, 3367

sources of error in, 3372

viscosity effects in, 3372

Atomic absorption spectroscopy, 1490

Atomic displacements, in solids, 3544

Atomic force microscopy (AFM)

advantage of, 1794

chemical nature of molecule, 876

dendrimer molecules, 876

dentritic structures, 875

molecular structure, 876

noncontact mode, 2395

pulse force mode, 876

resolution of, 2395

stiffness and adhesion properties, 876

surface measurements, 2395

Atomic number, 3082

Atomic structure, 3082

Atomization, 1799

Atomizing air nozzle, 766

Atopic dermatitis, treatment of, 2743

Atrial natriuretic peptide, 364

Atridox�, 904, 3360

Atrigel�, 3360

Atrisorb-FreeFlowTM, 3360

Atropa belladonna, 247

Atropisomerism, 2148

Atrovent�, 983

Attenuated total-reflectance (ATR)

spectroscopy, 3414

for aqueous solutions analysis, 3414

Attenuated total reflection–Fourier transform

infrared (ATR–FTIR) spectrometer,

863

AUC (Area under concentration–time curve),

1892

Audit trials and electronic signatures

comparison, 9

in electronic batch record (EBR) system,

10

Auger-filling machine, capsules, 409

Auger cameras, 3087

in nuclear medicine, 3088

Auger electron spectroscopy (AES), 2241

Auger electrons, 3085

Augmented Acute Normovolemic

Hemodilution (A-ANHSM), 347,

348

Auranofin, polymorphs of, 2943

Auristilla

compound oil of Hyoscyamus, 950

medication of ear canal, 950

preparation, 950

Austenite–ferrite boundary, 790, 791
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Austenitic stainless steels

application, 789

characteristics, 789

chemical composition of, 790

nickel in, 789–790

Autoclave chamber, 3535

Autoclave treatment, 330, 1613

Autohaler�, 997, 2109

Autoimmune diseases, 71

Autoionization, of water, 385

Autologous blood

donations, use of, 360

salvage system, 361

volume, 361

Autologous erythrocyte, 361

Automated dissolution systems, 740

Automated freeze-drying, 741

Automated metastable zone measurement,

use of, 870

Automated multiple development instrument

(AMD 2), 541

Automated potentiometric titrations,

equipment for, 1509

Automated process development, type of,

3006

Automated sample handling and analysis,

3006

Automated tableting, 740

Automatic orbital welding

components of, 2240

square butt-welded tubing joints, 2240

Automatic sampling, 2965

methods

discussion of, 2968

Automatic transfer switches (ATSs), 1488

Automatic welding machines, 4046

Automation software packages, 739

Automobile exhaust emissions, measure of,

2847

Autoxidation

autocatalytic reactions, 140

biological role of, 139

of carotenoid, 145

definition of, 139

free radical chain reactions, 140

inhibitors of, 140

initiators of, 140

prevention of, 139

rate of, 140

reactions, 139

phases of, 140

suppression of, 140

of unsaturated lipids, 140

Avalanching regime, 2354

Average chart, 3500

control chart limits for, 3501

and subgroup size, 5301

Avermectins

highly lipophilic substances, 3955

veterinary preparations, 3971

Avian poxviruses, 3910

Avian species, 3943, 3953

in half-life of drugs, 3963

Avicel PH 102�, 3566, 3675

Avicel PH 200

agglomerated irregular-shaped product,

3230

and cellactose, rheology of, 3286

microcrystalline cellulose, 3230

Avidin bearing liposomes, 1145

Avidin–biotin complex (ABC), 2053

Avidin–biotin reactions, 2053

Avidin–biotin systems, 2053

dissociation constant, 2053

in immunochemistry, 2053

Avipox-rabies glycoprotein recombinant,

3910

Avitriptan

bioavailability, 2824

drug development program, 2824

pharmokinetics of, 2824

AvodartTM, 3348

Azidothymidine (AZT) toxicity, 363

Azithromycin (Zithromax), 1399

Azo-coupling reactions, titration based on,

1514

Azo-dextran gels, 2035

Azo-inulin gels, 2035

Azo-reductases, 1235

Azo dyes, 998

Azone

absorption enhancers, 32

effect of, 32, 1317

oral absorption enhancers, 32

structure of, 1316

transdermal penetration, 32

Azone�, 13, 1313

Babylonian clay tablets, 2901

Bacillules

preparation, 950

rod-shaped lozenges, 950

Bacillus atrophaeus, 3526

Bacillus calmette guerin, 2336, 3909

Bacillus coagulans, 327

Bacillus macerans amylase, 671

Bacillus stearothermophilus, 327, 2292

Bacillus subtilis, 135, 379, 3519, 3888

Bacillus subtilis var. niger, 3512, 3519

dry-heat sensitivity of, 3515

microbial death rate, 3526

Bacillus xerothermodurans, 3516

Bacitracin, 2700

Back titration procedures for ethylenediamine

tetra-acetic acid (EDTA), 3760

Back propagation algorithms, 2402

Bacteria

colonic, 1615

gram-negative, 2791

live attenuated, 3919

types of, 4043

Bacterial hemolysin, 1139

Bacterial and parasitic infections treatment

of, 3978

Bacterial antigens, 3908

vaginal permeation of, 1343

Bacterial azoreductase enzymes, 942

Bacterial cell

fixing and staining of, 2792

membrane of, 3053

pseudomonas, 1526

surfaces, alteration of, 897

Bacterial endotoxin, 3052

clottable protein, 2293

control of, 2293

degree of specificity, 2293

product-contact packaging components,

2293

production of gel, 2293

pyrogen, 3053

sterile parenteral products, 2293

test, 3057, 3059

principles, 2789

threshold temperature, 2294

validation and performance of, 2293

Bacterial enzymes

hydrogel degradation by, 1237

matrix and hydrogels degradation by,

1237

polymer degradation by, 1235–1237

Bacterial glycosidases, 1255

Bacterial infections, treatment of, 703

Bacterial KcsA channel, crystal structure of,

4022

Bacterial meningitis, treatment of, 2635

Bacterial metabolism, products of, 4043

Bacterial proteins, invasion of, 2723

Bacterial resistance, development of, 903

Bacterial subcultures, 2303

Bactericidal antibiotic concentrations, 903

Bacteriostatic sodium chloride, 1006, 2637

Bacteroides fragilis, 2479

Bag sampling, 2964

Bagley plot, 1716

Bailey’s model, 1539

Baking, leaning process, 1586

Ball milling

bead materials for, 2343

efficiency of, 2343

grinding process, 2344

intrinsic parameters, 2344

agitator tip speed, 2344

bead loading, 2344

linear velocity, 2344

mechanical force, 2343

nanoparticle size, 2343

residence time, 2343

scale-up performance, 2344

spherical particles, 2343

surface areas, 2343

Balneum, 951

Balsalazide, 1232

Balsams

definition of, 951

natural solutions of resin, 951

Bancroft’s rule, 1554

Bandages

classification, 951

elastic, 951

inelastic, 951

ribbons of muslin gauze, 951
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[Bandages]

semielastic, 951

splint, 951

B- and D-tablet tooling

dimension, 3784, 3789

heads of, 3786

shapes, 3789

subcategories, 3784

Bar coding techniques, 555

Barbiturate

alkyl, solubilization of, 3325

model T of, 1041

octanol–water partition coefficient of,

3325

synthesis, 1041

Bard Inspiron mini-neb, 2097

Barium sulfate

characterization, 2379

precipitation, 821

Barwell ram extruder, 1726

Basal gastric acidity, circadian rhythm of,

2872

Basal secretion level, in human, 2749

Basic local alignment search tool (BLAST),

3151

Basolateral cell membrane, 1244, 2715,

2722

surfaces, 2724

transporters of, 2721

Basolateral plasma membrane proteins,

2720

Bass larvae feeding of, 2330

Batanopride hydrochloride

aqueous solution of, 390

decomposition pathway for, 390

Batch-forming process

process method of, 2233

sizing rollers, 2233

Batch crystallization

control of, 858

operation of, 858

optimization studies, 865

process control, 865

development of, 865

Batch ovens, 3515

Batch production record, specification of,

1945

Batch validation, 554,556

Baths

classification, 951

cold, 951

external application of water, 951

hot=vapor, 951

tepid, 951

therapeutic techniques, 951

warm, 951

Bayesian adaptive control approach, 2812

Bayesian analysis, 2756, 2758

Bayesian feedback approach, application of,

2812

Bayesian inference criterion, 2405

B-cell lymphocytes, 1137

B-cell lymphomas, 1137

B-cell lysis, 1137

BCS. See Biopharmaceutics classification

system.

Bead inhaler technology, 1432

Beagles, half-life of fentanyl in, 3973

Bootstrap error-adjusted single-sample

technique (BEAST)

detection of NIRS, 3632

non-parametric clustering algorithm,

3632

Beckmann’s freezing-point method, 3776

Beclomethasone dipropionate, 2107, 2980

Becotide 100�, 2107

Beer–Lambert law, 448, 3392, 3416

for monochromatic radiation, 3416

Beer’s Law, 305, 864, 1971, 3367

applicability of, 3461

deviation from, 3461

Beeswax, 2330

as coating material, 4072

insect wax, 4066

as polishing agent in sugar coating, 4066

as stabilizer of w=o-emulsions, 4066

as stiffening agent, 4066

white and yellow, 4066

Bench-scale device, 2352

Bench-scale filling machines capsules, 410

Bending vibrations, 3406

Benign prostatic hyperplasia (BPH) treatment

of, 2807

Benoxaprofen, polymorphic forms of,

3300

Bentonite, 994–995, 1721, 1888

Bentyl�, 2253

Benzaldehyde, 1633

Benzalkonium chloride, 292, 901, 2992

Benzamide crystal, intermolecular

interactions in, 617

Benzene

as coating solvent, 1289

and dichloromethane, use of, 2996

Benzimidazole anthelmintics, veterinary

drugs, 3941

Benzisoquinoline hydrochloride, 3735

Benzo(a)pyrene and perylene, in

ethanol=water systems

solubilization of, 3319

melting point of, 3319

Benzocaine, solubilization of, 3320–3321

Benzodent, 901

Benzodiazepine, 1909

advantage of, 3359

antagonists, 1043

binding, 3030

metabolites of, 311

Benzoic acid

derivatives, micellar partition coefficients

of, 3325

glutamic acid derivative of, 1146

preservatives, 1614

Benzophenathradine, 897

Benzoyl benzoate, 779

Benzoyl peroxide, 3970

Benzphetamine, dissolution of, 3181

Benzydamine, 1356

Benzyl alcohol

advantage of, 1616

harmonized monograph, 1633

preservatives of excipient, 1625

Bepex-Hosokowa Co. roller compactor,

3174–3175

feed screw design, 3175

Bergey’s manual method, 932

Bernoulli theorem

for fluid flow, 3862

pressure change determination, 3864

Bespak Piezo Electric Actuator�, 3856

Bestatin, 2700

Beta-adrenergic antagonists, 116

Beta-adrenergic agonists, 1220, 2090

as clenbuterol, 3942

Beta-blockers post-MI, 1922

Beta-carotene, 656

Beta-carotene prooxidant activity,

pathway of, 145

Beta-cyclodextrin, 459, 682, 689, 1258, 3328,

3329

chemical structre of, 674

17b-estradiol, 148, 2442

biotransformation of, 778

Beta-Galactosidase expression, in tissues of

mice, 3913

Beta-glucosidase, 1508

Beta-Glucuronidase, 1341

17b-hydroxysteroid dehydrogenase, 2443

Beta-interferon preparation, antiviral activity

of, 2674

Beta-lactam antibiotics, 1256, 1244, 2722

b-lactamase, production of, 4100

b-receptor blocking agents, 1287

b-sheet conformation, 1311

Betamethasone valerate and miconazole

nitrate, in cream preparations,

547

Bevantolol, absorption of, 1017

Bexarotene, 3336

Biaxial shear testers

pharmaceutical powders characterization,

3289

types

flexible boundary tester, 3289

mixed boundary testers, 3289

rigid boundary tester, 3289

Bicarbonate buffer, 356

Bifomyk gel, 1126

Bifunctional reagents, 1135

advantage of, 1136

Bifurcation, femoral, 1159

Big BlueTM mouse models, 1414

Bilayered skin equivalent, 1035

Bile

constituents of, 24

hepatic, 24

pH of, 24

salts, 24

absorption enhancers, 31

constituents of, 31

effect of, 15

in stomach, 3593
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Biliary excretion, 114

Bilirubin

neurotoxicity, 370

serum concentration of, 3036

Bin blender. See Tote blender.

Binary blend systems, 1430

Binary drug–carrier systems, 762

Binary-phase diagram, 775

with eutectic formation, 775

Binder dispersion, degree of, 36

Binder solution, adsorption of, 36

Binder surface tension, 36

Binders, wet granulation process, 3658

Bingham bodies, 3132

model, 3132

rheogram of, 3130

shear strain rate for, 3130

Bingham-type plastic flow, 3604

pharmaceutical gums and hydrophilic

colloids, 3604

property of, 3604

yield stress, 3604

Binomial and normal distribution theory,

3491

Binomial distribution, 3490

binary outcomes, behavior of, 3490

Bio-Cor, 1222

Bio-Dis apparatus�, 912

Biovalidation cycles, 333

Biovalidation steam sterilization, principles,

325

Bioabsorbable hemostatic agent, 155

Bioabsorbable polymers

application of, 155

types of, 155

Bioabsorption, definition of, 155

Bioactivation mechanism, 1255

Bioactive agents, chemical stability of,

2380–2381

Bioactive dressings, in wounds, 1036

Bioactive peptides and biodegradable delivery

systems, 178

Bioactive wound management products,

1036

Bioadhesion

biological

macromolecules, 1169

tissues, 1169

definition of, 1169

measurement of, 2668

phenomenon of, 2667

theory of, 2668

Bioadhesive–biological interface, 1172

Bioadhesive delivery systems, 1257

principles of, 1169

Bioadhesive dosage, use of, 1064

Bioadhesive force, 1172

Bioadhesive gels, 1064

Bioadhesive hydrogel formulation, 1064

Bioadhesive polymer, 1253

Bioadhesive properties, thermal gelling

polymers with, 1299

Bioadhesives, residence time of, 2668

Bioaerosol samplers, 2310

Bioanalytical assay, sensitivity of, 2922

Bioartificial organs, design of, 612

Bioassay, concept of, 438

Bioavailability

absorption, rate of, 1892

definition, 1892

degrees of, 2942

dosage forms, 1892

generic drug product, 1892

human test of, 2850

measurement, 1893

pharmaceutical excipients, 1892

physiological factors associated with, 940

testing, 1893

Bioavailability and bioequivalence studies,

1785

during IND period, 1784

new drug applications (NDA), 1784

orally administered drug products, 1785

systemic exposure measures, 1785

Bioburden testing

analysis of bulk solutions, 380

and manufacturing process, 380

non-sterile environment, 380

polymer granules, 380

reduction=inactivation, 383

stages of liquid processing, 380

Biocatalyst, insoluble, 1508

Biocatalytic membranes, 1508

Biocatalytic urea sensor, 1508

Biochemical balances, maintainance of, 3041

Biocide, fraction of, 2988

Biocompatible emulsifier, selection of, 342

Biocompatible polymer, 1329

Biodegradable powder inhalation products,

415

Biodegradable crosslinked polymer networks,

in drug delivery, 190

Biodegradable delivery systems

development, for proteins, 178

drug stability, factors affecting, 178

for synthetic analogs of luteinizing

hormone-releasing hormone

(LHRH), 178

Biodegradable drug delivery

synthetic and natural polymers in, 179

new approaches for, 190

Biodegradable enzymes, 258

Biodegradable gel, 1031

Biodegradable hydrolyzed gelatin matrix,

904

Biodegradable nanoparticles, 2384

Biodegradable polyesters, 1010, 1334

Biodegradable polymer(s), 1143, 1183

advantages of, 176

bulk degradation vs. molecular weight,

183

classes of, 176, 180

hydrolytically labile polyesters, 176

classification of, 179

common classes of, 182

degradation mechanisms, 176

chemical changes to the polymer, 176

erosion, 176

[Biodegradable polymer(s)]

erosion versus chemical changes, 177

hydrolysis of polymer chains, 176

degradation rate of, 179

as drug carriers, 176

drug delivery systems, 177

examples of, 179, 180

and glass transition temperature (Tg),

179

limitation of polyorthoesters as, 187

mass transport rates of, 179

in matrix (monolithic) system preparation,

181

and melting temperature (Tm), 179

phosphazenes as, 187

phosphoesters as, 187

properties of, physicochemical, 179

polymer composition vs. physicochemical

properties, 179

surface-erosion of, 181

heterogenous hydrolysis, 181

in sustained release drug delivery

poly(D,L-lactide), 177

poly(D,L-lactide-co-glycolide), 177

tailor-made dosage forms and delivery,

177

thermal properties of, 179

Biodegradable polymer selection

factors affecting, 179–180

homopolymers vs. copolymers, 179

and regulatory approval, 179

Biodegradable sutures, moisture and, 177

Biodegradation definition of, 177

Biodegradation vs. bioerosion, 177

Biodressings

types

biological dressings, 1034

biosynthetic dressings, 1034

in wounds, 1034

Bioequivalence study, 3989

Bioequivalent drug products, 222

Bioequivalency

absorption rate, 1893

advantage of, 1893

blood concentration curve, 1893

characterization, 1893

disadvantage of, 1893, 1894

measurement, 1893

model independent method, 1892

multidose, 1893

single-dose, 1893

statistical-moment theory, 1892

steady-state theory, 1893

systemic circulation of dosage form, 1893

testing of, 1892

therapeutic equivalence, 1892

Bioerodible polymers, 177

Bioerosion, definition of, 177

Bioerosion-regulated drug delivery systems,

1099

drug-dispersed bioerodible matrix

fabrication, 1099

feedback-regulated system for, 1099

Bioerosion vs. biodegradation, 177
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Biofilm

bacterial growth, 4043

definition of, 4043

Biogenesis of aconitine, 251

Biogenesis of nocardicin A, 256

Biogenetic theory, 228

Bioinequivalence, definition of, 2850

Bioinformatic techniques, applications, 2492

BioJect, 1217

Biological dressings

cultured, 1035

natural, 1035

Biological fluids

analysis

fluorescence densitometry, 545

visual zone comparison, 545

drugs in, 516

Biological Ghost Delivery Systems, 1335

Biological indicator evaluator resistometer

(BIER), 3525

Biological indicators sterilization of, 3525

Biological license applications (BLAs) and

stability information systems, 733

Biological matrices, drugs in, 1497

Biological medicines, types of, 2830

Biological membranes, lipid peroxidation of,

150

Biological processes, metals in role of, 3367

Biological product

growth factors (GFs), 270–271

hormones, 269

interferons, 269

stability=degradation of, 262

types of, 269

in United States, 1955

Biological product categories, 268–269

Biological safety cabinet (BSC), 2173

airflow patterns of, 2178–2181

applications

in industry, 2181

in pharmaceutical manufacture, 2181

in pharmacies, 2181

in sterile testing, 2181

cabinet ventilation, 2179–2180

classification, 2178

class I, 2178–2179

class II, 2178–2179

class III, 2178–2180

containment and barrier techniques to,

2178

in drug manufacture, 2178

laminar flow, 2178

location and maintenance of, 2180

operating procedure, 2180

performance, 2182

pharmacy operations, 2178–2179

protection design features of, 2180, 2182

suitability, 2179

Biological substances, monographs on,

2830

Biological systems

organic compounds in, 3090

radioresistant, 3550

Biological tissues, cavitation in, 3837

Biologics licensing applications (BLAs), 1782,

1788

Bioluminescence, 3401

See also Chemiluminescence, 204

Biomarkers, 267–268

screening use of, 3048

Biomedical drug analysis, 194

developments in, 195

gas-pressure liquid chromatography, 195

high-pressure liquid chromatography,

195

ultraviolet (UV), 195

visible light absorption or emission, 195

Biomedical trace analysis

absorption photometric detectors, 199

for high-performance liquid

chromatography, 199

detectability, 199

electrochemical detector, 199

fluorescence detector, 199

types of detectors for, 199

Biomembrane characteristics, 2667

Biometric identifier, sort of, 2556

Biomolecular pharamacologist, 3047

Bionite lenses, 1221

Biopharmaceutic classification, basis for,

1246

Biopharmaceutic classifications system, 419,

3714

category, 2817

classes of drug substances, 167

implementation of, 926

in vivo methods, 167

mechanism, 167

parameters, 926

Biopharmaceutic experimentation, 2821

Biopharmaceutical therapeutic agents,

1612

Biopharmaceutics, 3648

bioavailability, 222

bioequivalence, 222

definition of, 208

lackluster potency, 2, 1371

oral absorption, 2, 1371

and pharmacology, 2, 1371

Biophase distribution model, 2804

first-order distribution rate constant,

2804

hypothetical effect–compartment, 2804

peripheral pharmacokinetic compartment,

2804

Bioreactors types, 3905–3906

Bioresearch monitoring inspections, 3072

Bioresponsive drug delivery systems, 1100

cross-sectional view, 1101

feedback-regulated system, 1100

glucose-triggered insulin delivery system,

1100

mechanism of, 1101

Biosensor potentiometric, 1525

acetylcholine, 2030

cell-based, 1525

for detection of alcohols, 2030

for enzyme immobilization, 2030

[Biosensor potentiometric]

hydrogels in, 2030

hydrogen peroxide, 2030

poly(vinylimidazole), 2030

Biosynthesis of

amaryllidaceae alkaloids, 245

camptothecin, 250

citrinin, 230

colchicines, 244

desacetylcephalosporin C, 255

drugs, 228

emetine, 245

ergot alkaloids, 247

fatty acids, 229

flavonoids, 235

furanocoumarins, 235

griseofulvin, 231

hydrastine and sanguinarine, 243

isoflavonoids, 236

lanosterol and cycloartenol, 238

(S)-norcoclaurine and (S)-reticuline, 242

penicillin G, 255

prostaglandins, 230

protoberberine alkaloids, 243

pyrrolizidine alkaloids, 241

quinine and quinidine, 251

strictosidine, 247

tropane alkaloids, 240

vinblastine, 249

Biosynthetic dressings, in wounds, 1035

Biotechnical and genetic engineering, 570

Biotechnology

drugs nature of, 2746

future of, 278

history of, 259

industry maturation of, 2741

products, 94

delivery of, 2741

research geography, 259

technology of, 259–260

Biotechnology-derived products, 1957

based on

animal-source insulin, 1957

insulin, 1957

prospective harmonization, 1959

safety evaluation, 1421–1422

Biotherapeutic products, 3060

Biotinylated antibodies, mixture of, 1145

Biotinylated liposomes, binding of, 1145

Biotinylation, 2053

Biotransformation

of aromatic hydrocarbons, 313

chemical exposure, 322

conjugation reactions, 317

drugs

arylacetic acid (indomethacin), 311

arylpropionic acid (ibuprofen), 311

definition, 310

detection of metabolites, 311

electrophilic substances, 311

by enzymic process, 310

functional groups, 311

by non-enzymic process, 310

nucleophilic substances, 311
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[Biotransformation]

polar hydrophilic moiety, 311

reactive intermediates, 311

in epidermis, 3968

epoxides, isomeric phenols, 313

by gut flora, 311

hydroxylations

catechols, 314

NIH shift, 314

induction

of Barbiturates, 322

consequences of, 322

of Dieldrin, 322

inhibition

of Cimetidine, 322

consequences of, 322

N-oxidation

in hydroxamic acids, 314

in hydroxylamines, 314

nitroglycerin, 322

of nitrogen

azoreductase activity, 315

in azo dye Prontosil, 315

nitroreductase activity, 315

oxidation

of divalent sulfur atoms, 314

and lipophilicity, 312

of nitrogen, 314

at saturated (sp3) carbon, 311

of sulfones, 314

of thioethers, 314

at unsaturated (sp2) carbon, 311

pathways of, 311

properties of, 310

reduction

of halogenated hydrocarbons, 315

of sulfur, 315

of reduction

in carbon–carbon double bonds, 315

in nitrogen, 315

stereoselective, 320

stereospecific, 320

in asymmetric centers, 320

hydroxylation of secondary carbon

reduction of ketones, 320

in stereochemical inversion, 321

of sulfoxidation, in thioamides, 314

of sulfoxide formation, 314

sulfation, 318

of aromatic hydrocarbons catechols

terminal metabolites, 314

Biotransformation pathways

by enzymes in liver, 311

factors affecting, 311

hydroxylation, aromatic hydrocarbons,

313

metabolites of

amines, 312

thioethers, 312

oxidation, aromatic ring systems, 313

oxidation and deamination of primary

amines, 313

cleavage of esters, 313

of arene oxide intermediates, 313

[Biotransformation pathways]

of aromatic hydrocarbons, 313

of epoxides, 313

of primary alcohols, 312

of secondary alcohols, 312

of unsaturated hydrocarbons, 313

on aliphatic carbon, 312

oxidative enzymes in, 312

phase I, 311

phase II, 311

reduction, 314

in sulfur, 315

reversible, 311

BioValve, 1217

Biowaivers, 226

Biphetamine�, 1771

Bipolar neurons, 2681

Birds

anseriformes, 3963

galliformes, 3963

micronebulizer, 2097

Birefringence effect, 446

Bismuth subnitrate suspension flocculation,

4125

Bisphenol A (BPA) preparation of

polyphosphoesters from, 189

1,4-Bis(hydroxyethyl)-terephthalate (BHET),

190

Bisphosphonate drug clodronate

bioavilability of, 2825

Bitter orange

constituent of, 1765

essential oil, 1765

Black belts, definition of, 3079

Black body radiation

emissive power, 3874

heat transfer, 3874

Stefan–Boltzmann law, 3874

Black cohosh (Cimicifuga racemosa),

69–71

Black tea

causes, 2438

consumption, 2438

flavonoids

theaflavins, 2438

thearubigin, 2438

Bladder tumor(s)

formation, 2776

preclinical findings of, 2779

Blaze wavelength, 3397

Bleeding, postoperative, 73

Blenders

drum, 2355

tumbling, 2352

Blending regimens, 2352

Blend specimens analyses of, 3492

Blend uniformity

history of, 2967

replacement of, 2968

Bleomycin, 1352

Blister packages, 1976, 2085

Blister plasters, 951, 965

Blood-borne pathogens, 353

Blood boundary layer permeability of, 2716

Blood–brain barrier, 577, 2635, 2681

Blood–milk barrier, 3959

Blood–vaginal epithelium barrier, 1355

Blood capillaries, 2665

Blood cell growth factor, 270

Blood cell production, process of, 363

Blood coagulation, 704

in acute myocardial infarction, 273

deficiency of, 272

factors, 271–272

stages in, 3058

Blood components, electrostatic interaction

of, 1332

Blood drug concentration–time curve

division, 169

dosage forms, 168

Blood ethanol concentrations, 2639

Blow–fill–seal (BFS)

advantage of, 379, 747

air-borne contamination, 379

aseptic processing technique, 378

automation of, 381, 383

broth fill contamination, 381

broth filled units, 379, 383

coolant systems, 380

container contamination, 379

for cosmetics, 378

dry heat sterilization process, 383

environmental contamination, 379

extrusion process, 380

filling environment, 379

filling mandrels, 378

for foods, 378

high levels of sterility, 379

integrity testing, 383

leaking units in, 383

localized air shower, 379

for liquid product categories, 378

machines, 380, 748

microbial contaminants, 379

coolant systems, 380

raw materials, 380

microbiological monitoring, 378

for non-sterile medical devices, 378

pharmaceutical, 378

plastic containers, 378

polymer granules, 378, 380

process, 747, 748

routine microbiological environmental

monitoring, 379

semiquantitative air monitoring, 379

specification class for, 378

spore contamination, 383

sterile pharmaceutical products, 380

sterilizing grade filters, 378

sulfur hexafluoride (SF6) tracer gas, 379

surface monitoring, 379

validation of

clean in place (CIP), 380, 381

steam in place (SIP), 380, 381

Blood flow variation, regional effect of,

3822

Blood glucose level, 116, 1428

change in, 2751
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Blood level studies, dosage forms, 168

Blood, oxygen-carrying properties of, 353

Blood partition coefficient, 2759

Blood replacement, principle of, 354

Blood salicylate levels, increase of, 2991

Blood substitutes, 335

fluorocarbon approach, 335

Blood, transfusion, allogeneic, 335

Blood versus plasma clearance, 3033

Blood vessel, component of, 1326

Bluish–gray stains, 902

BMS-182994205, process development of,

2996

Body composition, differences in, 2634

Bohdan automation, 3006

Bohle concept, 745

Bohr’s planetary model, 3082

Boiler and pressure vessel code (BPVC),

2239

Boiling liquids

heat transfer, 3872

in vertical tubes, 3873

Boiling point elevation

Clausius–Clapeyron equation, 3771

colligative property, 3771

definition, 3771

ebullioscopic constant, 3771

molal elevation constant, 3771

non-volatile solute, 3771

osmotic pressure measurement, 3776

tonicity, 3776

Boltzmann constant, 816

Bone

components, 2441

infection, antibiotic formulations for,

162

marrow

cytogenetic analysis, 120

progenitor cells, 266

osteoporosis, 2441

Bone health, 2441

nutraceuticals for, 2441–2442

g-linolenic acid, 2442

n-3-PUFAs, 2442

soy isoflavones, 2441–2442

Bone mineral density (BMD), 2442

Bone morphogenic growth proteins (BMP),

275

Borosilicate glasses, 2514

chemical durability of, 2519

Borosilicate microfibers, 2173

Borosilicate pharmaceutical glasses

compositions and thermal

expansions of, 2515

Boston bioprobes, 935

Botanicals, analysis of, 2851

Boundary diffusion layer, 1495

Bovine adenovirus type 3 (BAd3), 3912

Bovine and porcine gelatins, alternative for,

420

Bovine corneal opacity (BCOP) test, 1420

Bovine growth hormone (bGH), 2736

Bovine insulin, 460

Bovine leukemia cells, 1141

Bovine mammary gland milk production in,

3957

Bovine red cells, 355

Bovine serum albumin (BSA), 2160, 2318,

2391

release of, 1237

Bovine spongiform encephalopathy (BSE),

1642, 3206

Bovine type 1 collagen, 1035

Bovine viral diarrhea virus (BVDV), 3999

inactivation, 4000

reduction, 4000

Bowman–Birk inhibitor, 2726

Box–Wilson design, 2458, 2460

Brønsted–Lowry model, 385

Bradyarrhythmias, 76

Bragg’s Law, 2940

Brain-computed tomography scan, 364

Brain cells morphological change, 1803

Brain injury clinical management of, 366

Brain metastases, 1328

Brain stem ischemia, 347

Brain tumor, treatment, 1328, 2322

Brass alloys, dezincification of, 784

Bravais-Friedel Donnay-Harker (BFDH)

model, 847, 848

Breast cancer

cells, 150, 1328

primary, 1137

models, 1139

patients

genetic abnormality of, 264

survey of, 68

Breast carcinoma xenograft, 1139

Breath-activated device, 1923

Breath operated inhaler (BOI), 2277

Breathancer�, 997

Brevundimonas diminuta, 383, 1748

Brexin� tablets, 1258

Bricanyl� Turbohaler, 1540

Brigham tea, 74

Brilliant blue FCF, 660

Brio�, 557, 558

British Drug Regulatory Agency, 568

British Herbal Compendium, 2904, 2906

British Herbal Pharmacopeia (BHP), 2904,

2906

British patent system, basis for, 2605

British Pharmacopoeia (BP), 1753, 2212, 2857

Brodie’s principle, 194

Bromobutyl rubbers, 1475

4-bromo-1-naphthalenediazonium chloride,

1514

Bromocriptine, 1356

Bronchial asthma, 1287

Bronchial carcinoma patients, clinical trials

with, 1140

Bronchial epithelial cells, human, 1141

Bronchodilator, 2100

terbutaline sulfate, 2980

Bronchopulmonary tract, 2980

Broth fills

aseptic processing capability effect, 381, 383

batch documentation, 382

[Broth fills]

blow-fill-seal units

acceptance criteria, 382

internal surfaces of, 382

microbial contamination, 382

operator activity, 382

contamination, 381

environmental contamination, 381

frequency and size of, 382

incubation period, 382

machine recommissioning, 382

operational qualification of Blow-Fill-Seal,

381

statistical probability of, 382

sterilization, 382

Brown–Richards equation, for static flow,

3281

Brownian motion, 1796, 3889

advantages of, 2386

of colloidal particles, 2386

definition of, 640

in dispersing medium, 2386

pharmaceutical particles, 4119

stability of, 2386

Stokes–Einstein theory, 2386

Brownian particles, 1797

Browning reaction, 2232

Brunauer–Emmett–Teller (BET) surface area,

1793

Brunauer, Emmett, and Teller equation, 4051

application, 2372, 4051

non-polar gas adsorption, 4051

linear form, 4051

modification of, 2372

in surface area determination, 2372

for vapor adsorption, 4051

Brush border

definition of, 2715

peptidases, 2718, 2721

Brushing, mechanical methods of, 900

Bubble-point performance, 3902

Bubble drying process, 1429

Bubble point test, 1755

integrity test, 1755

measurement of, 1755

microporous membranes, 1755

wetting fluid, 1755

Buccal absorption, 21

for drug adminstration, 1071

model, of drug, 1074

Buccal adhesive

patches, 2670

tablets, 2670

Buccal administration, presystemic

metabolism prevention, 1075

Buccal bilayer devices

components of, 1175

drug-containing mucoadhesive layer, 1175

drug-free backing layer, 1175

Buccal bioadhesive captopril tablet, 1077

Buccal delivery devices

bioadhesive polymers in, 2669

development of, 2674

geometric designs of, 2669
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Buccal dosage forms, 2669

formulation development of, 2669

Buccal drug retention, duration of, 2667

Buccal epithelium thickness of, 2665

Buccal glands, 1072

Buccal homogenate studies, 2674

Buccal insulin absorption, 2672

Buccal morphine, 1078

Buccal mucosa

carrier properties of, 2666

D-glucose and L-arabinose to

absorption of, 1073

isosorbide dinitrate in

absorption of, 1073

permeability of, 2665

presystemic metabolism in, 1076

proteolytic activity of, 2674

Buccal tablet

prototype for, 1289

Buccastem�, 1254

Buccoadhesive morphine sulphate tablets,

1078

Buchner funnel, 1269

Budesonide, 2107

anti-asthmatic agents, 1613

nebulizing suspension, 2112

Budesonide–PLA particles, 3575

Buffer(s)

acetate, 1627

adjusting agents, 1628

benzoate, 1627

citrate, 1627

components, crystallization of, 840

definition of, 387

ionic equilibria of, 387

in pharmaceutical systems, 389

phosphate, 389

properties of, 387

salts, types of, 2862

selection of, 388

sodium phosphate, 836

solution

neutralization titration, 3755

preparation of, 1509

succinate, 1614

Buffering agents

use of, 388

water-soluble, 389

Buffer-catalyzed reactions, 290

Buffering capacity, low rectal fluid, 1307

Buginarium. See Bougies.

Building monitoring and control system,

2881

Bulk drug substance (BDS), 2993

Bulk powder properties, 3643

Bulk property detectors, 533

Bulk sampling, 2964

Bulking agents, 1822

crystalline, polymorphism in, 1823

crystallization, conditions for, 1823

freeze-drying cycle, 1275

general considerations, 1822–1823

shelf life, 1275

sublimation process, 1275

Bundesverband de Pharmazeutischen

Industrie (BPI), 1982

Bungyo, 1980

Bupivacaine-free base, dispersions of, 3305

Bupivacaine–HCl, dispersions of, 3305

Bupivicaine, therapeutic concentrations of,

3038

Buprenorphine, 1077

absorption of, 1299

bioavailability of, 1077

extraction ratio of, 1077

Burkitt’s lymphoma cell lines, 1143

Burn wound healing, gel-formers in, 162

Burns

management of, 1029

treatment of, 1028

Buserelin, 1078

absorption of, 17

bioavailability of, 1078

in endometriosis treament, 1078

treatment of hormone dependent tumors,

1078

Business rules, implementation of, 2555

Busulfan�, drug product, 1643

Busulfex, dose of, 3360

Butadiene rubber, 2275

Butane

advantages, 1212

combustion engine, 1212

in needle-free injection, 1212

Butorphanol tartrate, 946

Butt adhesion test, 1739

Butyl rubber

advantages of, 1276

water vapor permeation properties, 1276

Butyl synthetic elastomers, 1466

Butylated hydroxyanisole (BHA), 1554

humectants, 996

Butylated hydroxytoluene (BHT), 1554, 3348,

1708

humectants, 996

Cadila system, 1667

Caementum. See Cements.

Caenorhabditis elegans, 3147

Caffeine, 616, 2034

active ingredients, 4106

complexes of, 618

polymorphs of, 3436

Cahn–Ingold–Prelog sequence rule,

2144–2145

Cake filtration, 3903

filtration method, 3886

Calamine lotion, 995

Calamitic mesophases

cholesteric, 1115–1116

columnar hexagonal, 1115–1116

nematic, 1115–1116

smectic, 1115–1116

Calcitonin, 2033, 2748

biological effects of, 2707

intranasal delivery systems for, 1612

vaginal absorption of, 16

Calcitonin gene-related peptide (CGRP),

delivery of, 2749

Calcitrol, 3347, 3349

dose of, 3349

Calcium alginate gels, 1883, 2317

formation of, 1878

Calcium alginate microcapsules, 2331

Calcium carbonate

formation, 3732

tablets, 922

Calcium-channel-blocking, 2150

verapamil in, 1192

Calcium-chelating agents, 2720

Calcium gluconate injection, 1630

Calcium glycerophosphate (CGP), 700

Calcium hydroxyapatite, 704

Calcium pectinate, insoluble polymer, 1291

Calcium phosphate, 2454

transformation of, 899

Calcium sulfate, stages of hydration, 2371

Caliberation of NIR

by differential scanning calorimetry (DSC),

3437

thermal gravimetric analysis (TGA),

3437

Calorimeter, 393

compression, 403

isoperibol, 402

Calorimetric glass transition temperature,

400

Calorimetric methods, for drugs quality

control, 403

Calorimetric techniques, thermal events,

394

Calorimetry

applications in pharmaceutical sciences,

393

isothermal titration, 1884

scanning, 1884

Camag Automatic TLC Sampler III, 540

computer-controlled automatic developing

chamber, 541

horizontal developing chamber, 541

Camag linomat IV band applicator, 540

Cambric, oiled. See Silk, oiled.

Cambridge structural database (CSD)

oxytetracycline in, 3956

pharmaceuticals solids, 4105

Camellia sinensis, 74, 2438

10-Camphorsulfonic acid, 2159

CamposomesTM, 3579

Camptothecin, biosynthesis of, 250

Canadian guideline, for analytical methods

validation, 94

Cancer

cells

hypoxic, 349

drug treatment, 2469

history of, 431

human causes of, 431

prostate, treatment of, 3360

treatment of, 1191

Cancer and burn injury, 3037

Cancer cell lines, 2444
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Cancer cells, endometrial, 71

Cancer chemotherapy, 433, 1192, 1328, 2469

Cancer prevention

by diet modifications, 2443

nutraceuticals in

melatonin, 2444

n-3-polyunsaturated fatty acids, 2444

resveratrol, 2444

soy isoflavones, 2443–2444

tea, 2444

by obesity reduction, 2443

Cancer risk assessment, 436

Cancer theory, multi-stage, 431

Candelilla wax, 4066

superficial infections caused by, 3973

Candida albicans, 1033

vaccine, 1356

Candida diphtheriae, 2479

Candy-base cookers

high-speed atmospheric cookers, 2232

types of, 2232

vacuum cookers, 2232

Candy-base manufacturing

candy-base properties, 2233

final moisture content, 2233

heat-stable colors, 2233

manufacture of medicated lozenges, 2233

precooking, 2233

Capillary cell membranes, 212

Capillary columns, high resolution capability

of, 516

Capillary condensation, study of, 2590

Capillary electrophoresis (CE), 98, 304,

1189

detection techniques, 2050

determination of compounds, 2050

electrokinetic injection, 205

electro-osmosis transport, 205

electrophoretic separations of, 204

for immunoassays, 2050

in body fluids, 204

instruments, 204

migration rate of, 205

resolution separation technique, 204

separation of macromolecules, 2050

separation process, 205

ultraviolet detection technique, 205

Z-shaped capillary flow cell, 205

Capillary electrophoretic immunoassay

(CEIA), 1577

advantages of, 1577

detection techniques, 1577

resolving capabilities of, 1577

Capillary interaction, 35

Capillary isoelectric focusing (CIEF), 305

Capillary rheometer, 1716

Capillary viscometers, 3141

Capillary zone electrophoresis (CZE)

charge=mass=ratios of, 206

detection sensitivity, 206

non-chromatographic separation technique,

206

Caprylic=capric acid, mono- and diglycerides

of, 3348

Capsaicin, 2036

Capsular-shaped systems, 1293

Capsule fill capacity, 412

dosing mechanism, 412

physical size, 412

type of formulation, 412

Capsules, 3334

advantage of, 1291

applications, 951

coating, 414

combinations of, 412

and its components, 992

dissolution characteristics of soft gelatin,

1867

dry powder blends in, 406

elastic, 952

empty, 408

standards for, 408

storage for, 408

enteric-coated doses, 952

filling machine

eauger, 409

bench-scale, 410

dry solid, 411

instrumented, 411

formulation

expert system, 417

hard gelatin, 1670

release, 415–417

filling, 408

capacity, 412

dry solid, 411

formulation types, 408

liquid, 411

powder, 409

from non-gelatin ingredients, 992

powder, 412

gelatin, 406, 952, 1616

advantage, 407

hard, 992–993, 3335

soft, 3335

softgel, 993

hypromellose, 406, 414

for inhalation products, 415

in vitro testing, 413–414

in vivo testing, 414–415

manufacture, 407

gelatin, 407–408

hypromellose, 408

opaque, 666

pellets and granules in, 411

physical properties, 415

polymers, 406

sandimmune soft gelatin, 3349

sealing, 412, 992

self-locking, 992

shell manufacture properties

bloom strength, 992

viscosity, 992

soft, 952, 992

starch, 952

structure for formulation of hard gelatin,

1673

Capsule weight data, 3508

Capsules, gelatin, 2085

Captisol�, 1273, 1642, 3304

solubilizer, 1273

stabilizer, 1273

Captopril, 1077

buccal formulation of, 1077

peroral (B) administration of, 1077

pharmacodynamic parameters, 1074

plasma concentrations, 1077

sublingual administration of, 1077

Carbamazepine, 616, 845, 1019, 1244, 2862

cocrystals of, design of, 617

crystal growth of, 827

crystal packing of, 617

monoclinic, 850

phases of, 2942

photodegradation of, 620

photodegradation products of, 623

photomicrographs of, 630

in polyethylene glycols (PEG), 769

polymorph nucleation, 850

solid dispersion of, 769

solvates of, 617

strategy of formation of cocrystals of,

621

structure of, 618

trigonal, 850

Carbamazepine cocrystals (nicotinamide or

saccharin)

and solvates, molecular interactions in,

620

stability of, 619

Carbamazepine dihydrate (CBZ(D)), faces of,

847

Carbamazepine nicotinamide (CBZ : NCT)

cocrystallization of, 629, 631

dissolution rates of, 620

melting points of, 619

solubility values of, 625

Carbamazepine polymorphs

induction times of, 842

monoclinic, 842

trigonal, 842

Carbamazepine : saccharin (CBZ : SAC)

cocrystallization of, 632

dissolution rates of, 620

melting points of, 619

Carbidopa–levodopa combination, example

of, 942

Carbodiimide reagents, 1135

Carbohydrate and gastric homogeneity,

2868

Carbohydrate excipients

lactose, 3304

sucrose, 3304

Carbohydrate residues, 1136

oxidation of, 1136

Carbomer, 1881, 1882, 1887, 2407

molecular size of, 1887

properties of

mucoadhesive, 1887

Carbomer 934, 1887

Carbomer 934 alcoholic gel, 3265

Carbomer 940, 1887
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Carbomer 941 gel, 3264

Carbomer 971P (Carbopol� 971P), 2018

Carbomer gel, 1220

Carbon black pigments, 1466, 1468, 1475

Carbon dioxide, 2978

sources of, 2979

Carbonless copy paper, 2316, 2330

Carbonyl derivatives

amine addition to, 2045

hydrolysis of, 2044

Carbonyl groups, stretching vibration of,

3415

Carbopol 934, 1352

Carbopol 934P, 1175

Carbopol gel, controlled release, 1356

Carbopol� 971P, 2018

Carbosilane-poly(ethylene oxide) (CSi-PEO)

dendrimers, 886

Carboxamide homosynthon, 617

Carboxy methyl cellulose, suspending agents,

1624

6-Carboxyfluorescein, permeation order,

1345

Carboxyhemoglobin, 358

Carboxylate anion shifts, absorption band of,

701

Carboxylated styrene butadiene rubber latex

foam, 1029

Carboxylesterases

A-esterases (arylesterases), 316

B-esterases, 316

C-esterases (acetylesterases), 316

esterase activity, 316

hydrolytic reactions, 316

non-specific enzymes, 316

transport reactions, 316

Carboxylic acid derivatives, 2041

hydrolysis of, 2040

Carboxylic ionophore antibiotic, prevention

of coccidiosis, 3942

Carboxymethyl-chitin hydrogel, 2031

Carboxymethyl cellulose, 1292, 1586, 1885

Carboxymethylethylcellulose (CMEC), 41

Carboxyvinyl polymers, 2407

Carcinoembryonic antigen, 1144

Carcinoembryonic antigen (CEA) antibodies,

1149

Carcinogen, 1616

Carcinogenesis, 149

chemical

investigation of, 432

free radicals in, 139

solid-state, 432

stages of, 149

Carcinogenicity, 121, 689, 1413, 1616

alternative models

evaluation

and implementation of, 441–442

use of, 442

dosage selection, 1417

testing

history of, 431

in past, 431–433

weight-of-evidence approach, 442

Carcinogenicity and mutagenicity, 2991

Carcinogenicity bioassays, 1416

statistical analysis, 1417

Carcinogenicity models, alternative, 440

Carcinogenicity risk assessment, 436

Carcinogenicity studies

FDA guidelines for, 689

observation and measurement, 435

Carcinogenicity test, current, 433–440

doses and route of administration,

433–434

duration, 434

experimental conditions, 434

histopathological evaluation, 434–435

historical control data, 435

parameters examined, 434

statistical analysis, 435

Carcinogenicity test legislation, history of,

432

Carcinogenicity testing

evolution in, 436

ICH topics on, 439

in future, 440–443

Carcinogenic nitrosamines, 2991

Carcinogenic potential, 2991

Carcinogenic products, industrial use of,

432

Carcinogens, 150

genotoxic vs. non-genotoxic, 436–437

lipid peroxidation activation, 141

non-genotoxic, 1413

positive control, 432

rodent liver, 1413

Carcinomas, 431

lymphatic, 1610

Carboxypeptidases, 2718

Cardamon

constituents, 1764

natural flavoring agents, 1764

Cardiac arrest, treatment of, 349

Cardiac arrhythmias, 944

Cardiac drug (digoxin), intravenous injection

solution formulation for, 1670

Cardiac dysrhythmias, 2639

Cardiac glycosides, 245

Cardiac ischemia, 365

Cardiac myocytes, cellular mechanisms=ion

channels in, 2197

Cardiac Purkinje fibers, 2196

Cardiomyopathy

dilated, 1155

ideopathic, 1156

Cardiopulmonary bypass (CEB), 361

surgery, 349

circuit models, types of, 361

Cardiopulmonary resuscitation (CSR),

2632

Cardioquin�, 1255

Cardiovascular autonomic neuropathy,

2872

Cardiovascular disease, 588

drug biotransformation, in physiologic

factor, 321

Cardiovascular disease patients, 73

Cardiovascular drug propranolol, 320

Cardiovascular drugs, 1075

captopril, 1077

glyceryl trinitrate (GTN), 1075–1076

isosorbide dinitrate, 1076

nifedipine, 1076–1077

Cardiovascular health

nutraceuticals treatment for

coenzyme Q10, 2437

DHEA, 2437

lycopene, 2437

melatonin, 2437

octacosanol, 2437–2438

n-3-polyunsaturated fatty acids (PUFAs),

2437

pycnogenol, 2437

resveratrol, 2437

soy products, 2437–2438

tea flavonoids, 2437–2438

risk factors, 2437

Caretek Medical, 1217

Carmustine (BCNU), from Gliadel�, 186

Carnauba wax, 765, 2010, 2018, 2330,

4066

as coating material, 4072

in cosmetic, 4066

in food, 4066

matrix, 767

melting point of, 4074

in pharmaceutical products, 4066

polishing agent in sugar coating, 4066

with valproic acid (VA), 768

Carnivorous species, urinary reaction in,

3962

Carotenoids, 143, 145, 2431

autoxidation, 145

beneficial effects, 145

functions of, 143

Carpuject�, 1008

Carrageenan, 1883–1884

hydrogels of, 2029

Cartesian coordinates

definition of, 714

molecular array, 714

Cartia XT�, 2255

Cartilage tissue engineering, 2030

Cartridge-type depth filter, particle removal

by, 4040

Carvedilol, 149

Case report forms (CRFs), 551, 2486

design process, 553

Casein, 2381

Casson body

rheogram for, 3131

shear strain rate for, 3131

Casson body model, 3132

shear thinning behavior, determination,

3132

Cast stainless steels, 792

alloys, 792

heat-resistant, 792

Castor wax, 4066

Catalase, 2034

Cataplasm. See Plasters, medicated, 996.
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Catapres-TTS�, 984, 1087

patches, 3362

scopolamine-releasing transdermal

therapeutic systems, 1087

structural components, 1091

Cataracting regime, 2355

Catechins, 147

Catechol, 2142–2143

Catecholamine, 213, 2148

autoxidation of, 149

enantiomeric forms in, 455

Catecholestrogens, 148

catechol structure of, 148

Cathodic reductive stripping, 1499

Cathodic sputtering process

black coating, 3225

coating thickness, 3225

free electrons, 3225

principle of, 3219

Cathodic stripping voltammetry (CSV),

1498

Cathodic voltage scan, application of, 1498

Cation exchange chromatography, 303

Cationic compounds, determination of,

1512

Cationic dendrimers, 884

inherent toxicity, 886

for parenteral administration, 886

Cationic emulsifiers, 1552, 3261

Cationic liposome-DNA complex (lipoplex),

1328

Cationic liposomes

enzyme activity, 1165

of transfection efficiency, 1164

Cationic surfactants, 826, 3586

Cattle

ectoparasiticides classes, 3972

gastrointestinal tristrongylids, 3948

half-life of phenylbutazone in, 3962

hydrophilic substances in, 3968

mineral deficiencies in, 3952

sebaceous glands, 3968

skin, 3968

treatment of frothy bloat in, 3950

dimeticone emulsion, 3950

poloxaline, 3950

Caveolae regions, clusters in, 1328

Cavitation bubbles, in stratum corneum, 3838

Cavitation milling

cavitation erosion, 2344

energy dissipation, 2344

particle size reduction, 2344

Cavitron�, 1642

Cavity foam dressing, in wounds, 1029

CBER. See Center for Biological Evaluation.

Carbamazepine polymorphs monoclinic

CD

with absorbance detection, 453

with scanning double monochromator,

450

CD-1959, absorbance detector of, 453

CD-active absorption bands, 457

CD-active analytes, multiple overlapping

bands from, 454

CD4þT-cells

activation, 3915

CD bands, 449

CD detection

aminoacids, 456

carbohydrates, 456

of chiral substrates, 454

illuminating source of, 452

light sources for, 450

lysergic acid diamide (LSD), 457

natural products in plant extracts,

456–457

proteins, 456

sensitivity of, 453

steroids, 456

CD diode-array detectors, 453

CD instruments, for analytical applications,

451

CD spectra

for chiral complexes, 458

for chiral Cu(ll)-L-tartrate metal complex,

458

in chloroform solution, 457

for Cu(II)-D-histidine spectrum, 460

for enantiomers, 454

for mixed Cu(II)-peptide-D-histidine

complexes, 461

for mixed ligand complexes, 460–461

for neuropeptide analyte, 461

for polymixin and bacitracin antibiotics,

455

for standard reference materials (SRM),

454

for underivatized partial racemic mixture,

459

for vitamin analyses, 455–456

for water-soluble vitamins B2 and C, 455

CD spectropolarimeter double

monochromator, 450

CD spectroscopic data, with quantitative

structure-activity relationships

(QSAR), 461

CDER. See Center for Drug Evaluation and

Research.

CDs. See Cyclodextrins.

Cefadroxil, 1073

Cefamandole, distribution of, 579

Cefazolin sodium

deflocculation behavior of, 4125

flocculation behavior of, 4125

in non-aqueous media, 4125

zeta potential of, 4125

Cefoperazone sodium

oily paste and oily suspension, 3959

CEFORMTM technology

tablets manufactured with, 1111

Cefoxitin, 1630

chemical stability of, 88

Ceftazidime, 390

Ceftin�, 1256

Ceftiofur sodium, 3955

Ceftriaxone

free fraction of, 3036

interaction of, 3032

Cefuroxime sodium

oily paste and oily suspension, 3959

Celacol�, 995

Cell- and tissue-based electrodes, 1526

Cell and tissue therapy, 265–266

Cell-based biosensors, 1525

Cell-culture equipments, efficiency of, 1134

Cell deaths

apoptotic, 1159

kinds of, 1159

oncotic, 1159

programmed, 1159

Cell dehydration, 161

Cell encapsulation, coacervation for, 608

Cell growth, 1803

regulation of, 1333

Cell killing mechanisms, 1331

Cell-mediated immune reaction, 46, 1421

Cell membrane

extrinsic proteins, 25

hydrophobic and electrostatic interactions

of, 25

interdigitation of, 2680

intrinsic proteins, 25

polar molecules in, 25

primary structure of, 25

structural model of, 25

Cell membrane components, 1169

Cell membrane glycoprotein, 1328

Cell membrane lesion

with cytoskeletal-antigen, 1159

with immunoliposomes, 1159

ischemic process injury, 1159

submicroscopic holes, 1159

Cell membranes, biochemical properties of,

212

Cell permeation enhancers, 32

absorption enhancers, 32

constituents of, 32

drug absorption, 32

Cell-surface receptors, 1145

Cell voltage change, 1511

Cellular drug permeability, 1302

Cellular hyperplasia, 689

Cellular injury, 438

Cellular layers

contribution of, 3823

Cellular macromolecules

and cell sizes, 3821

intercellular lipid matrix, 3821

intercellular space volume of, 3821

in epoxides, toxic effects, 313

in oxidation. of epoxides, 313

Cellular necrosis, 686

Cellular oncogenes, 645

drug delivery system, 1644

microcrystalline, 988

Cellular protein expression profile, 3041,

3042

Cellular receptors, 1327

Cellular vesicular processes, 2723

Cellulose, 2159

absorption and desorption, 2375

change in bulk solid properties for, 2380
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[Cellulose]

chiral recognition properties of, 2160

chromatographic procedures for, 2160

derivatives, 2160

differential scanning calorimetry of, 2377

enantioselective properties of, 2159–2160

force vs. hardness for, 2380

Karl Fisher titrations for, 2377

microcrystalline, 1613, 1614

moisture effect in, 2380

monolayer capacities of, 2380

pharmaceuticals applications, 2160

polymer chains of anionic, 1734

retention and enantioselectivity of, 2160

sorption isotherms for, 2373

tablets, 2380

thermal gravimetric analysis of, 2376

water in, 2380

Cellulose acetate butyrate (CAB), 2012

Cellulose acetate phthalate, 420, 606,

829, 992

Cellulose-based polymers, 2012

Cellulose derivatives, 994, 1885, 2407

cellulose fiber, 3231

hydroxyethylcellulose (Natrasol� 250),

995

methylcellulose (Celacol�), 995

microcrystalline cellulose, 995

microscopic images, 3231

sodiumcarboxymethylcellulose, 995

super disintegrants, 3231

Cellulose ether, 1661, 1886

Cellulose membrane filter (CMF), 2310

Cellulose nitrate, dissolved in volatile

solvent, 3901

Cellulose sponge, 1027

Celluloses

ball milling studies, 4060

Brunauer, Emmett, and Teller (BET)

model, 4059

glass transition temperatures, 4061

isotherm analyses of, 4059–4060

Cellulosic dressing products

absorbent cotton, 1031

gauze, 1031

Cements, sterilizing effect, 953

Center for Biologics Evaluation and Research

(CBER), 592, 1696, 1779, 1941

for biological products regulation,

57, 59

Center for Devices and Radiological Health

(CDRH), 1401

Center for Drug Evaluation and Research

(CDER), 1696, 1779, 1941, 2774

abbreviated new drug applications

(ANDAs), 1783

drug master file types, 1403

type 1, 1403

type 2, 1403

type 3, 1403

type 4, 1403

type 5, 1403

good clinical practices (GCPs), 1783

good laboratory practices (GLPs), 1783

[Center for Drug Evaluation and Research

(CDER)]

good manufacturing practices (cGMPs),

1783

guidelines, 1402

NDA, 1783

Center for Drug Evaluation and Research

Office of Compliance (CDER-OC),

3189

Centers for Disease Control and Prevention

(CDC), 1044

Center for Veterinary Medicine (CVM),

1401

Central and Eastern European countries

(CEEC), 1597

pharmaceutical trade with, 1597

Central nervous system (CNS), 946

depressants, 1041

drug penetration into, 2635

regeneration, 2029

stimulants, 1043–1044

tissue replacement in, 2029

Central nervous system (CNS) ischemia, 139

Central Pharmaceutical Affairs Council

(CPAC), 2771, 2836

Central venous catheters (CVC), types of,

1003

Centrifugal elutriator, 2590

Centrifugal force, application of, 1248

Centrifugal sedimentation, 3888

in liquid–liquid mixtures, 3888

in solid–liquid mixtures, 3888

types, 3889

Centrifuging regime, 2355

Cepacol�, 897

Cephalexin, 1021

Cephalosporin antibiotics, 84, 256, 1229

Cephalosporium acremonium, 256

Cerates, unctuous substances, 953

Ceratum. See Cerates.

Cerebral blood flow (CBF), 364

Cerebral hemodynamics, influence on, 361

Cerebral ischemia, 363

Cerebral spinal fluid, 1626, 2991, 3054,

3059

administration, endotoxin limit for, 3059

Cerebral vascular accidents, 944

Cerebral vascular disease, 72

Cerebrovascular function, 241

Cerebyx�, 2250

product labeling, 2251

Cerebyx�, 1255

Cerecloths, 953

Cereolus, urethral bougie, 953 See Bouiges.

Cerium(IV)

oxidizing reagent, 3758

Cerumen

applications of, 2477

chemical composition of, 2475

composition, 2477

constituents of, 2475

preparations, 2476

replacement products for, 2477

self-cleaning mechanism, 2477

Cervical mucus, 1341

Cervicovaginal cancers, 1353

oxytetracycline in, 3956

Cetacaine, 901

Cetyl=stearyl alcohol, 1127

Cetyl=stearyl sulfate, 1127

Cetyl dimethylammonium bromide, 901

Cetylmethylammonium bromide, 2674

Cetylpyridinium chloride, 2672

Cetylpyridium chloride, 897

Cetyltrimethylammonium bromide (CTAB),

on nanoparticle surface, 1193

Charge-coupled devices (CCD),

3400

array detectors, 3474

chips, 3400

for chromatograms, 542

cooling of, 3400

in spectrophotometer, 3464

Charge-transfer complexes, in organic

molecules, 3471

Charged particle activation analysis (CPAA),

3091

Charged particulate radiations, 3541

Charta amylacea, 953

Charta cerata. See Cachets.

Charybdis technologies, solid-phase synthesis

applications, 3006

Chatelier’s principle, 3004

Chatillon digital force gauge, 2017

Cheesegrater effect, 911

Chelates, properties of, 3759

Chelating agents, 1612, 2862

amino acids, 1625

citric acid, 1625

effect of, 2862

excipients, 1625

in parenteral products, 1625

tartaric acid, 1625

Chelatotherapy, significance of, 697

Chemical, excipients for, 1638

Chemical absorption enhancers, 13

Chemical Abstracts Service (CAS) number,

1949

Chemical additives

container closure system component,

1695

with elastomer=polymer matrix, 1694

Chemical adsorption, 34

Chemical amplification, 1526

Chemical and aggregation stability, of hGH,

1828

Chemical antimicrobial agents, 2983

Chemical carcinogenesis

classification of, 436, 437

investigation of, 432

Chemical decomposition, solid state reaction,

4112

Chemical degradation, 1827

Chemical degradation, of hGH, 1828

Chemical disinfecting agents

categories of, 2208

non-oxidizing, 2208

oxidizing, 2208
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[Chemical disinfecting agents]

properties of

non-irritating, 2208

non-sensitizing, 2208

Chemical disinfection

antimicrobial compounds, 2206

disadvantages of, 2206

FDA guidelines, 2206

of soft contact lenses, 2206

testing process, 2206

Chemical enhancers, enhancement of, 2931

Chemical equilibrium, oxidation–reduction

titration, 3757

Chemical gels, 3264

Chemical hardening process, 606

Chemical hydrolysis, 1136

Chemical ionization

reagent gas, 1701

spectrum for, 1702

thermodynamically controlled process,

1702

Chemical methodologies, for reduction of

barrier function, 1311

Chemical modification, types of, 2727

Chemical modification approach, use of,

2713

Chemical penetration enhancers

penetration enhancing effects, 3846

solubilizing enhancing effects, 3846

for transdermal transport, 3846

use of, 2741

Chemical process industries (CPI), 782

Chemical radiation, mechanism of, 3542

Chemical reactivity, 714

Chemical sanitization, 4047

Chemical shift anisotropy (CSA), 3298,

3456

Chemical shifts

definition, 3441

external magnetic field, 3441

molecule shielding, 3441

nuclear shielding effects, 3441

spectral dispersion, 3442

Chemical skin permeation enhancers, 2743

Chemical stability

homogeneous drug systems, 2222

pH-solubility profiles, 2222

pH-stability profiles, 2222

Chemical substances

inventory of, 1948

monographs on, 2829

International Conference on

Harmonisation (ICH), 2829

safety of, 1948

Chemical transdermal enhancers

chemical permeation enhancers, 3846

drug absorption, 3846

mechanisms of, 3846

permeability coefficient, 3846

incompatibility, 3846

optimal patch system, 3846

transdermal flux enhancement, 3846

transdermal transport, 3844

Chemical vapor deposition (CVP), 3793

Chemiluminescence, 1576, 3387, 3401

definition of, 151

detection system, 1576

in living organisms, 3401

reactions, 3401

Chemiluminescence immunoassay

automated immunoassay analyzers, 204

bioluminescent reactions, 2057

chemical modification, 2057

chemiluminescent compounds, 2057

chemiluminophores, 204

definition, 2057

dioxetanes, 2058

direct, 2058

enzyme-mediated, 2059

exergonic reactions, 2057

luminescence efficiency, 204

in oxidation products, 204

oxidation–reduction reactions, 2057

sensitivity, 204

Chemistry, Manufacturing and Control

(CMC) committee, 3930

Chemokine receptor, characterstics of, 3125

Chemometric tools, 3383

application of mathematical methods,

3630

application of statistical methods, 3630

artificial intelligence algorithms, 3383

cluster analysis, 3383

definition, 3630

development of NIRS methods, 3630

factor analysis, 3383

in interpretation of analytical data, 3630

pattern recognition, 3383

Chemoreceptor trigger zone, 72

Chemotherapeutic agents, 3008

cytotoxic action of, 1138

Chemotherapeutic and immunological

agents, 1145

Chewable tablets, 1610, 1769

advantages, 991

Chi-square distribution, 3491

in goodness-of-fit test, 3488, 3491

Chi-square statistics, 3486

Child Health and Human Development

(NICHD), national institute of,

2630

Chimeric antibody, construction of, 1133

Chinese hamster ovary cells, 1414

Chinese Pharmacopeia Commission (ChPC),

2856

Chinese restaurant syndrome, 1616

Chiral amino alcohols, 2159

Chiral chromatographic methods,

problems in, 453

Chiral chromophores, in near-UV, 455

Chiral derivatizing agents, 453

Chiral drugs

enantiomeric purities of, 453

quality control (QC) for, 459

Chiral excipients

benzocaine, 455

lidocaine, 455

procaine, 455

Chiral HPLC system, 453

Chiral materials, 445, 446, 453

Chiral mobile-phase additives, 2157

Chiral stationary phases (CSP)

components, 2159

in liquid chromatography, 2159

structural features

aromatic p-electron systems, 2159

cellulose, 2159–2160

crown ethers, 2159

cyclodextrins, 2159

metal complexes, 2159

proteins, 2159–2160

starch, 2159–2160

synthetic polymers, 2159–2160

Chiral substances, enantiomeric purity in,

459

Chiral substrates, 454–455

Chirality, 2143

off ephedrine, 2145

Chiroptic detection, 452

CW lasers in, 452

dye lasers in, 452

Chiroptical analytical methods, 445

Chiroptical detection

direct, 453–454

for testosterone and dihydrotestosterone

analysis, 451

in chromatography, 452–453

wavelength ranges for, 451

Chiroptical dispersion spectra, 447

Chiroptical methods

analyte selection in, 451–452

applications of, 454

circular dichroism (CD), 445

optical rotatory dispersion (ORD), 445

polarimetry, 445

instrumentation for, 450–451

detector, 450

polarizing elements, 450

sample holder, 450

stable unpolarized illuminating source,

450

wavelength-selection device, 450

Chitin, 160

Chitosan

absorption-enhancing effect, 2686

application, 2030, 2686

capsule manufacture, 406

deacetylation process, 2686

degradable, 1643

hydrogels of, 2029

mucociliary transport system, 2686

N-acetyl-glucosamine, 2686

nasal administration, toxicity by, 2686

nasal peptide absorptionm, effects on,

2685

polymers, 3921

polysaccharide, types of, 2686

preparation of vaccine formulations, 3921

processing, 2029–2030

salmon calcitonin, 2686

Chitosan–acetic acid solutions, 2029–2030

Chitosan-based dosage forms, 999
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Chitosan-based transdermal drug-delivery

systems, 2036

Chitosan-coated formulation, 1177

Chitosan-coated liposomes

adhesion properties, 1179

constituents of, 1179

Chitosan delivery systems, 2035

Chitosan gel cores, 1236

Chitosan microspheres, 1236, 2035

Chitosan nanoparticles, 1186

Chitosan salts, 17

Chlamydia infection, 1221

Chlorambucil antimelanoma globulin,

studies with, 1140

Chloramphenicol, 943, 1019, 2862

Chloramphenicol derivativesm, veterinary

drugs, 3941

Chloramphenicol palmitate

blood concentration of, 3313

solubility of, 3313

Chloramphenicol stearate and colloidal silica,

interaction between, 1613

Chlordiazepoxide, distribution of, 1018

Chlordiazepoxide (Librium�), 1041

Chlorhexidine, 891, 896

delivery system, 903

Chlorhexidine gluconate (Hibiclens�), 896,

904, 2031, 2478

iodine-allergic patient, 2478

spectrum of antimicrobial activity, 2478

for surgical prophylaxis, 2478

Chloride–bicarbonate exchangers, 27

Chloride ion-containing resins, 2124

Chloride ion management, 2123–2124

Chlorinated-fluorocarbons, 2093

Chlorobutyl rubber, elastomer, 1466

Chlorocresol, preservatives of excipient,

1626

Chlorofluorocarbon (CFC), 1541, 1617,

1697

based pMDIs, 2107

based suspension formulations, 2273

consumption, 2270

in metered dose inhalers (MDIs), 2270

in pressurized metered dose inhalers,

2101

physical properties of, 2101, 2107

propellants, 2077, 2101, 2269

Raoult’s law to, 2270

surfactants in

lecithin, 2273

oleic acid, 2273

sorbitan trioleate, 2273

types, 2270

use of, 1061

Chloroprene, 2275

Chloroquine, 2862

Chloroquine diphosphate, 2941

Chlorpheniramine, 2416

Chlorpheniramine maleate, 768, 2008, 2016

influence of drug loading on, 2016, 2018

PEG 3350 influence on, 2016

release from extruded matrix tablets, 1294,

2016

[Chlorpheniramine maleate]

wax matrix

by spray-congealing agglomeration

process, 769

Chlorpheniramine maleate (CPM)-loaded

non-pareils, coating of, 766

Chlorprothixene, 2146

Chlorofluorocarbon (CFC) propellants

ozone-depleting, 1285

Chlorthalidone dispersion, prepared by

spray–drying process, 775

Chocolate flavor, 1770

Cholecystokinin, production of, 689

Cholera toxin, 2746

Cholesteric liquid crystals

color play of, 1115

in cosmetics, 1130

Cholesterics, 1115–1116

Cholesteryl esters, birefringence of, 1115

Cholestral sulphate, accumulation of, 3822

Cholestyramine

and Colestipol, 1397

administration of, 1397

application of, 1397

in gastrointestinal (GI) tract, 1397

Cholestyramine (Questran), 1397

Cholestyramine resin, bioequivalence testing,

172

Choline oxidase, 2030

Choline salicylate, preparation of, 3003

Cholinergic toxicity, 76

Chondroitin, 73, 2431

active constituents in, 2446

applications, 2437

clinical trials, 2437

effects, 2436

and glucosamine combination, 2446

incidence, 2437

Chondroitin sulfate, matrix systems of,

1237

Chromamycin A3, 936–937

Chromatograms, documentation of, 542

Chromatographic analysis, requirements,

3028

Chromatographic assays, 1572

implications for validation, 1572

Chromatographic characterization,

accumulation of, 2853

Chromatographic enantioseparations, 2156

Chromatographic impurity, determination of,

94

Chromatographic methods, 3

application of, 3

characterstics of, 2852

extrapolation of, 3

HPLC (high-performance liquid

chromatography), 3

Chromatographic peak purity, investigation

of, 99

Chromatographic purity, of analyte, 3471

Chromatographic separations, types of, 303

Chromatographic systems, 196

affinity, 532, 1134

chiroptical detection in, 452–453

[Chromatographic systems]

development of, 196

evalution of, 2849

gel permeation, 532

hydrophobic interaction, 531

ion-pair, 530

mobile phase, 196

classification of, 196

modes of, 529

normal phase, 528–529

reverse phase, 529–530

sample preparation in, 537

silica surface in, 529

size exclusion, 532

stationary phase, 196

classification of, 196

paper chromatography, 196

thin-layer chromatography, 196

Chromatography, reversed-phase

guideline for validation of, 94

Chromatography data system, as hybrid

system, 6, 2165

Chromatography systems and laboratory

automation, 740

Chromium carbide precipitation, 793

Chromium-labeled chicken red blood cells,

1421

Chromium-labeled target cells, 1421

Chromobacterium violaceum, 256

Chromogenic reactions, endpoint of, 3059

Chromophores, 447

Chromosome aberrations, 437, 689

Chromosomal damage, 1413

Chromosome damage tests, 120

Chrondocyctes, 266

Chronic active hepatitis, 1019

Chronic alcoholism, 2871

treatment of, 703

Chronic bioassay, 443

deficiency of standard, 438

Chronic disease, treatment of, 2741, 2752

Chronic hemolysis, 365

Chronic inflammatory process, 116

Chronic irritation=mitogenic activity, 443

Chronic liver disease, 586

Chronic myeloid leukaemia, treatment of,

1326

Chronic obstructive pulmonary disease

(COPD), 2093

Chronic renal failure patients, 363

Chronic stable liver disease, propanolol in,

3030

Chronic toxicity studies, 124

Chronic toxicity testing, 443

Chronic toxicology, 118

carcinogenicity

studies, 1950

Chronogest vaginal pessary, 1351

ChronomerTM, 186

ChronomerTM. See also Alzamer�.

Chronotopic� system, 1255, 1288

Chronset� system, 1294

Chute splitting, 2966

Chymotrypsin inhibitor, 2726

Index I23

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



Chymotrypsinogen, 2718

Ciclopiroxolamine, 1353

Ciclosidomine, acid=base hydrolysis, 390

Ciliotoxic effect, 15

Cimetidine, 1398, 2445

histamine H2-receptor antagonists, 1399

metabolic pathways, 1398

sedative effect of, 1398

Cimicifuga racemosa (Black cohosh), 69

Ciphergen’s protein chips, 2198

Cipro otic drops, 2481

Ciprofloxacin, 1190

delivery of, 185

Ciprofloxacin (Cipro), 1397

Circadian cycles, 3823

circadian rhythmicity, 3823

Circadian rhythm, 1287, 2868

body function on, 1287

Circular demountable cell, for liquid sample

analysis, 3413

Circular dichroism, 448–449

advantage of, 448, 451

for analysis

absorbance methods, 452

of bulk samples, 449

and circularly polarized luminescence

(CPL), 452

and fluorescence, 452

Xe arc lamps in, 450

biological extracts

direct analysis of, 455

elliptically polarized light in, 449

for detection

of alkaloids, 455

of aromatic amines, 455

of beta-lactam antibiotics, 455

of morphine alkaloids, 455

of vitamins, 455

method of, 703

Circular dichroism (CD) detection=ligand

exchange

for assays

of oligopeptides, 459–460

of peptides, 459–460

Circular dichroism (CD) spectroscopy, 1879

Cirrus nebulizer, 2096

Cis–trans isomerization, 2860, 2942

Cisplatin

anticancer agent, 885

liposome formulation of, 1332

toxic side effects, 885

water solubility, 885

Cisplatin suppositories, 1353

Citrate, buffer salt, 1623, 2862

Citrate esters, 2008

Citric acid, 1355, 1610

Citrinin, biosynthesis of, 230

Citrus aurantium, 1765

Citrus essential oils, liquid flavors, 1764

Citrus limonum, 1764

Citrus sinensis, 1765

Clarithromycin

bitter taste masking of, 769

polymorphism in, 3302

Clarithromycin (Biaxin), 1399

Claritin�, 1256

as allergy releiver, 2422

chronic hives treatment by, 2422

FDA application to, 2422

switch, 2422

Clark techniques, 1971

Class 100 non-laminar airflow, 2175

Classic calomel electrodes, disadvantage of,

1505

Classic d.c. polarography, 1494

Classic polarography, 1492

Classic receptor-occupancy theory, 2802

Classical Clapeyron equation, 2935

Classical coupling methods, classification of,

1136

Classical light scattering, use of, 1056

Clathrin-coated vesicles, 2724

Clathrin, definition of, 2724

Claversal�, 1254

Clay minerals, 637

Clean-in-place (CIP), 748, 2882

cleaning equipment methods,

1581

for machinery, 381

measurement4

practices, 381

specific equipment design, 381

spray balls, 1583

spray devices, 1583

dynamic, 1583

riboflavin test, 1583

sanitary, 1583

validation of, 1583

validation, 381

Clean-out-of-place (COP), cleaning

equipment methods, 1581

Clean-zone concept, 1944

efficacy, 381

Cleaning agents

aqueous versus non-aqueous, 1583

cleaning equipment process, 1583,

1880

concentration, 1584, 1585

cleaning solution, 1584

water quality, 1584

Cleaning parameters

cleaning agent concentration, 1585

equipment cleaning process, 1584

impingement, 1585

mixing, 1585

temperature, 1584, 1585

prewash, 1585

rinse, 1585

time, 1584

aspects, 1584

water quality, 1585

Cleaning standard operating procedure

(SOP), 1581, 1591

Cleaning validation guidelines, of drug

products, 1580

Clenbuterol and salbutamol residues,

in animal urine, 545

Clindamycin, 1352

Clinical data management systems, 551

advantages of, 551

analysis and reporting, 558

derivation, 558

electronic submission of CRFs, 558

extracting data, 558

tools, 558

study conduct, 555–558

data entry, 555

database closure, 556

discrepancy management, 556

electronic audit trail, 556

laboratory data, 557

ongoing monitoring, 556

pharmacokinetic data, 557

receipt of data, 555

study performance metrics, 557

thesaurus management systems, 557

study set-up, 551–555

CRF development, 553–554

data quality specifications, 554–555

protocol development, 551

randomization, 554

standardization, 551

Clinical development, phases of, 2806,

3021

Clinical drug development, stages in, 563

Clinical drug research, 563

Clinical research

development process, 1925

GCP regulations, 1925

physician investigators, 1925

requirements of FDA, 1925

Clinical Research Associates (CRAs), 2486,

3071

Clinical research project, 562

Clinical studies

biological products, 1784

human drug products, 1784

new drug applications (NDA), 1784

Clinical supplies inventory system, 733

Clinical supplies labeling, 733

Clinical supplies manufacturing, 2884

Clinical supply quantity requirements,

2877

Clinical trials, management of, 559, 735

CLOGP method, fragmental constant, 8

Clomethizole edisilate, 3347

Clonazepam, 2862

Cloned human receptors, 3118

baculovirus system, use of, 3119

in vitro mutagenesis, use of, 3119

mammalian cells, 3119

pharmacological screening method, 3118

receptor density, 3119

receptor function, analysis of, 3119

receptor phosphorylation, 3119

receptor structure–function relationships,

3119

recombinant expression systems, 3118

X-ray crystallography, 3119

Closed-cycle refrigerators, construction of,

1052

Clostridium sporogenes, 327
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Closure–drug interactions, types of, 1477

Clotrimazole, 2478

Cloxacillin, slow-release intramammary

preparations, 3959

Clysters. See Enemas.

CNS (central nervous system), 48

depressants, 49

additive effect, 1394

alcoholic beverages, 1394

barbiturates, 49

benzodiazepines, 49

malnutrition, 1394

side effects, 1394

in humans, 812

in mice, 812

systemic effects on, 812

CNS drugs. See Psychoactive drugs.

CNS-effective sedative hypnotics, 1043

Coacervation

and microencapsulation, 600

classification of, 600

commercial application of, 600

definition of, 600

taste masking of drug, 1106, 1107

type of, 607

Coacervation dispersion, composition of,

603

Coagulation process, 4122

Coal-tar colors, 648

Coal-tar hair dyes, 800

Coalescence

continuous phase, 1555

liquid-bridging state, 2259

liquid saturation state, 2259

mechanism, 36, 1555

of melt agglomerates, 2259

random collisions, 2259

size-enlargement process, 2259

Coarse suspension, 3597, 4125

Coated pits, definition of, 2724

Coated tablets, 2408

Coating layer, mechanical properties of,

1291

Coating pills, 953

gelatin, 953

sugar, 953

Coating processes, of congealable material,

765–766

Coating system, devolopment of, 744

Coca-Cola�, 1043

Coca leaf-chewing, 1043–1044

Cocaine

abuse, 1044

biosynthesis of, 248

forms, 1044

speedball of, 1044

Cocarcinogens, 1425

Cochan–Armitage test, 433, 435

Cockroft–Gault equation, 1907

Cocoa butter base, 996

Cocrystal(s)

carbamazepine, design of, 617

chemical stability, 620

components, 616–619

[Cocrystal(s)]

dissociation, equilibrium equations,

627

dissolution rates of, 620–621

diversity of, 615

formation, 620, 621

by cogrinding crystalline components,

631

principles of, 617

processes and mechanisms of, 628–633

reaction for, 632

by solid-state mediated processes,

631–633

solution-mediated processes, 628–631

solvo-thermal methods, 628

growth of, 629

hydrate formation, 619

hydrogen bond patterns in, 617

melting point, 619

pharmaceutical properties of, 615

properties of, 619–628

solubility, 621–622

as function of ligand concentration,

621–622

as function of pH, 626–628

solvates, 615

Cocrystallization

by mixing solutions of reactants, 629

pathways, 632

rate of, 632

reaction, 630, 631

Cocrystals and solvates, examples of, 616

Code of Federal Regulations (CFR), 1658,

1685, 1781, 2237

relevant sections of, 1686

Codeine, 1040

Codex Alimentarius, 3991

Codex alimentarius commission, 3991

Coefficient of variation (CV), 2765

Coenzyme Q10

and K-vitamins interactions, 2445

and warfarin interactions, 2445

effects, 2439

Cohesive blends

electrostatic force, 3204

types of cohesive forces, 3204

van der Waals force, 3204

Colazide�, 1254

Colchicines, biosynthesis of, 244

Cold denaturation, 1810

Cold vapor technique, for mercury,

3368

Colestipol (Colestid), 1397

Colgate tartar control dentifrice, 899

Colgate tartar control mouthrinse, 900

Colgate Total�, 896

Colistin, 2479

Collaborative Agreement of Drug Regulatory

Authorities of European Union

Associated Countries (CADREAC),

1597

Collaborative document types

datasets, 2556

graphics, 2556

[Collaborative document types]

program files, 2556

SAS logs, 2556

Collagen, 1882–1883

asymmetrical molecular structure of, 1882

drug delivery system, 1644

gelatin material from, 406

implants (Lacrimedics), 1883

in hydrogel preparation, 190

Collagen disks, applications, 1223

Collagen dressings, 1035

Collagen shields

drug delivery of, 1222

amphotericin, 1223

chlorhexidine gluconate, 1223

erythromycin, 1223

povidone-iodine, 1223

procaine penicillin, 1223

silver nitrate, 1223

tobramycin, 1223

technology, 1223

types

Bio-Cor, 1222

ProShield, 1222

Soft Shield, 1222

Collagens (gelatin), mammalian, 1612

Collette and Fielder mixers, 3194

Colligative properties

boiling point elevation, 3770

definition, 3773

degree of dissociation, 3773

of dilute solutions, 3770, 3773

of electrolytes, 3773, 3779

freezing-point depression, 3770

osmotic pressure, 3770

Raoult’s law, 3770

van’t Hoff factor, 3774

vapor pressure lowering, 3770

Collision-induced decay (CID), 3046

Collodions, 953

Collodium. See Collodions.

Colloid drug-carrier systems

types of, 642

Colloid drug-delivery system, 636, 642

Colloid mills, 995–996, 3268–3269

Colloid oncotic pressure, 356

Colloid osmometers, 3776

Colloidal aggregates, internal structure of,

1052

Colloidal and polymeric drug delivery

systems, 1049

Colloidal carrier systems

types of, 643

use of, 2743

Colloidal dispersions

Brownian motion, 2386

particle aggregation, 2386

Colloidal drug carriers, 1191

Colloidal drug delivery system, study of, 1054,

1195

Colloidal gold staining, 1173

Colloidal particles

Stokes settling radius of, 639

surface of, 1052
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Colloidal plasma volume, 358

Colloidal silica, 1613

and chloramphenicol stearate

interaction between, 1613

desiccant effect of, 42

in tablet formulation, 3659

Colloidal silicon dioxide, glidant, 3661

Colloidal suspension, 3597

in liquid medium, 4126

Colloidal system

electric double-layer properties, 4121

interaction energy curve, 4121–4122

physical stability, 4121

determination, 4121

electrostatic repulsion, 4127

Colloidons, 994

Colloids, 2989

anionic preservatives

interaction of, 2989

benzalkonium chloride, 2989

classification of, 636

definition of, 636

non-ionic surfactants, 2989

particle size measurement, method of, 639

transmission electron microscopy (TEM),

639

phenylmercuric acetate, 2989

polyethylene glycols, 2989

property of, 638

scanning electron microscopy (SEM), 639

tragacanth and acacia, 2989

concentration of, 2989

ultrasound vibration potential (UVP)

effects in, 4119

uses of, 636

versus emulsion, 636

Collunarium. See Solutions, nasal.

Collutorium. See Washes, mouth.

Collyria, 1220

Collyrium. See Solutions, ophthalmic.

Colon

anaerobic bacteria in

Bacteriods, 1230

Bifidobacterium, 1230

Eubacterium, 1230

ascendens, 1228

azo-based polymeric delivery systems of,

1238

bacterial flora in, 1229, 1231

bacterial growth regulation in, 1230

cecum, 1228

characteristics of

anatomical, 1228

biochemical, 1228–1229

physiological, 1228

characteristics of drugs favoring, 1231

Clostridium enterococci, 1230

definition of, 2713

descendens, 1228

drug absorption

barriers of, 1229–1230

enhancers, 1231–1232

drug delivery, 1228

drug metabolism in, 1230–1231

[Colon]

drug permeability in, 1229–1230

Enterobacteriaceae, 1230

factors affecting drug absorption from,

1228–1229

functions

in colonic microorganisms growth, 1228

in drug absorption and secretion, 1228

in expulsion process, 1228

as storage reservoir, 1228

hydrolytic enzymes of

a-L-arabinosidase, 1231

b-galactosidase, 1231

b-glucuronidase, 1231

b-xylosidase, 1231

polysaccharides delivery to, 1235

principal role of, 2870

rectosigmoid, 1228

reductive enzymes of

azoreductase, 1231

deaminase, 1231

nitroreductase, 1231

urea dehydroxylase, 1231

spastic, 1228

transversale, 1228

Colon and lung cancer models, 1139

Colon cancer, 438

Colon cell lines, 1302

Colon delivery, 2727

Colonic bacteria, 1615, 2872

Colonic bacteria, action of, 1256

Colonic diseases

colorectal cancer, 1228

Crohn’s disease, 1228

spastic colon, 1228

treatment of, 1254

Colonic drug absorption, 1303

Colonic drug absorption enhancers

bile salts, 1231

chelating agents, 1231

fatty acids, 1231

mixed micelles, 1231–1232

non-steroidal antiinflammatory agents,

1231

surfactants, 1231

Colonic drug delivery

Colonic homogenates, 2727

Colonic microflora, enzymatic activity of,

1254

Colonic mucosa, 2727

pharmacological action at, 1256

Colonic transit time, 2872

Colon-specific drug delivery

pH and transit time of, 1229

physiological factors of, 1228

polysaccharides for

amylose, 1235

chrondroitin sulfate, 1235

dexamethasone in, 1236

inulin, 1235

pectin and its salts, 1235

strategies, 1232

polymer-based approach, 1233

prodrug-based approach, 1232–1233

Colon-specific drug delivery systems

(CSDDS), 1254

Colon-targeted delivery capsule

components, 1234

design

acid-soluble layer, 1234

active ingredient, 1234

enteric layer, 1234

gelatin capsule, 1234

hydrophilic layer, 1234

organic acid, 1234

pH sensitivity of, 1234

pressure-controlled, 1235

time-release principles of, 1234

Colony-forming units (CFU), 1222

Colony forming units (CFUs), 2303

Colony-stimulating factors (CSFs), 270

Color

coal-tar, 648

designations, 649

discovery of, 648

in distinguishing drugs, 648

in elimination of medical errors, 648

label requirements of, 649–650

lakes, 649

in pharmaceuticals, 648

for taste masking, 648

safety measures of, 649

sources

animal, 648

minerals, 648

plant, 648

synthetic, 648

Color Additive Amendment, 432, 651

Color Additive Petitions, 660

Color additives, 799

certified, 800

classification of, 800

dyes and pigments, 799

non-certified, 800

Colorants, 1734

application criteria, 664–665

approved in food use, 660

in Canada, 663

in Europe, 661–662

in Japan, 664

BIRYO limit for, 660

categories of synthetic colors for

drugs and cosmetics (D&C), 651

externally applied drugs and cosmetics

(external D&C), 651

foods, drugs, and cosmetics (FD&C),

651

definition, 651

drug, 648

exempt from U.S. certification, 657–659

applications, 656

b-carotene, 656

organic and inorganic colorants, 656

sources, 656

in foods, drugs, and cosmetics, 648–649

history, 648

multinational pharmaceutical applications,

660–664
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[Colorants]

non-harmonized regulations of, 650–651

permanent listed, 651–653

properties and applications of, 668–669

provisionally listed, 654–655

regulatory status of, 800

safety of food, 649

U.S. certified, 652–655

Color Index (CI) numbers, 651

Color lakes, definition of, 800

Colorectal cancer, 1228

Colored complexes, titration of, 3760

Coloring agents, 648

color shades, 2225

colorants in medicinal products, 2225

dyes, 2225

psychological effects, 2225

Column chromatography, 3004

column packing

constituents of, 197

liquid phase of, 197

Columnar cells

apical surface of, 2680

types of, 2680

Columnar epithelial cells, 577

single layer of, 1246

Combinatorial chemistry, 265

chemical diversity, 1364

chemical information systems, 1365

methodology, 1364

organic synthesis methodologies, 1364

pharmacological evaluation, 1365

retro synthetic analysis, 1364

solid-phase techniques, 1366

solution-phase techniques, 1366

Combinatorial chemistry technology, 2486,

2491

Comparative molecular field analysis

(CoMFA), 725

Commercial qualitative analysis software

introduction of, 3435

Committee for Proprietary Medicinal

Products (CPMP), 1594, 3999

ad hoc groups, 1596

decision, 1598

of European Economic Community (EEC),

544

guideline, 1625, 2270

pharmaceutical sponsors, 1596

working parties, 1596

biotechnology, 1596

efficacy, 1596

pharmacovigilance, 1596

safety, 1596

Committee for Veterinary Medicinal Products

(CVMP), 1595, 1597

decision, 1598

working parties, 1596

efficacy, 1596

immunological veterinary products,

1596

pharmacovigilance, 1596

safety, 1596

Common-ion effect, advantage of, 3004

Common Technical Document (CTD),

acceptance of, 4102

Compaction, adsorption in, 37

Compaction behavior, mathematical

constants, 3612

Compaction process, roll speed for, 3166

Compaction theory, 3160–3164

density–pressure curves, 3612

Compactor machine design, operating

parameters of, 3172

Compactor roll blocks, 3167

Compactor roll configuration, 3166

designs, 3167

Compactor rolls

in horizontal plane, 3162

nip angle, 3163

powder regions, 3163

Compartmental pharmacokinetic models,

2759

Compendial standards

principles of, 2848

technical features of, 2847

Compendial test, development of, 3056

Compendial water, definition of, 4039

Compendial water systems

compendial water systems, 2881

design of, 2880

Competitive assays, 2048

enzyme-labeled antibody, 2053

enzyme-labeled antigen conjugate, 2052

Competitive homogeneous assay format,

1567

Complement dependent cytotoxicity

(CDC), 1137

Complementarity determining regions

(CDR), 1132

Complementary and alternative medical

practices, 67

Complementary DNA (cDNA), 1420

Complex-formation titrations, 3759

applications, 3760

endpoint detection, 3760

equilibrium, 3759–3760

inorganic complexing reagents, 3760

Complex carbohydrates, 2870

Complex formation, 777

Complex mixtures, protein components of,

3042

Complexation and chemical modification,

for flavor modification technology,

1771

Compliance

shear, 3129

tensile, 3129

Compliance and communication, 3981

veterinary medicine, 3981

Complimentary physicochemical techniques,

advantage of, 1061

Compounding pharmacy monographs,

2852

Comprehensive Medicinal Chemistry (CMC),

4015

Compressed air–nitrogen pressure, 2881

Compressed pills. See Tablets.

Compressed tablet lozenges

artificial sweeteners, 2234

batch release testing, 2235

components, 2233

direct compaction, 2234

dry granulation, 2234

formulation factors, 2234

physical attributes, 2234

preparation method, 2233

in process testing, 2234, 2235

slow dissolution, 2235

stability, 2235

wet granulation, 2234

Compressed tablets. See Tablets.

Compression calorimeter, 403

Compression feed screw, and fixed roll

system, 3167

Compression force transducer, tablet press

instrumentation, 3689

Compression test

advantage of, 1737

of coated, 1737–1738

enteric-coated soft gelatin capsules, 1737

Compressional bonding

theories

intermolecular, 3161

liquid-surface film, 3161

mechanical, 3161

Compritol�, 1258

Compton scattering, 3541

Compudose� implant

controlled-release subdermal implant,

1086

cylinder-shape, 1086

diagrammatic illustration of, 1089

extrusion technique, 1086

fabrication of, 1086

polymer matrix diffusion-controlled, 1086

Computational chemistry, 716

drug-receptor interactions, 716

electrostatic interactions, 717

mathematical models, 717

biological properties, 717

physical properties, 717

molecular mechanics, 720

molecular simulations, 724

Newtonian mechanics, 717

non-deterministic theory, 717

pharmacodynamic interactions, 717

quantitative correlations, 716

quantum mechanics, 717

software package for, 3005

Computer aided drug discovery, 4013

Computer-aided image analysis, 2583

Computer-aided molecular modeling

methods, 714

Computer and communication aids, 739

Computer applications, 732

classification of, 732

Computer-assisted drug design (CADD), 714,

725, 2808

in aircraft manufacturing industry, 715

Cambridge Crystallographic Data Center,

726
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[Computer-assisted drug design (CADD)]

computer modeling, 725

equipment, 728

macromolecular structures, 726

methodology, 727

nuclear magnetic resonance (NMR)

spectroscopy, 725

nuclear overhauser effect (NOE) signals,

725

three-dimensional macromolecular

conformation, 725

pharmaceutical industry, 726

pharmacophore model, 725

advantages of, 726

hypothesis, 726

three-dimensional, 725

two-dimensional, 725

website reference for, 726

software packages, 729

theory, 727

guidelines for, 727

X-ray crystallographic analysis, 725

Computer-based decision support system,

design of, 3992

Computer-generated stability calendar, 735

Computer hardware technologies

hardware=human machine interfaces, 709

network requirements, 709

redundancy requirements, 709

selection of, 709

Computer-processing equipment,

development of, 2587

Computer program

examples of labels generated by, 733

sample labels generated by, 734

sample stability protocol generated by,

735

Computer program output, evaluation of,

2766

Computers

in pharmaceutical technology, 732–741

in pharmacokinetics, 138

regulatory issues affecting use of, 741

Computers and data acquisition software

speed and capacity, 3688

tablet press, 3688

validation tests of, 3689

Computer-simulated plasma concentration-

time curves, 1013

Computer system validation and Code

of Federal Regulations (CFR)

part 11, 4

Computer systems validation (CSV), 559

Computer technologies, application of,

2560

Computerized process-control systems, 740

Computerized systems, inspection of, 2560

Computerized validation, 556

Computerized warehouses, implementation

of, 1944

Concanavalin A, 1421

Concentration–effect relationship

description of, 2804

Concentration of solute in liquid phase

Concentric cylinder viscometers, 3139

Concomitant medication, 567, 1520

Concomitant polymorphs, 850

Condita

confitures=sweet meats, 954

constituents of, 954

Conditional tests, for animals, 1661

Conduction heating, mechanism of, 3514,

3869

Conductivity detectors, 533

Conductometric titrations, 3762

advantage, 3763

applications, 3763

acid–base titrations, 3763

complex-formation titration, 3763

precipitation titrations, 3763

curves, 3763

Cones, medicated, 954

applications, 954

Cone–plate viscometers, 3129, 3140–3141

Confidentiality and Security controls, 2561

Configurational isomers, 2142

Confitures. See Condita.

Confocal microscopy techniques, use of, 1142

Conformational isomerism

of cycloalkanes, 2148–2149

in cycloalkyl and cycloheteroalkyl

structures, 2148

of 3-methylfentanyl, 2149

Conformational polymorphism, definition of,

2936

Congealed carriers, properties of, 763–764

Congealed material

micro- and macrostructure of, 770

stability and structure of, 769

structural changes in, 771

structure analysis

by differential scanning calorimetry

(DSC), 770

by infrared spectroscopy, 770

by X-ray diffraction (XRD), 770

Congealing applications, waxes in, 765

Congealing device, design of, 763

Congealing processes, in pharmaceutical

industry, 761

Congestive heart failure, 216

treatment of, GTN in, 1076

Congresslonal Budget Office (CBO), 1895

Conium maculatum, principles of, 255

Conjugate acids and bases, ionic equilibria of,

386

Conjugation

amino acids, 320

hepatic mitochondria, 320

Conjugation reactions

acetylation, 319

biotransformation, 317

endogenous compounds, 317

glucuronidation, 317

glutathione, 318

addition reactions, 9

classification of, 318

substitution reactions, 318

sulfation, 318

Connective tissue papillae, 2666

Conserves. See Confections.

Constitutional isomers, 2142

geometric isomers, 2142

optical isomers, 2142

Consumer Health Products Association

(CHPA), 2854

Consumer Product Safety Commission

(CPSC)

drug packaging guidelines and regulations,

2526

regulatory control for soaps, 800

Consumers Healthcare Products Association

(CHPA), 2414

Contact charging

metal–metal, 1535

for solid electrification, 1535

Contact dermatitis, 72

Contact lenses

classification of, 2202, 2203

hydrophilic soft, 2202

rigid gas-permeable, 2202

drug release from, 1221

erodible polymeric delivery systems,

1222

non-erodible systems, 1224

by Ocusert, 1222

drugs delivery from, 1221

from collagen shields, 1222

enzymatic products for, 2205

hydrophilic, 1221

materials for, 2202

plastic, 2202

polymeric materials, 2202

for vision, 2202

Contact sensitivity, delayed, 122

Contact times

drug products, 3696

functional definition, 3696

mechanical definition, 3696

Container–closure system

chemical additives, 1694

chemical ingredients, 1694

fabrication of, 1694

marketing of, 1946

plastic components, 1694

standards=acceptance criteria for,

1696

USFDA policies for, 1696

Container-closure integrity test, 2789

by bacterial challenge test, 383

principles of, 2789

selection of, 2789

sterile broth filled units, 383

Continuing Medical Education (CME)

programs, 60, 62

Continuous ambulatory peritoneal dialysis

(CAPD), 21

Continuous batch process cooker

advantages of, 2232

components of, 2232

disadvantages of, 2232

installation, 2232

preparation method, 2232
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Continuous carrier irradiator, 749

Contraceptive steroids, synthetic, 942

Contraceptive vaginal rings (CVR),

1350–1351

Contract manufacturing organizations

(CMO), 2486

Contract research organization (CRO), 1931,

2486, 2876

Contract service organizations (CSO)

clinical trial services of, 2496

phases, 2496–2500

consolidation and expansion, 2487

development-assessment services potential

by, 2494

drug discovery services by, 2491

for drug discovery, 2486

history, 2486–2487

identification strategies, 2488

mega, 2487

monitoring, 2489–2490

multiple and various clinical trial support

services by, 2498–2499

regulatory affairs capabilities by, 2501

selection criteria, 2488

communication, 2489

flexibility and adaptability, 2489

integrity, 2489

partnership, 2489

project management skills, 2489

quality assurance (QA) awareness, 2489

research area and therapeutic experience,

2489

timeliness, 2489

training, 2489

trends for, 2506

Contramid� technology, 999

Contrast variation, definition of, 1050

Contrast variation experiments, 1051

Contrheuma Gel Forte N, 1126

Control, manufacturing, and chemistry

(CMC) processes, 2501

Control chart

average chart, 3500

C-Chart, 3503

cumulative sum (or Cusum) control chart,

3503

design, 3501

exponentially weighted moving average

(EWMA) control chart, 3503

factors, 3500

individual—moving range chart, 3503

for multiple processes, 3502

P-Chart, 3503

Range chart (R-Chart), 3500

Run Charts, 3503

S chart, 3503

Shewhart chart, 3500

standard deviation chart, 3503

usage phases, 3503

Control standard endotoxin (CSE),

control of, 3059

Controlled heat-assisted drug delivery

(CHADD), 3851

Controlled release aspirin tablets, 2408

Convection, 1436

forced, 3513

natural, 3513

in pharmaceutical industry, 3513

heat transfer, 3869

Convective fluid, dynamic viscosity of,

1436

Convective heat transfer

equation for, 3513

process, 3513

Convective heat transfer applications,

in pharmaceutical drying, 1436

Convective heat transfer coefficient, 1436

Convective mass transfer coefficients, 1439

Convective mixing, mechanism, 2747

Convective thermal resistance, 1437

Conventional airflow, 2175

Conventional recrystallization,

of pharmaceuticals, 3572

Conventional vaccines

inactivated, 3908

pathogenic organisms in, 3908

Cooking machines

components, 2232

kettle turning device, 2232

standard method for, 2232

Cooling processes, in pharmaceutical

industry, 761

Coordination penicillin compounds

structure of, 700

COPD. See Chronic obstructive pulmonary

disease.

Copolymer, definition of, 2925

Copolymerization and polmer modification,

156

Copolymers, lipophilicity of, 2930

Copolymers of styrene and divinylbenzene,

472

Copolymer surfactants, 1062

Copper, corrosion resistance of, 793

Coprecipitates and melts, 774–780

ball milling, 774

controlled precipitation, 774

definition of, 774

fluid energy micronization, 774

grinding, 774

trituration, 774

Coprecipitation, 2049

Copy DNA (cDNA), definition, 930

Copyright protection, importance of,

2604

Cordials, sweetened alcoholic preparations,

954

Core data management processes, 551

Core process, 3075

quality of, 3075

Cored dendrimer, synthesis, 883

Corn oil, 1423

Corn starch

disintegrant properties, 3561

in pharmaceutical industry, 3476

unmodified

moisture isotherm for, 3479

optical micrograph of, 3479

Corn starch granules, scanning electron

micrograph of, 3478

Corn syrup

formation of amorphous glass, 2231

pH of, 2231

physical properties of, 2231

preparation of medicated candies, 2231

Corneocyte protein envelope, 1311

Corneocytes, size of, 3821

Coronary artery disease, obstructive, 365

Coronary blood flow, 365

Coronary perfusion, 347

Coronary vasodilators, 1248

Coronary vasospasm, 116

Corporate assets, protection of, 2556

Corporate management, 14, 1383

Corporate network security, 2556

Corporation’s document management

systems, 2556

Corrective action plan (CAP), 2305, 2313

implementation, 2313

COrrelation SpectroscopY (COSY), 3446

double quantum filtered, 3446

Corrosion

atmospherical, 793

basics, 782

control measures, 788

cleanliness, 782

rust-free surfaces, 782

stainless steel use, 782

costs, 782

current and current density, 786

definition, 785

electrochemical nature of, 785

engineer’s role, 789

extent, 786

factors influencing

corrosion-resistant materials selection,

788

environmental influences on, 788

temperature effects on, 788

fatigue, 784

Federal Highway Administration (FHWA)

estimation of, 782

forms of

cervice, 784

erosion, 783

galvanic, 783

intergranular, 784

pitting, 783

selective leaching, 784

uniform or general, 782–783

fretting, 783

impact on chemical process industries

(CPI), 782

indications, 785

mechanisms, 783

mitigation, 788

molybdenum in, 791

monitoring

by corrosion probes, 785

by visual inspection, 785

of metals in seawater, 783

of pharmaceutical equipment, 782
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[Corrosion]

and polarization, 786–787

oxidation–reduction potentials in, 786

processes, 785

range in industries, 782

rate-controlling step within, 787

reactions

oxidation of pure metal, 785–786

reduction, 785–786

type and severity of, 786

Corrosion-resistant materials

aluminum, 787

chromium, 787

ferrous metals, 789

iron, 787

molybdenum, 790

nickel, 787

performance, 782

selection

stainless steel, 789

steel, 789

titanium, 787

Corrosion resistance, improvement of, 4046

Corticosteroid, 171

intramammary infusion in lactating cows,

3959

Corticosteroid betamethasone, 2633

Corticosteroid budesonide, 2980

Corticosteroids, 983, 2483

effect of, 1256

Corticosteroids triamcinolone acetonide,

1319

Cortisol, in plasma and urine, 545

Cortisone acetate

delivery of, 185

solid drug particles of, 1220

Cortisporin, 983

Corundum (a-Al2O3)

inorganic compounds, 4110

Cosmetic Act, 1779

Cosmetic elegance, 804

Cosmetic, excipients for, 1638

Cosmetic industry–physician–user

relationship, 805

Cosmetic Ingredient Review (CIR), 801

Cosmetic ingredients, 799, 802

description of, 803

and photosensitization, 803

restriction of, 801

safety of, 801, 803

shorthand nomenclature for, 803

Cosmetic manufacture, guidelines for, 804

Cosmetic preparation, 2980

Cosmetic regulations, violatorsof, 799

Cosmetic suspensions, 3605

Cosmetics

adulteration of, 804

chemical stability of, 803, 804

as emetics, 804

label information, 803

microbiologic requirements, recommended,

804

microbiological contamination of, 804

penetration into skin, 805

[Cosmetics]

performance of, 803

guidelines for documenting, 804

petrolatum in, 805

physical stability of, 804

and cosmetic efficacy, 804

and cosmetic elegance, 804

preservatives, use of, 804

warning statement on, 801

water, role of, 804

Cosmetics and drugs, 798–805

Cosmetics, Toiletries, and Fragrance

Association (CTFA), 801

Cosolvency

advantages of, 2220

chemical potential, 2220

cosolvents, 2220

advantages of, 2220

definition, 2220

free energy of molecule, 2220

oral liquid formulations, 2220

solubility of volatile constituents, 2220

water-miscible organic solvents, 2220

disadvantages of, 806

drug solubility, 2220

limitations of, 2220

liquid drug preparations, 806

solvent polarity, 807

therapeutic agents

lipophilicity, 2220

structural complexity, 2220

Cosolvents, 2861

advantages of, 806

in small-volume parenteral preparations,

817

biologic effects of, 806, 812

definition of, 806

degradation of drug, 806, 1623

dilution of formulations, 811

in drug formulations, 806

fraction, 811

hemolytic effects of, 816

hemolytic potential of, 815, 1623

dynamic flow conditions, 815

static flow conditions, 815

impurities, 817

interpolation method for, 809

intramuscular (IM) injection, 812

intravenous (IV) infusion fluids, 811

irritation data, 812

linear function of, 809

liquid dosage forms

ophthalmic and otic dosage forms, 817

oral dosage forms, 817

parenteral dosage forms, 817

topical dosage forms, 817

in mice and rats, 812

myotoxicity of, 816

ophthalmic products, 815

osmotic effects of, 817

otic products, 815

parenteral products constituents, 813

polarity, 808

and polarity indices, 806, 809

[Cosolvents]

rapid bolus injection of, 812

route of administration, 812

solubilization, 806

estimation of solvent composition, 808

methods and theories, 806

as solubilizers, 811

stability of drug, 806

systemic effects of, 812

topical products, 815

types of excipient, 1623

water-miscible organic solvents, 806

Cosolvents, pharmaceutical

cosolvent solubilization, 3321–3322

n-octanol, 3319

physical properties of, 3319

polarity and physical properties of, 3320

solubilization profile

for complexation, 3327

surfactants, 3326

in water, 3318

Cotransporters, 26

mechanism of, 27

sodium–glucose, 27

Coulometric detector, 535

Coulometric titrations, 3764

advantage, 3764

application, 3764

complex formation titrations, 3764

neutralization titratrions, 3764

oxidation–reduction reactions, 3765

precipitation titrations, 3764

endpoint detection, 3764

primary technique, 3764

secondary technique, 3764

sources of error in, 3764

Coulter counter, operation of, 2589

Coumarins, 2911

Council on Codes and Standards (CSS),

2238

Counter-ion adsorption, in Stern layer,

4121

Countercurrent methods, 4

disadvantages, 4

phase–volume ratio, 4

Counterfeit drugs, detection of, 4100

prevention of, 4100

Counterfeit excipients, use of, 2779

Counterion

hydrogen-bonding nature of, 3179

hydrophilicity of, 3184

Counterion transport, direction of, 2747

Cowpea mosaic virus, 3912

CpG DNA, 3922

Cranial cavity, 2681

Controlled-release drug delivery systems

(CrDDSs), 1082

Creams

advantages, 996

classification of, 1082

cold, 996

drug formulation, 1082

drug molecules, 1083

medicated solid, 954
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[Creams]

microstructure of, 1126

of o=w type, 1127

of w=o type, 1127

rate constant, 1083

definition of, 1083

rate-preprogrammed, 1083

semisolid emulsions, 954

transdermal, 1086

transmission electron micrograph of, 1127

vanishing, 996

Creatine phosphokinase, 364

measurement of, 118

Creatinine clearance, 2636, 2819

endogenous, 1021

Creatinine concentration, 574

Credible new drug applications (NDAs),

2877

Creep curve, mechanical model of, 3136

Creep test, 3135

Cremophor EL, 3349

emulsifying agents, 1624

Cremophor EL and ethanol, combination of,

3361

Cremophor RH40, 3349

Cremophor�, 1258, 3336

Crenation, 1272

Crepe, 1466

Crest tartar control dentifrice, 899

Crest tartar control mouthrinse, 899

Creutzfeld–Jakob Disease (CJD), 1596, 3997

Crevice corrosion, 784

CRF. See Case report forms.

Cricopharyngeal reflex, 2867

Crinone gel, 984

Critical association concentrations (CACs),

2921

Critical binding reagents

development of monoclonal antibody,

1575

polyclonal antibodies for, 1575

Critical flocculation concentration (CFC),

4123

Critical fluid liposomes (CFLs), 3579

Critical micellar concentration (CMC), 35,

292, 1824, 2222

Critical relative humidity

for water-soluble components, 4057

mixture solution, 4055–4056

Crohn’s disease, 218, 1228

patients with, 2872

Cromolyn sodium, moisture uptake, 4057

Croscarmellose, capsule formulations, 415

Croscarmellose sodium (Ac-Di-Sol�), 1248,

1291, 2454, 3553–3554

flow properties, 3554

scanning electron photomicrographs of,

3555

Crospovidone, 3554–3555

coarser grades of, 3560

particle sizes of, 3556

scanning electron photomicrographs of,

3556

water wicking in, 3555

Crospovidone M�, 3556

Crossflow stream, sweeping flow of, 4041

Cross-Ject, 1217

Cross-linked protein crystals

antigens, 3922

Cross-polarization (CP) dynamics

active pharmaceutical ingredient, 3304

Cross-polarization magic angle spinning

(CP–MAS), 3456

spectra of lamivudine, 3457

Crossover design, for drug products, 172

Crotid atherosclerotic lesions, 1160

in vitro in cell cultures, 1160

Croton oil topical inflammation test, 116

Crown ethers, 2160

chiral recognition properties of,

2160–2161

chromatographic procedure for, 2161

Crude drug, making of, 2905–2906

Crude Drugs Association of Tokyo, 2837

Crushing strength, 3633

definition, 3633

Erweka hardness tester, 3633

testing of mechanical strength, 3633

types of hardness testers, 3633

Cryogenic milling

for heat-sensitive compounds, 2344

nonflammable refrigerant, 2344

Cryopelletization

cross-linked biopolymers, 2661

droplet liquid formulation, 2661

drug-loaded pellets, 2661

equipment components, 2661

formulations-related variables, 2661

immediate-release formulations, 2661

solutions=suspensions, 2661

spherical droplet formulations, 2661

Cryoprotectants, 1613, 1826

Cryoprotection

composition of, 1630

mechanism of, 1630

trehalose used as, 1630

Crypts, definition of, 2714

Crystal(s)

appearance of, 847

benzamide, intermolecular interactions in,

617

classification of, 3545

effectiveness of, 841

growth, 843–844

experimental strategies, 844

mechanism of, 844

rates of, 844

habit, 628–831

factors influencing, 821

human insulin, surfaces of, 845

ionic, 3545

lattice defects, 826, 3544

metallic, 3545

molecular, 3545

morphology, 844–845, 846

prediction and other computational

strategies, 847–849

in pharmaceutical processes, 846–847

[Crystal(s)]

nucleation, mechanisms for, 838

pharmaceutical, design of, 615

phase transitions of organic, 852

potassium ferricyanide, 829

prismatic, 847

rod-shaped, 829

structure and nomenclature, 845–846

sulfamethoxazole, 830

surface, roughness of, 844

trimethoprim, 830

valence, 3545

Crystal Data cell, 4105

Crystal faces, types of, 848

Crystal forms, existence of, 2935

Crystal growth, by heat transfer, 3885

Crystal lattice, hydrate, 1823

Crystal morphology, change of, 41

Crystal nucleation, 40

Crystal polymorphic transformation,

kinetic coefficient of, 42

Crystal polymorphism, 1823

Crystal shape, feedback control of,

861

measure of, 869

Crystal structure, nature of, 2935

Crystal structure disorder, on solubility and

dissolution rate, 3313

Crystal surface area, 868

Crystal violet lactone, 2316

Crystalline

pharmaceutical materials, 89

polymorphs, 90

Crystalline a-lactosemonohydrate

as tablet diluent, 3681

Crystalline anhydrous glucose, near-infrared

spectra of, 3378

Crystalline bulking agents, polymorphism in,

1823

Crystalline compounds, purity of,

397

Crystalline drug, solubility of, 41

Crystalline drugs

amorphous content of, 398

polymorphic forms of, 89

Crystalline excipients, 1648

polymorphic forms of, 89

Crystalline lactose, 35

Crystalline mannitol, 1809, 1810

Crystalline materials

and amorphous materials, 2079

characterization by X-ray diffraction

(XRD), 2078

milling of, 2078

Crystalline powder, 3885

Crystalline salt, pharmaceutical, 616

Crystalline solids, 1115, 1808, 4103

phases of fluprednisolone, 4104

water sorption by, 4054

X-rays on, 4103

Crystalline states

liquid, 1115

long-range order in, 1115–1116

short-range order in, 1115–1116
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Crystalline structure

collapse of, 1441

on solubility, 3311

Crystalline sucrose, limits of detection and

quantitation, 4104, 4108

Crystallinity, 3434,

of pharmaceuticals, 4108

Crystallization, 398, 834–835, 853

of buffer components, 840

definition of, 858

degree of, 1810

energy of, 849

kinetics, role of, 834

of paracetamol polymorphs, 835

pathways, implications for, 843

of polymorphs, 835

solvent effects on, 849–851

principles of, 862

inhibition, 41

inhibitors, 43

kinetics, 865

determination of, 866

devolopment of, 866

Crystallization processes, 88, 834, 870

complexity of, 821

model for, 862

monitoring of, 860

solvent

viscosity of, 820

Crystallization model, simplification of,

866

Crystallization models, derivation of, 870

Crystallization of bulking agents,

conditions for, 1823

Crystallization of excipients and

consequences, 1809–1810

Crystallization solvent, metastable form of,

2939

Crystallization technique, parallel, 3004

Crystallizing solvent, nature of, 824

Crystallographic classification, 821

Crystallographic twinning, 826

Cucufa, 954

Cullet, 2509

Cup and bob viscometer, principle of,

3139

Current good manufacturing practice

(CGMP), 591

applicability of, 1942

regulations of, 1941

regulations of, 2783

sections of, 2783

training in, 1943

Cutaneous applications, powders for, 2979

Cutaneous blood flow, 3822

blood vessels

accessibility of, 3822

cutaneous perfusion, 3822

demonstration of, 3822

systemic absorption, 3822

Cutaneous gene delivery, 2752

Cutina HR�, 765

Cutina�, 1258

Cyclamate, 1616

Cyclazocine, and biodegradable polymers

drug delivery, 177

Cyclic amines, titration, 3756

Cyclic carboxamide dimers, 617

Cyclic glucose polymers, 1617

Cyclic polyethers, 1507

Cyclic voltammetry, technique of, 1494

Cyclization–elimination, reaction of, 3009

Cyclization–elimination sequence, 2997

Cyclo-olefin copolymer (COC)

capsule, 1213

in drug storage, 1213

Cyclo-oxygenase-2 (COX-2), 2435

Cycloaddition reaction, 2997

Cycloamyloses, 682

Cyclobutyl dimmer, formation of, 620

Cyclodextrin

absorption, 685

advantage of, 2701

characteristics of, 682

complexation, 671

benefits of, 680–682

improvement in solubility, dissolution,

and bioavailabilty, 680–681

improvements in drug stability, 681

reduction in volatility, 681–682

reduction of unpleasant side effects and

bitter taste, 681

constituents of, 2158

derivatives, 683–685, 686

hemolytic effects of, 688

hydroxypropyl, 684

methylated, 683–684

sulfobutyl ether, 684–685

distribution, 685

effects of charge

density, 678

proximity, 678

state of, 678

excretion, 685

factors affecting, 675–680

steric effects, 675–677

functional groups of, 1618

inclusion complexes with, 3579

inclusion, 671–674

evaluation of, 674–675

ionizable, 1258

mechanism of solubilization by, 1617

metabolism, 685

as mobile-phase additives, 2158

natural

drug conjugates of, 1255

in oral solutions, 3350

parent, 1617

pharmacokinetics

oral, 685

parenteral, 685

properties of, 1618

regulatory status, 690–691

retention properties, 2158

safety of, 685–690

oral, 685–687

parenteral, 687–689

reproductive, 689–690

[Cyclodextrin]

in skin permeation, 1313

solute inclusion complexation, 2158

structure, 2158

use of, 15

Cyclodextrins (CDs), use of, 2776

Cycloglucans, 682

Cyclohexane, radiolysis of, 3544

Cyclohexanes conformation isomerisms

boat, 2148–2149

chair, 2148–2149

twist boat, 2148–2149

Cyclohexylamine formation, 1616

Cyclooxygenase-derived prostaglandins,

3054

Cyclophosphamide, 363

optical isomers of, 2144

Cyclosporin, 1610

benefits of, 426

delivery of, 2750

Cyclosporin (CSA)

administratrion of, 2743

Cyclosporin A, 3348

with nanospheres, 1192

oral bioavailability of, 3349

plasma concentrations of, 349

wound modulator, 1223

Cyclosporin nanocapsules, preparation of,

1196

Cyclosporine

bioavailability of, 1257

immunosuppressive, 2737

in organ transplantation, 2737

preparation of controlled release, 780

Cyclosporine (immunosuppressant),

2254

Cyclotrons, 3090

Cylindrical epithelial cells, layer of,

2717

CYP-450 3A isoenzyme, 2909

CYP2C19

Japanese population, 322

CYP2C9 polymorphisms, 2198

CYP2D6

Caucasian population, 322

consequences of, 1898

drug-metabolizing P450 cytochrome,

1898

mutations, 1898

nicotine metabolizing cytochrome,

1899

CYP3A4 induction, 2194

CYP (Cytochromes P450)

drug biotransformation

in enzyme systems, 321

Cysteine, oxidation of, 285, 1825

Cysteine residues, labeling of, 3045

Cysteinyl-leukotriene inhibitors.

See ACE-inhibitors.

Cystic fibrosis, 2093, 3037

patients with, 2872

treatment of, 2704

Cystic fibrosis (CF) Indicator�, 2119

Cytarabine release, 2033
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Cytochrome c reduction assay, 151

Cytochrome enzyme system

(CYP450 system), 1911

Cytochrome P450, 71, 1610

catalysis, mechanisms of, 312

chromatographic and immunologic

behavior, 312

in drug biotransformation, 312

in endoplasmic reticulum, 312

in hepatic enzymes, 1398

lung, in Clara cells, 322

for metabolism, 1398

multigenic family of heme proteins, 312

substrate specificity, 312

as terminal oxidase, 312

Cytokine immunoassays, caliberation of,

4101

Cytokine therapy

in inflammatory bowel disease, 3923

in multiple sclerosis, 3923

in rheumatoid arthritis, 3923

Cytokines

coadministration of, 3914

in keratinocyte differentiation process,

1311

Cytolytic mechanism, 1139

Cytomegalovirus (CMV), 1224

Cytopasmic peptidases, 2718

Cytoplasmic machinery, plasma cell with,

1133

Cytoplasmic membrane, 2992, 3550

Cytoplasmic peptidases, 2722

Cytoskeleton-specific immunoliposomes

preservation of cell viability by, 1160

with hypoxic cells, 1164

Cytosolic leucine aminopeptidase, 2674

Cytostatic drug biotransforms, 699

Cytotoxic affect, 1133

Cytotoxic drug compounds, 419

Cytotoxic drugs, 1327

Cytotoxic effects, of fatty acids, 17

Cytotoxic radiation, 1138

Cytotoxic T lymphocyte antigen-4 (CTLA-4),

3922

Cytotoxicity issues, 687, 688

Dahlinder’s repose-angle device, 3282

Daily cleaners

oxytetracycline in, 3956

with shearing particles, 2204

surfactants, 2204

D-alpha-tocopherol, 3348

Danatrol� dissolution profiles, 2820

Danazol delivery, 1349

Danger signals, dendritic cells, 3914

Darodipine–polyethylene glycol, phase

diagram, 3744, 3746

Darvocet, 2426

Daunomycin conjugates, construction of,

1136

Daunomycin targeting, conjugates of, 1331

Daunorubicin, 1332

Daunorubine, cytostatic, 1128

DaunoXome, 1128

Deaeration theory, 3169

Deamidation, 1826

of asparagines, 1827

reactions, 283

Deborah number (De), 2031

Debrisoquine

hydroxylation of, 1018

metabolism, 1898

Decamethylcyclopentosiloxane (DMCPS),

606

Decapeptyl�, 177, 178, 607

for prostate cancer treatment, 178

and serum LH and testosterone

concentrations, 178

Decipher receptor gene function, 3125

Decoctions, 954

Decoctum. See Decoctions.

Decubitus ulcers, 1028

Defecation, suppression, 2871

Deflagrations and explosions, 2882

Deflocculants and dispersing agents,

of suspensions, 3606

Deformation, 3128

plastic, 1736

Defuzzification, 2404

Degradation

aliphatic polyphosphate vs. aromatic

polyphosphonate, 190

and absorption, 19

biodegradable polymers, 176

chemical, 1827

DNA, 3912

drug, 165, 1623

and drug biotransformation, 310

in drug delivery, 177

excipient, 1641

monomers in, 176

oligomers in, 176

protein, 1274

random chain scission, 176

rate of, 389

stereospecific biotransformation,

321

hydrolysis of polymer chains, 176

Dehumidification techniques, 1444

Dehydroemetine, 1191

Dehydroepiandrosterone, 71, 2431

effects, 2439

for mental health, 2440

Dehydropregnenolone acetate, 245

Deionization system, continuous, 4041

Delivered-dose uniformity

determination, 2087

FDA expectations for, 2087

Delivering medication, method of, 3979

DELSA 440 instrument, 4119

electrophoretic mobility distribution,

4119

laser-scattering particle electrophoretic

analyzer, 4119

zeta-potential distribution, 4119

Deltoid injection, 2646

Deltoid tuberosity, 2646

Dementia, Alzheimer’s-type, 73

Demerol�, 1040

Demixing

types

axial, 2358

competitive patterned, 2358

radial, 2358

D-enantiomeric forms, in biotechnology drug

substances, 461

Denaturation

cold, 1810

protein

cryoprotectants, 1275

freeze-drying, 1275

lyoprotectants, 1275

types of substances, 1275

Dendrilock� structure, 881

Dendrimers, 1063

architectural components, 872

applications of, 877

biological, evaluation of, 886

biological properties

biodistribution, 886

immunogenicity, 886

toxicity, 886

branch cell components, 875

cancer therapy on, 884

carbosilane-poly(ethylene oxide), 886

charge interactions and aggregation, 876

delivery DNA, 884

delivery systems of, 884

differential scanning calorimetric (DSC)

measurements, 878

drug carrier, 884

flow properties of, 878

fractured, 884

functional terminal groups, 876

growth of, 872

hyperbranched polymers, 886

hydroxyl surface

in dilute solutions, 877

hydrodynamic properties, 877

internal structure, 877

macromolecules, 872

molecular modeling, 874

oligonucleotides, 884

peptide, 874

permeability of, 883

pharmaceutical applications of, 879,

886

physicochemical properties, 874

poly(aryl ether), 874

poly(benzyl ether)), 874

poly(phenylacetylene), 874

poly(propyleneimine), 874, 877

polydispersity, 884

polyelectrolyte, 876

polystyrene particles, 883

size and shape, 875

solubilizing power, 879

solutions

bulk flow properties, 879

viscosities of, 879

structural components, 872
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[Dendrimers]

synthesis

advantages of, 872

convergent method of, 872

transfection efficiency of, 884

zero-generation (G0), 872

Dendrimer–drug complexes, 881

Dendrimer surface density, 881

Dendripore� structure, 881

Dendritic cells, 1281, 3914

Dendritic structures

atomic force microscopy (AFM), 875

cavity size of, 879

entrapment effect, 880

gastrointestinal tract, 883

hybrid, 879

hydrophilic surface layer, 879

hydrophobic core, 879

Dendritic unimolecular micelles, 879

solubilization capacity of, 880

water-soluble, 880

Denileukin, 272

Densification

degree of, 829

segregation, 2975

Density functional theory

chemical energy, 719

chemical structures, 719

Kohn–Sham equations, 719

Möller–Plesset (MP2) theory, 719

Dental liniments, 960

Dental plaque, 2442

Dental products, 891

Dentifrices, 893, 954

Dentifricium. See Dentifrices.

Dentilimentum. See Dental liniments.

Deodorizing dressings, in wounds, 1028

Deoxycholate, 16

Deoxycorticosterone acetate (DOCA), 116

Deoxyhemoglobin, 357

solutions, 356

Deoxyribose nuclease, human, 1428

Depakote Sprinkle�, 1771

Department of Health and Human Services

(DHHS), 1779

DepoCyt�, drug product, 1643

DepoFoam�, drug product, 1643

Depolymerizable polymers, 159

soluble, 159

water-insoluble, types of, 159–160

Depolymerizable water-insoluble polymers,

160, 161

Deponit� system

cross-sectional view of, 1090

nitroglycerin releasing, 1087

structural components, 1090

Depot (or Projectile) needle-free injection

by Caretek medical, 1210, 1217

disadvantages, 1210

drug

delivery device, 1210

formulation, 1210

Depyrogenation, 3060

dry heat, 3512

Deramciclane, absorption of, 2821

Derivative spectroscopy, advantages of,

3472–3473

Dermabrasion, 1028

irritation scoring system, 122

toxicity studies, 2774

and transdermal drug delivery, 1311

Dermatological drug delivery system, 1313

Dermatological formulations, 1321–1322

bioequivalence of, 1321

in vivo tape stripping technique, 1321

advantages, 1322

pharmacokinetic parameters, 1322

Dermatological gels, 1887

Dermatological preparations, antibacterial

agents, 3971

Dermatological therapy, 1317

Dermatologic laboratories in cosmetic

safety, 805

Dermatologic products, packaging of, 3270

Dermatologic vasoconstriction, drug

products, 171

Deryaguin–Landau–Verwey–Overbeek

(DLVO) theory, 4121

electrostatic stabilization, 4122

stability of oil-in-water emulsions, 1557

stability of water-in-oil emulsions, 1557

Desacetylcephalosporin C biosynthesis of,

255

Des-enkephalin-gamma-endorphin, 2728

Desensitizing agents, 896

Desert tea, 74

Desglycinamide arginine vasopressin, 2728

Desktop publishing package, 554

Deslorelin–PLGA microparticles, scanning

electron microscopy (SEM) of, 3578

Desmosomes, 1340

Desolvation effects, 717

Destabilization, 2861

Detector

amperometric, 535

applications, 3467

bulk property, 533

cell designs, 1500

characteristics, 3464

charge coupled device, 3464

conductivity, 533

coulometric, 535

diode array, 534

dual-electrode, 1522

electrochemical, 534–535

evaporative light scattering, 535

fixed wavelength, 534

fluorescence, 534

high-performance liquid chromatographic

(HPLC), 533–535

in spectrophotometer, 3464

photodiode array, 3466

properties, 3408

quantum, 3408

refractive index, 533

sensitivity, 3408

solid state, 3464

solute property, 533

[Detector]

thermal, 3409

UV absorption, 1522

UV–vis spectophotometric, 534

variable wavelength, 534

Deterioration fixed oils, 1624

Dethylenetriaminepentaacetic acid ligand,

1138

DETOU polyorthoester

degradation of, 186

naltrexone pamoate release from, 186

reaction of 1,2,6-hexanetriol with, 186

Detoxification mechanisms, 120

Deuterated material, hydrogeneous material

for, 1051

Deuterated polymer chains, 1064

Deuterated propylene glycol, 1061

Deuterated triglycine sulfate (DTGS), 3376

Deuterium oxide dispersion medium, 1066

DeVilbiss 646, 2097

DeVilbiss aerosonic�, 3859

DeVilbiss pulmosonic�, 3855

Ultra-Neb 99� ultrasonic nebulizer, 3859

ultrasonic and jet devices, 3857

Devitrification, 2509, 2510

Dewar flasks, 3398

Dexamethasone, 2119

Dexamethasone poly (L-aspartate), 1233

Dexon�, 177, 1223

Dextranase, 2035

Dextran, 1630, 1184

hydrogels, 1237

drug delivery system, 1644

Dextranomer, in polyethylene glycol 600

(PEG 600), 1031

Dextrins, flow characteristics of, 3286

Dextromethorphan, 2416

Dextrose

advantage of, 1613

tonicity adjusters, 1627

Dextrose equivalent (D.E.) value, 3481

Density functional theory (DFT), 719

D-glucono-d-lactone, 2027

D-glucose monomers, composition,

cryoprotection, 1630

Diabetes

management of, 1616

type-II, 2705

Diabetes mellitus, 3037

protein for, 267

Diabetic gastroparesis, 2872

Diabetic neuropathies, 72

Diabetic ulcers, 271

Diachylon plaster, 1023

Diacyl phospholipids, 976

Diagnostic radiopharmaceuticals, 1267

2,4-Diaminotoluene, 1514

Diaphragm valves, 4047

Diarrhea, treatment of, 178

Diaspirin cross-linked hemoglobin, 355

Diastereoisomeric chelates, 2159

Diastereoisomeric ion pairs, 2159

Diastereomeric derivatization, 2156–2157

Diastereomers, 2145
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Diazepam (Valium�), 1042

anxiolytic properties of, 311

injection, by intravenous injection, 3955

serum concentrations, 2632, 2645

Dibasic calcium phosphate, 988, 2772

diluent in tablets, 3655

Dibasic compound, solubilization, 3316

Dibucaine hydrochloride solution, 1630

Dicalcium phosphate dihydrate, 43

agglomerates, 3229

differential scanning calorimetry of,

2376

exposure, 2376

in gastric juice, 3680

hydroxyapatites, 3230

Karl Fisher titration for, 2377

milled form, 2377

unmilled form, 2377

thermal gravimetric analysis of, 2374

Dicalcium phosphate-based tablets

disintegrating pressure versus disintegration

time of, 3360

disintegration of, 3358

water uptake versus disintegration time of,

3360

Dicalcium phosphate matrix tablets, 3561

Dicaphos AN, 3229

anhydrous type, 3229

hydroxyapatites, 3230

Dichloromethane and hexane, advantage of,

468

Dichoism, circular, method of, 703

Dichotomy, biological activity of, 3054

Diclofenac, 1125

formulation of, 2810

release mechanism, 2018

salts

diclofenac deanol (DDNL), 3181

diclofenac tert-butylamine (DtBA),

3181

intrinsic dissolution rates for, 3178

melting points for, 3178

solid dosage forms of, 3183

solubilities for, 3178

solubility versus pH, 3179

Diclofenac diethylamine, 1125

Diclofenac sodium, 2010

dissolution behavior of, 768

granules of, 767

release, 2408

Diclofenac sodium=carnauba wax matrices,

2010

Dicumarol

dispersion, freeze–drying process, 775

solid dispersion of, 779

solubility of, 2870

Dicyclohexyl carbodiimide, 1135

Didanosine, human bioavailability of,

2821

Didodecyl dimethylammonium

bromide(DDAB), 1065, 1564

Dielectric constant, of pharmaceutical

materials, 1448

Diemuls�, 1550

Dies

instrumented, 3787

manufacturing tolerance, 3787

nickel–chromium–boron alloying on, 3792

tapered, 3785, 3787

Die swelling, 2006

Diet and Reinfarction Trial (DART), 2439

Dietary antioxidants, 142

Dietary fluoride, 892

Dietary proteins, absorption of, 296

Dietary supplement, 2850

consumption of, 2908

definition of, 2904

standardization of, 2906

Dietary Supplement Health and Education

Act (DSHEA), 68–69, 1789, 2841,

2903

Diethylene glycol, in kidney and liver damage,

1406

Di-(ethylhexyl)phthalate, flux enhancer, 1222

Diethylenetriamine pentaacetic acid, 3095,

858

Diethyl ethylene malonate, 1307

Diethylphthalate (DEP), 1802

Difference spectrophotometry, 3473

for determination

biological matrices, 3473

constituents in tablets, 3473

pharmaceutical preparations, 3473

plant extracts, 3473

syrups, 3473

in turbid or cloudy solutions, 3473

Different X-ray powder diffraction, 2943

Differential pulse polarography=voltammetry

(DPP=DPV), 1495, 1496

Differential pulse techniques, 1497

Differential scanning calorimetry, 1809, 2938,

2941

advantages, 3727

amorphous content determination by,

3737

applications of, 397

calibration, 3728

combination with, 1052

conventional, 395

liquid excipient, 3746

phase diagrams, 3743

phthalylsulfathiazole, 3734

polyethylene, 3742

definitions of, 397

of dicalcium phosphate, 2376

drawbacks, 4113

for drug-excipient compatibility studies,

401

drug purity by, advantages of, 398

dynamic, 394–395

endothermic transition, 3734–3735

enthalpy of fusion, 397

eutectic-point detection, 3740

exothermic transition, 3734–3735

first-order transitions

boiling, 3727

crystallization, 3727

melting, 3727

[Differential scanning calorimetry]

sublimation, 3727

for frozen systems, 4113

for lipid analysis, 981

heat flow measurement, 394, 3726

heat flow ways, 3727

heat flux, 394–395

high speed, 396

measuring methods, 3726

heat flux DSC, 3726

power compensation DSC, 3726

melting temperature, 397

microwaves, 3729

modulated temperature, 394–395

for pharmaceutical applications, 3726

for pharmaceutical materials, 396

in pharmaceutical sciences, 393

power compensated, 394–395

pressure, 3727

principle, 3726

purity analysis, 3739

advantage, 3740

van’t Hoff’s law, 3739

reversible transition, 3735–3736

scan

of drug substance, 398

glass transition temperature, 400

of sucrose, 397, 400

trihydrate, 3738

second-order transitions, glass transitions,

3727

signal

components, 3728

non-reversible events, 3728

reversible events, 3728

Differential scattering cross-section, 1053

Differential thermal analysis, 395, 701, 3726

for pharmaceutical applications, 3726

Diffracted light signals, 2587

Diffraction grating, 3397

Diffraction patterns, generation of, 2587

Diffuse reflectance accessories

types, 3377

for spectrum recording, 3381

Diffuse reflectance near-infrared spectra

for monosaccharides, 3379

of pharmaceutical compounds, 3379

Diffuse-reflectance spectroscopy, 3414

accessories for, 3375–3376

applications of, 3383

bifurcated fiber bundles in, 3375

caffeine by, mid-infrared spectra of, 3380

crystalline powder, 3380

crystalline urea, 3379

instruments for, 3375

KBr powder, 3382

KCl diluted samples, 3380

Kubelka–Munk (K–M) function, 3377

limitations of, 3380

linearization function, 3381

matrix materials for, 3381

optical absorption characteristics, 3378

optical filters in, 3375

in pharmaceutical applications, 3383
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[Diffuse-reflectance spectroscopy]

powders and bulk materials, 3381

radiation sources in, 3375

scattering characteristics, 3378

for trace analysis, 3382

undiluted substances, 3379

with grating monochromator, 3375

Diffusely reflected radiation, for analytical

applications, 3377

Diffusion

characteristics of, 26

electrode surface by, 1491

Fick’s laws, 1082

mechanism, 26

membrane permeability, 26

molecular, 343

transport system, 26

Diffusion cell

experiments, phase in, 2743

models, 1303

procedure for, 1302

Diffusion coefficients, 1172

increase of, 1299

Diffusion-controlled systems, control delivery

for, 1248

Diffusion current, limiting, concept of, 1491

Diffusion testing

bubble point pressure, 1755

Fick’s law, 1755

multipoint, 1754

diffusive flow graph, 1754

filter’s performance, 1754

Diffusional boundary layer, 823

Diffusional pathlength, 2666

Diffusional resistance, 2666

Diffusive mixing, for pharmaceutical

materials, 3898

Diflucan (antifungal), 2255

Digested dietary proteins, 2717

Digestive absorptive unit, 2715

Digestive system, 2713

Digital identification technologies, 2562

Digital nervous system, 2558

Digoxin, 1922, 2045, 3349

absorption, 2636

chemical stability of, 778

constituents of, 2255

intravenous injection solution formulation

for, 1670

pediatric elixir, 2255

quinidine-induced, 1399

in renal tubules, 1399

tablets BP, 917

tissue binding of, 3030

toxicity, 2255

Dihydrofusidate derivatives, 15

Diisopropylethylamine (DIPEA), 2997

Diisoxazolylnaphthoquinone, chemical

stability of, 390

Diketopiperazine (DKP) derivative, weight

fractions, 4112–4113

Dilatant flow, 3132

Dilated cardiomyopathy, in heart failure,

1156

Dilaudid�, 1040

Dilauroyl-sn-glycerophosphocholine (DLPC),

1065

Diltiazem hydrochloride, 2010, 2012, 2034

release, 2013

Diltiazem immediate release tablet

formulations, 2407

Dilute aqueous systems, kinetic studies of,

3543

Diluted acids. See Acids, diluted.

Dilution determine test sensitivity, 3060

D-mannitol

crystallization behavior of, 3307

in lyophilized formulations, 3306

in pharmaceutical formulations, 3306

polymorphic forms of, 3306

Dimercaprol (BAL), 702

Dimethyl acetamide, 1623

Dimethylallyl pyrophosphate (DMAPP),

239

Dimethyl beta-cyclodextrins, 16

Dimethylether (DME), 2270

properties, 2271

Dimethylformamide, 2943

Dimethyl sulfoxide (DMSO), 2437, 2743,

3350

as concominants, 2447

Dimeticone emulsion

frothy bloat in cattle, treatment of, 3950

oral liquids, 3950

Dinitrochlorobenzene, 122

Dinitrophenol, 1406

cataracts by, 1407

uncoupling oxidative phosphorylation,

1407

Dinoprostone� vaginal insert, 999

Dinucleotide structures

morpholino analog, 931

normal DNA or RNA, 931

peptide nucleic acid, 933

phosphorothioate analog of DNA, 931

Dioctylpthalate (DOP), 2174

Diode array detection (DAD), 94

Diode array detectors, 99, 534

Diode array=rapid scan spectrophotometers,

3471

Diode array spectrometers, 3375, 3438

Diode array spectrophotometers, 3464

Diode array spectrophotometric detector,

1500

Dioleoylphosphatidyl ethanolamine, 1065,

1141, 3149

endosomal compartment, 3149

lipid component, 3149

membrane destabilization, 3149

DiPac�, 988

Dipalmitoyl phosphatidylcholine liposomes,

1141

nebulization, 3859

Dipentum� capsules, 1254

Diphenhydramine HCL (DPH), 2014, 2423

in tablet, 547

Diphenylhydantoic acid, esters of, 943

Diphosphoglycerate, 354

Diphosphopyridine nucleotide-diaphorase

(DPND), 1341

Diphtheria toxin, 1139

Diphtheria toxoid, 2746

Dipolar coupling, 3298

Diprivan�, 1270, 1550

dose of, 3360, 3362

Diptheria–tetanus–pertussis (DTP) vaccines,

3915

Direct chemiluminescence immunoassays

chemiluminescent molecules, 2058

chemiluminescent properties, 2058

immunological properties, 2058

Direct chiroptical detection, 453–454

Direct compression method, 3662–3663,

3673

active ingredients, 3674

ascorbic acid, 3663

paracetamol, 3663

pregranulated form, 3674

advantages, 3674

anhydrous dibasic calcium phosphate, 3680

calcium triphosphate for, 3680

diluent, 3662–3664

disadvantages, 3674

disintegrating agent, 3662

glidant, 3662

hydroxyapatite used for, 3680

limitation on use of, 3674

process of, 3662

tablet diluents in, 3675, 3678

for tablet manufacture, 3673, 3662

tricalcium orthophosphate for, 3680

Direct potentiometric measurements, 1505,

1509

Direct surface sampling, leaned equipment

surface, 1588

Discotic mesophases

cholesteric, 1115–1116

columnar hexagonal, 1115–1116

nematic, 1115–1116

smectic, 1115–1116

Discrete particle counter (DPC), 2184,

2311

Disease management, pharmaceutical

approach to, 1309

Disinfecting contact lenses

bacterial particle size of, 2206

fungus particle size of, 2206

ocular irritation, 2206

product for, 2206

red eye, 2206

thermal versus chemical, 2206

Disintegrant, super

classification of, 3554

croscarmellose sodium, 3553

crospovidone, 3554

dissolution times, 3565

in hard gelatin capsules, 3565

interface-controlled mechanism, 3560

rework efficiency (%RE) of, 3564

on swelling force kinetics, 3564

sodium starch glycolate, 3553

in tablet formulations, 3558
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Disintegrants

action, 3555

for tablet, 3556

swelling, 3556

water wicking, 3555

activity, factors affecting, 3560

disintegration time of

compression force on, 3561

surface response of, 3562

molecular structure, 3561

particles

deformation recovery theory of, 3557

repulsion theory of, 3557

in insoluble matrices, 3562, 3558

in soluble matrices, 3558

in spray drying, 3230

starches, 3230

swelling of, 3561

in tablets, 3230

Disintegrating agents

in tablet formulations, 3553

mechanism action of, 3661

starch, 3661

tablets, 3661, 3662

Disintegration test, 218

Diskhaler, 1923

Dislocations in crystals

edge dislocation, 3545

screw dislocation, 3545

Disodium cromoglicinate (DNCG), 2107

as mast-cell stabilizer, 1123

for asthma treatment, 1123

powder, 1123

Disodium cromoglycate, absorption of,

1245

Dispersed phase and the aqueous medium,

mechanisms, 4117

Dispersion systems

aqueous solution medium, 4117

electric double layer, 4117

dividision, 4117

Gouy–Chapman layer, 4117

Stern layer, 4117

neutral bulk-solution phase, 4117

pharmaceutical dosage forms, 4117

phase, 4117

immiscible liquid droplets, 4117

solid particles, 4117

solid, 83

as drug carriers, 4117

Dispersive infrared spectrometers, 3409

double-beam, 3409–3410

optical null principle of, 3410

single-beam, 3409

Dispersive mixing, 2356–2357

Displacement transducers, tablet press, 3666

Disseminated diseases, 1140

Dissociation constant KD, 3028

Dissolution

parameter, 1861

studies of, 2943

testing, strength of, 2850

Dissolution rate-limited absorption behavior,

2922

Dissolved organics and chlorine

absorption of, 4040

carbon filters, disadvantage of, 4040

organic contaminants, 4040

Distearoylphosphatidylethanolamine

(DSPE), 1333

Distillation

definition of, 4042

pharmaceutical water purification system,

4042

Distortionless Enhancement by Polarization

Transfer (DEPT), 3445

Disulfide bonds, cleavage of, 1136

Ditab�

disintegration of, compression pressure on,

3358–3359

Dithiothreitol (DTT), in mucus, 1347

Diuretics

and digoxin, hyperkalemia, 1395

drug preparations, 703

and lithium, sodium depletion, 1395

for diabetic patient, 1394

hyperuricemic effect, 1394

and thiazides, 1394

Diurnal rhythm, 1287, 3822

Divinylbenzene (DVB) hydrogels, 2023,

2025

Division of Drug Marketing Advertising and

Communications (DDMAC), 63

DNA

chip, 1367

fabrication of, 1368

parallel gene expression, 1368

degradation, 3912

double-stranded, 930

electron spin resonance signal for, 3549

endonuclease on, 930

genome-scale, 1367

immunization, 2751

microarray, 1367

fabrication of, 1368

parallel gene expression, 1368

organic molecules interaction of

acridine orange (AO), 936–937

chromamycin A3, 936–937

mithramycin, 937–937

with phosphate backbone, 930

polymerase, 930

probes, 929

definition, 930

growth measure, 929

in microbe identification, 929

replication, 1161

single-stranded, 931

technology

construction of, 1133

recombinant, 260

triplet code of, 931

vaccines, 3912

advantages, 3912

CpG, 3922

intraoral jet-injection technique for

delivery of, 3916

parenteral vaccination, 3916

DNA–dendrimer complex, cellular

metabolism of, 884

DNA–DNA reassociation values, 3526

DNA-cationic vesicle, molecular architecture

of, 1065

DNA-damaging agents, 1413

Dobutamine hydrochloride, solubility

enhancement in, 2124

Docetaxel, 3360

clinical development, phases of, 2812

Docosahexaenoic acid (DHA), 2439

deficiency, 2439

for mental health, 2439

source, 2439

Dodecanoic acid, in polyanhydride

preparation, 184

Dodecanol, 2127

Dodecyl-N,N-dimethylamino acetate

(DDAA), 1314

Dodecyl-N,N-dimethylamino isopropionate

(DDAIP, NexACT 88)

chemical structure, 1313

skin permeation enhancer, 1313

Dodecyltrimethylammonium bromide, 1056

Dodecyltrimethylammonium chloride, 1066

Doehlert design, 2459

in three dimensions, 2460

Dogs

drugs in, 3949

half-life in, 3962, 3963

naproxen in, 3963

phenobarbital in, 3963

systemic availability, 3949

Dolgit Mikrogel, 1126

Domoso (Syntex Veterinary Labs), 1887

Donnan exclusion, 2121, 2126

Donnatal�, 3349

Donor blood transfusions, 348

Donor formulation, ionic strength of, 2749

Dopamine, 2148

agonists, 1417

Doppler shift

measure of, 2588

monitoring of, 2589

Doramectin

topical solution of, 3971

kinetic parameters for, 3955

Dorsal-axial-inferior (DAI) lead system,

1411

Dorsal dermis, 3821

Dosage form, 164, 988

acute conditions, 1104

advantages in, 419

adverse effects, 3768

aerosols, 988, 997

in animals, 171

application of, 2664

bioavailability studies, 168

bioequivalence evaluations, 164

biowaivers for, 167–168

blood level studies, 168–170

capsule, 164

chewable, 1610

chitosan-based, 999

Index I37

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



[Dosage form]

chronic conditions, 1104

classification

by mechanism of release, 991

by type of formulation, 991

clinical efficacy for, 3190

coacervation, 1107

coloring systems for, 664–667

controlled release oral, 2407

creation and manufacture of, 948

delayed release, 991

applications, 992

coating materials of, 992

depends on pH values, 172

design, 2666

dispersed formulations, 3190

dispersed particles, 3190

disposition, 164

drug-delivery systems, 3768

drug release characteristics of, 991

elixir, 164

enteric-coated, 991

extended release (ER), 991

factors affecting bioavailability of, 165

factors

life cycle management, 1105

patient preference, 1105

formulation components, 3768

hot-melt extruded, 2007

immediate release oral, 2406–2407

immediate-release

in vitro dissolution testing, 171

gastric fluid, 172

intestinal fluid, 172

in vitro evaluation of, 2850

by injection molding, 2007

lipid excipients, 975

lipid, 982

liposomal, 984

liquid type method, 948

alcoholic or ethereal solutions and

preparations, 948–949

aqueous solutions and preparations,

948–949

nonaqueous solutions and preparations,

948–949

oleaginous solutions and preparations,

948–949

parenteral solutions and preparations,

948–949

sweet or viscid aqueous solutions,

948–949

liquid, 988, 993–996

liquid, advantages and disadvantages of, 28

manufacturer of, 988

modified release (MR), 991

monographs on, 2831

multiple-dose studies, advantages of, 173

for nasal route, 988

non-paranterals, 988

oral, capsules and tablets, 28

orally disintegrating tablets (ODTs), 1104

advantages, 1104

beads preparation, 1105

[Dosage form]

coating process, 1105

complexation, 1106

development, 1105

direct compression, 1107

disintegration time in, 1108

freeze drying, 1107

granulation, 1105, 1106

layering process, 1105

manufacturing processes, 1105

molding, 1107, 1108

packaging selection, 1108

spray drying, 1105. 1106

taste masking, 1105

parenteral, 1616, 3954

advantages and disadvantages, 3954

in animals, 3954

formulations, 3955

pediatric and geriatric, 998

pellet type controlled release, 991

pharmaceutical, 648

physical properties, 3190, 3257

plasma concentration, 174

powder, 164

preparation methods, 948

liquid type, 948

solid type, 948

rapid dissolving technology (RDTs), 998

semisolid, 3257

semisolids, 988, 996

single-dose studies, 173

solid oral, 3190

dissolution study for, 3191

solid type methods

medicated particulate solids, 948, 950

medicated solid applications, 948, 950

nonoral individual dosage forms,

948, 950

oral individual dosage forms, 948, 950

solid, 988

solution, 164

stereoisomerism implications, 3966

suspension, 164

systemic circulation, 3768

tablet, 164

therapeutic advantages, 3768

topical, 2408–2409

topical, 988

type of, 3979

urinary excretion studies, 170

vaginal, 1339

veterinary, 3941

Dosator machines, capsules, 410

Dose-dependent systemic hypoglycemia, 2743

Dose inhalers metered, 997

Dose toxicity studies, duration of, 124

Dosimeters

types

film badges, 3092

pocket dosimeters, 3092

thermoluminescent detectors (TLDs),

3092

Double-beam-in-time spectrophotometer,

3466

Double-beam spectrophotometers

noise in, 3468

resolution of, 3468

specifications of, 3467–3468

types

double-beam-in-space system, 3465

double-beam-in time system, 3465

Double-cone blender, 2355

radioopaque grains in, blending of, 2367

grain concentrations of, 2362

mixing patterns in, 2359

segregation evaluation in, 2363

Double-emulsion solvent removal method,

2320

Double-junction reference electrode, 1505

Double layer capacitor, 1494

Double prodrug, 1256

Double-stranded DNA (dsDNA)

base pair in, 931

definition, 930

sense strand of, 931

Double-stranded RNA (dsRNA), 3147

in cytoplasm, 3148

Douches, 955

Dowcill 200, 3270

Doxercalciferol, 3347

Doxil, tumor accumulation of, 1332

Doxorubicin, 675, 1184

conjugate of, 1329

cytotoxicity of, 1192

conjugate, 1139

liposomes, 1142

in vivo efficacy of, 1141

plasma levels of, 1192

quenching of, 3391

Doxorubicin-loaded nanospheres

antitumor efficacy of, 1191

in liver metastases model, 1192

Doxycycline

subgingival delivery of, 904

hyclate, 3360

succinate, 2423

Dragendorff reagent, to detect alkaloids,

542

Dreiding and Kendrew models, 715

Dressings

medicated, 955

paraffin, 955

protective, 955

Dried material layer

vapour via

migration of, 1439

solvent transfer of, 1439

Driers

agitated batch, 3892

batch, 3891

circulation, 3892

continuous, 3893

drum driers, 3893

spray driers, 3893

fluid-bed, 3892

hot air ovens, advantage, 3891

solids, 3891

spray, 3891
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[Driers]

tumbling, 3892

vacuum tray, 3892

Dronabinol, 3347

Droplet residence time, 2083

Droplet size

aerosol, 3856

of nebulized aerosols, 3857

Dropping mercury electrode (DME), 1490

Drops

ear, 955

eye, 955

nose, 955

toothache, 955

Dropwise condensation, heat transfer, 3873

Drude equation, 447

Drug(s), 447

absorption, 165, 209, 1228, 2152–2153

acid-catalyzed degradation for, 23

advantage of bolus IV injection, 19

bioavailability, 19

buccal partitioning model of, 1075

characteristics of, 1305, 2868

definition of, 212

differences in, 3823

absorption, distribution, and elimination

kinetics of, 2803

activity coefficient methods, octanol=water

partition coefficient, 3312

addiction, 1038

brain disease, 1039

characterization, 1039

administration route of, 32

advantages, 1071

anatomic site for, 1071

buccal cavity for, 1071

duration of, 2642

mechanical system for, 2642

method of, 3978

oral, 2544

parenteral, 2544

pharmaceutical preparations for,

types of, 1071

adsorption of, 35

mechanism of, 40

aerosol

delivery efficiency, 2098

generation from, 2098

particle size distribution, 2098

airborne contaminants of, 2171

analyses

Bratton–Marshall approach, 195

detection steps for, 194

differential solvent extraction systems for,

194

human=animal tissues and fluids, 3571

pharmaceutical preparations, 3572

separation method for, 194

anticholinergic effects, 1393

anticoagulant, 72

antimalarial, 1610

apparent solubility of, 3313

aqueous insoluble, 983

aqueous solubility of, 939, 3483

[Drug(s)]

assay methods

anticoagulant interference, 206

antioxidants, 206

assessment of, 206

bacterial contamination, 206

cost of, 206

hemolysis, 206

multicenter quality control schemes, 206

precision and accuracy, 206

quantitation, 206

sensitivity, 206

beads in, 4068

biliary clearance, 2154

binding, methods for, 3028

bioavailability of, 1013, 1075

pharmaceutical factors affecting, 218–219

bioavailability, efficacy and safety, ADME

factors affect, 926

biologic material, 170, 1781

in biological fluids, 516

biological variability, 3485

biopharmaceutical properties of, 939, 941

biosynthesis of, 228

methods, 228

significance of, 228

biotransformation, 2154

biotransformation and removal, 310

blood plasma concentration, 1214

brain delivery of, 2681

buccal absorption of, membrane storage in,

1073

buccal administration

advantages of and disadvantage of, 1079

absorption kinetics of, 1073

buffers in, 3317–3318

application of, 3317

bulk densities of, 3643

cancer treatment, 2469

capsule formulation for, 1672

carboxyl groups of, 1135

cardiovascular diseases, 1783

cardiovascular, 1075

carrier-mediated transport of kinetics of,

1802–1803

carriers, for lymphatic targeting, 1611

case study, 4031–4034

ligand-based versus Kv1.5 potassium

channel, 4020–4023

cellular metabolism of, 1301

cephalosporin antibiotics, 170

characteristics, by supercritical processes,

3569

chemical basis for, 194

chemical instability, in biological media,

310

chemical properties of, 19

chewable preparations of, 1076

class variables, 3495

clinical evaluation of, 560–570

color of, 3642

colorants, 648

in Europe, 661–662

compactibility of, 3643

[Drug(s)]

compact mechanical strength of, 3643

complexation of, 676, 677

by CDs, 680

complex biologic matrices, 194

components of, 1006

compound, chemical stability of, 3300

concentrartion, 168

accuracy and reproducibility, 3484

in blood specimens, 3485

course of, 2802

fluctuations in, 3484

by statistical distribution, 3485

containers

closure systems, 1477, 1480

categories in, 2528

inhalation, 2545

types of, 2528

contamination control in, 2171–2172

coprecipitation of, 3569

corneal level of, 1196

cosmetic, 798, 1782

cosolvency process in, 993

cosolvents in, 3323

ethanol, 993

ethyl ether, 993

glycerol, 993

isopropyl alcohol, 993

isopropyl myristate, 993

isopropyl palmitate, 993

propylene glycol, 993

sorbitol, 993

xylene, 993

covalent crosslinking of, 3049

crystalline, polymorphic forms of, 89

crystal properties, 3642

crystals, 1729

decomposition of, 400, 403

definitions and nomenclature, 2527–2528

degradation of, 165, 400, 1613

decomposition, 1272

in gastrointestinal tract, 165

hydrolysis, 1272

oxidation, 1272

pathways, 2859

primary pathways of, 1272

products, 2859

rates of, 1612

delivery vehicles for, 1062

design

chemical diversity, 1363

classical methods for, 1363

closures, 2532–2533

combinatorial chemistry, 1364

computer-generated structures, 714

lipophilicity incorporated by, 1245

methodology, 1363

multiple-unit closures, 2533–2534

multiple-unit containers, 2533, 2540

rational, 1362

single-unit closures, 2535–2536

single-unit containers, 2534–2535, 2541

structure-based, 1362

development program, 2469
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[Drug(s)]

development, 1782, 1955

diffusion

and drug release rate, 182

prediction of, 1886

discovery

and development, 714, 2490

outsourcing, 2490

time and cost profile for, 2490

process, paradigm shift in, 2993

disharmony methods, 1956

dispersions, formation of, 766

dissolution rate of, 3313

dissolution test

assay technique, 916

basket apparatus method, 910

cylinder apparatus, 914

data presentation and interpretation, 917

delayed-release (enteric-coated) tablets

and capsules, 922–924

factors affect, 917–921

fiber optic technology, 916

flow-through cell apparatus method,

912–913

of flunixin meglumine, 924

of immediate-release tablets and capsules,

922

in vitro–in vivo correlation (IVIVC), 925

intrinsic dissolution method, 914–915

paddle apparatus method, 911–912

paddle-over-disk apparatus method, 914

principle, 910

procedures, 910–915

reciprocating cylinder apparatus method,

912

reciprocating holder apparatus, 914

robotics and automation, 925

sample collection and analysis, 915–916

of selected dosage forms, 922–925

versus drug release test, 922

distribution, 2153–2154, 2547–2548

volume, 2634

docking algorithms, 4025–4027

random or stochastic methods, 4027

dosage form, 1693

needleless injection, 1009

dosage form

tool for, 2062

type of, 2064

dose-effect relationship for, 573

efficacy, 1782, 2469

electroretinography in, 1411

elimination rate constant, 1013, 1014

enteric-coated dosage forms, limitations of,

942

equilibrium solubility of, 225

evaluation

antigenic sensitization in, 1418

carcinogenicity for, 1416–1418

data application, 1406

definition, 1406

immunotoxicity testing in, 1420–1421

in vitro toxicity studies, 1419

influence, 1407

[Drug(s)]

metabolism and pharmacokinetic data in,

1422–1424

origins, 1406

phototoxicity testing in, 1418–1419

studies, 1406

excipient, 1612, 1780

extemporaneous compounding of,

1009–1010

extractables and leachables in, 1693

extraction ratio of, 1075

extrusion, 1107

factors compatibility, 1477

first-pass metabolism in, 1424

food, 1782

formation of, 761–762

melt granulation of, 762

formulation, 27

design, 3645

of pharmacokinetic information in,

588–589

of white film coating for tablet of model,

1683

formulation, metastable crystal in, 3313

free enzyme-labeled, 203

gastric emptying, effect in, 1423

gemtuzumab, 268

as generally recognized as safe and effective

(GRASE), 2420

glass, testing of, 2543–2544

chemical resistance, 2543

light resistance, 2544

light transmission, 2543

habituation categories, 1039

hallucinogenic, 1040, 1045–1048

hard gelatin capsule formulation for,

1671

harmonization, 1958

heat-sensitive, 1475

high-extraction-ratio, 588

history, 1001–1002

hydrolysis, 2040

hydrolytic degradation reactions

carbonyl derivatives, 2040

carboxylic acid derivatives, 2040

nucleophilic displacements, 2040

phosphoric acid derivatives, 2040

hydrophilic encapsulation methods, 4074

hydrophobic, 672, 1429

hypotensive effects, 1395

ideal solubility of, 3311

identity and purity test, 3642

imitanib, 268

impact on, 2973

impurity test, 3642

in interference-free blood, 3483, 3485

in plasma specimens, 3497

by analysis of variance (ANOVA), 3492

from bioavailability study, 3495

in vivo in, 167

in vivo rate of, 2681

in vivo–in vitro correlation (IVIVC) for,

3714

induction times of parent, 843

[Drug(s)]

ingredients, 802

versus cosmetic ingredients, 800

inhalation

animal models, 21

containers, 2545

injectable intraocular delivery systems,

162

injectable

cyclosporine, 983

dissolution of, 983

emulsion, 1004

miconazole, 983

paclitaxel, 983

suspension, 1006

teniposide, 983

instability

sources for, 2320–2321

strategies, 2321

intestinal mucosal membrane, 32

intolerance, mild reaction, 46

intracellular delivery of, 1141

intracellular penetration of, 1189

intranasal application of, 1201

intravenous injection solution formulation

for, 1670

intrinsic dissolution rate (IDR) of, 3644

ionizable, solubility of, 3318

ionization of, degree of, 1074

ionized concentration of, 3314

label and package insert informations

adverse reactions, 2504

contraindications of drug, 2504

dosage and administration specifications,

2504

indications and usage, 2504

overdosage effects and treatment, 2504

pharmacology and biological action, 2504

substance and product and formulation,

2504

supply and storage conditions, 2504

warnings and precautions, 2504

labeling, 2504, 2546–2547

layering process, disadvantage, 1106

life-threatening illnesses, 1781

cancer, 1781

HIV, 1781

ligand designs, 705

lignocaine hydrochloride, 1061

lipid solubility of, 1074, 1245

lipids to, chemical coupling of, 982

lipid-soluble-diffusible form of, 1074

lipophilicity of, 213, 543, 1225

liquid, 307

making of, 2905–2906

manufacturing areas

Europe, 1958

Japan, 1958

United States, 1958

marketing, critics of, 57

mathematical description of, 2758

measure of, 2806

mechanism of, 1242

metabolic transformation, 19
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[Drug(s)]

metabolism, 169, 194, 1398

metabolite extraction, 194

metabolizing enzymes, polymorphic, 587

metastable solid phase, solubility of,

3314

microencapsulation methods for, 2320

molecular structure of, 212

molecular weight of, 1074

molecule, physicochemical characteristics

of, 672

molten carnauba wax, 4074

in molten excipients, 401

motility and dilution of, 1307

from mouth, pH on, 1074

mucosal delivery of, 1064

multiple oral doses of, 1013

multipulse systems release of, 1287

mutagenicity role in, 1413

nonpolar cosolvent solubilization curves

for, 3317

non-prescription, 1393, 2413

advantages of, 1393

sedative effect in, 1393

non-specific oxidation of, 312

chemical classes, 312

non-steroidal anti-inflammatory

ibuprofen, 3828

salicylates, 3828

normal distribution theory, 3488

ocular retention of, 1195

opioid=analgesic, 1040

optical isomer of, 3436

optimizing of, 1306

oral administration of, 1071

oral mucosa to

permeability of, 1072

organic, crystal density of, 3601

orpan

act’s, 2471–2472

categories of, 2468, 2469, 2472

current status of, 2472

law, 2468

pricing for, 2473

survey, 2470–2471

osmality of, 291

over-the-counter (OTC), 1780

oxidative chemical degradation of, 1967

package insert information of, 2504

packagers and repackagers, 2546

packaging systems, guidelines and

regulations for, 2526

packaging, 1006–1008

parenteral delivery routes, 20

intra-arterial drug administration, 20

intra-arterial injection, 20

intramuscular (IM) administration, 20

intranasal administration, 20

intrathecal injection, 20

intravenous (IV) administration, 20

transdermal delivery systems, 20

parenteral, 3997

advantages and disadvantages of, 1002

particle characteristics, 3643

[Drug(s)]

particle size, 3598

physicotechnical properties of, 829

and shape of, 3643

partition coefficient of, 1305

passive diffusion of, 1079

patient administration route of, 1693

performance-enhancing, 1038

permeability class, 167

permeability drugs, 3714

peroral adminstration of, 1071

pH control of, 3314

pH of saliva, 21

pH solubilized, 3317

pharamokinetic proerties of, 2816, 223

in pharmaceutical development, 1693

pharmaceutical formulation of,

disadvantages of, 1076

pharmacodynamic properties, 1392

pharmacokinetic performance of, 425, 1392

pharmacologic activity profile, 19

pharmacologic effect, 19

arrhythmia, 1411

central nervous system (CNS)

stimulation, 1411

hypertension, 1411

pharmacophore mapping, 4018–4020

pharmacophore model, 4020

pharmacophore searches, 4018–4020

strategies of, 4020

pharmacy compounding, 1789

phenolic residues

conjugation to, 982

phenomenon of, 19

photochemical reactions, 2859

photodecomposition, 2859–2864

photodegradation, 2859

photolabile, 2862

photoprotection, 2862

photoreactivity of, 2859–2861

chemical functions, 2860

photosensitive, 2862

photostability

influence of product formulation on,

2861–2862

studies, 2862–2864

test, 2859, 2862

physical and chemical stability of, 401

physical properties of, 19, 2972

physical state of, 3297

physicochemical and biopharmaceutical,

941

physicochemical characteristics of,

1073–1074, 1290, 1298

plasma captopril concentration of, 1074

plasma protein binding of, 3034

plastics, testing for, 2536–2542

agar diffusion, 2539

biological, 2539

elastomeric closures for injection,

2538–2539

in vitro, 2539

in vivo, 2540

light resistance, 2542

[Drug(s)]

permeability, 2540

physicochemical, 2536

polymorphic behavior of, 771

prescription, 1393

polymorphic forms, formation of, 632

postprocessing, 4030-4031

precipitation of, elimination of, 3317

preclinical=clinical failure of, 2193, 2195

presystemic metabolism of, 1257

process of, 567

product

bioequivalent, 222

design, 208–211

examples of, 224

generic, 223

properties

photochemical and photophysical, 2862

physicochemical, 2859

protein structures, preparation of,

4023–4025

protein-binding sites, 1398

protein-bound fraction of, 1398

proteins, 3029

psychedelic, 1048

psychoactive, 1038

psychological modulation of bitterness,

1106–1107

quality attributes, 1782

quality standards, 1958

random errors in, 3483–3484

rapid absorption of, 2678

rapid precipitation of parent, 843

rates of, 4022

rectal absorption, 22

reduction of, 1305

regulation, 1781

at Food and Drug Administration

(FDA), 1782

release, 4068

with bovine serum albumin (BSA), 4070

lactose, 4075

pH on, 4069

renal clearance, 2154

renal diseases, 1783

repackaging, 2545

conditions for pharmacists, 2546

reproductive toxicology, 1414

fertility studies (Segment-I studies),

1414–1415

perinatal and postnatal study, Segment-

III studies), 1416

teratology studies (Segment-II studies),

1415–1416

as safe and effective (RASE), 2420

safety, 1782

saliva, 160

salts of, 3177

scoring functions, 4028–4030

empirical type, 4029

force field-based, 4028–4029

knowledge-based, 4030

sedative–hypnotic, 1040

serum levels of, 1073
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[Drug(s)]

size reduction of, 1997

solid dispersion of, 3592

solid phase of, 3313

solubility ratios for, 3314–3315

solid-state chemistry of, 3306

solubility and permeability, 2932

solubility of, 3311

estimation of, 3312

melting point on, 3312

salt formation on, 3316

solubility, 213, 3318

cosolvents on, 3318

multiple cosolvents on, 3321

and permeability groups, 3644, 3714

for polar solutes, 3320

for semipolar solutes, 3320

rate of, 3643

solubilization of, degree of, 3320

solubilization, 3311

by complexation, 3331

by ionization, 3315

by pH control, 3318

on cosolvent properties, 3320

on solute properties, 3320

pH and complexation on, 3330

solution formulation for, 3311

stability and systemic availability of, 27

stability of, 308, 400

improvements in, 681

parameters, 3715

in solubilized systems, 3588

testing of, 2502

statistical principles, 3483

stereochemistry of, 3178

stereoisomeric action of, 2149

eudismic analysis, 2149–2150

stereoselectivity in, 2150, 2152–2153

steroidal anti-inflammatory, 3828

dexamethasone, 3828

hydrocortisone, 3828

stimulant, 1040, 1043–1045

storage, 2547–2548

sublingual and buccal dosing of, advantage

of, 1076

surface activity of, 3595

surface area of, 3643

surfactants in, 31

in suspensions, 28

suspensions, physical stability of, 831

syringe pump for, 2642

systematic errors in, 3483

systemic circulation, 19

tablet formulation for, 1667

in tablet matrix, 1107

taste masking of, 1105

complexation, 1106

ethylcellulose, 1106

Eudragit E 100, 1106

granulation, 1106

hydroxypropyl cellulose (HPC), 1106

hydroxypropyl methylcellulose (HPMC),

1106

incorporation of, 1107

[Drug(s)]

polymers, 1106

polyvinyl acetate, 1106

spray drying, 1106

theophylline, 170

therapeutic products, 1779

therapeutic serum concentrations of,

1071

therapy, continuous, 575

considerations, 2424–2426

risks, 2426

thermodynamic activity of, 1306

third class of, 2423

toxic effect study, 1408

acute toxicity, 1408–1413

chronic toxicity, 1410–1413

dosage selection in, 1412

subacute toxicity, 1410–1413

subchronic toxicity, 1410–1413

vehicle selection in, 1423

transcellular route of, 2674

transport mechanism for, 1073

trastuzumab, 268

unbound fraction of, 3029

un-ionized form of, 1074

unionized form of, solubility of, 3318

use and abuse levels

abstinence, 1038

addiction, 1038–1039

drug abuse, 1038–1039

experimentation, 1038

habituation, 1038

social=recreational, 1038–1039

variability, reduction of, 3814

virtual screening, 4013

database filtering, 4014–4017

ligand-based, 4017–4023

steps in, 4014

structure-based, 4023–4034

volume of distribution of, 578

water solubility of, 764

waterborne contaminants in, 2171

water-insoluble, 3335,983

in water-soluble matrix, 1107

water-soluble, bioavailability of, limitation

of, 774

wax granules in, 4068

wax matrix, 4071

wetting agents, 3648

with biodegradable material coat, 1235

Z-statistic for, 3488

advertising and promotion of, 57

Drug–antibody

complex, 1570

conjugate, 1140

decreased, 1480

ratios, 1140

Drug biotransformation

alcohol and aldehyde dehydrogenases in,

312

animal species

in drug development, 322

in safety evaluation, 322

cDNA-expressed human enzymes, 324

[Drug biotransformation]

classification factors, 321

environmental, 321

physiologic, 321

complex array of metabolites, 311

cytochrome P450 in, 312

diet constituents, 322

diet factors, 322

environmental factors, chemical exposure,

322

enzyme systems, cytochromes P450 (CYP),

321

excretion route of

metabolites, 323

systemic excretion, 323

factors affecting, 321

genetic factors, 321

hepatic (biliary), in glucuronic acid

conjugates, 323

impact on routes of excretion, 322

in vitro method

of biologic systems, 323–324

collection and analysis of biologic

samples, 323

qualitative information on excretion,

323

quantitative data of, 323

subcellular preparation, 323

isolated cells, 324

of metabolites

hepatic (biliary), 323

renal (urinary), 323

physicochemical properties of, 323

monoamine oxidases in, 312

perfused organs, 324

phase reactions of, 311

physiologic factors

age, 321

cardiovascular disease, 321

hormones, 321

pharmacogenetics, 321

sex (gender), 322

in pregnancy, 321

renal (urinary), in sulfate conjugates, 323

stress factors, 322

Drug-carrier systems, properties of, 645

Drug and cosmetics (D&C) red, 657, 664

pharmaceutical, 4049

and drug products, 3726

and dosage forms

thermal analysis techniques, 3726

aging, 3742

amorphous state, 3733, 3735

applications, 3733

combined techniques, 3731

differential scanning calorimetry (DSC),

3726

differential thermal analysis (DTA),

3726

Gibbs phase rule, 3733

hot stage microscopy combination,

3731

kinetic study transformations, 3738

microcalorimetry, 3729
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[Drug and cosmetics (D&C) red]

phase diagrams, 3733

polymorphism, 3733

preformulation, 3742

principles, 3726

processing, 3742

pseudopolymorphism, 3733

thermogravimetic analysis (TGA),

3726

thermomechanical analysis (TMA),

3726

Drugs and cosmetics (D&C) and external

D&C colarants

dyes, 656

lakes, 656

solubilities and fastness properties of, 668

specific uses and restrictions of, 656

Drug–coarse carrier interaction, 1430

Drug delivery devices

inhalation

dry powder inhalers (DPIs), 2094

metered dose inhalers(MDIs), 2094

nebulizers, 2094

performance comparison of, 2116

pneumatic nebulizer, 2093

pressurized metered dose inhaler (pMDI),

2093

squeezing bulb nebulizers, 2093

Drug-delivery systems

activation-modulated, 1082, 1090

administration of, 295, 1169

injection, 295

oral, 295–296

pulmonary, 296

topica, 296

advantages of, 1082

aerosol, 2081

afficionados, 2753

amorphous, 87

applications

polyesters for, 179

polymer properties versus performance,

180

biodegradable, synthetic and natural

polymers in, 179

bioerosion-regulated, 1099

bioresponsive, 1100

buccal route of, 1174

chronotropic, 999

from collagen shields, 1223

from contact lens materials, 1221

control excipients, 999

controlled-release, 1169

degradation and resorption of, 177

in dermatological therapy, 1317

dermatological, 1313

design of, 1245, 1258, 1332

device, 2665

devices, 296–297

disadvantages in needle use, 1209

distribution pattern of, 1138

drug molecules, 1082

drug reservoir gradient-controlled, 1087

effects of, 2640

[Drug-delivery systems]

efficiency, 2124

enzyme-activated, 1099

equipment, 3722

excipients in, 3641

factors influencing, 179

feedback-regulated, 1082, 1099

formulation, 3719

gastrointestinal route of, 1777

hydration-activated, 1096

hydrodynamic pressure-activated, 1094

hydrogels as, 2032

hydrolysis-activated, 1099

hydrolytically labile polyesters in, 182

intravenous, 1010

ion-activated, 1098

iontophoresis-activated drug, 1096

liquid crystals in applications of, 1123

to lungs, 2077, 2093

magnetic-activated, 1095

marketing tools, 1104

matrix system for preparation of, 181

mechanical force-activated, 1095

method of, 3979

microreservoir partition-controlled, 1087

miscellaneous, 2409

monoclonal antibodies for, 1143

mucoadhesive hydrogel, 1169

mucosal routes for, 1169

nasal route of, 1175

needle-free, 1209

neutron scattering studies of, 1054

ocular route of, 1176

from oil=phosphatide emulsions, 984

ophthalmic solutions, 1220

oral colon-specific, 1228

orally disintegrating tablets (ODTs), 1104

taste masking priciples, 1105

osmotic pressure-activated, 1090

osmotic pump, 992

parenteral emulsions for, 984

particulate, 1331

of patient compliance, 1082

pH-activated, 1098

pharmacological effects of, 1141

polycaprolactone (PCL), 1223

polyesters in examples of, 182

polyglycolide (PGA), 1223

polylactide (PLA), 1223

polymer hybrid-type, 1087

polymer matrix diffusion-controlled,

1085

polymer matrix system in, diffusion-

controlled release rate of, 182

polymer membrane permeation-controlled,

1082

polymer selection criteria for, 180

polyorthoesters in, 186

polyphosphoesters in, 189

problems in, new polymeric materials for

solving, 179

rate of, 3814

to respiratory tract, 988

by inhalation aerosols, 988

[Drug-delivery systems]

by nebulizers, 988

sandwich-type, 1087

self-regulating, 1100

shapes and sizes of, 1083

site-targeting, 1082, 1101

sonophoresis-activated, 1096

targeted, 1149, 1328

techniques for, 179, 999, 1082

transdermal therapeutic system,

3973–3974

transdermal, 924–925, 1313

vaginal route of, 1177, 1399

vapor pressure-activated, 1094

variability of, 2866

Drug delivery technologies, 2105

application of, 1104

devolopment of, 1248

features, 2106

pharmaceutical market, 1104

oral transmucosal technologies, 1105

pH-specific dosage forms, 1105

physical and chemical properties, 1104

Drug delivery vehicles, characterization,

1054

Drug-dendrimer complex, 1064

Drug-depletion zone, 2670

Drug-design methodology, 1363

Drug development, 714

chemical structures, 1901

cycle, 2826

drug design, 1901

drug–protein complexes, 1902

effective global planning, 568

food-effect assessment in, 2821

inhibitory potency, 1902

life cycle of, 2553

and manufacturing, 109

optimization of, 1902

phase 1 to phase 4, 560, 563

phases, 3022

physicians in role of, 561–562

preclinical and clinical testing phases of,

2193

process, 92, 560, 2802

departmental interactions, 2, 1371

departmental responsibilities, 1,

1370

regulatory affairs works, 2, 1371

review of, 1, 1370

successful management of, 3, 1372

program, 560, 2824, 2922, 3004

protein binding pocket, 1902

R&D ‘’pipeline’’ in, 2194

randomization process in, 566

research, goal of, 570

roles of, 561

simulation in, 2807

techniques, 258, 260

three Rs (3Rs) in, 2192

Drug–disease interactions, 1392

Drug–drug interaction, 171

complex formation by, 701

pharmacodynamic interactions, 1911
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[Drug–drug interaction]

pharmacokinetic interactions, 1911

studies, 563

Drug–excipient interactions, 388, 1613–1614,

4113

amorphous product, 4113

crystalline, 4413

X-ray powder diffractometry (XRD)

technique for, 4113

Drug Efficacy Safety Implementation (DESI)

programe, 1787, 2419

Drug Export Act, 1780

Drug extraction and analysis, modes of,

3571

Drug–food interactions, 1911

Drug–herbal interactions, 52

Drug-in-adhesive type, 2925

Drug-induced hepatotoxicity, 1420

Drug information systems, 1385–1390, 2855

compendia, 1385–1386

formularies, 1386

internet resources, 1389–1390

BioMedNet, 1388

criteria=issues for selecting, 1390

MedMaster, 1389

pharmweb, 1388, 1389

pharmacopoeias, 1385

primary sources, 1388–1389

e-journals, 1388–1389

patent information, 1388

secondary sources

American Chemical Society (CAS),

1386

biosciences information service (BIOSIS)

previews, 1386

CAplus file, 1386–1387

criteria=issues for selecting, 1387–1388

EMBASE, 1386

International Pharmaceutical Abstracts

(IPA), 1386

MEDLINE, 1386, 1388

pharm-line, 1387

Drug Master File (DMF), 1401, 1472, 1632,

1617

advantages of, 1405

drug application, 1402

format requirements, 1402

packaging, 1404

process, 1402

regulations of, 1402

Drug interactions

consequences of, 1392

determination of, 570

development of, 1394

enzyme induction, 1398

factors contribution of, 1392

non-prescribed drugs, 1393

pharmacological effects, 1392

prescribed drugs, 1393

inspection of, 565

mechanisms of, 1393

reducing risk of, 1399

of therapeutic agents, 1395

Drug-liposome interaction, 4127

Drug-metabolizing enzymes, induction of,

1018

Drug-microcrystalline cellulose mixture,

X-ray powder diffractometry (XRD)

pattern of, 4107

Drug–nutrient interactions, 51

Drug package, 562

batch mixture for amber soda-lime

container, 2511

batching and melting, quality control in,

2511–2512

blow-molding and tubing process,

comparison of, 2517–2518

bulk powder, 2085

composition, 2508

composition, properties, and classification,

2513–2515

container

aluminum cans, 1971

blow-molding process, 2513

characteristics, 2517–2519

chemical durability, definition by ASTM,

2518

classification of, 2521

Danner process, 2513

process of, 2512–2514

tubing process, 2513

type I, II, III, 2521

definition by

American Heritage dictionary, 2508

American Society for Testing and

Materials (ASTM), 2508

delivery, 2085

energy sources for, 2086

formulation:batch mixing, charging, and

melting, 2509–2510

manufacture composition, 2508–2509,

2510

material, glass, 2508

product, quality of, 2510–2511

properties of, 2515–2517

thermal expansion, 2516–2517

tests, 2521–2524

apparatus used for, 2522

arsenic, 2524

light transmission, 2524

powdered, 2522

reagents for, 2522

treatment

interior surface, 2519–2520

printing, 2519

as unit-dose, 2084

Drug packaging materials

containers, types of, 2529–2531

metal, 2531

paper

and cardboard, 2532

paperboard

plastic, 2529

characteristics for, 2530

polyolefins, 2529

polystyrenes (PSs), 2529

polyvinyls, 2529

polyvinyl chloride (PVC) containers, 2531

[Drug packaging materials]

polyethylene (PE) containers, 2529

polyethylene terephthalate G (PETG)

containers, 2529, 2531, 2542

polyvinylidene chloride (PVdC), 2531

types of, 2528–2532

composition

glass, 2528

properties

types, 2528

and suitable application of, 2529

Drug partition coefficient, 578

Drug product, 1580, 1622, 3928

administration of, 3483

aging problems, 3747

analysis, 3747, 3797

animal-derived materials, 1641

aseptic manufacture principle of, 2290

benefits and risks of, 59–60

bioavailability, 164, 166, 3483, 3711

analytical method, 174

assessment of, 171

design of, 172

determination of, 168

factors affecting, 164–165

formulation, 165

manufacturing variables, 165

physiologic factors affecting, 165

bioequivalence (BE) studies, 3711

analysis data, 174

analysis of variance (ANOVA) method,

174

crossover design for, 172

plasma concentration, 169

statistical methods, 174

biopolymers, 1643

buffer, 1627

chelating agents, 1625

classification of, 3797–3798

gas chromatography=mass spectrometry,

3799–3801

liquid chromatography=mass

spectrometry, 3801–3805

compatibility of excipient with, 1638

containers

and closures, 3271

control of, 1944

control of, 3798–3799

cost-effectiveness claim for, 59

decapeptyl�, 1643

dermatologic vasoconstriction, 171

devolopment of, 778

dissolution profile of, 909

expiration dating period, 1685

expiration intervals, determination, 1685

extemporaneous preparation of, 2643

film-coated, 1735

formulation, 1622

special additives, 1630

homeopathic, 1687

human gastrointestinal tract, 171

identification of, MS-based systematic

approach for, 3809–3811

in vitro dissolution testing, 172
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[Drug product]

in vitro surrogate tests of, 3271

in vivo release assessment, 3710

in vivo=in vitro correlation (IVIVC) for,

168

injectable, 1622

inorganic, 3797

inspection, 1946

labeling of, 59

Lupron Depot�, 1643

lyophilized as, 1623

manufacturing process, 3928

marketing, 1622

in Japan, 1622

in United States, 1622

microbial contamination of, 2790

microbiological contamination of, 2286

microbiological standards for, 2286

microorganisms, 1590

microscopic examination of, 3273

MS-based analytical techniques, 3799–3809

multiple dose administration, 173

nutropin Depot�, 1643

parenteral, 1622

non-official excipients, 1632

percentage of excipients to, 1638

pharmacokinetic perturbations affecting,

166

powder as, 1623

quality checking

chemical analyses, 3707–3709

dissolution test, 3712

pharmaceutical availability, 3709

quarantine of, 1946

residual solvents, 3797

safety and efficacy assessment of generic,

925

single dose administration, 173

stability test, 1687, 1477, 3272-3273

ICH guidelines, 1685, 1686

protocols for, 1687

steam sterilization, 2291

structure process for, 3809

tablet press instrumentation for, R&D

grade instrumentation, 3689

trace level impurity in

identification of, 3799

International Conference on

Harmonization (ICH) guidances for,

3797–3798

organic, 3797

scope of, 3797–3799

zoladex�, 1643

Drug products, biotechnology-derived

degradation=inactivation, 282–283

filling, finishing, and packaging, 306–308

instability, chemical, 283–287

deamidation and succinimide formation,

283–284

disulfide exchange, 286

fragmentation, 287

glycation, 287

isomerization=racemization, 286–287

oxidation, 284

[Drug products, biotechnology-derived]

instability, pysical, 282–283

stability-indicating profile, 302

stability testing, 302

Drug products, formulation development,

287–295

excipient selection, 289

antioxidants, 292

buffer and pH, 290

preservatives, 292–293

salts, sugars, and polyols, 291

surfactants, 291–292

state selection of, 287–289

stability studies, accelerated, 294–295

Drug release

anitumor, 1777

control

advantages and disadvantage of, 29

biological half-life, 30

characteristics of, 29

development of, 29

dosage forms, 29

by microencapsulation, 2322

oral, 30

particle size influence on, 2323

polymer chemistry on, 2322–2323

and device erosion, 180

dissolution rates of, 909

estimate of, 924

and Fickian diffusion, 181

factors affecting, examples of, 180

of high molecular weight drugs, by

formation of pores or channels,

182

low-molecular-weight drugs effect of, 182

low-molecular-weight drugs vs. high

molecular weight drugs, 182

methacrylate and polyvinylpyrrolidone

copolymers in, 1221

mucoadhesive devices of, 2035

polymer degradation rate and mechanism

of, 180

profiles, 1288

rate of, 1308

drug diffusion on effect of, 182

polymer degradation on effect of, 182

factors affecting, 181

recent regulatory initiatives, 1320

retardants, 2004

retarding effect in, 1288

roll surface configuration on, 3167

sustained formulations

liquid, 1129–1130

semisolid, 1129solid, 1129

test, 2850

triggers, 1327

Drug–polymer

complex, 3028

dissociation constant of, 3033

interaction

and drug stability, 178

of ionised groups on, 180

study of, 3028

mixture, 40, 2670

Drug–PSA polymer interaction, 2931

Drug–receptor

complex, 2802

drug interactions, electrophysiological

analysis of, 3116

electrostatic interactions, 722

flow cytometric methods, 3116

fluorescent formyl peptide ligand, relatime

analysis of, 3116

formyl peptide receptor, 3116

green fluorescent protein (GFP), 3117

human beta-adrenergic receptor, 3116

interactions, 714, 3116

ligand–receptor interactions, analysis of,

3116

molecular interactions, 716

molecular pharmacological techniques,

3116

nicotinic acetylcholine receptor (LGCR),

3116

protein kinase activity, 3116

quantitative analysis of, 3116

theory schematic representation of, 2803

Drug–resin complex, 1106

Drug solubility, 808, 3319

complexation in

inclusion, 3328

stacking, 3327

cosolvency on, 3320

mathematical description for, 3319

effect of, 1306

potential effects on, 817

PSA polymers, 2930

Drug solubilization

advantages of, 2914

capacity, 1059

cosolvents

definition, 2914

drug solubility, 2914

water-miscible organic solvents, 2914

emulsifiers, 2914

emulsion, 2914

limitations of, 2914

methods for, 2914

solubility properties, 2914

surfactants, 2914

Drug substance

crystal form, 3002

aqueous solubility, 3002

bioavailability, 3002

biological characterstics of, 3002

chemical characterstics of, 3002

crystallinity, 3002

dissolution rate, 3002

physical charcterstics of, 3002

relative toxicity, 3002

crystalline racemates, 3740

Schröder–Van Laar equation, 3741

crystallinity, isothermal microcalorimetry,

3738

crystallization of, 3004

differential scanning calorimetry (DSC)

curve

magnesium stearate, 3745
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[Drug substance]

mannitol, 3745

differential scanning calorimetry (DSC)

purity analysis, 3739

dissolution rates of, 909

DSC scan of, 398

enantiomers, 3740

interaction with water, 3747

pH stability profile of, 390

phase diagrams, 3743

polymorph, 3742

polyvinylpyrrolidones (PVP) in, 3745

preformulation, 3742

purity determination

direct method, 3741

indirect method, 3741

Prigogine–Defay equation, 3741

purity of, 398

solid solution, 3745

solubility, pH dependence of, 390–391

stabilization of, 389–390

TG, 3738

with excipients, 3737, 3745

Drug validation

analytica procedures, 92

factors affecting, 92

types of, 94

as good business practice, 93

methods selection, 92

and method variation, 93

method and product specifications, 93

Drum blenders, 2355

axial demixing in, 2358–2359

competitive patterned demixing in, 2359

mixing patterns in, 2357

radial demixing in, 2358

segregation pattern in, 2358

Drum driers, 3893

components, 3893

costs of, 3893

spray and splash feeds in, 3893

Dry agglomerates, 2258

Dry blend process

cohesive drug product, 3206

low-dose drug product with, 3205

lubricant mixing time, 3206

uniformity effects on, 3205

Dry eye syndromes, 1220

Dry granulation process, 3663

compression stage, 3661

conventional tablet press, 3661

roller compactor tablet press, 3661

on interparticulate bond formation,

3161

lubricant, 3662

roller compaction, 3159

slugging, 3159

tablet manufacturing process, 3661

Dry-heat batch sterilizer, 3514

in pharmaceutical industry, 3513

Dry heat belt sterilization, 748

Dry heat depyrogenation, 3512

Dry-heat destruction, of microorganisms with

soil, 3516

Dry-heat sterilization, 3530

advantage and disadvantage of, 3517

applications of, 3060

complicating factors of, 3517

from Compton effect, 3900

humidity of, 3515

in pharmaceutical industry, 3512

kinetics of, 3512

microbial death rate curves, 3513

microorganisms and endotoxins by,

destruction of, 3512

mixing of liquids, 3900

and moist heat sterilization, 3512

from photoelectric effect, 3900

processes, types, 3513

sterile parenteral products manufacture of,

2291

variables

microbial water content, 3516

open and closed systems, 3516

temperature, 3516

Dry-heat temperatures, 3513

Dry-heat tunnels

and ovens, 3514

sterilization

exposure time, 3514

in pharmaceutical industry, 3513–3514

Dry milling

air attrition=fluid energy, 2347

electrostatic agglomeration, 2345

equipments for, 2345

flow ability, 2345

impact mills, 2345

media (ball) milling, 2348

particle size distribution, 2345

thermal degradation, 2345

Dry powder

factors for manufacture, 2080

for inhalation, 2077

packaging systems

reservoir systems, 2085

unit-dose systems, 2084

aerosol formation, 2085

Dry powder inhalation (DPI), 34, 2089

adhesion forces, 3249

advantages and disadvantages, 2078

in asthma therapy, 3248

carrier-containing formulation, 3249, 3250

chlorofluorocarbon propellants

ozone-killing effect of, 3248

cohesion forces, 3249

formulation principles, 3248, 3250

disodium cromoglycate, 3250

relative humidity, 3250

gravitational forces, 3249

micronized particles, 3249

narrow particle size, 3250

of secondary electron microscopy,

3253

stabilizing mechanism, 3249

excipients types

glucose, 3250

lactose, 3250

and metered-dose inhaler, 2090

[Dry powder inhalation (DPI)]

devices

and powder behavior, 2087

blends and homogeneous powders in,

2086

bulk powder drug package, 2085

design objectives and constraints, 2085

functional description, 2085

performance specifications, 2087

dosage form, 2078

drug containment categories

reservoir, 2078

unit dose, 2078

formulation, 2081

filling for, 2084

in crystalline state, 2079

packaging for, 2084

physical state effect on stability in, 2079

manufacture, 2081

microparticulate powders of, 2082

characterization, 2086–2087

specifications, 2087

pharmaceutical operations

lyophilization, 2078

milling, 2078

spray drying, 2078

product quality requirements, 2088

respirable powders of, 2079

system characteristics, 2078

therapeutic applications, 2078

battery operated, 1541

oral inhalation, 1540

powder dispersion energy, 1541

Dry powdered inhalers (DPIs)

advantages of, 1283

for asthmatics, 1284

breath activated, 1283

dry powder aerosols, 1283

macromolecules for, 1283

type I alveolar cells, 1283

Dry seal cachets. See Cachets.

Dry solid filling capsules, 411

Dry dosage regimens, design of, 584

Drying

desorption of water, 1817–1820

leaning equipment process steps, 1582

mass transfer resistance, 1812–1813

moisture content during storage, changes

in, 1819–1820

optimization of, 1808

optimum residual moisture, 1817–1818

process control

and chamber pressure, 1815–1816

end point, determination of, 1816–1817

condenser performance, effect of, 1816

product temperature measurement,

1813–1815

product temperature, 1812–1813

product temperature control and glass

transitions, 1817

rate of, 1812–1813

secondary, 1817–1820

stabilization during, 1827

Drying air flow rate control, 1445
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Drying applications

of pharmaceuticals, 1436

Drying curve, of spherical particle, 1438

Drying process, 2083

constant rate period of, 1443

falling rate portion of, 1443

first falling rate period of, 1443

in pharmaceutical materials, 1435

phases of, 1443

second falling rate period of, 1443

from solids, 1443

Drying rate, of spherical particle, 1438

Drying system, with flow characteristics, 1440

DSC. See Differential scanning calorimetry.

Disperse phase volume, 1052

Dual-chamber syringe delivery system

advantage, 3917

cost of, 3917

vaccine, 3916

Dual-electrode detector, 1522

Dual wavelength reflection scanning

for pharmaceutical analysis, 543

Dulbecco’ phosphate-buffered saline, 2130

Dulcolax, 983

Duodenal irritation, possibility of, 942

Duragesic�, 1084, 2129

DuraSolv technology, tablets manufactured

with, 1110

Durham–Humphrey Act, 1787

Durham-Humphrey Amendment, 2419

Durometer hardness, rubber, 1474

DUROS�, 3360

Dust explosion, 2346

Dyes

as colarants, 664–669

properties and applications, 668–669

shade and stability of, 667

solubility and stability properties of,

667–668

Dynal# magnetic beads, 932

Dynamic differential scanning calorimetry

(DDSC), 394–396

heat flow measurement

heat capacity component of, 395

kinetic component of, 395

Dynamic fluorescence quenching, 1972

Dynamic laser light scattering, 305

Dynamic light scattering, 639, 1058, 2386,

2589

Dynamic mechanical analysis (DMA), 3731

for polymers, 3731

pharmaceutical applications, 3731

Dynamic oscillatory techniques, 1881

Dynamic spray devices

clean-out-of-place (COP) method, 1583

Dynamic vapor sorption instrument (DVS),

for water sorption–desorption

isotherms, 3730

Dyslipidemias, treatment of, 72

Ear

anatomy and physiology of, 2475

drops, 994

xylene in, 993

Ear canal, external

antiseptic agents for, 2477

epithelial layer of, 2476

inflammatory condition of, 2475

isoelectric point of, 2475

pH level, 2475

predisposing factors, 2476

skin of, 2475

Easimist�, 3855

Easson–Stedman’s hypothesis, 2149

of stereoisomeric drug action, 2150

E-BRITE� alloy, 792

Echinacea, effects of, 69

Echinacea angustifolia, 71–72

Echinacea pallida, 71–72

Echinacea purpurea, 71–72

Eclectus. See Linctus.

Eclegma. See Lohoch.

Econazol, antimycotic, 1127

Ecosom Liposomengel. See Pevaryl Lipogel.

Ecotrin�, 1254

Ectoparasiticides classes, cattle, 3972

Ectoparasitic preparation, 3981

Electrical distribution system, 1489

Electronic document management system

(EDMS) Toolbox, 2558

Efavirenz, dose of, 3349

Effervescent dosage forms

advantages and disadvantages of, 1456

oral solid dosage forms, 1456

Effervescent excipients, 1290

Effervescent formulation

antiadherents, 1459

antifoaming agents, 1459

binders, 1459

diluents, 1460

disintegrants=dissolution aids, 1460

excipients, 1459

flavors, 1469

glidants, 1459

hydrogenated maltodextrins, 1460

lubricants, 1459

maltitol, 1460

optimization, 1460

solid dispersions, 1460

surfactants, 1460

sweeteners, 1460

water-soluble colors, 1460

Effervescent granulation, production of,

746

Effervescent granules, 1454

air suspension coating–reacting technique,

1462

tableting, 1462

Effervescent ibuprofen

bioavailability of, 1457

plasma concentration curves, 1458

tablet, 1457

Effervescent products, 1454, 2978

acetylsalicylic acid (aspirin), 1457

antacid preparations, 1457

aqueous solubility, 1455

biopharmaceutical aspects

gastrointestinal tract, 1457

[Effervescent products]

physiological reactions, 1457

charcoal preparation, 1457

direct compression

compressible mixture, 1458

free-flowing, 1458

non-segregating, 1458

of raw materials, 1458

drug compositions, 1457

dry granulation

roller compaction, 1458

by slugging, 1458

environmental factors, 1458

fusion granulation method, 1458

paracetamol (acetaminophen), 1457

processing equipment, 1458

tableting, 1458

wet granulation methods

infrared (IR) spectrophotometry, 1458

X-ray diffractometry, 1458

Effervescent reactions

acid–base reactions1454

acidity for, 1455

pharmaceutical dosage forms, 1457

vacuum processing, 1458

Effervescent salts. See Salts, effervescent.

Effervescent stability

compression pressure, 1461

compositions for, 1461

monitoring

cantilever beam proximity transducer,

1461

mercury-intrusion porosimetry, 1461

with effervescent products, 1460

Effervescent tablets, 990

acid materials, sources of

acetylsalicylic acid (aspirin), 1456

acid anhydrides, 1456

acid salts, 1456

ascorbic acid, 1455

citric acid, 1455

fumaric acid, 1455

malic acid, 1456

tartaric acid, 1455

biopharmaceutical aspects, 1457

carbon dioxide, sources of

amino acid–alkali metal carbonate

derivatives, 1456

calcium carbonate, 1456

potassium bicarbonate (KHCO3),

1456

potassium carbonate, 1456

sodiumbicarbonate (NaHCO3), 1456

sodium carbonate, 1456

sodium glycine carbonate, 1456

compression, 1454

in process tests, 1462

monitoring of, 1462

dissolution, 1454

dosage forms, 1456

drugs (product categories), 1457

evaluations

chemical properties, 1462

non-destructive method for, 1462
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[Effervescent tablets]

physical properties, 1462

granules, 1463

Karl Fischer analysis in, 1462

for oral solution, 1454

packaging, 1463

aluminum-foil blisters, 1463

dye-solution test, 1463

physical deterioration of, 1463

plastic materials, 1463

plastic tubes, 1463

physical stability, 1463

powders for, 1463

raw materials, adsorption=desorption

isotherm, 1454

Effervescent vaginal suppositories, 1457

Efflux pump

definition of, 2719

inhibitors, 2720

Efflux transporter P-glycoprotein, 2720

Egg yolk phosphatidylcholine (EYPC),

fornmation of, 1059

Eicosapentaenoic acid (EPA), 2439

Ejection cam tablet press instumentation,

3690

Ejection force transducer, lubricants

evaluation, 3692

Elan’s NanoCrystalTM technology, 2384

Elasticity, 1466

loss of, 1467

Elastic moduli, 1291

Elastomers, 793, 1466, 2242

chemical structures of, 1469

fluorinated, 2242

limitations of, 794

materials

chloroprene, 2275

ethylene–propylene diene monomer

(EPDM), 2275

peroxide-cured acrylonitrile=butadiene,

2275

thermoplastic elastomers (TPE), 2275

in parenteral packaging components,

1468

pharmaceutical and chemical applications

of, 794

physical and chemical, 1478

saturated and unsaturated, 1467, 1470

synthetic, 1466

Elastomeric dressing, 1032

Electrical power sources, 1482–1483

Electrical power systems, 1482

feeders and branch circuit arrangements,

1486–1488

generators and emergency power sources,

1488

grounding, 1489

harmonics, triplet, 1488

primary configurations, 1486

primary electric service arrangements,

1483

secondary configurations, 1483–1485

utility services, 1483

Electrical resistance, 1303

Electrical sensing zone technique, 1796

Electric circuit, charge carrier in, 2747

Electric double layer

counter-ions in, 4119

definition, 640

division

Gouy–Chapman layer, 4117

Stern layer, 4117

electrostatic repulsive force, 4121

formation of, 1254, 1493

of pharmaceutical particles, 4117

Electric potential

inner, 1502

gradient, impose of, 2747

Electroactive materials, 1507

Electroactive organic compounds, 1490

Electroactive species

cathodic reduction of, 1490

diffusion coefficient of, 1493, 1497

Electro-acoustic effects, dynamic mobility

determination, 4119

Electroanalytical method, 1516

Electrocapillary curves, 1490

Electrochemical biosensor, structure of,

1525

Electrochemical cell, 1502

for potentiometry, 1516, 1517

Electrochemical detection, 1516

applications, oxidative, 1528–1530

for pharmaceutical analysis, 1516

off-line techniques, 1524

principle for, 1499

Electrochemical detector, 1521, 534–535

by absorption spectroscopy, 202

amperometric circuit, 202

biomedical trace analysis, 199

diffusion current, 202

direct current (DC) pulse polarograph,

202

mobile phase for, 202

pharmacologically active compounds, 202

in reversed phase liquid chromatography,

202

voltametric oxidation, 202

voltametric reduction, 202

voltamogram analysis, 202

Electrochemical enzyme immunoassays,

homogeneous, 1528

Electrochemical flow cell, 1576

design of, 1521–1523

Electrochemical immunoassay, 1526–1528

advantages of, 2059

conductometric detection, 2058

electrochemical detection, 2058

immobilization of, 2058

potentiometric detection, 2058

Electrochemical methods, 1490

applications, 1971

comparison, 1974–1975

in headspace oxygen anlysis, 1970

operation principle, 1970–1971

Electrochemical potential, definition of,

1502

Electrochemical reaction, 1491

Electrochemical sensor

definition, 1506

stoichiometric equivalence point, 3753

Electrochemical transducer, 1522, 2058

Electrochemiluminescence, 1576

Electrodeless discharge lamp (EDL), 3367,

3395

Electrodes

cell-and tissue-based, 1526

cells, tubular packed-bed, 1522

enzyme-based, 1526

formulations, pH in, 2748

for ion migration, 2121

in iontophoretic systems, 2121

medical potentiometric, 2121

mercury, 1521

packed-bed, 1521

platinum, 1521

polarization, 1491

processes, mechanism of, 1493

Electrode-solution interface, diffusion at,

1495

Electrogenerated oxidizing agents, bromine,

3765

Electrohydrodynamic (EHD) device

by Battelle Pulmonary Therapeutics, Inc.

(BPT), 2114

dose uniformity of, 2115

formulation, 2114

in vitro and in vivo performance, 2114

lung deposition efficiency, 2115

monodispersed aerosols by, 2114

particle size distribution of a NCE from,

2114

process, 2114

pulmonary drug delivery devices, 2114

scintigraphic images of, 2115

soft aerosol cloud delivery by, 2114

Electrokinetic capillary instrumentation, 204

Electrokinetic sonic amplitude (ESA), 4119

Electrolysis experiment, 1491

Electrolytes, 1809

chemical nature of, 3779

concentrations, 1395

of colligative properties, 3779

freezing-point depression, 3779

interionic interactions, 3779

tri-univalent, 3779

uni-univalent, 3779

Electrolytic deposition, 1498

Electromagnetic deflection system

components of, 3219

distortion-free images, 3219

Electromagnetic radiation, 1050, 3084–3085,

3540

Electromagnetic spectrum, 3405, 3461

absorption band in, 448

radiation types in, 3406

region of, 3434

Electromigration, 2119–2120

Electron beam sterilization, 749

Electron capture, 3085

Electron capture detectors (ECD), 466

Electron density, delocalization of, 697
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Electron-donor groups

ligands, 3760

dissociation of, 3391

Electron energy loss spectroscopy (EELS),

2397

Electroneutrality, of atom, 3082

Electronic absorption bands, 449

spectra, 447

spectrum, 3387

Electronic batch record (EBR) system,

10, 741

Electronic communication, 4101

Electronic document management

environment, 2556, 2553

goals and objectives of, 2553

efficiency and effectiveness, 2553

increase consistency of classification,

indexing, 2553

power of, 2555

sharing of documents, 2553

Electronic excitation, 3541

Electronic integration, 474

Electronic pulse counters, 639

Electronic records

components of, 2562

controls for, 2556

final rule on, 2556

guidelines on, 2551

rules on, 2560

Electron ionization

energetic electron beam, 1699

fragmentation, 1699

spectrum for, 1700

Electron microscope

Abbe’s equation, 3217

electron beam, 3217

principle of, 3217

refractive index, 3218

resolving power of, 3217

types of, 3217

wavelength, 3218

Electron paramagnetic resonance, 701

Electron spectroscopy for chemical analysis

(ESCA), 2241

Electron spin resonance (ESR), for lipid

analysis, 981

Electron transfer, 1492

reaction, 1493

current, 1492

Electrooptic modulator, 450

Electroosmosis, 2119–2120

effect of, 3847

electrokinetic phenomena, 3847

with electrophoresis, 3848

pH dependent, 3847

Electroosmotic convective flow, 2747

Electropermeabilization

bilayer composition, 3849

flux enhancing mechanism, 3849

pore formation rate, 3849

spontaneous formation, 3849

Electrophilic reactant, 437

Electrophoresis, 304

ionic species, movement of, 3847

[Electrophoresis]

light-scattering method

electrophoretic velocities determination

of, 4119

zeta potential, determination of,

4119

Doppler shifts, 4119

motility, 830

Nernst-Planck theory, principle of, 3847

therapeutic compound, 3847

Electrophysiologic chareacterization, 2671

Electroporation, 2119–2120

applications, 2749

deep electric current penetration, 3850

definition, 3847

intrinsic skin permeability, 3847

mechanisms, 3849

electroosmosis, 3849

electropermeabilization, 3849

electrophoresis, 3849

membrane, permeabilization of, 3847

physical impaact of, 2749

on skin effect, 2750

skin permeation, physical methods of,

1311

transdermal drug delivery, 3849

Electrorepulsion and electroosmosis,

mechanism of, 2746

Electrorepulsive contribution, 2747

Electrosprays (ESI)

advantages of, 1544

agricultural applications, 1544

atomization technique, 1543

components of, 1544

for dispersing suspensions, 1544

droplet production zone of, 1544

drug molecules, 1544

electrohydrodynamic sprays, 1543

electrostatic dispersion, 1544

electrostatic sprays, 1543

heat-labile substances, 1544

intense electric field, 1543

killing efficiency, 1545

macromolecules, 1545

monodisperse droplets, 1544

for neutralization, 1544

respiratory delivery efficiency, 1544

Electrostatic charge interactions, 3278

Electrostatic coulomb excitation, 3541

Electrostatic density, 716

Electrostatic interactions, 40, 697

Electrostatic potential, 716

Electrostatic powder deposition

coating process, 1539

image charge force, 1539

oral dosage forms, 1539

space charge force, 1539

Electrostatic properties, 3056

Electrostatic sterilization, of pharmaceutical

products, 1545

Electrostatic technology

electrospraying

for respiratory delivery, 1535

pharmaceutical sterilization, 1535

Electuaries, 955

Elettaria cardamomum, 1764

Eleutherococcus senticosus (Siberian ginseng),

73

Elixirs, 955, 994, 3349

of sulfanilamide, 2904

Emax model

drug–receptor occupancy theory, 2803

non-linear concentration–effect

relationship, 2803

Embrocatio. See Liniments.

Emcocel�, 3675

Emcompress� tablets, 3558

Emdex� powder, 3557

centralized registration procedure, 1981

decentralized registration procedure, 1982

Emetine, biosynthesis of, 245, 246

Emisphere� technology, 999

Emission spectrophotometry

for alkali earth metals analysis, 3373

for metal analyses, 3367

operating principles of, 3372

Emission tomography, 3089

Emissivity, of spherical particle, 1437

Emollient creams, as skin barriers, 1315

Empirical Hill equation, 2808

Emplastrum. See Plasters.

Emulsification, 1551, 1996

ultrasonic process of, 3268

Emulsification–evaporation processes, 3590

solvent evaporation, for nanosphere

preparation, 1187

techniques, 1560

heat sterilization, 1561

preparation, 1561

Emulsifier, 995-996

anionic, 3261

cationic, 3261

classifications, 1551

in cream formulation, 3261

finely divided solids, 1551

natural (macromolecular) polymers,

1551

surface active agents, 1551

for semisolid emulsions, 3263

high-turbulence, 3267

hydrophilic–lipophilic balance (HLB) value

of, 3261

lecithin, 4075

monoglycerides, 4075

multiagitator, 3267

natural polymeric, 1558

non-ionic, 3261

pharmaceutical, 1551

phase behaviour of, 1559

surfactant, 1552

triethanolamine stearate, 3261

types, 3261

Emulsifying agents, 1275, 1551, 1624

cremophor EL, 1624

finely divided solids, 1553

from natural products, 1553

interfacial tension of, 1275

polysorbate, 1624
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[Emulsifying agents]

preservatives for

advantages of, 1553

applications of, 1553

sodium desoxycholate, 1624

Emulsifying devices, 1561

Emulsion

advantages, 1548

characteristics

conductivity measurements, 1554

droplet size distributions, 1554

external phase, 1554

rheology, 1554

classification, 1548

composition, 956, 1548

continuous phase, 1548

dermatological, 1548

diprivan, 984

dizac, 984

dosage form, 4122

droplets

deposition of, 644

size of, 1187

surface of, 1052

drug bioavailability, 1549

in drug release, 1549

formation

multiple type, 1554

oil-in-water type, 1554

water-in-oil type, 1554

formulations of, 1548

clarithromycin, 1549

diazepam, 1549

globule size, 3269

heterogeneous preparation, 1548

for intravenous administration, of lipid

nutrients, 3589

ingredients in, 996

injectable, 4123

electrostatic stabilization of, 4123

flocculation rate, 4123–4124

pH effect on stability of, 4123

physical instability of, 4123

lipid, 1550

manufacture of, 996

manufacturing process, 349

mechanisms by, 1549

for medications delivery, 4122

nasal applications, 1550

non-ionic surfactants in, 4123

ocular applications, 1550

oil-in-water, 995, 1548, 4122

oral, 1549

parenteral, 984

particle-electrolyte interaction

non-specific adsorption, 4123

specific adsorption, 4123

perfluorochemical, 1550

pharmaceutical, 1996

applications, 1548

pharmacokinetic characteristics, 1550

polymerization, 861, 1064, 2333

in emulsifier free systems, 1184

in oil-in-water emulsions, 1184

[Emulsion]

in water in-oil emulsions, 1184

preservatives in, 996

preparation of, 3267

pseudoplasticity and thixotropy of, 995

radiopaque, 1550

rheological properties of, 3143

control, 995

continuous phase, 1554

particle size distribution, 1554

phase volume, 1554

semisolid, 996

stability

colloid theory, applications of, 1557

classical theories of, 1557

Derjaguin, Landau, Verwey and

Overbeek (DLVO) theory, 1557

electrostatic effects, 1557

stabilization mechanisms, 4122

surfactants in, 995–996

thermodynamically unstable, 1548

water-in-oil, 1548, 995

ionization of emulsifying agent, 1557

polyether surfactants, 1557

solid particles, 1558

steric effects, 1557

van der Waals forces, 1557

surfactants in, 4123

zeta potential application to, 4123–4124

system

aqueous phase of, 3267

plastic containers for, 3271

Emulsion-base components, 3261

Emulsion=hydrogel combination, 1128

Emulsum. See Emulsions.

Enantiomer, 2142, 3741

application of, 3967

of amphetamine, 2143

bioavailability of, 3967

biotransformation, 320

of chiral drugs, 3967

chromatographic separation of, 2156

dextrorotatory, 2143–2144

levorotatory

disopyramide, 2154

drug stereoselectivity of, 2149

enantiomer interactions, 2155

in formulating dosage forms, 3967

gastrointestinal absorption of, 2150,

2152–2153

ibuprofen, 2156

low melting point, 3742

optical purity (enantiomeric purity) of,

2144

pindolol, 2154

protein binding of, 3034

racemic compound, 3741

racemic drugs, 320

resolution and racemization, 2144

terbutaline, 2154

Enantiomer–enantiomer interaction, 3034

Enantiomers=structural isomers, 3436

Enantioseparation

chiral stationary phases (CSP) in, 2159

[Enantioseparation]

cyclodextrins in, 2158

gas chromatographic (GC) procedures,

2156

liquid chromatographic (LC) procedures,

2156

ligand-exchange process, 2158

mobile-phase-additive technique for,

2157

Enantiotropy, 2936

polymorphs, 399

versus monotropy, 2936

Enatioselective enzymatic oxidation, 3002

EncapsinTM, 684

Encapsulation

capsule dosage form, 3206

capsule shells, 3206

efficiency, 1335

equipment, 424

filling machines

automatic, 3207

dosator-type machines, 3207

dosing disk machines, 3207

principles of, 3206

types of, 3206

formulation, advantages of, 3206

gelatin capsules, 3206

instrumentation of, 3207

Encephalitis vaccine, 4101

Encephalopathy, 2633

Encryption and certificate authorities, 2556

Endocrine-disrupting chemicals, studies of,

1950

Endocytosed proteins, 2724

Endocytosis

definition, 156, 1244

receptor-mediated, 27

cellular uptake of immunoglobulin, 27

low density lipoprotein, 27

role of, 156

processes, 2718, 2672

Endocytozable formulation, 1190

Endogenous and surrogate ligands, 3123

acute antimigraine drugs, action of, 3123

agonist effects, ananlysis of, 3123

antimigraine drugs, 3123

Endogenous compounds

chemical analytical methods, 194

conjugation reactions, 317

glucuronidation, 317

physical analytical methods, 194

physical separation of, 194

Endogenous inhibitors, accumulation of,

3037

Endogenous pyrogens, 3054

Endogenous substrates

glucuronidation, 318

of methylation reactions, in detoxication,

320

sulfation, 318

Endometrial cancer cells, 71

Endometriosis, treatment of, buserelin in,

1078

Lupron Depot� for, 178
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Endonuclease enzyme, 930

Endopeptidases, 2717

Endorphins, 1040

Endosomolytic polymers, 1063

Endothelium functions, 1326

Endotoxin

aggregated endotoxin vescicles, 3056

apolysaccharide structure, purification of,

3053

bilayers break down of, 3056

biological effects of, 3055

chemical nature and structure of, 3053

contamination, 595

depyrogenation, effective process for, 3055

destruction of, 3516

disseminated intravascular coagulation,

3054

dry-heat temperatures of, 3517

elimination of, 358

lethal effects of, 371

mammalian defense system, stimulation of,

3054

physical properties of, 3055

preparations of, 3053

pyrogens, 1267

reverse-osmosis membranes, 3056

size of, 3056

sterilizing membrane filters, 1267

test for, 2830

threshold pyrogenic doses of, 3055

tumor reduction, 3055

Endotoxin alert limits (EAL), 3060

Endotoxin limit (EL), 3059

fraction of, 3060

bacterial, 2789

tests, 3060

Endotracheal absorption, 2633–2634

Endpoint analysis, 2555

Endpoint chromogenic reactions, 3059

Endpoint detection, in neutralization

titration, 3755

Enemas, 994

liquid, injections of, 956

therapeutic substances, 956

Energetic electron beams, 3540

Energy dependent drug efflux pump, 1248

Enhanced permeability and retention (EPR)

effect, 884, 1326

Enprofylline, synthesis of, 2999

Enrofloxacin eliminatrion, microsomal-

mediated oxidative reactions, 3965

Ensete ventricosum, 3231

Enteric-coated systems (ECS), 1254

Enterocytes, 1177

plasma membrane of, 577

Enteroendocrine cells, 1177

Enterprise Resource Planning(ERP), 2166

Enthalpy

interaction, strength of, 602

change, 394

fusion (DHF), 2943

Entropy

repulsion effects, 1558

omission of, 2941

Environmental microbial ecology, changes in,

3982

Environmental monitoring

data, 3070

media in, 2311

programs, 595

Environmental pollution, 438

Environmental Protection Agency (EPA),

436, 1931, 1948

Environmental scanning electron microscopy

(ESEM), 2395

Enzymatic barriers, 1611

Enzymatic catalysis application of, 3001

Enzymatic cleavage, 1256

Enzymatic degradation, 2669

drugs susceptible to, 1301

nasal epithelium, 2683

peptides, degradation mechanism of, 2683

xenometabolic activity, 2683

Enzymatic drug stability, 1303

Enzymatic hydrolysis, 3008

absence of, 3013

of chemical bond, 1327

desymmetrization, 3002

Enzymatic production of RNAi libraries from

cDNA (EPRIL), 3154

Enzymatic reaction, 1524

Enzyme

alteplase, 272

biochemical molecules, 2204

for catalyzing reactions, 2204

cleaners, of contact lenses, 2205

deficiency, in emphysema, 275

efficacy of, 1867

electrodes (Biosensors), 1525–1526

antigen–antibody reaction, 1566

bioanalytical method, 1566

classification, 1566, 2051

conditions for, 1566

critical binding reagents, 1575

for low-molecular-weight analytes,

1568

heterogeneous, 1566, 2051

homogeneous, 1566, 2051

immunoassay, 1566

sensitivity and specificity of, 1578

technological advancement, 1575

validation of, 1572

proteins manipulation, 266

reactors, 1524–1525

therapy for Gaucher’s disease, 2473

transferring

N-acetyltransferase, 3961

methyltransferase, 3961

sulfotransferase, 3961

UDP-glucuronyltransferase, 3961

Enzyme-activated drug delivery systems,

fabrication of, 1099

Enzyme-based electrodes, 1526

Enzyme-catalyzed reactions, 1523

Enzyme-controlled systems, 1254

Enzyme-labeled antigen, 1567

Enzyme-linked electrochemical techniques,

1523–1526

Enzyme-linked immunoassays, 1524

Enzyme-linked immunosorbent assay

(ELISA), 203, 1567, 2052, 3049

competitive, 1568

illustration of, 1567

technique, 1527

Enzyme-mediated chemiluminescence

immunoassays

antigen–antibody reaction, 2058

catalyst=cofactor, 2058

components of, 2058

Enzyme-multiplied immunoassay (EMIT),

203, 1528

illustration of, 1567

Enzyme immunoassays, 1526

advantages of, 2051

application of, 2684

heterogeneous electrochemical, 1527, 1528

homogeneous electrochemical, 1528

induction

enzymes for, 1398

in excretion, 1398

in metabolism, 1398

inhibitors, 942, 1611

coadministration of, 2725, 2728

enzyme inhibitors, 2686

protection of, 2686

proteolytic enzymes, species of, 2686

spectroscopic properties, 2051

vasopressin, nasal absorption of, 2686

Eosinophilia–myalgia syndrome, 2447

Ephedra sinica and nevadensis, 74

Ephedrine

chiral centers of, 2145

hypotension, treatment of, 4100

isomers for, 2145

and pseudoephedrine stereoisomers, 2146

and pseudoephedrines, enantiomers in, 459

(-)Ephedrinum 2-naphthalenesulfonate

enantiomeric purity of, 398

EpiDermTM, 2197

Epidermal cytochrome P450, 3970

Epidermal growth factor (EGF), 885

Epigallocatechin gallate, 2438, 2444

Epigastric distress, 1245

Epigenetic carcinogenesis, mechanism of,

436, 437

Epigenetic carcinogens, 431

Epigenetic effects, 443

Epinephrine, 944, 2862

Epithelial absorptive cells, 2715

Epithelial cancers, 1328

Epithelial cell

apical surfaces of, 1301

cell membranes of, 1246

dysplasia, 897

layer, 1301

apical membrane of, 1301

polarization of, 2720

membrane, negative charged, 2726

Epithelial lining, 1072

Epithelial lining fluid(ELF), 1280, 2737

alveolar epithelial cells for, 1281

surfactant, 1281
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Epithelial membrane

surface, pH control at, 1302

vesicle, 2723

Epithelium cell layer, 2716

Epithema

constituents, 957

dry, 957

liquid, 957

soft, 957

Epixodes

hydration of, 316

hydrolase activity, in mammalian tissues,

317

Epoetin molecules, 270

Epoxidation

aromatic double bond, 313

of double bonds, in unsaturated

hydrocarbons, 313

hydrophobic molecules, 317

Epoxide

glutathione, 318

hydrolase activity

cytosol of liver, 317

endoplasmic reticulum of liver, 317

Epoxy resin coating, 2274

Equidae, 3948

Equidimensional morphology, 824

Equilibrium dialysis (ED), 3027

Equilibrium dissociation constant, 3028

Equilibrium solubility, 85

Equilibrium solution concentration, measure

of, 863

Equilibrium vapor pressure versus

temperature, of solvents, 1440

Equipment cleaning

analytical method, target residue, 1589

baking, 1586

characteristics

amount of soil, 1586

nature of equipment surfaces, 1586

physical nature of soil, 1586

construction materials, 1581

degradation product, 1587

design characteristics, 1581

drying, 1586

factors, 1581

degree of disassembly, 1581

extent of automation, 1581

good manufacturing practices (GMPs),

1580

methods

clean-in-place (CIP), 1581

clean-out-of-place (COP), 1581

microbial control issues, 1590

operational qualification (OQ), 1587

parameters

temperature, 1581, 1585

time, 1581, 1584–1585

pharmaceutical manufacturing, 1580

procerdure for, 1943

processes, 1580

advantages, 1587

agent, 1581, 1583

aqueous cleaning products, 1583

[Equipment cleaning]

cleaning solution, 1584, 1585

concentration, 1585

non-aqueous cleaning products, 1583

selection, 1584

water quality, 1584, 1585

residue limits, 1587–1588

riboflavin testing, 1583

sampling procedures

direct surface sampling, 1588

placebo sampling, 1589

rinse sampling, 1589

swab sampling, 1589

soil condition, 1586

steps, 1581–1582

disassembly, 1581–1582

drying, 1582

isolation, 1581–1582

prewashing, 1582

rinsing, 1582

washing, 1582

validation, 1580, 1586

change control, 1591

maintenance, 1590

monitoring, 1590–1591

Equitransferent salts, definition of, 1505

Ergot alkaloids, biosynthesis of, 247

Ergotomine, hallucinogenic effects of, 1046

Erodible polymeric delivery systems, 1222

Eroding suture materials, 1223

Erosion corrosion

forms

cavitation, 783

fretting, 783

Erosion-controlled lag time, 1289

Ery-Tab�, 1254

Erythema

degree of, 2671

skin reaction characterized by, 1315

Erythrocyte

drugs in, 3033

membranes, lipid peroxidation of, 141

vesicles, size of, 1335

Erythromycin, 1399, 1419, 1441

coadministration of, 1257

salts, 3184

Erythropoietin

for needle delivery and needle-free delivery,

1215

pharmacokinetics, 1215

plasma concentrations, 1215

Erythroxylum coca, 247

Escharotics, 957

Escherichia coli, 261, 1028, 1180, 3910, 3957

Esophageal cancer, 1254

Esophageal retention, 2867

Esophageal transit, 2866, 3871

Ester

hydrolysis reactions, 2040

of aspirin, 2043–2044

classification, 2041

of haloperidol decanoate, 311

phthalate, 1733

sebacate, 1733

Estraderm� system, 984, 1084

Estradiol cream, 1354

Estradiol delivery, 1349

Estrogen

metabolites of, 149

receptor-a (ER-a), 2442

replacement therapy, 71, 1343

vaginal creams, 1349

prooxidant effects of, 148

Estrous cycles, seasonal breeding species,

3943

Esystem data, titration curve, 3757

Ethacrynic acid, of drug release, from

polyphosphazenes, 188

Ethambutol stereoismoers, 2146

Ethanol, 1611, 3335, 3350

and cremophor EL, 3361

cosolvent systems

regression analysis of, 3322

solubility for, dissolution rate with,

3313

solubilization slope and solute polarity

for, 3321

in HFA MDI solution formulations

advantages, 2272

disadvantages, 2273

layer, frozen, 2318

metabolism, 703

precipitation step, 3999

as sedative hypnotic drug, 1042

solvent for indicator solutions, 3755

Ethanol-induced hypoglycemia, 2639

Ethanol–water composition, solute in,

solubility of, 3321

Ethical review processes (ERP), 2192

Ethinylestradiol, 1350

Ethyl- and methyl parabens, mixtures of,

1821

Ethyl alcohol in colloidons, 993

Ethyl cellulose, 156, 991, 2008, 2012

and paraffin wax, 4069

Ethylenediamine (EDA) core

amidoamine branching structure, 872

size exclusion chromatography, 876

viscometry, 876

Ethylenediamine tetra-acetic acid (EDTA),

292, 694, 3270, 3760

as calcium salt, 1625

as injectable product, 1625

2-Ethylhexyl acrylate, copolymer of, 2928

Ethylene glycol

in diol pre-polymer preparation, 190

reaction time, 3522

Ethylene glycol diglycidyl ether (EGDGE),

2023

Ethylene glycol dimethacrylate (EGDMA),

2022

structure, 2023

swelling, 2025

Ethylene oxide

advantage of, 1472

biological activity of, 3519

characteristics, 3519

concentration, effects of, 3519
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[Ethylene oxide]

decomposition properties of, 3522

emission control, 3521

by catalytic oxidation, 3522

by thermal incineration, 3522

by water scrubling, 3522

emission limit of, 3521

exposure, 3520

emergency situations, 3520

maintenance operations, 3520

sterilization equipment operation, 3520

sterilized product degassing, 3520

as fumigant, in food industry, 3519

gaseous alkylating agent, 3901

hazard assessment of, 3520

hot degassing of, 3521

molecules, collision of, 3520

occupational engineering considerations of,

3520

packaging of, 3520

physical and chemical properties of, 3520

polymerizes in liquid state, 3901

sterilant mixture, 3522

sterilization

biological indicators for, 3526

control of, 3524–3527

mechanism of, 3519

of medical devices, 3519

vacuum pump modifications, 3521

validation of, 3524–3527

ventilation systems in, 3520

toxicity of, 3901

vapors of, 3519

Ethylene oxide (EtO)-carbon dioxide mixture,

sterilization of, 3523

Ethylene oxide (EtO)-hydrochlorofluoro

carbons (HCFCs) mixture, 3524

with sterilization cycle, 3525

Ethylene–propylene diene monomer

(EPDM), 2275

Ethylene-propylenediene rubber, 2237

synthetic elastomers, 1466

Ethylene–vinyl acetate polymers, 945,

1234

Ethylenevinyl acetate

copolymer fiber, 903

membrane, 2932

Ethylene vinyl alcohol (EVOH), 2933

Ethylphosphodichloridate (EOP), in

polyphosphoester preparation,

190

Ethynodiol diacetate-releasing vaginal

devices, 1346

Etoposide, 3360

Eudragit�, 991, 1234, 1736, 1797

chemical structure, 1235

water-soluble and water-insoluble, 1234

Eudragit buccal patches, 2035

Eudragit E-100 extruded films, mechanical

properties of, 2014

Eudragit L, 1234, 2010

Eudragit L 30 D, 1737

Eudragit L–Eudragit S combinations,

1234

Eudragit RSPM, 2012–2013

Eudragit S, 1234

European Agency for the Evaluation of

Medicinal Products (EMEA), 1594

arbitration, 1599

cooperation with competent authorities,

1596

in European pharmacopoeia (EP), 1598

management board, 1594

mission, public and animal health, 1594

principal scientific bodies, 1595

referrals, 1599

scientific committees, 1595

structure, 1594

for synthetic drugs, 1596

units, 1595

administration, 1595

medicines for human use, evaluation of,

1595

medicines for veterinary use, evaluation

of, 1595

technical coordination, 1595

working party, herbal medicinal products,

1596

European Department for Quality of

Medicines (EDQM), 406, 1598

European Economic Area (EEA), 1594

European Economic Community (EEC),

powers, 1593

European Free Trade Association (EFTA),

1961

European fruit brandies, 1042

European Medicines Evaluation Agency

(EMEA), 2197, 3071

European monitoring centre for drugs and

drug addiction (EMCDDA), 1596

European Network of Official Medicines

Control Laboratories (OMCL),

1598

European parliament, 1593

European pharmacopeia, 406, 1598, 1662,

2857

characteristics of, 2829

supranational document, 2832

compilers of, 2831

editions of, 2829

goals of, 2829

legalities of, 2829

medicinal products, quality of, 2829

prescription of, 2830

promotion of, public health, 2829

purpose of, 2829

role of, 2829

European quality award, 3077

European regulatory environment, 2

European regulatory guidance, 2772

European Scientific Cooperative for

Phytomedicines (ESCOP), 2904

European Technical Office for Medicinal

Products (ETOMEP), 1597

European union, 1593, 1632, 1656, 1789

history of, 1593

central and eastern European countries

(CEEC), 1597

[European union]

concertation procedure, 1594

institutional partners, 1597

legislation, 1593

decisions, 1594

directives, 1594

for pharmaceutical products, 1594

for veterinary products, 1594

recommendations, 1594

regulations, 1593

types of, 1593–1594

legislative instruments, 1593

medicinal regulatory authorities, 1597

member states, 1593

multistate procedure, 1594

European Union drug regulatory authorities

network (EudraNet), 1597

European Union Guide to Good

Manufacturing Practice (EU GMP),

2134

European working standards

congealing of, 763

establishment of, 2830

Eutectic mixtures, simple, preparation of,

775

Evaluation of medicinal products (EMEA),

1687

Evaporation

definition, 1600

processes of, 1600

rate of, 3004

Evaporative light scattering detector, 535

Evaporator

advantage of, 1600, 1602

applications for, 1600

classification, 3880

costs associated with, 1606

design of, 1602–1606

disadvantages of, 1602

disk or cascade, 1600

efficiency of, steam-heated, 1602

film evaporators, 3880

forced-circulation evaporators, 3880

natural circulation, 3880

operation and control, 1607

thermal stability of solution, 3879

types, 1600–1602

agitated film or wiped film, 1602

circulation, 1602

forced circulation, 1602

horizontal tube, 1602

jacketed, 1601

long-tube vertical, 1601

plate-type, 1601

short-tube vertical, 1601

unit process in pharmacy, 3879

Evening primrose oil (EPO) (Oenothera

biennis), 72

Exacerbate infection, 371

Excedrin�, 4106

Excentric tablet press, 3670

density distribution, 3654, 3665

lower punch, 3667

upper punch, 3667
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Exchangers

chloride–bicarbonate, 27

sodium–calcium, 27

sodium–hydrogen ion, 27

Excipient(s), 764–765, 1622, 1656, 3647

active ingredients in, 41

additives, 1646

adverse effects of, 1641, 2776

aging of, precirol, 3746–3747

amorphous, 1648, 1822

animal model for testing, 1661

antioxidants, 1625

application, 1657

construction, 1658

cosmetics, 1658

food, 1658

paint thickeners, 1658

approval mechanics, 1658

food additive petition, 1658

New Drug Application (NDA), 1658

bioburden and endotoxin limits, 1641

bulking agents, 1627, 1629

capsule formulation, 415

category of, 1624

changes in

bioburden, 1657

chemical properties, 1657

functionality, 1657

impurity profile, 1657

moisture level, 1657

physical properties, 1657

characteristics, 2978

chelating agents, 1625

chemical shifts in, 3303

chemical stability of, 1641

classes, 3647

compatibility of, 1638

concentration, 1623

controlled-released solid dosage forms,

polymeric excipients, 1652

crystal morphology of, 828

crystalline, 1648

polymorphic forms of, 89

crystallization of, 1809–1810

definition, 1658

degradation, 1641, 2453

development, regulatory guidance for,

2779

diethylene glycol, 1780

dilution capacity of, 3646

drug carrier system, 1648, 1650

drug delivery system, 1658, 3641

in drug product, 1622

drug targeting, 1612

dry powder inhaler formulations, 1650

degree of crystallinity, 1650

flowability, 1648

powder formulation, 1648

effects of, 2453–2454

emulsifying agents, 1624

ethoxylated, 1641

evaluation criteria, 1657

FDA inactive ingredient guide, 1633

fermentation processes, 1641

[Excipient(s)]

fine particle fraction, 1650

and formulation incompatibility

acid–base chemical reaction, 1652

excipient crystallization, 1653

excipient–drug interactions, 1653

excipient-mediated water distribution,

1653

solid-state crystal transformation, 1653

tableting excipient, 1652

thermal analyses, 1653

formulation, 1662

for oral administration, 3336

in freeze-dried (lyophilized) powders

process, 1646

stabilizers for proteins, 1648

function, 1624, 2453

functionality tests, 3642

gas chromatography (GC) method, 1633

Good Manufacturing Practices (GMP) for,

3642

to gauge processing parameters, 3933

harmonization, 1963–1964

hygroscopicity of, 38, 3643

impurities, 1614–1615, 1961, 1962

in hydrophile–lipophile balance values,

416

inferior grades of, 2777

ingredients as, 1638

injectable formulations

aqueous-based solubilized, 3351–3354

nonaqueous solubilized, 3355–3359

water-soluble organic solvents, 3350

interaction with, 700

lactose, heat treatment, 3742

liquid, 3747

literature, 3647

manufacturability, 3647

manufacturers, awareness of, 2779

materials

celluloses, 4049

gelatin capsules, 4049

starches, 4049

measurement of, 2776

mechanisms of, 1646

melt congealing processes

bile acids, 764

citric and succinic acids, 764

ethylacrylate copolymers, 765

glycerides and polyglycolyzed glycerides,

765

hydrogenddated vegetable oils, 765

hydroxypropyl methylcellulose (HPMC),

765

methylmethacrylate copolymers, 765

natural and synthetic waxes, 765

poly (ethylene oxide) (PEO) polymers,

765

polyethylene glycols (PEG), 765

sterols, 764

steryl esters, 764

sugars, 764

urea, 764

metal complexing, 389

[Excipient(s)]

microencapsulation

encapsulation efficiency, 1652

of macromolecules, 1652

microsphere structures, 1652

nerve growth factor (NGF), 1652

polyethylene glycols (PEG) excipients,

1652

surfactant excipients, 1652

moisture content of, 3643

mutagenicity testing, 1659

absorption, 1659

distribution, 1659

excretion, 1659

metabolism, 1659

mycotoxin, 1641

non-active ingredients, 1646

oily injectable formulations, 3362

oral formulations, 3334

microemulsion, 3348–3349

surfactants in, 3335

oral solutions and elixirs, 3349

osmotic agents, 1650

particle size of, 3275

pharmaceutical, 84, 1622, 3938

cellulose derivatives used as, 4059

formulations, 3334

starch derivatives used as, 4059

pharmacopeial standards for, 1962

phospholipid-based, 1643

physical properties of, 2779

physical stability of, 1641

polyethylene glycols (PEG), 3742

polymeric and surface active compounds,

1623

powder aerosol formulations

pharmaceutical inhalation aerosols,

1648

treatment of diseases, 1648

powders, 3278

preservatives, 1625–1626

antimicrobial, 1626

benzyl alcohol, 1625

chlorocresol, 1626

efficacy of, 1627

parabens, 1625

process AIDS, 1613

profile addresses, 1657

properties, 37

bulk density, 34

compactibility, 34

flowability, 34

protectants, 1628, 1629

in protein pharmaceuticals

non-parenteral use feasibility, 1647

parenteral use suitability, 1647

redox reaction potential, 1647

for qualitative optimization, 2453

quality control, by glass transition, 3737

reducing agents, 1626

regulatory process for, 690–691

retrospective harmonization, 1955, 1959

lactose, 1960

magnesium stearate, 1960
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[Excipient(s)]

route of use of the candidate

eye irritation testing, 1659

skin testing, 1659

safety evaluation, 1641–1642

safety issues pharmaceutical, 1656

categories, 1656

Good Manufacturing Practices (GMP)

for, 1656

International Conference on

Harmonization (ICH) guidance, 1656

IPEC-Americas Significant Change

Guide for, 1656

quality, 1656

safety of, 1615–1616

screening, 3933

selection, 1618–1619, 3642, 3933

criteria, 1638–1640

solid dosage forms, 4049

sourcing, 1619

in spray-dried powders

formulation parameters, 1650

oxidation, 1650

particle size, 1651

properties of, 1650

spray-drying process, 1650

surface denaturation, 1650

stability, 1962, 1614

stabilizing effects of, 1652

stabilizing freeze-dried therapeutic proteins,

1648

stablization strategies, 1612

starch, 415

sterilization by autoclaving, 1613

supplier, 1638–1640

surface morphology, 43

surface properties of, 35

surface structure of, 37

surface texture of, 1648

in tablets and capsules

capsule-filling process, 1646

tableting types and functions, 1647

for tablet production, 1646

thermal analysis techniques for

pharmaceuticals, 3742

tonicity adjusters, 1627, 1629

toxicity testing, 1658

toxicological issues with, 2777

transdermal formulations, 3362–3365

types of changes

equipment, 1657

packaging, 1657

process, 1657

scale, 1657

site, 1657

specifications, 1657

types of, 1633, 1646

cosolvents, 422, 1623

hydrophilic surfactants, 422

lipophilic surfactant, 422

validation, 1962

Excipient-free tissue plasminogen activator,

aggregation of, 1818

Excipient-related toxicity, 2779

Excitation and emission spectra, correction

of, 3401

Excitation grating, 3397

Excretion

biliary

of glucuronic acid conjugates, 323

of glutathione conjugates, 323

urinary, of sulfate conjugates, 323

Exogenous compounds, 310

deleterious effects of, 310

effect of, physicochemical properties, 310

Exogenous pyrogens, 3054

Exopeptidases, 2717

Expert Working Group on Drug Quality

(EWG-Q), 1962

Explosion-proof devices, 2879

Explotab�, 1292, 3554, 3562

disintegrating power, 3231

rough surface, 3231

starch derivatives, 3231

Exponentially Weighted Moving Average

(EWMA) control chart, 3503

Extemporaneous liquid preparations, 2644

Extended least squares (ELS) method,

2756

External stimuli triggered systems, 1328

Extra low carbon (ELC) grades, 790

Extracellular adhesion glycoprotein, 1328

Extracellular calcium concentration, 2672

Extracellular cellular fluid volume, 2634

Extractables

definition, 1693

glass containers, 1710

potential leachables, 1693

toxicological evaluation of, 1697

Extractables=leachables

analysis of, 1698

analytical techniques for, 1708

gas chromatographic analysis of, 1699

identification and quantitation of, 1697

inorganic, 1709

trace elements, 1710

liquid chromatographic analysis of, 1703

methods for, 1709

qualitative=quantitative, 1698

regulatory implications of, 1696

thermal analysis techniques, 1708

thermogravimetric analysis (TGA), 1708

with plastic components, 1694

Extracts

pilular, 957

powder, 957

semiliquid, 957

Extractum. See Extracts.

Extrapyramidal symptoms, 1042

Extruders, 1712

Nica system, 1723

selection of, 1726

types

ram, 1726

rotary-cylinder, 1724

rotary-gear, 1724–1726

screen, 1722–1724

for pharmaceuticals, 1722–1727

Extrusion, 745, 1712

applications in pharmaceutical industry,

1721–1727

film, 1720

mixture, formulation, 1717–1718

parameters, 1716

rheological curves, 1713

application of, 1713

Bagley equation, 1714

Herschel–Buckley model, 1713

power-law model, 1713

rheological properties

measurement of, 1715–1716

systems, practical characterization of,

1716–1717

theory and characterization of,

1712–1714

twin-screw, stability of, 746

Extrusion–spheronization pelletization

axial extruders, 2656

classification, 2656

critical factors in, 2660

excipients, microcrystalline cellulose, 2659

formulation components of, 2659

gravity-fed extruders, 2656

counter-rotating cylinders, 2657

counter-rotating gear cylinders, 2657

rotary cylinder, 2657

rotary gear extruders, 2657

in pharmaceutical industry, 2657

marumerizer=spheronizer, 2657

friction plate, 2659

residence time, 2659

multistep process, 2656

physicochemical properties, 2659

processing equipment, 2656

radial-type extruders, 2658

ram extruders, 2656

formulation development, 2657

rheological properties, 2657

screw-fed extruders

shape transitions, 2658

sustained-release characteristics, 2659

twin-screw extruders, 2658

Extrusion–spheronization process, flow chart

of, 747

Exubera�, 2705

Eye drop

difficulties in, 1923

in elderly patients, 1922

solutions

birth and rise of, 1220

in sterile dosage form, 1220

suspension dosage forms of, 1220

Eye irritation

in rabbits, 1425

testing, 1659

Eye medication, delivery of, 1220

Eye piece reticule, 2583

Eye syndromes, dry, 1220

Fabric absorbents, in wound dressing, 1026

Fabrication process, 1470
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Factorial designs

active factor determination from,

2456

Box–Wilson design, 2458–2459

center points in, 2457

data analysis of, 3002

Doehlert design, 2459–2460

hybrid designs, 2459

quantitative process studies, 2455–2456

statistical experimental designs, 2458

two-level fractional, 2456

effects from, 2457

two-level full, 2455

Failure Mode and Effects Analysis (FMEA),

2252

Fallback delivery system, for asthmatics,

1284

Falling ball viscometers, 3142

newtonian materials by, viscosity of,

3142

Falling film evaporator, suitable for viscous

liquids, 3881

Famotidine, continous infusion of,

1287

Fan heaterfuzzy rules to control, 2404

Faradaic electrochemical cell, 1518

Faradaic electrochemical techniques,

1517–1519

Far-infrared region, 3405

advantage of, 1517

Faradaicto-charging-current ratio, 1495

Faraday cup detector, 1974

Faraday effect, 449

Faraday’s law, 1518

Farmacopea de los Estados Unidos

Mexicanos (FEUM), 2856

Fast-Flo lactose, 3277

Fat and gastric homogeneity, 2868

Fat-soluble medications, 1905

Fatty acid dimers, or (FAD), in

polyanhydride preparation, 184

Fatty acid esters, biodegradable, 1314

Fatty acid methyl ester (FAME) technique,

932

Fatty acids, 1624, 3747

biosynthesis of, 230

and derivatives in pharmaceutical

formulations, 975

flow rates of, 3278

oxidation of, 1615

in tableting applications, 975

in vegetable oils, 978

Fatty alcohols, 975

in ointments or creams, 975

Fatty amines, 975

oils, waxesand neutral lipids, 975

Fax transmissions, 555

FDA. See Food and Drug Administration.

FDA approved labeling, of drug products,

59–60

FDA’s Center for Drug Research and

Evaluation (CDER)

pharmaceutical products by, regulation of,

59

FDA issues in advertising=promotion of drug

products

accelerated approval drugs, 62

company-issued press releases, 61

comparative claims, 61

direct to consumer promotion, 62

internet, 62

off-label promotion, 60

launch materials, 60

pharmacoeconomic and quality of life

claims, 61

pre-approval promotion, 61

reminder advertisements, 61

scientific exchange, 62

video news releases, 61

FDA Modernization Act (FDAMA), 60,

2620, 2629

FDA regulation

of advertising and promotion of drugs, 59

for biological products, 59

of drug marketing practices, 64

in internet, 65

for drug sample delivery, 64

for medical devices, 59

for pharmaceutical promotion, 59

in drug labeling, 59

of prescription drug, 59

principles of, 59–60

for veterinary drugs, 59

F-distribution, 3492

critical values of, 3493

two variance, evaluation of, 3492

variance ratio statistic, 3492

Febrile reactions, 3052

Fecal material

absence of, 1301

rectal cavity of, 1302

Federal Administrative Procedures Act,

1781

Federal agencies, 1779

department of agriculture, 1779

Environmental Protection Agency,

1779

Federal Clean Water Act, 2882

Federal Food, Drug and Cosmetic Act,

1787

quality standards, 1787

excipients, 1787

therapeutic products, 1787

Federal Food Drug and Cosmetic Act,

1110

Federal Food, Drug, and Cosmetic (FD&C)

Act, 649, 1779, 2419

drug, 1782

Durham–Humphrey amendments, 1780

Harrison–Kefauver amendments, 1780

Federal Regulation (CFR) code of, 707

Federal Trade Commission (FTC), 58,

2424

soaps regulatory control for, 800

Federation of Crude Drugs Association of

Japan, 2837

Feedback concentration control,

implementation of, 867

Feedback-regulated drug delivery systems,

1099

Feed hopper designs, in roller compactors,

3164

Feed screw design

horizontal twin auger, 3171

of roller compactor, 3167

Feed water, quality of, 2880

Felbinac, solubility of, 2930

Femoral bifurcation, 1159

Fenofibrate, 3348

Fenoprofen calcium, 1125, 2007

Fenoprofen salts, hydrate forms of, stability

of, 3184

Fenoterol, 2109

Fentanyl

anesthesia and analgesia, 2129

clinical study, 2129

concentrations, 2130

delivery from IDDS, 2129–2130

hydrochloride solution, 2130

in vitro and in vivo flux values of,

2130

Fentanyl citrate, 2125

Fentanyl hydrochloride, 2125

Fentanyl Oralet�, (Abbott labs), 999

Fenton reaction, 142

Feret’s diameter (df), definition of, 639

Fermentable dietary fibre, 2872

Fermentation, 259–260

Fermi levels

valence electron energy state, 1535

versus vacuum energy level, 1535

work function, 1535

Fermi resonance, 3407

Ferning, 1341

Ferranti–Shirley cone and-plate viscometer,

1881

Ferrite, applications, 792

Ferritic stainless steels

application, 789

characteristics, 789

Ferro-Gradumet�, 991

Fertility hormones, 269

Fetal organogenesis, 1415

Fette EU1, D-tooling, 441, 3784

Fever

induction

LPS-binding protein (LPB), 3053

mechanism of, 3052, 3053

proinflammatory cytokines

pathogenesis of, 3054

receptor cells, 3053

reticuloendothelial system, 3053

Fiber filters, viscous oils, 3888

Fiber optic assembly, application of, 3437

Fiber optic fluorescence spectrometers,

3401

Fiber optic fluorometer, 3401

Fiber optic probes, 3377

Fiber optic probe, spasmoctyl samples by,

analysis of, 3384

Fiber optic sensors, 3401

applications, 3402

I56 Index

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



Fiber optic technology, for in situ UV assay,

916

Fibroblast growth factor (FGF), 1153

Fibroblast growth factor-sucralfate, 1221

Fibrocystic breast disease, 72

Fibrous absorbents

gauze and cellulose wadding, 1027

gauze and cotton tissue, 1027

in wound dressing, 1025–1026, 1027

Fibrous polymers

alginate dressings, 1031

in wound dressing, 1031

Fick’s laws, 1082, 1438, 2339

of diffusion, 212, 1492

Fickian diffusion, 2666

and drug release, 181

kinetics, 2669

mechanism, 2032

Field-flow fractionation devices, 2590

Filamentous fungal keratitis, in horses, 3973

Filamentous glycoproteins, 2715

File room model and security, 2552

File security, 2556

Filled containers, 379

Filled drug product containers, identification

of, 1945

Filler=binders

classes of substances, 3228

compression stages, tablets, 3654

coprocessed materials, 3229

dilution potential, 3228

magnifications, 229

of pharmaceutical technology, 3228

requirements, 3228

tablets in compression of, 3228

Filling

capsule, 408

machines, 409

mandrels constituents of, 378

powder, 409

Film

aqueous polymeric dispersions, 1730,

1776

disadvantage of, 3414

dropwise condensation, 3873

heat transfer from, 3873

of mixed vapor, 3874

of pure vapor, 3874

dry and hydrated, mechanical properties of,

1738

evaporators, 3880

formation for polymers, 3413

polymeric, mechanical properties of,

1736–1738

for resins, 3413

for strong materials, 3881

types, 3881

climbing film evaporator, 3881

falling film evaporator, 3881

rising-falling film evaporator, 3881

Film–capsule adhesion, 1737

Film-coated drug products, 1735

Film-coating

colorants in, 665

[Film-coating]

equipment, 1729–1732

film formers, 1732

materials, 1732–1735

of oral solid dosage forms, 1729

physical aging, 1743

plasticizers in, 665, 1733

effectiveness of, 1736

problems encountered during, 1742–1743

characteristics of, 1742–1743

defects, 1742

solvents, 1732–1733

systems, 665

lakes and inorganic pigments, 666

viscoelastic properties of, 3144

Film–tablet adhesion, 1739, 1741

Filter

air, 3888

borosilicate materials, 1749

classification, 3887

gravity filters, 3887

pressure filters, 3887

vacuum filters, 3887

configurations, 1748

depth, 1748

contaminants, 1748

cylindrical filter elements, 1752

depth retention, 1748

dirt-load capacity, 1748

disadvantages of, 1748

fiber matrix, 1748

fibrous materials, 1749

filtration method, 1754, 3886

lenticular modules, 1752

glassfibre materials, 1749

integrity testing materials, 1749

media, 3887

fixed, 3887

flexible, 3887

rigid, 3887

membrane, 1748

preparation, 3887

probe methods, 4

small-scale, 3887

sterilizing grade filters, 1754

sterilizing grade membrane, 1748

types of, 1748

adsorptive, 1749

constituents, 1749

narrow size distribution, 1749

validation

in sterilizing grade filters, 1752

pharmaceutical processes, 1752

Filtration, 383, 3386

air mechanism of, 3887

centrifugal, 3888

methods, 3886

cake, 3886

clarification, 3886

depth, 3886

microorganism removal, 1748

membrane types of, 3028

resistance of crystal, 861

separative process of, 1748

[Filtration]

sterilization of liquids by, 3886

theories, 3886

unit process in pharmacy, 3886

Financial analysis model, 3017

Financial analysis tools, 3017

Fine particle dose (FPD), 2090

Fine particle fraction (FPF), 1429

Fine particle mass (FPM), 2278

Fine particle sedimentation, monitor of, 2587

Fining process

agents, 2511

Fire-resistant construction, 2882

Firewall, equivalent security guard, 2556

First law of thermodynamics, conservation of

energy, 393

First-order electrode, definition of, 1503

First-order phase transitions, features of, 2935

First-principle design, implementation, 865

First-principles models, application of, 858

Fischer projection, 2144–2145

Fish, drug disposition in, 3943

Fisher 344, 1416

Fisher subsieve sizer, 2592

Fiso Neb nebulizer, 2105

Fisonair� spacer, 1542

FITC-horse ferritin, 1356

FITC-horseradish peroxidase, 1356

Fitting core-shell models, nanoparticles

established by, 1066

Fitzpatrick Co. roller compactor, 3174

Fixed wavelength detectors, 534

Flame atomic absorption spectrophotometry,

3368

copper in, operation screen for, 3369

Flame ionization detection (FID), 1699, 3799

Flame ionization detector, 466

in gas chromatography, 197

Flame photometric detector (FPD), 466

Flame photometry

advantages for, 1762

analytical technique for, 1759

applications of, 1760

atomic absorption, 1759

bulk drug monographs, 1761

formulation monographs, 1761

high temperature, 1759

low-temperature, 1759

pharmaceutical analysis, 1760

quantitative tool, 1759

for reagents, 1761

spectral properties, 1759

with spectrophotometric technique, 1759

working principle, 1759

Flame photometer, 1759

automated models of, 1760

instrumentation of, 1759

Flammable solvents, quarantine storage of,

2879

Flammable waste products, 2879

Flashdose� (Fuisz Technology), 999

Flashtab� (Prographarm), 999

Flashtab technology, tablets manufactured

with, 1110
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Flat bottom flowmeter, 3276

Flat filter membranes

microbial detection, 1748

specifications, 1748

Flavin-dependent dehydrogenase (FAD),

115, 321

Flavonoids, 147–148, 2911

antioxidants, 143

and activity of enzymes, 143

biosynthesis of, 234, 235

cinnamoyl structure, 143

dietary intake, 143

quercetin, sources of, 143

and terpenoids, benefits of, 72

Flavor and Extract Manufacturers

Association (FEMA), 801

Flavor–drug interaction, 2232

Flavor modifiers, 1763

Flavoring agents

in liquid dosage forms, 2225

of pharmaceuticals, 2225

Flavors, 1763

agents, 1763

artificial, 1765

classification, 1764

natural, 1764–1765

characteristics, 1766

components, 1763

feeling factors, 1763

odor, 1763

taste, 1763

definition, 1763

drug products, 1772

enhancers, 1770

carboxylic acids, 1770

citric acid, 1770

food, 1770

pharmaceutical industries, 1770

sugar, 1770

foods aroma of, 1763

in industry, 1763

ingredients, 1766

instrumentation methods, 1763

modification technology, 1770

chemical modification, 1771

complexation, 1771

microencapsulation and coated systems,

1771

solubility-limiting methods, 1770–1771

vesicles and liposomes, 1771

pharmaceutical, 1764

liquids, 1764

pastes, 1764

preparation, 1767

solids, 1764

potentiators, 1770

primary taste, 1766

selection of criteria for, 1767

taste, 1763

taste-masking effects, 1770

FlavorTech, ODT technologies in

development, 1111

Flocculated suspensions, 3602

preparation, 3603

[Flocculated suspensions]

stability, by brookfield viscometer,

3608

viscosity of, 3608

Flocculating agents, of suspensions, 3606

Flocculation

capillary, 3141

continuous phase, 1555

dilatant, 3132

Newtonian, 3130

Non-Newtonian, 3130

pseudoplastic, 3130

reversible process, 1555

slit, 3141

FlocorTM, 1643

Flossing, 898

Flow

avalanching, 2354

cascading, 2355

cataracting, 2355

centrifuging, 2355

measurements, 1512

parameters, 3278

rolling, 2354–2355

slipping, 2353–2354

sustain release agent, 2081

Flow cytometry, 3402

Flow device, with movable orifices, 3281

Flow enhancers See Glidants.

Flow-injection analysis (FIA), 1499

immunoassays with, 2050

of reagents, 2050

technique of, 1512

Flow injection renewable surface

immunoassay (FIRSI)

with fluorescence detection, 1577

Flow-through cells, for liquid sample analysis,

3413

Flow types, static flow, 3280

Flowmeter, dimensions of, 3281

Floxin otic drops, 2481

Fluid air micronizers, energy source in, 2880

Fluid and solid boundary, heat transfer, 3871

split filter design in, 1445

Fluid-bed coating application, 766

Fluid-bed coating types

bottom spray methods, 2319

tangential-spray coating method, 2319

top-spray methods, 2319

Fluid bed dryers, 1444–1446, 3892

coolants in, 1444

drying tablet granules, 3657

Fluid bed-drying, 1444

for organic vapor applications, 1445

of spherical particle, 1436

Fluid-bed granulation, 2456

tablets manufacturing process, 3657

Fluid-bed granulator–dryers, 2876

Fluid bed granulators, 744, 2875

Heinen continuous, 745

Fluid bed processes, 1773

particulate design and preparation,

1776–1778

Fluid bed reactor, 1134

Fluid-bed technique, 2330

Fluid corporate nervous system, 2558

Fluid dynamics, analysis of, 4045

Fluid energy grinding, 3600

for drug particle size reduction, 3600

Fluid extracts

formulations, 957

liquid preparations, 957

Fluid flow

analysis, 3868

Bernoulli’s theorem, 3862–3863

in bodies, 3867

flow energy, 3862

frictional losses at pipe fittings, 3866

kinetic energy evaluation, 3862

laminar flow, 3863, 3865

degradation energy in, 3865

flow changes, 3865

measurement, 3863–3865

venturi meter, 3863, 3864

mechanical energy, 3862

in pipes, 3865

pressure drop calculation, 3866

in pipe frication, 3866

pressure energy, 3862

pumps, 3869

impeller pumps, 3869

positive-displacement pumps, 3869

resistance of, 2590

Reynolds number, 3865

streamline flow

mathematical analysis, 3865

Poiseuille’s law, 3865

in tube, 3865

velocity, 3865

volumetric flow rate, 3866

tubes in noncircular cross section, 3866

turbulent flow, 3863, 3865

unit mass volume, 3862

unit operation in pharmacy, 3862

volumetric flow rate, 3863

Fluid flow dynamics, 2640

Fluid thioglycollate medium (FTM),

2287

Fluid vesicle dispersions, 1120

Fluid extractum. Fluid extracts.

Fluid glycerates, 957

Fluid glyceratum. See Fluid glycerates.

Fluidization

technology, 1773

types of, 1773

Fluidization velocity, for spherical particles,

1445

Flunisolide, 2110

Flunixin meglumine

by intravenous injection, 3959

in cows, 3959

treatment of mastitis, 3959

Fluorapatite, definition of, 891

Fluorescein isothiocyanate (FITC), 203

adiabatic process, 3197

airflow design parameters, 3198

air velocity design parameters, 3198

air velocity versus bowl capacity, 3198

I58 Index

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



[Fluorescein isothiocyanate (FITC)]

bovine albumin, 1356

dextran, 3579

energy transfer, 3197

equipment design criteria, 3198

equivalent drying efficiency, 3198

fluidization air velocity, 3198

fluidized material, 3197

heat convection, 3197

heat transfer rate, 3198

heating design parameters, 3198

heating versus bowl capacity, 3198

mass transfer rate, 3197

moisture content

near-infrared spectroscopy (NIR), 3198

periodic measurement of, 3198

rate-limiting diffusion, 3197

scale-up of, 3198

thermodynamic treatment, 3197

Fluorescence, 3387

absorption of ultraviolet, 201

advantages of, 201

applications, 1973

biomedical trace analysis, 199

cells, 3398

characteristics of, 3388

chemiluminescence, 204

comparison, 1974–1975

as chromatographic detection device, 452

decay time, 1973, 3388

detector, 201

efficiencies fluorescence emission

CD(FDCD), 452

excitation wavelengths, 201

filter instruments, 201

flow cells, 201

fluorimeters, 201

fluorimetric detector, 201

halogenated solvents, 201

headspace oxygen analyzer based on,

1973

high-performance liquid chromatography,

201

intensity of, 3392

intensity quenching, 1972

light emission, 204

limitations, 1973

measurements, 1065

measurements, 201

non-halogen-containing solvents for,

201

of 2-naphthoic acid, 3389

operation technique, 1971–1972

pH dependence of, 3391

polarization, 1576

quantitation for, 201

quantum yield of, 3389

quenching, 542, 3391

quenching sensors, 1973

schematic diagram of, 201

sensors, 3401

wavelengths of, 3389

Fluorescence detectors, 304, 534

of aromatic molecules, 3389

[Fluorescence detectors]

high-performance liquid chromatography

(HPLC), 3402

Fluorescence immunoassays (FIA), 2054

fluorescent labels, 2054

fluorogenic molecules, 2054

heterogeneous, 2054

homogeneous, 2054

immunochemical binding system, 2054

photoexcited fluorescence measurement,

2054

spectral characteristics of, 2054

Fluorescence polarization immunoassay,

204

Brownian motion of, 2055

fluorescence immunoassays, 204

fluorescence transition moment, 2055

phenomenon of, 204

photoselected molecules, 2055

physical principle, 2055

polarized emission, 204

Fluorescence spectra

chemical structural aspects of, 3389

and high-performance liquid

chromatography (HPLC), 3402

hydrogen-bonding solvents in, 3390

of pharmaceutical compounds, 3389

pH effects in, 3390

solvent effects in, 3390

temperature effects in, 3392

Fluorescent analytical methods, in

pharmaceutical sciences, 3387

Fluorescent antibody tests, 1144

Fluorescent cell-sorting, 3402

Fluorescent in situ hybridization (FISH), 932

Fluorescent microscopes, in biomedical

sciences, 3400

Fluorescent molecules

acid-base reactions of, 3391

concentration of, 3391

lifetimes of, 3391

Fluorescent optical sensors (FLOPS)

in analytical spectroscopy, 3402

instrumentation, 3401

fiber optic, 3401

lasers, 3401

optical filters, 3401

Fluorescent quenching technologies, 3049

Fluorescent probes, 2054

Fluoride mouthrinse, 895

products effect of, 895

solutions, 895

Fluoride tablets, application of, 893

Fluorimeters, 201

analysis in aqueous solutions

excitation wavelength, 201

fluorescence detector, 201

operation of, 201

pulsed-source, 2056

radioactive decay curves, 2056

sensitive and selective

steady state, 2056

Fluorinated elastomers, 2242

carbon–fluorine bonds, 2242

[Fluorinated elastomers]

constituents of, 2242

Fluorinated surfactants, 344

Fluorocarbon–hydrocarbon diblock

compounds, 344

Fluorocarbon—perfluorooctyl bromide,

342–345

Fluorocarbons, 1617

emulsions, 349

liquids, 1430

Fluoroelastomers, saturated elastomers,

1467

Fluorogenic detection reagents, 542

Fluorogestone acetate, 1351

Fluorophore, 1972

decay characteristics,, 3403

isothiocyanates of, 203

luminescent label, 203

Fluoropolymers, melt-processible, 2241

Fluoroquinolone, antibiotic, 1190, 2807

Fluoroquinolone otic preparations,

2481

Fluoroquinolones, 1399

and metals, 1397

antiinfective agent, 1397

constituents of, 1397

Fluororelastomers, 2237

Fluosol, assessment of, 342

Fluosol-DA�, 1550

Fluosol�, 1643

Flurbiprofen, 1078

salts melting point for, 3180

Foam aerosols, 997

Focal necrosis, 1142

Focused beam reflectance measurement

(FBRM), 4082

definition of, 860

method, 4082

Foil gages, application, 3685

Foil preparation, 2978

Folate receptor, 1328

difference levels of, 1328

mediated endocytosis, 1334

Folate-targeted liposomes, deposition of,

1333

Folic acid antagonist, 1134

Follicle stimulating hormone (FSH), 70, 1429,

2748

Fomentations

constituents, 957

narcotic drugs, 957

Food, 1779

and acarbose (Precose), 1397

treatment of diabetes mellitus, 1397

and Alendronate (Fosamax), 1397

bioavailability of, 1397

and miglitol (Glyset), 1397

treatment of diabetes mellitus, 1397

antiinfective agents, 1397

colorants, 649

drug absorption, 1397

excipients for, 1638

in gastrointestinal (GI) tract, 1397

interaction study, assessment of, 2922
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[Food]

in vitro models, 2819

biorelevant dissolution models, 2819

gastric fluid simulation, 2819

on absorption, influence of, 2824

mixture, viscous rheology of, 1720

on pharmacokinetics, impact of, 2819

poorly water-soluble, effect of, 2819

Food additive petition, drug product, 1658

Food Additives Amendment of 432, 1958

Food and color additives regulation, 649

Food and Drug Administration (FDA), 1,

591, 649, 1104, 1572, 1622, 1650,

1657, 1931, 1941, 1955, 2384, 2468,

2629

abbreviated new drug applications

(ANDAs), 1782, 1783

activities, 1779

applications of, 3190

blend uniformity draft guidance,

2968

CDER, 1783

chemical testing, 3190

clinical investigators, 1926

devices, 1780

drugs, 1780

federal agencies, 1779

foods, 1780

clinical supply inspections of

manufacturers, 592

for commercialization, 2625

cystic fibrosis treatment of, 1650

in Dietary Supplement Health and

Education Act (DSHEA), 1789

diffusion analyses, 3190

diffusion testing, 3190

drug formulations, 2626

drug packaging guidelines and regulations,

2526

drug regulation, 1782

exclusivity, 2619

Federal Food, Drug & Cosmetic Act

(FFDCA), 1781

fine particle fraction, 1650

guidance

industry, 1781–1782

reviewers, 1782

guidelines, 1404

for carcinogenicity studies, 689

for OTC medication labels, 2418

international harmonization, 1788–1789

innovative programming, 2166

manufacturing regulation, 3076

NDAs, 1783

new drug application (NDA) submitted to,

561

in Nutritional Labeling and Education Act

(NLEA), 1789

oral solid dosage forms, 1893

organization classification of, 1

physical tests, 3190

Public Health Service Act, 1781

and stability information systems, 733

stability long-term, 3

[Food and Drug Administration (FDA)]

in United States, 1891

in vitro release rate, 1320–1321

controlled-release dosage forms, 3190

enteric-coated dosage forms, 3190

immediate-release dosage forms, 3190

solid oral dosage forms, 3190

in vitro dissolution, 3190

in vitro release-rate testing, 3190

in vivo bioequivalence, 3190

Food and drug administration modernization

Act, 61, 1780, 2841, 3191

biologic products, 1781

FDA’s policies, 1781

FDA’s regulatory activities, 1780

Food and Drug Cosmetic Act (FD&C),

1929

Food and drug law, 2841

Foods, drugs, and cosmetics (FD&C)

colarants, 651

allergic-type reactions by, 650

aluminum lakes, 656

fading characteristics of, 669

physical properties for, 669

blue, 648

dyes, 651

fading characteristics of, 669

orange, 648

product label of, 650

solubilities of, 667

stability data, 667

yellow, 652

Foods, drugs and cosmetic act (FDCA),

432, 2904

Food-effect studies

design of, 2821

timing of, 2821

Foods, drugs and cosmetics (FD&C) yellow,

652

Footand-mouth disease virus, 3911, in mice,

3912

for cystic fibrosis, 273

for flavor modification technology, 1771

Forced convection heating process, 3513

Forced-circulation evaporators, 3880

Forced-convection batch sterilizer, 3513

Force-feeders, in roller compactors, 3165

Force transducer, as strain gauge, 3666

Forcolonic bacterial metabolism, 2871

Fordermal therapy, 996

Foreign compounds, 310

deleterious effects of, 310

excretion of, 310

glucuronidation, 318

Foreign molecules, degradation of, 23

Form factor

analytic function of, 1055

definition of, 1053

Formazan, 151

Fosinopril sodium, 2942

Fosphenytoin

constituents, 2251

prodrug, 2251

therapeutically active compound, 2250

Fotus. See Fomentations.

Fourier-transform ion cyclotron resonance

(FTICR), 3806

applications of, 3806, 3807

Fourier analysis techniques, 2583

Fourier transform (FT) NMR spectroscopy,

3297

Fourier transform-near-infrared

spectroscopy, 3631 (FT-NIR)

Fourier transform infrared microscopy

for bulk drugs analysis, 3417

non-invasive method, 3417

for structural identification, 3417

Fourier transform infrared (FTIR)

spectrometer, 3405, 3407, 3410

chromatographic instruments, for

structural characterization, 3417

advantages of, 3410

applications of, 3405

chromatographic technique, 3405

double-beam, 3410–3411

in industrial on-line process control, 3410

optical diagram of, 3411

single-beam, 3410

Fourier transform infrared spectroscopy

(FTIR), 305, 701, 1648, 1708, 1830,

1839

measurements, 1648

protein–excipient hydrogen bonding, 1648

protein secondary structures, 1648

Fourier transform spectrometers, 3375

Fourier’s equationof heat conduction, 1435

Four sector mass spectrometer=Fourier

transform mass spectrometer,

2264

analog detection device, 2265

biological matrices, 2264

constant neutral loss scanning capabilities,

2267

mass accuracy, 2264

radio flow detector, 2264

selective=sensitive detector, 2267

ultrahigh resolution, 2264

Fox–Flory equation, 399

Free energy perturbations (FEP), 724

advantages of, 724

equilibrium constants, 724

mutations process for, 725

Fractal

applications in pharmaceutical and

biological, 1796

aerosol delivery, 1799–1800

atomization, 1799

dissolution, 1796–1798

granules, 1798

morphological change, skin, 1803–1804

protein, 1800–1802

tabletting, 1799

aerosols, 1800

analysis, 1791

boundary and surface, 1791

atomic force microscopy (AFM), 1794

gas adsorption, 1793

image analysis, 1791–1792
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[Fractal]

mercury intrusion porosimetry, 1793

charcoal, 3277

cromolyn sodium, 3277

dimension, 1791

geometry, 3277

lactose, 3277

Fractal dimensions and aerosol

characterization, 1799–1800

Fraction cosolvent, 811

Fractionating powders, 2589

Fractionation process, 2586

Fracture mechanisms, 2972, dendrimer

fractured, 884

Fragility, definition of, 86

Fragrances, microencapsulated, 2330

Frandol�, 1086

isosorbide dinitrate-releasing TDD system,

1086

Free energy

of adsorption, 1172

diagram, 87

Free energy–temperature relationship, 86

Free-fall blenders

bin blenders, 3205

double-cone blenders, 3205

V-blenders, 3205

Free-fall tumbling mixer

chaotic conditions in, 2967

Free plasma abciximab concentrations, 2810

Free radical, 3542

in carcinogenesis, 139

definition of, 141

detection and characterization of, 151

diseases associated with, 148

sources of, 141

in stroke, 139

toxic biological response, 139

Freeze concentration in amorphous system,

1809

Freeze-dried products, 2979

formulation and stability, 1820–1830

relationships between formulation and

process, 1821–1822

Freeze-drying, 1834

advantage, 1107, 4113

development and scale-up pathway,

1834–1836

equipment influences, 1846–1847

excipient, 1822

formulation design and product

characterization, 1836–1837

parameters, processing, 1838

plants, 1807

process, 1808–1820

process, lysozyme model, 1838

process development considerations,

1842–1845

product design, 1836

product preparation, 1837

solid, 3893

tablet matrix principle, 1107

X-ray powder diffractometry (XRD)

technique, 4113

Freeze–drying process

for preparation of

ketoprofen and dicumarol dispersions,

775

Freeze–thaw

cycles, 1824

procedures, 1117

stability, 1826

Freeze fracture technique, 1119

Freeze-fracture electron microscopy,

1319

use of, 1058

Freezing, 1808–1812

concentration, 1808–1809

crystallization of excipients and

consequences, 1809–1810

instability, 1810–1811

parameters, 1811

pH during, shifts in, 1810

of phosphate buffer solutions, 1810

stabilization during, 1825–1826

Freezing-point depression

colligative property, 3772

cryoscopic constant, 3772

crystallization, 3771

definition, 3772

molal depression constant, 3772

non-volatile solute, 3772

osmometers, 3776

Raoult’s law, 3772

solid and liquid phases, 3771

thermodynamic principles, 3772

Freezing-point osmometry, 3776

French paradox, 2439

Frenkel–Halsey–Hill (FHH) theory, fractal

geometry, 1793

Frenkel defect, 3545

Freon propellants, 2093

Frequency distribution curves, 2974

Frequency modulation spectroscopy (FMS)

applications, 1971

comparison, 1974–1975

in non-destructive gas concentrations

monitoring, 1971

operation principle, 1971

Fresnel reflection, 3377, 3379

Fresnel’s equation, 448

Fretting corrosion, 783

Freund’s adjuvant, 1418

Fricke dosimeter, 3543

Front–end multiple quadrupole ion source,

3047

Frontline�, 3981

FrostaTM, ODT technologies in development,

1112

Froude number

compaction force, 3194

granulation, 3194

range of, 4087

in scale-up technology, 3195

versus bowl capacity, 3195

Frozen ethanol layer, 2318

Frozen maltodextrin systems, 1811

Fructose, isomerization to, 1614

Frusemide, 2862

FTC regulation, 63–64

in advertising and promotion of

drugs, 64

in prescription drug advertising, 64

FTC versus FDA regulation, 63–64

in advertising and promotion of

drugs, 64

Full-stream trough sampler, 2964

Fumaric acid (FA), in polyanhydride

preparation, 184

Functional proteomics, 3041

Functions of, 143

Fungi-nail�, 2423

Funnel flow device, with interchangeable

orifices, 3281

Furanocoumarins, biosynthesis of, 235

Furosemide, 2862

dissolution activation energies for, 778

polymorphs relaxation times of, 2942

Fusion process, in ointment preparation, 3266

Fusogenic lipids, 644

Fuzzification, 2404

Fuzzy logic, 2403

applications, 2403–2404

tablet disintegration time by, 2403

tablet hardness desirability by, 2404

Fuzzy rules, for fan heater control, 2404

Fuzzy sets, 2403–2404

GAB equation, 2372

Galactomannam, cross-linked, 1237

Galactosidase protein, 121, 1414

Galenical Developmental System (GSH),

1668

Galenicals, 948

extraction, 948

pharmaceutical preparation, 948

Gall bladder contraction, 2872

Gallopamil, 2125

Galvani potential difference, 1502

Galvanic corrosion, of metals in seawater, 783

Gamma-aminobutyric acid (GABA), 76, 1043

release of, 76

Gamma camera imaging, 3095

Gamma cyclodextrins, 682, 687

Gamma-hydroxybutyrolactone and

hydroxybutyric acid, 186

in polyorthoester degradation, 186

Gamma interferon, 1614, application of,

2743

Gamma-interferon, application of, 2743

Gamma-linoleic acid (GLA), 72

Gamma rays

in nuclear medicine, 3085

Gamma-sorbitol, 3681

as tablet diluent, 3681

crystalline forms, 3681

spray-dried varieties, 3681

Gamma scintigraphic imaging, study of, 2868

Gamma scintillation counting, 1150

Gamma-rays and X-rays energies of

measurement of, 3086

Gamma-scintigraphy, assessment with, 1290
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Ganciclovir, 1224

Gang test assays, 3510

Garbling process, 2905

Gargarisma. See Gargles.

Garlic (Allium sativum), 72

Gas adsorption chromatography (GSC), 463

Gas adsorption studies, procedures for, 2590

Gas antisolvent recrystallization (GAS),

3570

Gas chromatography (GC), 196

advantage of, 463

alcohol content

determination of, 499–500

water in pharmaceutical raw materials

and dosage forms, 497

aqueous solutions, 196

argon ionization detector, 198

sensitivity, 198

analyzers, 1970

applications for

chromatographic and radiochemical

purity, 483–484

autosampler, 1970

for biomedical applications, 197

capillary column, 473

advantage, 464, 472, 516

development, 463

high resolution capability of, 516

rate theory for, 466

thickness, 472

components, 1968

determinations, types, 514

drawback, 1969

efficiency of, 466

electron capture detector

carrier gas flow rate, 198

halogen atoms, 198

polar functional groups, 198

sensitivity, 198

flame ionization detector, 197

sensitivity, 197

gas flow rates, 467

headspace oxygen determination, 1968

headspace analysis, 474, 500

hydrogen flame detector, 198

sensitivity, 198

injection port of, 199

injection process, 468

isothermal, 473

for lipid analysis, 981

and mass spectrometer (MS), 198

analysis of trifluoperazine, 198

application of, 198

assay method for, 198

chemical ionization, 198

ionic mass-to-charge ratios, 198

in pharmacological research, 198

radio-labeled trifluoperazine, 198

time-of-flight, 198

mobile phase transports in, 1968

organic compounds, 197

pharmaceutical identification of raw

materials and dosage forms

determination of, 485–486

[Gas chromatography (GC)]

of organic volatile impurities, 501–514

pharmaceutcial raw materials and dosage

forms, 518

pharmaceutical, 500–518

volatile matter, intermediates, 487–496

portable, 1970

quantitative and qualitative analysis, 474

separation process, 196

separation techniques, 473–474

solvents for, 196

stationary phase

system components=equipment, 466

automatic injection, 468–469

columns, 469–473

on-column injection, 468

detectors, 469, 470–471

flow control, 467

gases, 466–467

inlet splitter, function, 468

oven and temperature controls, 469

sample inlets, 467

split injection, 468

splitless injection, 468

temperature programming, 473

thermal conductivity detector, 197

sensitivity, 197

theory, 464–466

types of detectors used in, 196

volatile by chemical derivatization, 196

Gas chromatography=Mass spectrometry

(GC=MS)

abietic acid, 1699

amphetamines in hair, determination of,

3571

applications, 1699, 1704

atmospheric pressure chemical ionization,

1705

negative ion mass spectra, 1704, 1705

positive ion mass spectra, 1704

chromatogram of, 1694

cold filtration technique, 1702

elastomeric packaging component, 1699

of extractables=leachables, 1699

ionization processes

chemical ionization, 1699

electron ionization, 1699

molecular ion confirmation, 1701

from pharmaceutical packaging materials,

1699

pyrolysis, 1708

qualitative analysis, 1699, 1704

thermal desorption, 1708

for drug analysis, 3572

Gas–liquid chromatography (GLC), 463,

2849

flash evaporation, 196

liquid stationary phase, 196

non-volatile substances, 196

boiling point, 197

liquid column coating, 197

melting point, 197

thermostable, 197

separation process, 196

Gas-permeable membrane, 1508

Gas-sensing configuration, 1508

Gas-sensing electrodes, 1508

Gas-tight locking syringe, 1970

in drug delivery systems, 3571

in paracetamol precipitation, 3572

for solute precipitation, 3570

capillary, 3571

coaxial, 3571

ultrasonic atomizers, 3571

Gastrointestinal tract (GI), 426

absorbed in, 1242, 1298

absorption window of, 2866

anatomical arrangement, 3943

monogastric species, 3943

ruminant species, 3943

antigens in, degradation of, 3918

blood perfusion of, 1288

capacity

in adult cattle, 3947

in goats, 3947

in sheep, 3947

disease, 2664

microflora in, 2631

occluding junctional complex (OJC),

1230

drug absorption, 1396, 2631

epithelium, 24, 25

hypersensitivity reactions, 47

medication in, 1905

mucosa, 23

mucosal immune system, 3917

pharmacokinetic interactions, 1396

pH of, 22

physiology of, 22

secretions, 24

structure and motility, 23

therapeutic activity, 1396

Gas phase polymerizations, 3543

Gas pycnometer, 3283

Gas streams, spherical particles in,

1437

Gastric absorption, of acidic drugs, 23

Gastric acid secretion

cephalic phase, 24

gastric phase, 24

intestinal phase, 24

phases of, 23

Gastric acidity, 2820

nocturnal patterns of, 2872

Gastric carcinoma, 150

Gastric emptying

delayed, 1253

fat on, effect of, 2868

posture and gravity on

effect of, 2868

phases of, 2871

process of, 2867

variability in, 2825

Gastric emptying

nature of, 1246

process rate, 1423

time (GET), 1246, 2631, 2820

Gastric irritation, 605, 1245
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Gastric juice, 24

constituents of, 24

ionic composition of, 24

volume of, 2872

Gastric motility, disease affect, 2871

Gastric mucosa

epithelium of, 2713

irritant to, 1253

Gastric proteases, oral drug administration

Gastric residence time, 1291

Gastric retention, 1253

Gastric ulcer healing, model for, 296

Gastroduodenal ulcers, 1242

Gastroduodenostomy, 218

Gastroesophageal reflux disorder, 1242, 2871

Gastrointestinal absorption, 428, 940, 3945

from gastrointestinal tract, 3945

Gastrointestinal bleeding, 944

Gastrointestinal disturbance, 3003

Gastrointestinal degradation, 2674

Gastrointestinal disease, effect of, 2871

Gastrointestinal disorders, patients with,

1304

Gastrointestinal effects, 73

Gastrointestinal fluid, 426, 1093, 1294

Gastrointestinal irritation, absence of, 1294

Gastrointestinal motility, 214, 1017

changes in, 2872

process of, 1244

Gastrointestinal physiology, 2713

Gastrointestinal stromal tumors, types of,

1326

Gastrointestinal symptoms, 368

Gastrointestinal therapeutic systems (GITS),

992

Gastrointestinal transit, 1246

effect of, 2871

variation in, 2866

Gastrointestinal ulcerative lesions, 681

Gastroretentive systems

application of, 1253

design of, 1253

Gaucher’s disease, 2473

Gaulin-type homogenizers, 1997

Gaussian distribution, 1898

Gaussian functional link network, 2402

Gaussian-shaped waveform, 1495

Gauss-Newton approximation, 2763

Gavage dosing, 1423Gear pump, 1731

Geiger–Mueller counters See GM counters.

Gelatin, 991, 1718, 1861, 1883

characteristics

film forming properties, 992

non-toxic, 992

reversible phase change, 992

soluble in biological fluids, 992

cross-linking

rate of, 1866

reaction, 1864, 1865

digestion, by enzymes, 1861

drug delivery system, 1644

factors inducing, 1865–1867

film absorbable, 1883

forms of, 992

[Gelatin]

formulations, 1869–1871, 1872

exposure of, 1861

in hydrogel preparation, 190

physiochemical properties of, 421

polypeptide backbone, 1863, 1865

primary amino groups of, 1869

sponge absorbable, 1883

types, 1863

animal-derived excipients, 1642

capsules 992

dissolution characteristics of soft, 1867

hard, 992

soft, 992

Gelatin–acacia complex coacervation, 2330

Gelatin capsules, hard, moisture in, 3383

Gelatin-gum arabic system, 2316

capsules, 406, 1616, 2085

bioavailability of digoxin, 3948

dimensions of, 408

drying process, 408

film, 407

and hypromellose, 407–408

colorants, 407

pigments, 407

preservatives, 407

polyethylene glycol (PEG) in, 407

solutions, 407

storage conditions, 413

Gelatin membrane filter (GMF), 2310

Gelatin nanospheres

for gene delivery, 1186

sealing process, 422

shell ingredients, 424

Gelatina. See Gelatins, 957.

Gelatum. See Gels.

Gel-diffusion test, 1418

method, 3060

Gel-formers

absorbable, 161

application of, 161

burn wound healing, 162

hemostatic application, 162

insulin controlled release systems, 162

misoprostol

release of, 163

periodontal application, 161

as sealants for microporous implants,

163

skin wound repair, 162

tissue adhesive formulation, 162

Gel film ophthalmic (Upjohn), 1883

Gel filtration chromatography (GFC), 532

calibration methods

broad molecular weight, 532

primary, 532

secondary, 532

universal, 532

for separation, of water soluble biopolymer

Gel-forming hydrophilic polymers, 1881

Gel-forming polymers, 1875

Gel-forming substances

concentrations of, 1880

pharmaceutical uses, 1881–1889

Gel foam (UpJohn), 1883

Gel-forming solutions, 1220

Gelled petrolatum base, 3259

Gelling agents, 3264

polysaccharide, 1885

Gelling materials, 1289

Gel permeation chromatography (GPC),

532

of polymers

for separation, 532

polar organic mobile phases in, 532

pharmaceutical, 1886

carbomer, 1887

hydroxypropyl cellulose, 1886

hydroxypropyl methylcellulose, 1886

structurers, 532

in two-phase systems, 3264

Gel-phase nuclear magnetic resonance, 3456

Gel-state mucus layers, 2680

Gelucire�, 1294, 1258

in chloroform, 4069

Gelucire 44=14, 778

Gene

biochemical analysis of, 1901

biological utilization of, 1901

complex process, 1898

delivery vehicles, 1065

difference between antisense oligo and,

936

and DNA delivery, to skin, 2751

drugs, 1899

encoding, 1134

epigenetics controlled by, 1898

field of, 2752

for cell immortality, 264

Gene–gun administered plasmids, 1355

goal of, 2751

isolation, 260

large-scale analysis is, 1901

method of, 645

mutation-like effects, 1897

mutations, 438

physiological effects, 2796

protein function, 1901

protein identification of, 1901

structure of, 1054

therapy, 263, 929

transcription controlled by, 1898

variability of, 1897

Gene-deleted vaccines, 3910

Salmonella typhimurium, 3911

pseudorabies virus, 3911

thymidine kinase gene, 3911

Gene expression microarrays (GEMs), 2198

Gene products, indirect, fermentation as,

2832

Gene-specific oligonucleotides, 2796

molecular mechanisms, 2796

quantitative real-time PCRs

amplification of, 2797

enzyme reverse transcriptase (RT), 2797

gene expression kinetics of, 2797

for single nucleotide polymorphisms,

2797
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[Gene-specific oligonucleotides]

gene activity regulation of, 1898

LUX primers, 2797

Scorpion primers, 2797

self-quenching primers, 2797

tissue-specific DNA modification, 1898

X-chromosome inactivation, 1898

analysis and interpretation of, 2797

biochemical mechanisms, 2796

complementary DNAs (cDNAs), 2796

drug resistance development of, 2797

General Agreement on Tarrifs and Trade

(GATT), 3718

Generally recognized as safe and effective

(GRASE) drugs, 2420

Generally Regarded As Safe (GRAS), 2273

Generic antibiotic application, 3188

Generic Drug Enforcement Act, 1780

Generic drug products

bioavailability–bioequivalency, 1892

measurement, 1893

business strategies of, 1894

development, 1891

regulatory process, 1891

side-effects profile as, 1891

testing of, 1892

therapeutic profile as, 1891

Generic manufacturer, 1891

Generic pharmaceutical industry sssociation

(GPIA), 2471

Generic pharmaceutical manufacturer,

2616

for commercialization, 2625

identification of patents, 2621

infringement exemptions, 2624

innovator’s product centers, 2620

paragraph certification, 2621

patent certification, 2621

patent infringement liability, 2624

Generic pharmaceutical products

application of, 4100

marketing approval of, 4100

testing of, 4102

Genetic algorithms

and neural networks, 2402

optimization, 2403

Genetic algorithm similarity program

(GASP), 4018

Genetic diseases

genetic variability effects, 1900

medical diagnosis, 1899

mendelian disorders, 1899

phenotypic expression, 1899

Genetic engineering, 260

methods, 355

Genetic material, cloning of, 260–261

Genetic optimization for ligand docking

(GOLD) program, 4027

Genetic polymorphism, 586

Genetic skin disease, 3821

Genetic therapies, 278

Gengrafcyclosporin A formulation, 3349

Genistein, 2441

in cancer prevention, 2443–2444

Genome 264, 1420

definition, 930

protein complement of, 3041

techniques, 1897

Genotoxic compounds, 436

Genotoxic contaminants, 442

Genotoxic estrogen metabolites, 2443

Genotoxicity

assays, 437

battery, 438

potential, 2774

testing, 569

Genotyping

analysis of PCR products, 2796

DNA sequencing, 2796

polymerase chain reaction amplification of

microsatellites, 2796

restriction fragment length polymorphism

(RFLP), 2796

techniques for, 2796

Gentamicin, 162, 1020, 1353

drug delivery ophthalmic, 1222

elimination glomerular filtration, 3965

half-life of, 3963

in nebulizers, 2096

nebulization flow rate, 2097

volume distribution, 3964

Gentamicin soaked hydrogel lenses, 1221

Gentamicin sulfate, plasma concentration,

3955

Gentian violet, 2479

Geodon�, 3361

Geographical BSE Risk (GBR), 406

Geomatrix� system, 991, 999, 1255

Geometric isomerism, 2146

C-heteroatom double bonds, 2147

in cyclic compounds, 2147–2148

non-mirror images, 2146

non-superimposable images, 2146

Geometric standard deviation (GSD),

2093

Geriatric dosage form, 998–999, 1905,

1922–1923

Geriatric dosing, 1905

Geriatric pathology, 433, 434

Geriatric patients

dosage forms of, 1922

eyedrops, 1923

inhalers, 1923

Germ cell mutagenicity, 1413

Germ line mutations, 1413

Germaben II-E, 3270

Germall 115, 3270

Germall II, 3270

German pharmacopeia, 2212

Gerteis Co. roller compactor

compaction, 3174

diagnostic feature functions, 3173

feeding system, 3174

granulating units, 3174

Ghoose–Crippen atom types, 4015

Giant papillary conjunctivitis (GPC), 2204

Gibbs free energy, 636, 2219

derivative of, 2935

Gibbs–Helmholtz free energy, 401

Gibbs phase rule

for salol–thymol system, 762

thermal analysis techniques for drug,

3733

Ginger (Zingiber officinale), 72

Ginger jake paralysis. See Jamaica ginger

paralysis.

Gingival crevicular fluid, 904

Gingivitis-reducing properties, 898

Gingko biloba, 72–73

Ginseng, 73

definition of, 73

GISSI-prevenzione trial, 2439

GITS�, 1246

Glactosamine, 1330

Glass

of amorphous multicomponent mixtures,

399

capsule device, 1214

classification of, 1276

containers, and polymer processing,

179

in metered dose inhalers (MDIs),

2274

DSC scan of, 400

electrodes, 1507

formation, for small-volume parenterals,

1276

volume changes associated with, 777

high-shear mixing of polymer, 179

light sensitive SVIs, 1276

melting temperature of, 776

membrane, in precipitation, 1276

surface of, 1507

of miscible mixtures, 399

of polymers

factors affecting, 180

plasticizers effect of, 180

pH levels, 1276

polymer extrusion of, 179

quality control of, 1276

solutions and glass transition temperature,

776

solutions and suspensions, 776–777

solutions formation, 777

solutions vs. solid solutions, 777

definition of, 776

transition temperature (Tg), definition of,

86

transition temperature and polyorthoester

composition, 186

transition temperature, 399, 2079, 2925

Type I, II and III, 1276

transitions, 1122

Glassy–rubbery transition, 2032

Glatt Multicell production line, 745

Glatt Powrex systems, 3194

Glaucoma

treatment of, 944

delivery, 1223

Glaucoma drug. See Pilocarpine.

Glaucoma filtration surgery, 1223

GLC (Gas-liquid chromatography), 2
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Gliadel�

Glidant action, mechanism of, 3280

Glidants, 988, 990, 3279

colloidal silicone dioxide, 3280

magnesium stearate, 3280

starch, 3280

tablets assessing method 3659

colloidal silicain 3659

talc, 3280

Glioblastoma multiforme 179

recurrent, 186

and Gliadel� therapy, 179

Glioma cells, receptors on, 1328

Global and National Commerce Act,

elctronic signature in, 2560

Global planning, effective, 570

Globular proteins

cell membrane, 25

intrinsic proteins, 25

Glomerular filtration, 2636, 3095

Glomerular filtration rate (GFR), 576, 586,

1020

cats, 3962

cattle, 3962

dogs, 3962

goats, 3962

humans, 3962

measure of, 3032

pigs, 3962

sheep, 3962

Glomerular function, 2636

Glove piston effect, 2139

Glucopyranose, 672

Glucosamine, 73, 2431

active constituents in, 2446

applications, 2436

and chondroitin combination, 2446

clinical trials, 2436

combination therapy, 2437

disaccharide of, 3054

effects, 2436

GAG matrix formation by, 2436

incidence, 2435–2436

Glucosamine=Chondroitin, 73

Glucosamine=Chondroitin Arthritis

Intervention Trial (GAIT), 2436

Glucosamine sulfate, 2436

Glucose

cyclic, 1617

polymer, 3060

subcutaneous injection of, 116

Glucose-containing formulations, 2381

Glucose-6- phosphate dehydrogenase

(G6PD), 1019

GlucoWatch� G2TM Biographer, 3849

Glucuronidation, 2635

conjugation reactions, 317

of endogenous substrates, 318

foreign compounds, 318

of tertiary amines, 318

Glucuronides intramolecular rearrangement,

318

Glucuronidic prodrugs, 1255

Glucuronosyl transferase, 2444

Glucuronyltransferase, 2635

Glutamate hydrolase, conjugate of, 1146

Glutamic acid, 42

and naltrexone, 177

Glutaraldehyde, 2025, 2316, 2332–2333

protein crosslinking by, 2317

sporicidal activity of, 2988

Glutathione

biliary excretion of, molecular-weight, 323

conjugation reactions, 318

conjugation reactions of detoxication,

319

in asymmetric centers, 318

in stereochemistry, 319

in stereospecificity, 319

epixodes, 318

non-specific enzymes, 318

in oxidation, epoxides, 313

phase I biotransformation reactions, 318

substitution reactions, 318

Glutathione reductase, 1136

Glutathione S-transferases

cell structures, 319

endoplasmic reticulum, 319

isoenzymes, 319

Glutathione synthetase, 1019

Gluteal administration, technique for, 2645

Gluten protein, malabsorption of, 1615

Glutoid capsules. See Capsules, glutoid, 958.

Glycation, definition of, 286

Glycerides derivatives, 3747

Glycerin, 3360

sweeteners, 1770

Glyceritum. See Glycerites.

Glycerogelatins, 958

Glycerogelatinum. See Glycerogelatins.

Glycerol, 2382

Glycerol monostearate, 1734

melting and rheological properties of, 767

Glycerol palmito stearate, 2978

Glyceryl methacrylate (GM), 2028

Glyceryl monocaprylate=caprate, 14

Glyceryl monooleate, 1294, 1071, 1075–1076

Glyceryl trinitrate, 991, 1071

in dosage forms, 3949

in metered-dose aerosol preparations,

1076

pharmax tablets of, 1076

sublingual administration of, 1076

tablets of, 1076

Glyceryl trinitrate tablets, monograph for,

3653

Glycine, 1820

carbonyl resonance of, 3301

domestic animal species, 3963

steric hindrance and polymer degradation

effect on, 188

sucrose system, 1821

Glycine–citric acid

Glycocalyx, 23, 2715

Glycogen synthesis, 317

Glycolate buffer, use of, 389

Glycolipid Compounds, 976

Glycolmethacrylates, 2028

Glycoprotein

cell adhesion molecules are, 1141

mucus a biochemical component of,

1346

structure, 1347

surface of, 2720

Glycosaminoglycan, 1884, 2028

chondroitin, 2431

glucosamine, 2431

matrix formation, 2436

Glycosides, 2911

Glycosidic ether oxygens, 682

Glycosidic prodrugs

synthesis of, 1256

Glycuronoalycan, 1883

Glycyrrhiza, powders of, 2971

Glydant, 3270

Glyoxal bis(dially acetal) (GLY), 2023, 2025,

2026

structure, 2024

Glysters. See Enemas.

Goblet cells, 1177

Gold colloid, preparation, 637

Gonadotropin-releasing hormones (GnRH),

1355

Gonadotropin-releasing hormone (GnRH),

1099

for prostate carcinoma, 1099

Good automated manufacturing practices

(GAMP) forum, 1

electronic records and signatures in, 6

environment, 2

in Europe, 2

Good clinical practice (GCP), 2167

guidelines, 1925

non-compliance, 1929

obligations, 1925

investigator, 1925

monitor, 1925

sponsor, 1925

regulations, 1925

Good Clinical Practice (GCP), Code of

Federal Regulations (CFR) part 11, 4

Good clinical practice (GCP) regulations,

3064, 2486, 1783

Good information practices

guidelines for, 4101

use of, 4101

Good laboratory practice (GLP), 434, 2775

development on, 3064

regulations, 2486

Good Laboratory Practice (GLP), Code of

Federal Regulations (CFR) part 11, 4

application of

computer systems, 1936

compliance with, 1931

levels of, 1933

maintenance of, 1938

requirements of, 1932

environment, 1936

equipments for

calibration and validation of, 1936

centrifuges and balances, 1936

computer maintenance, 1936
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[Good Laboratory Practice (GLP)]

high-pressure liquid chromatography

(HPLC), 1936

golden rule in, 1935

independent quality assurance unit (QAU),

1931

management-designated archivist, 1938

monitoring authority, 1932, 1933

non-clinical safety, 1932

objective of, 1931

pitfalls and benefits of, 1938

principles of, 1931, 1932

stability testing, 1937

test substance, 1937

Good manufacturing practice (GMP), 29,

223, 306, 737, 1006, 1783, 2167, 2286,

2850, 2875, 3064

controls, for clinical supplies, 591

guidelines for, 34

buildings and facilities, 594

change control, 596

complaints and adverse reactions, 598

control of incoming materials, 594

data integrity considerations, 598

deviations and failure investigations,

597–598

equipment, 594

integrity of, 598

laboratory controls, 596–597

master (and batch) production and

control records, 593–594

production and process controls, 595

qualification and validation activities,

594–595

quality organization, 593

sterility assurance, 595

technology transfer plans and reports,

598

to clinical supplies, applicability of, 591

equipment cleaning processes of, 1580

drugs, 1580

pharmaceuticals, 3928

regulations for medical devices, 3928

microbiological, 2290

of sterile drug products, 2290

activities, 5

electronic records for, 5

European guidance, 2

system, 4

Good manufacturing practices guide

pharmaceutical excipients, 1638

Good manufacturing practices (GMP),

pharmaceutical, 380

Good Manufacturing Practice (GMP)-quality

drug, 2487

Good post-marketing surveillance practices

(GPMSP), 1980

Gordon–Taylor equation, 399

Goserelin acetate, delivery of

Zoladex� for, 178

Gouy–Chapman layer

electric double layer

pharmaceutical particles, 4117

Gowning and degowning procedures, 2878

Gradient elution, 526

Grains, 2353

convection in, 2356

dispersion in, 2356

mixing, 2352

scaling, 2359

segregation, 2358

Gram-negative bacteria, 2791, 3052, 3900

cell membrane of, 3053

in nebulization equipment and patients,

3856

Gram-negative microorganisms, elimination

of, 4043

Gram-negative vibrio bacteria, 3057

Gram-positive bacteria, 3900

Grans method

Nernst equation, 3761

potentiometric titration, 3760–3761

Granular bed, 2353

Granular behaviors, analysis, 2353

Granular devices, 2352

Granular effervescent salts, 958

Granular flow, 2352

Granular material, phases in, 2352

Granular properties, empirical measurements

of, 3281

Granular solids

flow properties of, 1798

suspension properties of, 1798

Granular state, definition, 2352

Granulate, particle size of, 4078

Granulated dry syrup

agglomerated, 3233

constituents, 3233

granules, 3233

particle size, 3233

Granulating agent, in plasticity of powder

mass, 3670

Granulation

adsorption in, 36

of alpha-lactose monohydrate, 746

colored wet, 666

continuous, 745

disintegrants in

dry, 745, 3159

effervescent production of, 746

equipment, classification of, 744

high-shear mixer, 767

incorporation of, 3562–3564

liquid, 745

pharmaceutical methods of, 3159

powder, 3160

properties, 3160

tablets manufacturing process, 3657

tablets manufacturing process, 988–989,

3657

taste masking drug, 1106

wet, 3159

Granulators, fluid bed, 744

Froude number, 3194

Heinen continuous, 745

high-shear, 3193

dynamic, 3194

geometric, 3194

[Granulators]

kinetic, 3194

parameters for

principle of, 3194

process forces in, 3193

machine design parameters, 3195

mechanical, 744

shear forces, 3194

tip speed

definition, 3194

versus bowl capacity, 3194

Granule bond formation

bonding, 3161

characteristics, 3161

deformation, 3161

fragmentation, 3161

rearrangement process, 3161

Granule growth mechanisms, 36

Granule preparation, roller compaction in,

2409

Granule properties

disintegration time, 2406

friability, 2406

hardness, 2406

Granules, 95, 1798

compression properties of, 38

in drug, 4068

drug release dependent on, 4068

glycerol monostearate in, 4068

properties of, 767

stearic acid in, 4068

wax

congealing method, 4068

fusion method, 4068

melt granulation technique, 4068

Gran’s plot, for potentiometric titration,

3761

Grapefruit juice, 1397

bioavailability of, 1397

calcium channel blocking agents for, 1397

components of, 1397

serum concentrations, 1397

Grapeseed (Vitis vinifera), 73

Graphite furnace technique, 3369

autosampler, 3369

disadvantage of, 3369

Zeeman background correction, 3369

GRAS, in cosmetic products, 1317

Gratings

diffraction, 3397

excitation, 3397

factors in, 3397

reflection, 3396

transmission, 3396

Gravity-flow auger sampler, 2964

system, 1010

Gravity filters, 3887

Gravity settle plates, 2307

Greek mythology, 2901, 2999

Green tea (Camellia sinensis), 73

causes, 2438

consumption, 2438

fermentation, 2438

flavonoids of, 2438
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[Green tea (Camellia sinensis)]

manufacture, 2438

Grinding pharmaceutical materials

equipment

ball mills, 3896

colloid mills, 3896

edge- and end-runner mills, 3896

fluid energy mills, 3896

hammer mills, 3896

pin mills, 896

roller mills, 3896

vibratory mills, 3896

Griseofulvin, 231

absorption of, 28, 2870

biosynthesis of, 231

drug solubility, 28

hard gelatin capsule formulation for, 1671

micronization of, 774

particle size, 28

solid dispersions, 41

in solid solutions, 28

Gross vesicle morphologies, examine of, 1058

Group-deuterated version, of surfactant, 1051

Growth factor receptors, MoAbs with

interaction of, 1137

Growth factors (GFs), 697

Growth harmone, rectal absorption of, 1301

Growth hormone, human

in immunosupressed rats, 179

GSH conjugation catalysis, in acetylation,

319

Guanine nucleotide regulatory protein

activation of, 3108

Guar gum, 1235

polygalactomannans in, 1236

Guggenheim and deBoer equation, 4051

for vapor adsorption, 4051

Guided evolutionary simulated annealing

(GESA) algorithm, 2402

Gum rubber, 1468

Gums, types of, 958

Gurana flavor, 1770

Gut-associated lymphoid tissue, 2714

Guttae. See Drops.

Haber–Weiss reactions, 142, 2862

Habitrol�

nicotine controlled dose of transdermal,

1086

Haemophilus influenzae, 2479

vaccine, control of, 4101

Hagen–Poiseuille’s law, 1713

Hair colorants, 800

Hair follicles

human skin, 3968

Halide ion-selective electrodes, 1512

Halitosis, 900

Hallucinogens, 1201

acute effects of (bad trips), 1046

chronic effects and reactions, 1047–1048

classification, 1045

history and nature of, 1045–1046

plant and mineral, 1045

HaloLiteTM

components, 2111

performance comparison, 2116

Halofantrine

antimalarial drug, 1610

Halogenated compounds and halides, 1633

Haloperidol (Haldol), 1047

from haloperidol decanoate, 311

Haloperidol decanoate, 3362

ester hydrolysis of, 311

Hamaker summation method, 640

Hancock and Zografi study

drug substances, amorphous state of, 3736

glass transition changes, 3737

Hanging mercury drop electrode (HMDE),

1492

Hanks’ Balance Salt Solution (HBSS),

3999

Hard candy lozenges, 2231

in-process testing, 2234

raw materials, 2231

stability, 2235

Hard gelatin capsules (HGCs)

coloring

colored imprinting inks, 666

FD&C or D&C colorants, 666

titanium dioxide, 666

watersoluble dyes, 666

liquid filling, advantages of, 4070

Hard-particle methods, 2355–2356

characteristics, 992

gelucire bases within, 4070

liquid filled, 992

surfactants in, 3592

and tablets

lubricants in, 3592

preparation, 3592

thixotropic formulations into, 4070

with waxes, 4070

Zanasi, 4070

Hard tablets, by amorphous lactose, 3742

Harmonic alternating current, 1498

Harmonization, 927

characteristics, 1958

concordant methods, 1963

drug quality standards, 1958–1960

for drugs, 1955

excipients, 1955, 1963–1964

factors, 1956

goal of, 1960, 2855

history, 1957

international, 1788

international conference on, 3071

interpharmacopeial, 1961

pharmacopeial, 1955

process, 1638

prospective, 1958

retrospective, 1958

scale for, 1960

values, 1955

Hatch–Waxman Amendments, 2619

process patents, 2626

Hatch–Waxman provisions, 2624

Hazardous waste, recycling of, 2882

Hb-encapsulation efficiency, 356

Hb solution, preparation of, 355, 357

Headspace oxygen

analysis, 1967

determination, 1968

measurements, 1967

sampling tools comparison points, 1974

accuracy, 1975

linearity, 1975

quantitation limit, 1975

techniques

electrochemical methods, 1970

fluorescence quenching methods,

1971–1974

frequency modulation spectroscopy

(FMS), 1971

headspace gas chromatography (GC),

1968

quadrapole mass spectrometric analyzers,

1974

Health and drug regulatory authorities, 4101

Health and Human Services (HHS), 64

Health care delivery systems, 1977

economic system, 1977

geography, 1977

infrastructure, 1977

political system, 1977

traditions and conventions, 1977

Health care financing

administration of, 1989

children’s health insurance program, 1990

cost-effectiveness, 1991

factors for, 1989

health care revenues, 1989

medicare program, 1990

Organization for Economic Cooperation

and Development (OECD), 1989

prospective payment system (PPS), 1991

in United States, 1989

Health Care Financing Administration

(HCFA), 52, 1987

Health care products, 57

Health care services, 1977

economic and social survival for, 1987

financing, 1977

death, causes of, 1992

morbidity in, 1992

mortality in, 1992

services-utilization requirements, 1991

Ministry of Health and Welfare (MHW),

1980

organization, 1977, 1987

structure, 1977

technological and scientific developments,

1988

in United States, 1977, 1987, 1991

utilization of, 1987

Health care system

administering medications, 55

in adverse drug reactions (ADR), 55

in bar coding, 55

medication errors, 55

for monitoring and reporting adverse

drug events, 55
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[Health care system]

pharmacy-based intravenous medication,

55

unit dose medication distribution, 55

American cultural, 1985

American geography, 1986

American lifestyle, 1986

American topography, 1986

Clinton administration plan, 1993

Egalitarian principles, 1985

government and political policy, 1985

industrialization of, 1986

Libertarian principles, 1985

medicare program, 1986

national and state governments in, 1986

political and economic policy

developments, 1985

social development, 1985

of United States, 1987

Utilitarianism, 1985

Health insurance

complexity and concentration of, 1988

Independent Practice Association (IPA),

1988

integrated health system, 1988

Prefered Provider Organization (PPO),

1988

Health maintenance organizations(HMOs),

67, 1998

group model, 1988

out-of-pocket payments, 1990

staff model, 1988

types of, 1988

Health Products and Food Branch (HPFB),

in Canada, new drug application

(NDA) submitted to, 561

Health Protection Branch (HPB), 1572

Health registration regulations, 2604

Health system models

mixed systems, 1977

private sector, 1977

state health insurance program, 1977

state ownership and control, 1977

Health Technical Memorandum (HTM),

2291

Heart arrhythmia, 3436

Heart transplant rejection

antimyosin Fab, 1156

immunosuppressive treatments for,

1156

Heat and mass transfer coefficients, air

velocity, 3884

Heat capacity

of pharmaceutical materials, by DSC,

399

thermodynamic analysis, 89

Heat energy in circuit, flow of, 1438

Heat flow signal, Fourier transformation of,

395

Heating

components, 2175–2176

ventilation and air conditioning (HVAC)

system, 8

Heat-labile enterotoxin (LT-B), 3912

Heat of fusion rule, 2936

Heat of transition rule, 2936

Heat-resistant glasses, 2514

Heat-shock proteins, 145

Heats of vaporization, of solvents, 1440

Heat stability, depyrogenating heat-resistant

materials, 3055

Heat transfer, 1435–1438, 3869–3875

to boiling liquids, 3872

in evaporator, 3879

with forced circulation, 3873

temperature, 3879

in vertical tubes, 3873

crystal growth by, 3885

fictitious film, 3871

film coefficient, 3871

from film condensation, 3873

fluid to solid boundary, 3871

fluid velocity, 3872

dropwise, 3873

mixed vapor, 3874

mechanisms, 3869

conduction, 3869

convection, 3869

radiation, 3869

nucleate boiling, 3872

in pipes, 3870

by radiation, 3874

black body, 3874

calculation, 3875

exchange of, 3874

Stefan–Boltzmann law of, 3874

steady nondirectional, 3870

through composite walls, 3870

through plane walls, 3869

in tubes, 3870

turbulent mixing, 3871

unit operation in pharmacy, 3869, 3879

in vertical tubes, 3873

Hectorite, 1889

Hectorol, 3347

Height equivalent of theoretical plate

(HETP), 464–465

Heinen continuous fluid bed granulator, 745

Hele-Shaw configurations, 2367

Helicobacter pylori, 3918

infection, 2873

HeliosTM gun system, 1320

Helmholtz–Smoluchowski equation, 4117

electrophoretic mobility measurement, 4119

zeta potential determination, 4119

Hematological analyses, 362

Hematology, evaluation of, 686

Hematopoiesis–erythropoiesis, 363

HEMA–VP–styrene, 2028

Heme oxygenases, 142

Heme synthesis, microbiological, 358

Hemihedral quartz crystals, 2142

Hemihydrate, sweetener aspartame as, 4112

Heminevrin capsules, 3347

Hemodilution therapy, 363

Hemodynamic effects, 371

Hemodynamic measurements, systemic, 366

Hemodynamics, normalization of, 362

Hemoglobin

aggregation of, 1824

infusion, 370

Hemolysis

adverse pathological conditions, 3768

cosolvent induced, 815

dynamic flow conditions, 815

measurements, 815

phenomenon, 1272

physiological significance, 3768

of red blood cells, 815

static flow conditions, 815

Hemolytic anemia, 1019

Hemolytic transfusion reaction, 335

Hemophilus type b conjugate vaccines, 4101

Hemorrhagic shock patients, 360

Hemorrhoidal vein, 1300

absorption by, 1306

Hemorrhoids, treatment of, 1300

Hemostatic application, gel-formers, 162

Henderson–Hasselbach equation, 213, 387,

1074, 1508

for acid and base, 1074

Henry’s law

colligative property, 3770

definition, 3770

interionic interactions, 3770

non-volatile solute, 3770

thermodynamic activity, 3770

Hepaplus liposom, 1128

Heparin-coated poly(methylmethacrylate)

nanoparticles, by emulsion

polymerization, 1188

Hepatic asialoglycoprotein receptors, 1330

Hepatic blood clearance, 575

Hepatic cirrhosis, 580

Hepatic clearance, 3031

Hepatic cytochromes, 577

Hepatic extraction ratio (ERH), 577

Hepatic first-pass effect, 2678, 2741

partial avoidance of, 1303

Hepatic first-pass extraction, drugs with,

1305

Hepatic first-pass metabolism, 2664, 2672

oral administration, 25

Hepatic flexure, 2871

Hepatic-gastrointestinal (GI) metabolism,

1339

Hepatic haemodynamics

assessment of, 2824

Hepatic metabolism, 580, 1610, 2635

ciprofloxacin, 1399

definition of, 1247

enoxacin (Penetrex), 1399

process of, 1247

serum concentrations of medications,

1399

Hepatic monooxygenases, 2672

Hepatic plasma flow, 3031

Hepatic portal system, 1610

Hepatic portal vein, 216, 1244, 1610

concentration, 584

Hepatic presystemic metabolism, 1303

Hepatic tissue, of drug reservoir, 1191
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Hepatic tumor-feeding artery infusion,

1331

Hepatitis, 269

alcoholic, 75

chronic active, 1019

Hepatitis A virus (HAV), 3999

strains of, 4004

Hepatitis B, 1527

vaccine, 274

requirements for, 4101

Hepatitis B surface antigen-encoding plasmid,

1355

Hepatitis B surface antigen (HBsAg), 3998

Hepatitis B virus (HBV), 3911, 3912, 3998

Hepatitis C virus (HCV), 3998

Hepatocyte

membranes, 75

PLA matrices, incorporation in, 190

rat, 1419

transplanted, in new liver-like tissue

formation, 190

Hepatotoxicity, 74, 76

screening for, 2196

Heptafluoropropane, 2107

Heptapeptide

cyclic, oxidative degradation of, 1614

Herbal(s)

medications, 51

medicines, 66

abuse of, 2910

adverse reactions with, 2908

cost of, 2910

manufacturers of, 2906

propagation of, 2909

risks and realities of, 2906–2910

products, 2902

as dietary supplements, 2904

significance, 66–68

cost, 67

demographics of users, 67

prevalence of use, 67

supplements

efficacy of, 69

manufacturers, 69

Herbal anxiolytic kava, 2910

Herbal drugs, 2902, 2906

interactions, 2908–2909

Herbal fen-phen, 74

Herbalism, 2901

Herb–drug interactions, 70

Herbs

consist of, 2908

defintion, 2903

potentially unsafe, 76–79

Herceptin�(Trastuzumab), 1630

Heroic medicines, 1957

Heroin, 1040

Herpes simplex virus (HSV), 4000

Hespan, injectable products, 1628

Hess’ law of summation, 393

Heterobifunctional reagents, 1135, 1136

Heterochiral amine, 2156

Heterochiral ligands (HeL), 2159

Heterodimeric glycoproteins, 1328

Heterogeneous amperometric immunoassays,

1527

Heterogeneous assay, 2049

Heterogeneous electrochemical enzyme

immunoassays, 1527, 1528

Heterogeneous enzyme immunoassays

(HEIA)

classification, 2052

competitive assays, 2052

non-ompetitive assays, 2052

Heterogeneous fluorescence immunoassay,

2057

Heterogeneous immunoassay

fluorescence immunoassays, 204

fluorescent labels, 203

radioimmunoassay, 203

Heterogeneous liposome immunoassays,

2060

Heterogeneous nucleation processes,

841–842

Heterogeneous subpopulation of cells,

1145

Heterogenous non-competitive immunoassay,

1567

Heterologous polyclonal antibody,

1570

HETeronuclear CORrelation (HETCOR),

3447

Heteronuclear multiple bond coherence

(HMBC), 3449

Heteronuclear multiple quantum coherence

(HMQC), 3448

Heteronuclear single quantum coherence

(HSQC), 3448

Hevea Brasiliensis (rubber tree), 1479

Hexachlorophene (pHisohex�), 2478, 2633

bacteriostatic activity, 2478

for surgical prophylaxis, 2478

Hexaketide derivatives, 231

Hexamethylene tetramine (HMT), 2997

Hexyl-insulin monoconjugate 2 (HIM2),

2707

HicapsealTM, 412

Hierarchical non-linear mixed-effects

modeling, 2806

High-affinity binding reagents

chemical stability, 1576

thermal stability, 1576

High-angle annular dark field (HAADF)

detector, 2397

High-density lipoprotein (HDL) cholesterol,

2438

High-density oligonucleotide arrays, 1901

High density polyethylene (HDPE), 1109,

2014, 2529, 2538

containers, 2542

High efficiency particulate air filters, 594,

748, 2140, 2881, 3513

aerosols collection on, 2174

collection efficiency, 2174

construction, 2173

in-duct, 2182–2183

ductless terminal, 2183

filtration efficiency, 2173–2174

[High efficiency particulate air filters]

filtration mechanisms

diffusion, 2174

electrostatic attraction, 2174

inertial impaction, 2174

interception, 2174

sedimentation, 2174

leak-integrity testing, 2304

performance certification, 2174–2175

in pharmaceutical applications, 2174

shipment, storage and handling, 2174

velocity and uniformity testing, 2304

High-extraction-ratio drug, 588

High frequency oscillating devices, 2112

AeroDoseTM, 2112

metered solution inhaler (MSI), 2112–2113

vibrating membrane nebulizer, 2113

High frequency sonophoresis, 3835

mechanisms, 3838

High-impedance voltmeter, 1502

High mass resolution=high mass accuracy

tandem mass spectrometer, 2264

in metabolite characterization, 2264

quadruple time of flight (Q-Tof )

instrument, 2264

High-methoxy (HM) pectin gels, 1884

High-performance liquid chromatography

(HPLC), 198, 463, 526, 538, 700,

1499, 1589

absorption photometric detectors, 199

aldoses analyses by, 456

apparatus constituents of, 199

assays, 916

autosamplers, 533

Beer’s law for, 200

biomedical trace analysis, 199

p-bonding electrons, 199

calibration in, external and internal, 528

cell path length, 200

columns, 528

composition of, 1703

computers in, 535

detectors, 533–535, 1703

characteristics of, 533

types, 199

diffusion rate of, 199

fixed-wavelength filter photometer, 200

fixed-wavelength UV detectors, 200

advantages of, 200

low-pressure mercury arc lamp for, 200

flow fluctuations, 200

fluorescence detectors, operation of, 3402

for identification of drug, 3708

of individual components, 526

isocratic elution, 526

liquid mobile phase, 1703

method validation process of, 535–536

limit of detection (LOD) in, 536

limit of quantitation (LOQ) in, 536

parameters in, 536

mobile phase in, 526, 528, 543

modes of, 528–529

molar absorptivity, 200

non-bonded electrons, 199
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[High-performance liquid chromatography

(HPLC)]

non-polar lipids analysis by, 98

optical path dimensions, 200

packing materials for, 199

in pharmaceutical analysis, 526

photometers types of, 200

for quantitative analytical separations,

528

separation efficiency, 526–528

small-aperture microvolume flow cells in,

200

solute molecules, 526

solvent (mobile phase) delivery in, 532

spectrophotometric detector cells, 200

stationary phase in, 526, 528

system maintenance in, 537

techniques, for preparative chemical

separations, 528

thermal decomposition, 1703

thermally stable compounds in, 198

ultraviolet (UV) detectors for, 200

variable-wavelength grating fluorimeters

for, 201

variable-wavelength spectrophotometer,

200

variable-wavelength UV detector, 201

components of, 201

development of, 201

High performance liquid chromatography

coupled with tandem mass

spectrometry (HPLC-MS=MS),

2263

advantages of, 2263

analytical technique, 2263

characteristic neutral losses, 2264

chromatographic conditions, 2263

conjugated metabolites, 2264

fragmentation characteristic, 2264

for metabolite characterization, 2263

software programs in, 2266

High performance thin layer chromatography

(HPTLC), 538

linear ascending development, 540

quantitative analysis of, 542

sample application in, 540

with spectrometric methods, 544

High-pressure homogenization, 1996–1998

High pressure pumps

for solvent delivery, in chromatography,

533

High-resistance instruments, 1509

High-shear granulators, 3193

High-shear mixer, 3195

High shear vacuum processor, 1447

High shear wet granulation

equipment, 3195

light-scattering applications, 3197

parameters, 3196

particle consolidation, 3193

power consumption=torque, 3196

primary forces, 3193

process analytical technology (PAT),

3196

[High shear wet granulation]

raw materials for, 3197

reproducibility of, 3194

rheology of, 3196

scale-up effects of, 3194, 3196

tableting process

High speed DSC. See HyperDSC.

High-temperature flame photometry, 1759

High-throughput organic synthesis (HTOS),

1365

application of, 1367

bioassay network, 1366

chemical diversity, 1367

chemical libraries, 1366

combinatorial libraries, 1367

compound management, 1365

design principles, 1367

development of, 1366

features of, 1367

molecular complexity, 1368

organizational structure of, 1365

semimicro level synthesis, 1367

skeletal and functional complexity, 1366

structural diversity of, 1366

High-throughput screening (HTS)1362, 2652,

2993

acquisition and management costs, 1366

advantages of, 1366

application of, 4013

assays, 1366

chemical diversity, 1366

chemical functional groups dispersion,

1366

chemical techniques, 1366

materials, 3452

micro requirements of, 1366

molecular complexity, 1368

techniques, 2486, 3048

technlogy, 4013

High velocity scanning infrared laser beam

applications of, 860

Higuchi’s theory, 2930

Hildebrand equation, 810

Hill equation, 573

definition of, 1016

Hippocampal neuronal ischemia, 367

Histamine H2-receptor antagonists, 2805

Histidine

oxidation of, 285

Histidine-labeled Ni-containing agarose

magnetic beads, 933

Hixson and Crowell cube root law, 909

HMG-CoA reductase inhibitor

salt form selection for, 3184–3185

Hodgkin’s lymphoma B-cells, 1137

Hodgkin’s lymphomas, non, 1328

Hoechst 936–937

Hofmeister series, 601, 1507

Hollow cathode lamp, 3367, 3395

Hologram, 4017

Homeopathic preparations

monograph on, 2829

Homo sapiens, 431

Homochiral derivatizing agent, 2156–2157

Homochiral ligands (HoL), 2159

Homogeneity, verification of, 2976

Homogeneous amperometric immunoassays,

1528

Homogeneous electrochemical enzyme

immunoassays, 1528

Homogeneous enzyme immunoassays

(HOIA), 2051

antigen labeled enzyme modulator,

2051

cloned enzyme donor immunoassay

(CEDIAR), 2052

enzyme acceptor (EA), 2052

enzyme donor (ED), 2052

for therapeutic drugs, 2052

enzyme labeled antigen for, 2051

fluorogenic enzyme substrate, 2052

Homogeneous fluorescence immunoassay,

2055

Homogeneous immunoassay

advantage of, 1528

excitation wavelength, 203

fluorescence immunoassays, 204

fluorescent labels, 203

fluorescent signal, 203

Homogeneous liposome immunoassays

cytolysin mediated assays, 2060

mellitin-based assays, 2060

structural characteristics of, 2060

Homogeneous nucleation, 838–841

Homogenization

mechanical forces in

cavitation, 1996

impact, 1996

shear, 1996

turbulence, 1996

particle size reduction by, 1996

in pharmaceutical suspensions, 1996

rotor-stator, 1999–2000

ultrasonic, 2002

Homogenizer, 3268

applications

cell disruption, 1996

liposomes manufacture, 1996

micro-encapsulation, 1996

solid–lipid nanoparticles manufacture,

1996

tablet coating dispersions, 1996

equipment considerations, 2002

high-pressure, 1996

in cell disruption, 1997

in emulsification, 1997

encapsulation efficiency by, 1998

Gaulin type, 1997

for homogenizing milk, 1997

homogenizing valve assembly in, 1997

liposomes preparation, 1997–1998

microparticles preparation, 1997–1998

in proteins harvest, 1998

manufacturers of, 2001

in pharmaceutical industry, 1996

rotor-stator, 2000

Homogenous antibodies

quantities of, 1132
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Homologous blood transfusions, 353

HOMO–LUMO interactions

non-traditional parameters, 717

Homopolymer

definition of, 2925

Hookean body

mechanical model for

steel spring as, 3134

oscillating shear stress and shear strain of,

3137

Hookean elasticity, 3134

Hook’s law, 1293

Hopper

and bins, design of, 3278

for capsule filling, 3279

design, 2081

to pharmaceuticals, 3279

flow factor of, 3279

flow, models of, 3278

funnel flow, 3279

mass-flow, design of, 3279

segregation in, mechanisms of, 3279

stress and material strength, 3279

for tablet presses, 3279

Hormone adrenaline, 249

Hormone dependent tumors

stimulation of, 71

treatment of, buserelin in, 1078

Hormone replacement therapy, 2869,

2441

Hormones, 269–270

fertility, 269

Horny starches, 3478

Horseradish peroxidase (HRP), 2724

permeability coefficient of, 2725

Hosokawa powder characteristic tester,

3286

Hot-air laminar flow sterilization tunnels,

3515

Hot emulsions, coating with, advantages and

disadvantages, 4072

Hot-melt extruded dosage forms

drug release rate from, 2010

excipients in, medicaments and functional,

2007

polymeric carriers in, 2009

Hot-melt extruded drug delivery systems,

2008

Hot-melt extruded films

adhesion of, force of, 2018

bioadhesion testing of, 2017

Chatillon testing apparatus in, 2017

processing conditions for, 2017

Hot-melt extruded granules, 2011

acetaminophen release, 2019

tablets preparation from, 2019

Hot-melt extruded tablets, 2008

Hot-melt extruded theophylline,

2011

Hot-melt extruder

advantages of, 3200

jacketed tank equipment, 3200

melt granulation equipment, 3200

mixing in types of, 3200

[Hot-melt extruder]

pharmaceutical processing equipment,

3200

scaling method for, 3201

twin-screw, 3200

Hot-melt extrusion

advantages, 2004

applications, 2012

benefits

anhydrous process, 2007

tableting problems, elimination of,

2007

components, 3200

dosage forms by, 2004

downstream auxiliary equipment, 2004,

2006–2007

extruder, 2004

single-screw, 2005

twin-screw, 2005

extrusion screw, efficiency by, 2005

in food industries, 3200

limitations, 2012

materials in, 2007

monitoring tools, 2004

plasticizers

applications, 2008

citrate esters, 2008

formulation, 2008

functions of, 2008

incorporation, 2008–2009

polyethylene glycols, 2008

thermochemical stability and volatility of,

2008

triacetin, 2008

for pharmaceutical applications, 2004

pharmaceutical technology, 3199

in plastics industry, 2004, 3200

process, 2004–2007, 3199

conditions, 2006

product variability, 3200

residence time distribution (RTD),

3201

screw design scale-up, 3200

technique, 2004

technology viability, 2013

Hot-melt fluid-bed coating process,

drug by, 768

Hot melt method, 2330

Hot-melt microencapsulation, 2317

Hot stage microscopy (HSM), 700

Hovine flowcaps�, 1432

Human adenovirus types, 3909

Human airway, 2093

Human anti-mouse antibodies (HAMA),

263, 1132, 1570

Human blood coagulation, 3057

Human calcitonin, 2748

Human cancer, causes of, 431

Human carcinogen, 2927

Human carcinogenicity, 431

Human cell-based pyrogen test, 3057

Human colon carcinoma

cell line model, 2720

grafts, 1145

Human colorectal adenocarcinoma cells,

1335

Human dermal replacement, 1035

Human epidermal growth factor, 296

receptor, 1137, 1328

Human eye, phototopic sensitivity range of,

2863

Human food-effect studies, 2817

biliary secretion, stimulation of, 2817

drug–food interaction study, 2817

gamma-scintiography, gastric investigaion

by, 2817

intergastric volume effect, 2817

splanchnic blood flow, 2817

types of, 2817

Human food safety, 3985

acceptable daily intake (ADI), 3985

antimicrobial resistance, characterization

of, 3987

human intestinal microflora, effect on,

3986

maximum residue limit (MRL), 3986

regression methods, 3986

teratogenic and carcinogenic effects, 3985

therapeutic antimicrobial veterinary

medicinal products, 3987

tissue residue concentrations, 3986

total residue depletion curves, 3986

violative residues, absence of, 3986

Human genetic cell repository, 2796

Human genome, mapping, 2487

Human granulate colony stimulating factor

(g-CSF), 1613

Human growth hormone, 283, 2473, 2736

administration of, in immunosupressed

rats, 179

in animal models, 2736

chemical and aggregation stability of,

1828

chemical degradation of1817, 1828

formulation, 2319

glycine and mannitol in, 1821

subcutaneous administration of, 2736

Human hemoglobin, properties, 354

Human hybridomas, 1132

Human immunodeficiency virus (HIV),

2473

types 1 and 2, 3998

infected cells, 1141

infection, in humans and spongiform

encephalopathies, 1616

protease

constituents of, 728

structure of, 728

symmetrical dimmer, 728

X-ray structure of, 728

protease inhibitor, 729, 834, 3336

viral genome, 728

Human insulin, 460

crystals, surfaces of, 845

Human intestinal blood flow, stimuation of,

2824

Human intubation method, 2720

Human lymphocytes, 437
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Human LysPro, 460

Human monocytes, activation of, 3058

Human nasal cavity, 2678

Human nasal cell lines, 2683

anaplastic nasal septum, 2683

iopharmaceutical purposes, 2683

transepithelial electrical resistances (TERs),

2683

Human nasal epithelial cells

cellular functions, 2682

ciliary movement, 2682

postmortem biopsy, 2682

primary cell culture system, 2682

pseudostratified ciliated columnar cells,

abundance of, 2682

Human organ system, 1144

Human plasma

enzymatic degradation in, 3013

enzymatic hydrolysis, 3011

protein binding, list of, 3034

Human platelet-derived growth factor,

recombinant, 1885

Human recombinant granulocyte colony

stimulating factor (rhG-CSF),

2733

bioavailability of, 2737

intracardiac administration, 2737

Human respiratory airways, delivery, 2105

Human respiratory tract, 2731

aerodynamic diameter, 2734

deposition, mechanism of, 2734

heterogeneous system, 2734

macromolecules absorption of, 2734

particle deposition in

diffusion, 2734

gravitational sedimentation, 2734

Human-skin

in vitro, 3829, 3839

in vivo model of, 2743

Human serum albumin, 1642, 1823, 2674

aggregation of, rate of, 1818

carrier, 1140

Human simian virus 1 (HSV) vaccine, 1356

Human T-cell lymphotrophic virus (HTLV),

353

Human tissue fluids, 290

Human transferrin receptors, 1328

Human tumor

cells, 1134

xenografts, 1143

Human tumorigenesis, 1417

Humectants, 995, 2382, 3260

butylated hydroxy toulene (BHT), 996

butylated hydroxyanisole (BHA), 996

for dermatological preparations, 1554

examples of, 1554

Humidity

and temperature

diffusional resistance, 3823

ethinyl estradiol, 3823

glyceryl trinitrate (GTN), 3823

norelgestromin (NGMN), 3823

serum concentration, 3823

skin barrier function, 3823

[Humidity]

transepidermal water loss (TEWL),

3823

Humulin� N, 1266

Hyaluronan, 2437

Hyaluronic acid, 1881, 1884

drug delivery system, 1644

products, 274–275

synovial production of, 2436

in wound management, 1035

Hybrid antibody-angiogenin protein, 1136

Hybridoma cell, murine, 262

Hybridoma technology, 260, 1132

Hydantoins, 943

Hydralazine, blood pressure lowering effect,

573

Hydrastine and sanguinarine, biosynthesis of,

243

Hydrate crystal lattice, 1823

Hydration-activated drug delivery systems,

swellable polymer matrix fabrication,

1096

Hydraulic compaction simulators, 3209

Hydride generation technique, 3372

for metal analyses, 3369

Hydrobromide ophthalmic solution, 389

Hydrocarbon

chains replacement of, 1052

gas phase and liquid phase radiolysis of,

3543

and fluorocarbon immiscibility of, 1062

Hydrocarbon-based ointments, 3258

Hydrocarbon-based semisolids, 3258

Hydrochloric acid, azeotrope boiling, 3882

Hydrochloride salts, 3178

Hydrochlorofluorocarbons (HCFCs), 2774

Hydrochlorothiazide, 3437

tablets, 911

Hydrocolloid

formulation of, 1032

superabsorbent, 1032

adhesive formulation of, 1032

for wounds, 1032

Hydrocortisone, 2007, 2421

an ointment on skin, 3833

penetration, 3821

skin permeation, 1314

solubilization of, 676

spherical particle distribution, 2389

ultrasonic nozzle antisolvent precipitation,

2389

release, 2409

solubilization of, 3320

Hydrodynamic boundary layer, 41

Hydrodynamic diffusion layer, thickness of,

2670

Hydrodynamic mechanical stress, 1247

Hydrodynamic pressure-activated drug

delivery systems, 1094

drug release rate, 1094

effective surface area, 1094

fabrication of, 1094

fluid permeability, 1094

hydrodynamic pressure gradient, 1094

[Hydrodynamic pressure-activated drug

delivery systems]

liquid drug formulation, 1094

Hydrodynamic technique, 1524

Hydrodynamic voltammetry (HDV),

1520

Hydrodynamically balanced systems (HBS),

988

Hydrofibers, 1033

Hydrofluoroalkanes (HFAs), 2270, 1541

formulations, 2107

MDI solution formulations

advantages, 2272

disadvantages, 2273

ethanol in, 2272

suspension-based, 2272

MDI suspension formulations, advantages,

2273

propellant, 2272

Hydrofluorocarbon (HFC), 1617

propellant, 997, 2269

nebulization systems, 1283

applications, 2270

Hydrogel-based microparticles, 2323

Hydrogel-modified graphite electrodes,

2030

Hydrogel-type dressings

compositions

agar, 2031

chitosan derivatives, 2031

Hyaff, 2031

Hypan�, 2031

polyacrylamide, 2031

polyacrylate, 2031

polysaccharide-based hydrogels, 2031

polyurethane, 2031

materials, 2031

Hydrogels, 1029, 3264

adhesive, microstructure of, 2929

agarose, 2029

alginates, 2029

amorphous, 1030

as biomaterials, 2021

biomedical applications of, 2027

as breast prostheses, 2029

biosensors preparation, 2030

central nervous system (CNS)

regeneration, 2029

dental pulp tissue replacement, 2030

drug-delivery systems, 2031

mandible condylar reconstruction,

2030

ocular implants, 2027

soft contact lenses, 2027

tissue engineering, 2029

tissue prosthesis and regeneration,

2028–2029

wound dressings, 2030

capsules, synthesis, 1237–1238

carrageenans, 2029

chitosan, 2029

compression–strain measurements, 2026

cross-linking agents in, 2022

divinylbenzene (DVD), 2023
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[Hydrogels]

ethylene glycol dimethacrylate

(EGDMA), 2022

ethylene glycol diglycidyl ether

(EGDGE), 2023

glyoxal bis(dially acetal) (GLY), 2023

N,N0-methylenebisacrylamide (BIS),

2023

pentaerythritol triacrylate (PETA),

2022

structure of, 2023

1,1,1,trimethylolpropane trimethacrylate

(TPT), 2022

degradation, 1237

disadvantages of, 1238

divinylbenzene (DVB), 2025

drug release from, 2033–2034

hydrotropic, 2920

lenses

carbenicillin, 1221

chloromycetin, 1221

gentamicin, 1221

mucoadhesive, 2035

network parameters of, 2027

pH sensitivity of, 2025

plug, swellable, 1294

poly(carbamoyl)sulfonate (PCS), 2030

poly(ethylene glycol) (PEG), 2021

poly(vinyl alcohol) (PVA), 2027

polyethylene glycol diacrylate, 2030

properties, 1030, 2024

bioadhesive, 2035

mechanical, 2026–2029

swelling, 2024–2025

resistance, 2027

rubber elastic behavior of, 2026

semi-interpenetrating, 2027

sheet, 1030

structure, 1030

swelling, 2021

synthesis

by cross-linking of polymeric precursors,

1238–1239

by condensation polymerization, 2021

by free-radical polymerization, 2021

monomer in, structures of, 2021

transdermal release from, 2036

water absorption of, 2021, 2025

Hydrogenated castor oil, 4069

Hydrogenated cottonseed oil (HCSO), 4075

Hydrogenated maltodextrin, 2979

Hydrogenated soybean phosphatidylcholine

(HSPC), 1643

Hydrogenated vegetable oils, 4066

Hydrogen, configuration of, 3083

Hydrogen bond acceptors (HBA), 4014

Hydrogen bond donors (HBD), 4014

Hydrogen bonding carbonyl group, 827

Hydrogen-bonding solvents, 3390

Hydrogen bond interactions, 35, 700, 810

Hydrogen and deuterium, differential ability

of, 1050

Hydrogen and hydroxide ions, water

conductivity determines by, 4040

Hydrogenous surfactant, dispersion of, 1050

Hydrogen peroxide, 1524

biosensors, 2030

determination, 2030

disinfection

decomposition, 2208

on degradation, 2208

with sweet potato peroxidase, 2030

vapor, 2137

Hydrolysis

acetylsalicylic acid, 316

active ingredient, tablet manufacture, 3673

addition–elimination pathway of,

2041–2042

alkaline, 2041–2042

amides, 316

compounds behavior of, 2040–2043

carbamates, 316

carboxylesterases, 316

definition of, 386

diagnostic test of, 2041

of drug biotransformation, 316

of drugs, 2040

of ester, 316, 2040–2041

hydroxamates, 316

kinetic phenomenon, 2046

mechanisms of, 2040–2041

organophosphates, 316

reactions, 390, 1613, 1836

amidases, 316

carbonyl derivatives, 2040

carboxylic acid derivatives, 2040

nucleophilic displacements, 2040

peptide, 2694

phosphatases, 316

phosphoric acid derivatives, 2040

reactivity order, 2043

thioesters, 316

Hydrolysis-activated drug delivery systems

fabrication of, 1099

induced degradation, 1099

structure components, 1099

Hydrolytically labile polyorthoesters,

synthesis of, 186

Hydromorphone, 2126

Hydroperoxides, formation of, 2860

Hydrophile–lipophile balance (HLB), 984,

1559, 2334, 3605

of emulsifiers, 1560, 3261

of surfactants, 1354, 1560, 2214

Hydrophilic anesthetic, study of, 1059

Hydrophilic antioxidants, 142

Hydrophilic contact lenses, construction,

1221

Hydrophilic drug loaded microspheres,

preparation, by double-emulsion

process, 3590

Hydrophilic drugs, 1242

absorption of, 2633

fatty base suppositories, 1298

passive diffusion of, 1257

Hydrophilic excipients, 1429

Hydrophilic liquid substances, 2932

Hydrophilic matrices, 2407

Hydrophilic molecules, 1246

Hydrophilic ointment, 3260

Hydrophilic particulate solids

dispersion, 4124

thermodynamically stable system

colloidal silicone dioxide, 4124

microcrystalline cellulose, 4124

Hydrophilic petrolatum, anhydrous

absorption base, 3259

Hydrophilic polymers, 1875

long chains of, 1878

materials, 644

poly-N-vinyl pyrrolidone, 2125

polyacrylamide, 2125

polyethylene oxide, 2125

polyhydroxyethyl methacrylate, 2125

polysaccharides, 2125

Hydrophilic polyoxyethylene, 343

Hydrophilic soft contact lenses, 2202

disinfection of, 2206

hydrogen peroxide disinfection system for,

2208

with hydrophilic surfaces, 2203

polymers, ionic nature and non-ionic nature

of, 2203

lens deposits for, 2203

lipid deposits, 2203

proteinaceous deposits, 2203

tear components, 2203

Hydrophilic solids, crystal density of,

3598

Hydrophilic substances, in cattle, 3968

Hydrophilic surface characteristics, 1138

Hydrophilic waxes, microparticles of, 4073

Hydrophilizing promoiety, susceptibility of,

1255

Hydrophobic and hydrophilic polymers,

combination of, 1291

Hydrophobic anesthetic, 1059

Hydrophobic characteristics, of powders,

2978

Hydrophobic cyclodextrins, 1258

Hydrophobic drugs, 672, 1429

crystal surface, 41

bioavailability of, 3592

encapsulation of, 3579

sequestration of, 672

variety of, 1334

Hydrophobic excipients, in tablet, 1740

Hydrophobic interaction chromatography,

303, 1189

for separation

of biological compounds, 531

of proteins, 531

stationary phase in, 531

Hydrophobic lubricating agents, 1740

Hydrophobic membrane filter, 1758

Hydrophobic molecules, absorption of, 2715

Hydrophobic organic liquids, 1506

Hydrophobic parameters, calculation of,

2930

Hydrophobic proteins, 2735

Hydrophobic segments

biodegradable, 2915
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[Hydrophobic segments]

biomedical applications, 2915

pharmaceutical applications, 2915

polymer micelles preparation, 2915

Hydrophobic solids, crystal density of, 3598

Hydrophobic sorbents, 531

Hydrophobic steroids, binding constants of,

677

Hydrophobic tablet coatings, 2850

Hydrophobic vent filter, 4044

Hydropolymer, in wounds, 1029

Hydroquinone, 2142–2143

Hydrosoluble compounds, encapsulation of,

1186

Hydrostatic head viscometers, with

Newtonian liquids, 3141

Hydrotropes. See Hydrotropic polymers.

Hydrotropic copolymers

hydrotropic property, 2920

optimizing factors, 2920

synergistic hydrotropic effect, 2920

Hydrotropic hydrogels

cross-linked hydrotropic polymers, 2920

monomers, 2920

property, 2920

polymerization, 2920

for solubilization, 2921

Hydrotropic monomers

agents, 2919

moiety structure, 2919

properties, 2919

polymerizable monomers, 2919

Hydrotropic polymer

micelles

advantages of, 2921

block copolymers, 2921

constituents of, 2921

physical stability, 2921

solubilization, 2921

aromatic amide ligands, 2918

agents

for drug solubilization, 2917

hydrotropes, 2917

water-soluble compounds, 2917

properties, 2918

aggregates, interaction of, 1059

chemical structures, 2918

coabsorption of, 2918

for hydrophobic drugs, 2918

hydrotropic polymers, 2917

solubilization, 2918

water solubility of, 2918

Hydroxy alkylation, 684

Hydroxyallyl cellulose, drug release, 2407

Hydroxybenzoate esters, 1006

Hydroxyethyl acrylate, 2930

Hydroxyethyl cellulose, 2125

Hydroxyethyl methacrylate (HEMA)

application, 1221

based lenses, 1221

copolymer composition, 1221

polymers, 1221

Hydroxyethyl starch (HES), 1822–1823, 1828

Hydroxylamine, dehydration of, 314

Hydroxyls, derivatization of, 676

Hydroxymelatonin isomers, 2447

Hydroxypropyl cellulose (HPC), 1105, 1174,

1289

films, extruded

bioadhesion testing of, 2017

percent elongation (%E) of, 2015

tensile strength (TS) of, 2015–2016

Young’s modulus (YM) of, 2015

drug release, 2407

gelling agents, 1611

films, 2007

explotab in, 2010

glass transition temperatures of, 2009

hot-melt extruded, 2010

plasticizers role in, 2008

Hydroxypropyl cellulose=wax matrices,

2010

gel, 1885–1886

aqueous preparations of, 1886

microviscosity of, 1886

Hydroxypropyl-b-cyclodextrin, 829, 1630,

3330, 3361

manufacturers of, 1642, 1643

Hydroxypropyl methylcellulose (HPMC),

765, 1105, 1717, 1886

advantage of, 3206

capsules versus hard gelatin capsules,

3206

moisture content of, 3206

processability of, 3206

film system, 669

drug release, 2407

mixture of, 1288

Hydroxypropyl methylcellulose phthalate

(HPMCP), 778, 1292

Hydroxypropyl substituent, 672

Hygrometer

dry-bulb, 3884

wet-bulb, 3884

Hygroscopic drug, 767

Hygroscopicity

of excipients, 38

differences in, 3004

of starch, 3479–3480

Hyoscyamine, 76

Hyperbilirubinemia, 1018, 2639

HyperDSCTM, 396–397

amorphous content detection, in

amorphous=crystalline lactose

blends, 396

calibration, 396–397

enthalpy standards, 396

measurement of, heat of fusion, 396

sample analysis, 396

Hyperglycemia, 2908

Hypericum perforatum, 75–76

Hyperlipidemia, 1018

treatment, 2923, 3348

Hypersensitivity reaction, 46

gastrointestinal (GI) tract, 47

immune-based reactions, 46

in pharmaceutical dosage forms, 47

reduction of, 1331

[Hypersensitivity reaction]

type B reactions, 46

Hypertension

treatment of, 2604

sublingual captopril in, 1077

Hypertensive encephalopathy, symptoms of,

364

Hyperthermia, induced, 1138

Hypertonic saline-dextran (HSD), 366

Hypertonic solutions, 3774

Hypnotic agents, absorption of, 1017

Hypnotic capuride, 1017

Hypoalbuminemia, 1022

adverse drug reactions, 49

albumin concentrations in, 3036

conditions associated with, 49

liver disease, 49

protein binding, 49

Hypocalcemia, 2743

treatment of, 3347

Hypochromic effects, 701

Hypodermic needle, development of,

1001

Hypoglycemia, 1885, 2908

with insulin, 1078

Hypoglycemic effect, 2725, 2743

Hypothalamus–pituitary–adrenal axis

suppression, 2633

Hypothermic effect, use of, 2808

Hypotonic solutions

dilution of, 3775

large-volume infusion of, 3775

water-retention problems, 3775

Hypoxanthine guanine phosphoribosyl

transferase (HGPRT), 1134

Hypoxic cancer cells, 349

Hypoxic cardiocytes (HC), 1161, 1162

confocal micrographs of, 1163

immunoliposomes, targeting of,

1163

Hypromellose capsule

dimensions, 408

in vivo performance of, 414–415

manufacture, 406, 408

Ibuprofen, 996, 1125, 1861, 2154

absorption rates of, 426

biotransformation of, 311

card pattern of, 4105

crystals

preparation of, 829

in Dolgit Mikrogel, 1126

enantiomer–enantiomer interactions of,

2156

enantiomeric composition of, 3436

isomer conversion, 321

NMR spectrum of, 3445

permeability of, 1126

Ibuprofen enantiomers

lysinate, 1125

stereospecific oxidation, 320

tablets, 925

Ibuprofen-wax, 4073
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Ice–vapor boundary, 1807

crystallization, 1808

rate of, 1811

crystals

growth of, 1808

size of, 1811

growth

rate of, 1811

nucleation, 1809

Ice, vapor pressure of, 3893

ICH. See International Conference on

Harmonization.

Ichthyosis, 3821

ICP. See Inductively coupled plasma.

IDENT computer program, development of,

2766

Idiopathic cardiomyopathy, 1156

Idiosyncratic reaction, 46

IDR. See Intrinsic dissolution rate.

Ifetroban, synthesis of, 2995

IgG-mediated immune complex reaction, 46

IgG humoral-mediated immunity, 1421

IgG or IgM-mediated cytotoxic reaction, 46

IgM isotype antibody, 1158

Ileal enterocytes, microvilli of, 2715

Ileocecal junction, 1244

Image analysis software, automated, 859

Image-analysis techniques, 2586

Image detectors, 3399

Imines, hydrolysis of, 2045

2-Iminothiolane, 1135

reagents, 1136

Imipramine, 575

Imitanib, 265

Immediate release capsule formulations,

2407

Immersional wetting, 3585

Immobilized antibody, 1567

Immobilized antigen, 1567

Immobilized-enzyme reactors (IERs), 1525

Immune effector functions, 1137

Immune responses

division, 3914

polarization of, 3914

Immune-stimulating complexes (ISCOM),

3914, 3916, 3595

adjuvanted vaccine, 3916

Immune system

adaptive immune system, 3914

division, 3914

innate immune system, 3914

Immunization, non-invasive method of,

2746

Immunoanalytical methods

Immunoassay

advantages of, 2048

for antibodies, 1569

validation of, 1574

antibody–antigen reaction, 1573

antibody–protein conjugates in, 1572

automation of, 1577

bifunctional glycoproteins, 2048

bioanalytical method validation, 1572

in biological matrices, 2048

[Immunoassay]

for biomarkers, 1571

cross-reactivity of antibody, 1572

definition, 1571

implementation of, 1571

in vivo biological properties, 1571

physiological measurement, 1571

biomedical analysis, 202

chemiluminescence, 204, 2057

clinical development, 1572

competitive binding analysis, 202

chemical properties, 202

critical binding reagent, 1572

cross-reacting metabolites, 1573

physical properties, 202

spectral properties, 203

detection system end-point, 1576

diagnostic methodologies, 202

drug analysis, 202

electrochemical, 1526–1528, 2058

enzyme, 203

flow injection, 1577

fluorescence, 2054

fluorescence polarization, 2055

heterogeneous amperometric, 1527

heterogeneous electrochemical enzyme,

1527, 1528

heterogeneous, 203, 2048

fluorescent labels, 203

radioimmunoassay, 203

homogeneous, 203

excitation wavelength, 203

fluorescent labels, 203

fluorescent signal, 203

homogeneous amperometric, 1528

immunoglobulin G molecules of (IgG),

2048

liposome, 2059

low-molecular weight xenobiotics,

1573

luminescence, 203

chemiluminescence, 203

fluorescence, 203

for macromolecules, 1569, 1573

matrix effects for, 1573

for pharmacological markers, 1571

physiological measurement, 1571

potentiometric, 1527

precipitation reagents, 2049

pre-clinical development, 1572

predefined criteria for, 1573

protocols

radiolabeled

antibody, 2050

antigen, 2049

selectivity and sensitivity, 202

separation-free homogeneous, 203

advantages of, 203

drugs for, 203

structural properties, 1574

for surrogate markers, 1571

Immunochemical reaction, 1526

Immunoconjugate, 1133

preparation of, 1136

Immunodiffusion (Ouchterlony) discs,

double, 1418

Immunogenic antigen production, in plants,

3911

Immunogenic foreign epitopes, 3910

Immunogenic moieties, inclusion of, 1141

Immunogenic reactions, 1138

Immunogens, subunit vaccines, 3913

Immunoglobulin, 2048

fraction, 1132

fragmentation of, 1144

low pH incubation of, 3999

process of, 2724

safety of, 3999

synthesis, 1132

Immunohistochemical staining, 1328

Immunoliposome

advantage of, 1140

antimyosin, 1159

applications of, 1133, 1140

in vivo research on, 1142

rhodamine labeled, 1162

system, 1142

for transfection, 1165

Immunomicrospheres, 1143

efficacy of, 1143

Immunomodulation

costimulation, 3922–3923

cytokines, 3923

treatment

chronic infectious diseases, 3922

neoplastic diseases, 3922

Immunomodulator, synthetic, 674

Immunoradiometric assay (IRMA),

1570

Immunotherapy, 1149

Immunotoxic events, 1616

Immunotoxicology, 1420

Immunotoxins, 1139, 1150

immunogenicity of, 1139

therapy, 1139

tumor associated antigen, 1150

Impeller pumps, fluid flow, 3869

Impeller torque, 4081–4081

Impurity profile, control of, 2830

In-cap�, 410

Increased pulmonary residual volume

(IPRV), 348

Indicator electrode potential, 1509

Indirect Fourier transform (IFT), analysis of,

1054

Indium, thermal lag for correction, 3727

Indomethacin farnesil, 580, 3348

amorphous form of, 1797

biotransformation of, 311

calcium salt formation of, 3181

delivery of, 1237

across rat skin by sonophoresis, 3832

Indomethacin-loaded nanocapsules, 1195

complexes, 700

preparation of, 700

suppositories, 924

Inductively coupled plasma (ICP), 3367

advantage of, 3373
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[Inductively coupled plasma (ICP)]

argon plasma flame, 3373

spectrophotometry, 3373

Inductively coupled plasma-atomic emission

spectrometry (ICP-AES), 1759

Inductively coupled plasma–mass

spectrophotometry (ICP–MS),

3373

Industrial pharmaceutical technology (IPT),

3697

Infant respiratory distress syndrome (IRDS),

1128

Infectious recombinant viruses, 645

Inferior vena cava, 2717

Inflamed gum tissues, 899

Inflammatory bowel disease, 1242, 1254

Inflammatory cell infiltration, 686

Inflammatory diseases, incidence of, 3036

Inflammatory reactions, treatment of,

1300

Inflammatory response syndrome, 369

Influenza virus, 3918

Informed Consent (IC) forms, 1926

InfraGold, 3377

Infrared absorption and Raman scattering,

2942

Infrared absorption bands, structure and,

3415

Infrared analysis

gaseous samples, 3412

variable path gas cell in, 3413

liquid samples, 3413

sample cells in, 3413

low-boiling liquids, 3412

solids, 3413

film, 3413

mull, 3414

pressed disk, 3414

solution, 3413

Infrared analyzers, 3410, 3417

applications, 3417

Infrared and viscometric measurement, 1057

Infrared heaters, 3515

Infrared region, absorbance in, 2941

Infrared spectrometer

components, 3407

data-handling system of, 3411

detectors in, 3408

quantum, 3409

thermal, 3409

dispersive, 3407, 3409

monochromator in, 3408

interferometer in, 3408

monochromator in, 3408

non dispersive, 3407, 3410

interferometer in, 3408

optical components, 3410

radiation sources for, 3407–3408

sampling techniques, 3412

transmittance, 3412

Infrared spectroscopy, 699, 3405, 3406

applications, 3417

instrumentation, 3407

interpretation of, 3415

[Infrared spectroscopy]

in mid-IR region

fingerprint region, 3415

functional-group region, 3415

matrix-isolation technique, 3417

of polyatomic molecules, 3407

qualitative analysis, 3414

quantitative analysis, 3416

base-line measurement method, 3416

of multiple components, 3416

Infrared-transmitting materials, properties,

3412

Infrared tunnels, disadvantages of,

3515

Infrared window materials, transmission

ranges for, 3415

Infusaid�

implantable infusion pump, 1095

vapor pressure-activated drug-delivery

system, 1097

Infused oils. See Oils, infused.

Infusion control device (ICD), 1010

Infusion gentamicin, 2640

Infusion pumps and devices, 1010

Infusion therapy, 1002

Inhalants, constituents, 958

Inhalation aerosols, gamma scintigraphic

imaging of, 3094

Inhalation devices, 21

Inhalation droplet spray plume, by

TouchSpray, 3856, 3857

Inhalation drug delivery devices

categorization

high frequency oscillating devices,

2104–2105

pressure-driven devices, 2095

dry powder inhalers (DPIs), 2094

metered dose inhalers (MDIs), 2094

nebulizers, 2094

Inhalation therapy, 1203

driving factors

aerosol generation technology, 2092

biotechnology advances, 2092

patient breathing patterns, 2094

inspiratory flow rate, 2725

Inhalation toxicity testing, 2270

Inhalation toxicology potential, 2774

Inhalations, medicinal agents administration,

958

Inhalations, dry. See Inhalants.

Inhale therapeutic systems, 1432

and Alkermes, 2090

pulmonary drug delivery technology,

1279

Inhaleables

advantages of, 1279

definition of, 1279

dispersible formulations, 1279

drug aerosol delivery devices, 1279

gastrointestinal tract problems, 1279

non-invasive method, 1279

respiratory tract diseases, 1279

treatment of, 1279

systemic diseases, treatment of, 1279

Inhalers

breath-activated device, 1923

diskhaler, 1923

in geriatric patients, 1922

metered-dose inhaler (MDI), 1923

as nebulizer, 1923

as turbuhaler, 1923

Inhaler’s dispersion efficiency, improvement

of, 1431

Injections

active ingredient, 1266

administering pharmaceutical preparations,

959

antimicrobial preservative agents,

1267

concentrated liquids, 1266

constituents of, 1266

Inorganic materials, 3678, 3680

consolidation mechanism, 3680

from dibasic dihydrate, 3680

as direct compression diluents, 3678

pharmaceutical excipient, 3680

Insecticides, 1615

Insensitive Nuclei Enhanced by Polarization

Transfer (INEPT), 3445

Insessia, 959

Installation Qualification (IQ)

cleaning process, 1587

CIP skid, 1587

monitoring equipment, 1587

spray device, 1587

cleaning validation, 1587

Instrumentation amplifier

antialiasing filter, 3687

signal conditioning, 3687

accuracy, 3687

calibration, shunt, 3687

dynamic range transducer, 3687

excitation, 3687

full scale (FS), 3687

hysteresis, 3688

measurement errors, 3688

nonlinearity, 3688

precision, 3687

repeatability, 3688

resolution, 3687

sensitivity, 3687

traceability, 3688

on tablet press, 3686

Insulin

absorption of, 2705, 2726, 2632

to beagle dogs, 1078

biologic activity of, 2727

buccal formulations of, 1078

chemical structure of, 704

crystallography of, 704

delivery of, 185

injection of, 1888

iontophoresis, 2749

lyophilized, 286

in plasma concentration of, 1304

pulmonary delivery system, 2705

in rabbits, 1078

recombinant human, 260
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[Insulin]

rectal absorption of, 2728

release, 2033, 2409

secretion of, 2696

in treatment of glycemia, 1194

zinc crystals, 1798

Intal�, 2107

Integrated automatic sampling plant, 2966

Integrated iontophoretic devices, 2746

Integrins, definition of, 1328

Integrins signals cell proliferation, 1328

Integrity test measurements

polymer membrane, 1755

pore size of membrane, 1755

surface area of filter, 1755

wetting fluid, 1755

Intestinal absorption, 3008

barriers, 2716, 2717

enhancers, 16–17

Intestinal apical cell membrane, 2721

Intestinal blood flow, 1258, 2716

Intestinal cell membrane, 2721

Intestinal digestive enzymes, 1246

Intestinal epithelial barrier, 1246

Intestinal epithelial cells, 1244, 2718, 2720

drug transport across, 1245

Intestinal epithelium, 1177

membrane permeability of, 1258

surface of, 1242

Intestinal fluids, drugs insoluble in, 1253

Intestinal lumen, 1255, 2713

drugs in, 2718

exposed in, 1301

Intestinal lymphatics, 1244

Intestinal membrane, 2714

enterocytes of, 2722

diffusion across, 1245

permeability of, 2720

Intestinal metabolism, 576, 578

first-pass, 1247

Intestinal mucosa, 347, 942, 1077, 2870

apical membrane of, 1246

barrier function of, 1248

metabolic activity of, 2716

Intestinal mucosal cells, 216

Intestinal mucosal surface, 1245

Intestinal peptide transporter, 2722

Intestinal permeability, 1256

effective, 1246

low, 1244

Intestinal secretions, 24, 2870

Intestinal surgery, 1017

Intestinal transit rate, 2870

Intestinal transmembrane protein, 213

Intestine

large, 2716

small, absorptive surface area of, 1246

Intestine, absorptive surface area of, 1242

Intestinol�, 1254

Interactive voice response (IVR) systems, 734

Intercellular binding force, 2665, 2927

Interdigestive myoelectric cycle, definition of,

1244

Interfacial energy, 35

Interfacial free energy, 3583

Interfacial tension

advantages of, 811

changes in, 1306

intermolecular forces, 811

lowering of, 1254

macroscopic determination, 811

solute–cosolvent, 811

solute–solvent, 811

solute–water, 811

solvent, 810

Interferometer, 3434

components of, 3408

Interferon-b
cytokine therapy, 3923

with multiple sclerosis, 3923

Interferon-g (IFN-g), oxidation of

recombinant, 285

Interferons, 269, 271

indications for, 269

Interleukins, 271–272

Interlink� system, 1009

Intermicellar interaction, 1055, 1059

intradermal, 1215

oils for, 1267

parenterals, 959

sterile solutions, 959

suspensions, 959

Intermolecular attraction forces, weak, 38

Intermolecular interactions, 616–619

in benzamide crystal, 617

types of, 86

International Association for Food

Protection (IAFP), 2237

International Association of Milk, Food and

Environmental Sanitarians

(IAMFES), 2237

International Centre for Diffraction Data

(ICDD), 4104

International Committee on Radiation

Protection (ICRP), 3093

International comparator products, list of,

4100

International Conference on Harmonization

(ICH)

chemical entities, 1962

on drug quality, 1960, 1961

guidelines, 1407

adverse drug reactions (ADRs), 2497

adverse events (AEs), 2497

serious adverse events (SAEs), 2497

guideline on stability testing of new drug

substances and products, 1685, 1686

impurities, 1962

methods validation defined by, 92

pharmaceuticals for human use, 1781

regulatory definitions and requirements,

92

S7B Safety Pharmacology guideline, 2196

safety data management by, 2500

veterinary products, 1781

efficacy, 1788

quality, 1788

safety, 1788

International Conference on Harmonization

(ICH)–Expert Working Group on

Drug Quality (EWG-Q) guidelines,

1963

International Conference on Harmonization

(ICH) (1991–1997), 439–440

International Conference on Harmonization

(ICH) guidances

drug impurities

products, 3798

substances, 3797–3798

residual solvents impurities for, 3797

International Conference on Harmonization

Residual Solvent Guidance,

1656–1657

classes, 1656

for pharmaceutical excipients, 1656

International Diffuse Reflectance Conference,

3434

International Federation of Pharmaceutical

Manufacturers Association

(IFPMA), 1961

International Generic Pharmaceutical

Alliance (IGPA), 4102

International harmonization

with JP (Japan pharmacopeias), 2834

process of, 2837

programs for, 2852

USP(U.S. pharmacopeias), 2834

International Nonproprietary Nomenclature

(INN) Committee, 1891

International Normalized Ratio (INR),

1906

International Organization for

Standardization (ISO), 3525, 3940

of health care products, 2290

voluntary standards of, 2290

International Pharmaceutical Aerosol

Consortium (IPAC), 2106

International Pharmaceutical Aerosol

Consortium for Regulation and

Science (IPAC-RS), 1698

International Pharmaceutical Aerosol

Consortium for Toxicity Testing

(IPACT), 2270

International Pharmaceutical Excipient

Council’s (IPEC), 1619, 1632, 2771,

3642

chemical excipients, 1632

classifications, 1632

in Europe, 1656

food processing firms, 1656

in Japan, 1656

in United States, 1656

International pharmacopeia, 2856

scope of, 2857

International Society for Pharmaceutical

Engineering (ISPE), 1, 2290

International Union of Pure and Applied

Chemistry (IUPAC), 445, 1548

in absorption measurement, 3461–3462

Interpharmacopeial Open Conference on

Standards for Excipients, 1960

Intraarterial injections, 2991
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Intracellular bacteria

Listeria monocytogenes, 3923

Intracellular drug

metabolism, 2716

release, 1333

Intra-celluar enzymes, 2716

Intracellular infections

for drug delivery, 1190

treatment of, 1190

Intracellular Leishmania donovani, with

nanosphere, 1191

Intracellular lipids, 1257

Intracellular membrane-coating granules,

1311

Intracellular metabolic machinery, 1301

Intracellular metabolic processes, 705

Intra-Peyer’s patch immunization, intestinal

immunization by, 3918

Intracellular pathogens and tumors, 3915

Intracellular proteins, coagulation of, 329

Intracellular reactions, 325

Intracellular tumor delivery, composition of,

1142

Intracellular water (ICW), 2634

Intracytoplasmic DNA delivery, 1164

Intraepithelial lymphocytes, 2714

Intraject� device, 1213, 1216

Intralipid�, 984, 3362

Intramammary preparations, 3981

Eazi-Breed CIDR�, 3981

intramammary products, 3981

Pirsue�, 3981

Intramolecular catalysis, 3011

Intramolecular cyclization–elimination, 3009

enzymatic reaction of, 3008

mechanism of, 3011

Intramolecular hydrogen bonding, 2936

Intramuscular absorption, 2631–2632

Intramuscular administration, 2645

Intramuscular hemorrhage, 2632

Intramuscular injection, 209

amoxicillin trihydrate in neck of pigs, 3956

of antibiotic, 1307

ceftiofur sodium, 3954

disadvantages, 3952

drug absorption from, 3952

drug administration in animals, 3952

ketamine hydrochloride, 3955

in lateral neck, 3952

of parenteral ampicillin formulations, 3956

quadriceps muscle mass, 3952

Intramuscular pentagastrin, treatment of,

2821

Intranasal systemic delivery, applications,

2684

Intranasal vaccination, 3918

Intraocular lens (IOL), 2028

Intraocular pressure (IOP), 944

Intraoral jet-injection technique, DNA

vaccine delivery, 3916

Intraosseous administration, 2632

Intrathecal administration, 3059

Intratracheal administration, 2732, 2733

Intratumoral distribution, 1330

Intraurethral pressure (IUP), model of, 2809

Intrauterine devices (IUD), 1356

Intravascular persistence, 339

Intravascular retention, 354

Intravenous administration, 2639, 3027

of drug, 1299, 2641

of nanoparticles, 1189

types of, 1003, 2642

Intravenous atropine sulfate, 2821

Intravenous dosing, 939

Intravenous drug solutions, 218

Intravenous epinephrine (EPI), effect of, 944

Intravenous immunoglobulin (IVIg), 3999

Intravenous infusion therapy, 3052

Intravenous injection, 1143

advantages, 3954

of antimicrobial agents, 3954

disadvantage, 3954

drug administration in animals, 3954

ear vein, 3954

formulation of, 1669

irritant solutions, 3954

jugular vein, 3954

multiple, 1145

in neonatal foals, 3954

Intravenous therapy and pyrogens, 3052

Intraventricular ventricular hemorrhages,

2641

Intrinsic dissolution rate (IDR), 909, 910,

2943

Intrinsic factor vitamin B12 complex, 2715

Intrinsic proteins

cell membrane, 25

globular proteins, 25

Introcan�, 1009

Inulin elimination

glomerular filtration, 3965

Inulinase, 2035

Inunctions, 959

Inunctum. See Inunctions.

Investigational Exemption for a New Drug

(IND), 1406, 2468, 2469

Investigational new rug (IND), 1780, 1834

clinical studies, 1783

and new drug applications (NDA),

1783

non-clinical studies, 1783

Investigational new drug applications

(INDAs), 2993

and stability information systems, 733

Iodine(tri-iodide)-iodide couple, 1505

Ion-activated drug delivery systems, 1098

air-suspension coating technique, 1099

diagrammatic illustration of, 1099

gastrointestinal fluid, 1098

structural components, 1099

Ionamin�, 1771

Ion channels, in biological membranes, 26

Ion chromatography, for separation and

conductivity detection, 531

refractive index detectors in, 534

Ion exchange, 4040

and membrane separation technologies

combination of, 4041

[Ion exchange]

synthetic resins

on anions and cations, 4040

Ion-exchange and ion chromatography,

530–531

mobile phase in, 530

stationary phases in, 530

anion exchange resins in, 531

cation exchange resins in, 531

polystyrene divinylbenzene copolymer

resins, 531

Ion exchange chromatography (IEC), 303

deionizers, 4041

glycoproteins analyses, 531

peptides analyses, 531

proteins analyses, 531

resins, 531

system

types of, 4041

Ion-exchange polymers, 2122

Ion-exchange chromatography, stationary

phases, 530

Ionic crystals

color centers, 3545

electronic localization in, 3545

Ionic equilibria

acidic and basic substances, 385–386

buffer systems, 387–388

conjugate acids and bases, 386–387

Ionic exchange equilibria, 1506

Ionic gelation

applications, 2317

polyelectrolytes cross-linking in, 2317

polymer systems in

carboxymethylcellulose=aluminum, 2317

chitosan=triphosphate, 2317

gelan gum=calcium, 2317

k-carrageenan=potassium, 2317

pectin=calcium, 2317

polyphosphazene=calcium, 2317

Ion-interaction chromatography, 530

Ionizable cyclodextrins, 1258

Ionizable polymers, types of, 1254

Ionization

constants determination of, 390

degree of, 2988

Ionizing radiation

absorption of, 3549

biological actions of, 3547

biological inactivation of, 3549–3550

micro-organism killing by, 3550

biological significance, molecules of, 3547

on biological systems, 3540

characteristic of, 3540

chemical protection from, 3546–3547

application of, 3548

energy and charge transfer, 3547

molecular complexes, 3547

scavenging intermediates, 3547

DNA by

exposure dose, 3550

in food processing, 3551

on living cells, 3549

on molecules, 3547
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[Ionizing radiation]

mutagenesis by, 3549

for pharamaceutical sterilization, 3552

physical and chemical actions of, 3540

on solute molecules, 3543

in sterile pharmaceuticals preparation, 3551

sterilization

application of, 3552

of drugs, 3551

target theory, 3547, 3549

Ion-pair chromatography, 530

Ion-product constant, for water, 3754

Ion-selection electrode technology, 1762

Ion-selective carriers, class of, 1507

Ion-selective electrodes (ISEs), 1519–1520

analyzers, 1760

calibration graphs of, 1509

techniques, 1512

Ion-selective membrane electrode, 1506

IonsysTM E-TRANS� system, Alza Corp.,

CA, 3848

Ion trap mass spectrometer

in metabolite characterization, 2264

metabolic alteration, 2264

sequential product, 2264

Iontophoresis, 2119, 2746

applications

cystic fibrosis diagnosis, 2119

dexamethasone administration, 2119

glucose removal from body, 2119

hypo- and hyperglycemia detection,

2119

lidocaine administration, 2119

therapeutic delivery across skin, 2119

treating eye, ear, nose, and mouth, 2119

delivery efficiency in, 2121

devices

chemistry-related issues, 3848

components, 2119

design of, 3848

in iontophoretic transport, 3848

on skin, 2119–2120

electrodes, 2121

consumable or sacrificial type, 2122

counter electrode, 2121

donor electrode, 2121

medical potentiometric, 2121

non-consumable or inner type, 2122

silver=silver chloride redox couple, 2123

materials and excipients in, 2119

migration blocking in, 2122

of drugs, 2119

skin permeation physical methods of, 1311

transport mechanism

electromigration, 2119–2120

electroosmosis, 2119–2120

electroporation, 2119–2120

treatment, 2128

Iontophoresis-activated drug delivery

systems, 1096

components of, 1096

development of, 1096

passive diffusion, 1096

skin permeation rate, 1096

Iontophoresis electrode technology

Ag=AgCl electrode system, 3848

electrochemical products, 3849

electrochemical reaction, 3848

ion-exchange resin, 3849

ion-selective membrane, 3849

non-sacrificial (catalytic) electrodes, 3848

transdermal iontophoretic transport, 3848

Iontophoretic drug delivery systems (IDDS)

components

adhesive laminate, 2129

bottom housing, 2129

electrodes, 2129

hydrogels, 2129

printed circuit board assembly, 2129

electronic components of, 2128

control circuitry, 2128

power source, 2128

fentanyl delivery from, 2129

fentanyl hydrochloride in, 2125

formulations of

drug salt, 2125

excipients, 2126

formulation pH, 2127

solvent, 2124

luteinizing hormone-releasing hormone

delivery from, 2131

operation, 2122

patient-activated, 2125

treatments, 2130

Iontophoretic electrodes

assemblies

counter electrode, 2121

donor electrode, 2121

consumable or sacrificial type

capacity, 2122

non-consumable or inert type, 2122

disadvantages, 2122

polarity, 2121

International Pharmaceutical Excipient

Council’s (IPEC)-America safety

testing guidelines, 1659

excieptiens testing in humans, 1662

for pharmaceutical excipients, 1656

International Pharmaceutical Excipient

Council’s (IPEC)-Europe excipient

testing guidelines, 1660

Intraocular pressure(IOP) reduction, 1222

Ipratropium bromide

anhydrous, 4056

water

desorption isotherms for, 4056

vapor sorption for, 4056

Ipriflavone, 2441

IR spectra, measurement of, 863

Irgafos 168

chemical ingredient, 1695

in extractables=leachables, 1695

packaging component, 1695

Iron-catalyzed oxidation, 1825

Irradiation

aliphatic compounds, 3544

alkyl halides, 3544

amino acids, 3547

[Irradiation]

aqueous solution, of cysteine, 3547

aromatic compounds, 3544

carbohydrates, 3547

coenzymes, 3548

disulfides, 3547

DNA, 3548

enzymes, 3548

frozen alcohols, 3544

ice, 3546

ionic crystals, 3545

of liquids, 3542

molecular crystals, 3545

nucleic acids, 3548

DNA and RNA, 3548

para-aminobenzoic acid, 3548

peptides, 3547

polymeric materials, 3543

polysaccharides, 3547

proteins, 3547–3548

respiratory proteins, 3548

riboflavin, 3548

saturated aliphatic compounds, 3544

silica gel, 3546

sources

selection of

ICH guidelines, 2863

UVA, 2862, 2863

UVB, 2862, 2863

Visible (VIS) light, 2862, 2863

surface catalysts, 3546

systems, protection of, 3546

thiol-containing amino acids, 3547

vitamins, 3548

water, redox properties of, 3543

Irradiators

continuous carrier, 749

radioisotope, 749

Irreversible process

coalescence, 1555

Ostwald ripening, 1555

Irrigating solutions. See Solutions, irrigating.

Irritant

classified as, adverse skin, 1315

contact dermatitis, 1315

Irritation

muscle and vein, 1410

ocular and dermal, 1409–1410

variables influencing, 1425

Ischemic acidosis, 358

Ischemic brain injury, 364

Islet cells, 1900

Islets of Langerhans, immobilized,

2336

ISO (International Organization for

Standardization), 1404

Isobutene, in aerosol consumer, 2270

Isocratic chromatography, 98

Isocratic elution, 526

disadvantages of, 527

Isoelectric focusing (IEF), 304

Isoenzyme system, 71

Isoflavones

sources, 2442
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[Isoflavones]

for women’s health, 2442

Isoflavonoids, 237

biosynthesis of, 236

Isolation technology, in aseptic processing,

137

Isolator(s)

alpha=beta port in, 2139

applications, in powder processing systems,

2135

large-scale aseptic production,

2136–2137

small-scale manipulations, 2136

in sterility testing, 2134–2135

in subdivision and potent-drug

dispensing, 2134

in syringe filling, 2137

cleaning and sanitization of, 2141

critical task for, 2133

definition of, 2133

design

and construction, 2134

considerations for environment, 2141

features, 2133

flexible-film, 2133

glove and gauntlet materials in, 2138

half-suit, 2138

in health care and life science industries,

2133

for health care regulatory demands, 2134

leakage-rate tests, 2138

leak-induction test, 2138

leakage-rate measurement, 2138

pressure decay rate evaluation, 2138

tracer gas leak-rate detection, 2138

in manufacture of sterile products, 2134

in manufacturing R&D, and QC sectors,

2134

for pharmaceutical application, 2133

positive-pressure, 2134

potent drug-dispensing, 2135

rigid-wall, 2134

sleeve=glove, 2138

technical considerations for design,

manufacture, and testing of

airborne cleanliness classification, 2140

airflow configuration, 2140

barrier-integrity characteristics,

2137–2138

HEPA filtration, 2140

internal pressurization, 2139–2140

manipulation technique, 2138

open aperture protection, 2140–2141

transfer techniques, 2138–2139

technical guidelines and standards,

2133–2134

walls or envelopes, 2133

Isomeric copolymers, 1064

Isomerism, 2142

and analytical methodology, 2156

conformational, 2148

geometric, 2146

pharmacological aspects, 2149

background and definitions, 2149

Isomerization=racemization, 286

Isomerization to fructose, 1614

Isomers, 2142

binding differences between, 2153

definition, 2142

geometric, 2146

of ephedrine, 2145

types

configurational, 2142

conformational, 2142

constitutional, 2142

Isoniazid

elimination of, 1018

release, 2033

Isopentenyl pyrophosphate

compounds derived from, 239–246

Isoperibol calorimeters, 402, 3738

crystallinity of drug substances by, 3738

Isoprenaline, 991, 2862

Isoprenaline sulphate, 991

Isoprene

elastomer, 1466

rubber, 1466

Isoprene-derived compounds, 236

Isopropanolamine salts, 941

Isopropyl alcohol, 2478, 2942

Isopropyl myristate, 14, 2980

in cosmetic preparation, 993

permeability coefficient, 1313

Isopropyl palmitate, in cosmetic preparation,

993

Isoproterenol

cardiotoxic effects of, 149

sulfaction of, 1247

Isoquinoline alkaloids, 248

Isosbestic point, 3461

Isosorbide-5-mononitrate, 1076, 1234,

1253

for angina prophylaxis, 1076

Isosorbide dinitrate, 1076, 1253

antianginal action of, 310

Isothermal calorimetry (ITC), 306

Isothermal microcalorimetry, 403, 3302

of amorphous component of lactose,

3302

Isothermal titration calorimetry, 1884

Isotonicity, 1272

in biological cell, 1272

solution tonicity, 1272

Isotope-coded affinity tagging (ICAT)

technology, 3045

Isotopes, of hydrogen, 3082

Isotopic dilution analysis, 3089

advantage of, 3090

inorganic trace elements by

determination of, 3090

Isotoxic concentrations, 2988

Isotretinoin, 3348

Isozymes, multitude of, 2635

Itraconazole, 616, 620, 3350, 3361

oral bioavailability of, 3350

Ivermectin (IVM)

kinetic parameters for, 3955

topical solution of, 3971

Jake leg paralysis. See Jamaica ginger

paralysis.

Jamaica ginger

with castor oil, 1406

paralysis, 1406

Japan Pharmaceutical Excipients Council,

2837

Japanese Ministry of Health and Welfare

(JMHW) evaluation system, 2771

Japanese Pharmaceutical Excipients, 660, 691,

1633

non-official, 1632, 1639–1640

official, 1632, 1634–1638

Japanese Pharmaceutical Manufacturers’

Associations of Tokyo, 2837

Japanese Pharmacopoeia (JP), 660, 1623,

1633

Japanese Pharmacopoeial Forum, 1964, 2837

Japanese Society of Hospital Pharmacists,

2837

Jellies, 995

mongraphs in USP, 1876

See Gels.

single-phase, 1875

sodium hyaluronate, 1884

Jenike shear cell, 3287–3288

advantage and disadvantage of, 3288

to measure cohesive powders, 3287

pharmaceutical powders by,

characterization of, 3287

Jet nebulizers

in airway diseases, 2095

consequences, 2095

droplet formation by, 2095–2096

drug concentration effects in, 2096

effect of physical properties in, 2096

Pari LC, 2096

physicochemical properties of, 2096

temperature effects in, 2097–2098

Johanson Hang-up Indicizer system,

3290

pharmaceutical powders by,

characterization of, 3290

Joint Commission on Accreditation of Health

Care Organizations (JCAHO)

Standards, 46, 2188

Joint Expert Committee on Food Additives

(JECFA), 660, 691

Joint health, 2431

diseases

osteoarthritis, 2431, 2435

rheumatoid arthritis, 2431, 2435

nutraceuticals in, 2431

treatment with, 2435

chondroitin, 2437

dimethyl sulfoxide (DMSO), 2437

glucosamine, 2436

S-adenosyl methionine (SAMe), 2437

Joint Interpreting and Conference Service

(JICS), 1597

J-Tip needle-free injector, 1217

Jugular vein, collection of blood samples,

3954

Juleps, 960
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Kalrez�, 2237

Kaolin, 989

Karl–Fischer reagent, 3759

Karl Fischer titration

advantages and disadvantages of, 2377

for cellulose, 2377

for dicalcium phosphate, 2377

for lactose, 2377

moisture content determination by, 2377

reagent for water, 2377

of water, 2377

Karposi’s sarcoma-associated herpevirus

cloning of, 3123

Kava (Piper methysticum), 74

KBr pellet absorbance spectrum, 3379

KBr pellet technique

of caffeine, 3379

for mid-infrared measurement, 3378

KBr powder

hygroscopic nature of, 3382

reflectance of, 3382

k-carrageenan gel, 1884

Kefauver–Harris Amendment, 561

result of, 2904

Kefauver–Harris Drug Amendments,

1407, 1941, 3073

Kefauver-Harris amendments, 2419

Kelvin effect, 1556

Kelvin model of, viscous materials,

3135

Keratinization, 2665

degree of, 2671

Keratinocytes, 1318

differentiation, 1311

Keratoplasty rejection model

in rat, 1196

Ketamine

in enantiomeric ratio of, 3967

hydrochloride intramuscular injection site

in cats, 3955

intravenous injection of, 3967

systemic clearances, 3967

Ketobemidone, 1078

bioavailability of, 1078

sublingual or buccal route, 1078

Ketoconazole, 1353

3-Keto-desogestrel, 1350

Ketoprofen, 2408

delivery, 2127

dispersion, prepared by freeze–drying

process, 775

transdermal absorption of, 2152

in wax, 4070

Key validation elements, 707

Kidney

cells baby, 261

function estimation of, 586

glomerulus, 354, 1326

tubular epithelium, 156

Killion extruder, 2014

Kinematic viscosity, 3130

Kinetic and endpoint chromogenic assays,

3059

Kinetic chromogenic assay (KCA), 3058

Kinetic turbidimetric

assay, 3058

and chromogenic assays, 3059

Kira�, 75

Kjeldahl method

inorganic nitrates and nitrites, 3756

Klebsiella species, 2479

Knauer membrane osmometers, 3776

Koate�, 4002, 4008

Kohonen networks, 2402

Kollidon CL�, 3556

Konseal apparatus

components of, 951

saucer shaped rice-flour, 951

Konseals, 960

Kozeny–Carmen equation, 2590

Kronig–Kramers transform, 449

KryotabTM, ODT technologies in

development, 1111

Kubelka–Munk (K–M) function, 3377

linearity of, 3381

Kupffer cells, 369, 1191

Kuru disease in human, 1642

Labeled antibody radioimmunoassays,

2050

Labeled antigen radioimmunoassays, 2049

analytical reagents, 2049

radioactivity measurement, 2049

Label-driven food-effect assessments, 2821

Labile pharmaceuticals, 3568

Labile polyesters, as biodegradable polymer,

176

Laboratory animals

care of, 124–125

governmental guidelines, 125

sources of, 124

use of, 2830

Laboratory autoclaves, bio-validation of, 11

Laboratory automation, 740

Laboratory Information Management System

(LIMS)

accreditation and certification standards,

2167

analytical methods, 2164, 2169

audit trial, 2166

built in-house systems, 2165, 2169

computerized instrument, 2165

cost of purchasing, 2166

definition, 2164

detection limits, 2164

documentation of, 2164

error handling, 2166

external standard, 2167

generic name, 2164

implementation, 2165

analytical methods, 2169

built-in functionality, 2169

organizational issues, 2169

validation, 2169

information tool, 2169

internal standard, 2167

internet discussion groups, 2169

[Laboratory Information Management

System (LIMS)]

organizational issues, 2169

pharmaceutical standards, 2167

quality of, 2166

querying for, 2170

securing funding, 2166

standard requirements, 2167

static data, 2165

system configuration, 2164

template data, 2165

types of standards for, 2166

validation

of systems for 4, 6

time, 2166, 2169

vendor audit, 2167, 2169

Labrafil�, 3335

Labrasol�, 3348

Lactate dehydrogenase (LDH), 370, 1430

Lactic acid, formation of, 1615

Lactide-glycolide copolymers, 160

Lactitol, 3681

as tablet diluent, 3681

Lactobacilli, 1341

Lactobacillus acidophilus, 2257

Lactose, 998, 1233, 3681

advantage of, 1615

amorphous, 3230

component of, 3302

anhydrous, 3681

ball-shaped spray-dried, 3230

and calcium carbonate, particle shapes of,

3277

consolidation mechanism, 3681

crystallinity of, 4108

differential scanning calorimetry of,

2376

diluent in tablets, 3655

as filler and flow enhancer, 2081

fragmentation, 3681

granules

flow of, 3276

particle size of, 3276

Karl Fisher titrations for, 2377

mixture of direct compression, 3677

monohydrate, 84

flow properties of, 3291

placebo tablets

coating, 1234

disintegration rate, 1234

potential residues in, 1615

powders

avalanching behavior of, 3277

flow properties of, 3277

packing characteristics of, 3277

yield loci for, 3287

rotating drum avalanche data of, 3292

sorption isotherms for, 2373

sprayed and non-spray dried, flow

properties of, 3290

as tablet diluent, 3681

thermal gravimetric analysis of, 2376

types of, 3230

wedge-shaped a-lactose monohydrate, 3230
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Lactose-based progesterone tablet, 1354

Lactose-based tablets

disintegrating pressure versus disintegration

time of, 3360

disintegration of, compression pressure on,

3358–3359

water uptake versus disintegration time of,

3360

Lake pigments

aluminum, 656

D&C, 656

external D&C, 656

fading characteristics of, 669

FD&C, 656

physical properties of, 669

properties and applications, 668–669

stability information of, 669

L-a-glycerophosphorylcholine, 1524

Lamb vaginal mucosa, 1345

Lambert–Beer’s law, 3377

Lamellar organizations, 976

Lamellar structures, packing behavior of,

978

Lamina propria, 2665

Laminar airflow (LAF) equipment

advantages, 2175

airborne contamination control by, 2175

in aseptic processing, 2171

as barrier technique, 2175

calibration and traceability, 2184

certification, 2183, 2184

HEPA filter in, 2172–2173

limitations, 2175–2176

an offshoot technology, 2172

plenum ceiling in, 2183

standard operating procedure (SOP) for,

2184

stringent air cleanliness by, 2175

technical definition, 2175

terminal HEPA filtration module (TFM) in,

2181

testing, 2183

vendor qualification to, 2183

Laminar airflow devices (LAFDs), 2175

air handling in, 2188–2189

aseptic manipulation in, 2176–2177

cleanroom for

anteroom and core ceilings, 2189

anteroom and core flooring, 2189

construction, 2188, 2189

design, 2188

doors and pass-throughs, 2189

lighting and electrical service, 2189

pressurization, differential, 2189

operation, 2189

validation, 2189

walls and windows, 2189

laminar flow clean benches (LFCBs),

2177

operating procedures

BSC operation, 2176

cleaning and preparation, 2176

principles, 2176

protocol and management, 2186

[Laminar airflow devices (LAFDs)]

regulations and guidelines to, 2185

regulatory issues, 2186, 2188

staging of working materials, 2176

testing procedures

air velocity and laminar profile quality,

2184

HEPA filter performance, 2184

noise levels, 2184

particle counting, 2184

visible and ultraviolet light levels, 2186

validation and certification, 2188

clean space project development, 2186

conceptualization, 2186

construction, 2188

design, 2188

features and performance, 2187

Laminar air flow tunnels, 748

Laminar airflow workstations (LAFWs),

monitoring, 2304

Laminar flow (LF), 3138

fluid flow, 3865

mass transfer in, 3876

tunnels, 3515

advantage of, 3515

regime, 1436

Laminar flow clean benches (LFCBs), 2172

airflow

patterns in, 2178

profile, 2177

antineoplastic drugs in, 2173

applications

in industry, 2178

in pharmacies, 2177–2178

in sterile manipulation, 2177–2178

limitations, 2177

location and performance testing in, 2177

working materials positioning in, 2177

Laminar sublayer, heat resides in, 3871

Laminaria, 1031

Lamivudine, 2943

solid-state 13C CP–MAS spectra of, 3457

Languages, computer, 1664

Lanolin, 3260

Lanosterol and cycloartenol, biosynthesis of,

238

Lanoxicap�, 3335

Lanoxin�, 3349

Laponite clay, 1889

Large-volume parenterals (LVPs), 1004, 2178

infusions, 3929

Large multilamellar liposomes, 4127

Large unilamellar vesicles (LUV), 1117

Larmor frequency, 3297

Laser

components of, 3395

with conventional two-mirror cavity,

3395

diffractometers, 2587

diodes, 3396

dye, 3395

Doppler shifts, 2588

light scattering, 1123

particle counter, 378

[Laser]

population inversion, 3395

Raman spectroscopy, 843

semiconductor, 3396

Laskin aerosol generator, 2096

Latent heat, 329

for evaporation, 3884

Latex (natural rubber), 2138

particles, chord length distribution of,

860

reactions, 1479

rubber, 1479

sensitivity, 1479

Lattice defects in crystals

free energy, 2942

interstitials, 3544

line defects, 3544

parameters, 845, 846

point defects, 3544

Laudanum, 1040

Laureth-9, 16

Laurocapram (Azone), 1611

Lauroyldextran, 1237

Lauryl dextran esters, 1236

Lavatio. See Washes, mouth.

Lazer zee meter, 4118

LC. See Liquid chromatography.

Leachables

chemical entities, 1693

definition, 1693

drug product, 1696

injectable formulations, 1710

inorganic, 1710

Lead

degradation, 2493

as drug candidate, 2502

physiological distribution and disposition

of, 2493

potential evaluation, 2492

optimization

barriers, 2199–2200

corrosivity in, 2197

irritancy in, 2197

in pharmaceutical development, 2192

phototoxicity in, 2197

potential skin and eye toxicity in,

2197

sensitization in, 2197

safety pharmacology of, 2493

scientific disciplines for development

characterization of, 2492

therapeutic agent, 2492

Lead development candidate (LDC),

2192

selection by PLOT, 2195

toxicogenomic technology in, 2198, 2200

Leaky vasculature, effect of, 1326

Lecithin, 2273, 3798

for wetting, of drug particles, 983

Lectins, 2035, 2726

Lectro Patch� (General Medical Co., CA),

3849

Legacy systems and Code of Federal

Regulations (CFR) part 11, 4
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Leishmania antigen, 3914

intracellular protozoa, 3923

Lemon

constituents, 1765

natural flavoring agents, 1764

Lens care products

accessory

cleaning devices, 2210

lens cases, 2210

lens insertion devices, 2211

active components

chemical disinfection systems, 2211

cushioning agents, 2211

lubricating agents, 2211

surface-active agents, 2211, 2212

viscosity-building agents, 2212

wetting agents, 2211

ancillary components

buffers

preservatives

tonicity-adjusting agents, 2213

viscosity-building agents, 2213

categories of, 2203

chelating agents in, 2205

cleaners, 2203

design

sterility requirements, 2213

sterility test procedures, 2213

disinfectants, 2203

future prospectus of, 2211

lubricants, 2203

multipurpose products, 2203

natural polymers in, 2211

packaging of, 2210

by pharmaceutical industry, 2210

formulation characteristics, 2210

gamma irradiation, 2210

plastic containers, 2210

terminal sterilization of, 2210

rigid gas-permeable lenses, 2209

synthetic polymers in, 2211

versus pharmaceutical products, 2202

Lens cleaners

accessories for, 2205

active components of, 2204

chelating agents, 2205

classification, 2204

cleaning devices for, 2205

consumer versus professional, 2204

daily cleaners, 2204

deposit-shearing particles, 2205

enzymes, 2204

hand soaps, 2205

mechanical agitation, 2205

oxidizing agents, 2205

solvents, 2205

surfactants, 2204

ultrasound devices, 2205

weekly cleaners, 2204

Lens comfort solutions

components of, 2209

polymers in, 2209

preservatives, 2209

surfactants, 2209

Lens disinfection

chemical antimicrobial agents, 2203

electrical thermal device for, 2203

Leucine, 2161

enkephalin

hydrolysis of, 946

particles, low-density, 1430

Leuconostoc mesenteroides, 1031

Leukemia cells, removal of, 1140

Leukotriene biosynthesis inhibitor, 399

Leuprolide, 1355

acetate, 178, 3360

acetate delivery, Lupron Depot� for, 178

iontophoretic delivery of, 2749

Levarterenol, 2862

Levin’s basic methods, 3057

Levodopa, concentrtion of, 942

Levonorgestrel, 1349

Norplant� ingredient, 176

release rate from vaginal ring, 1350

Levothyroxine, malabsorption of, 2909

Lewis acid=base interactions, 604

Lewis antigen, 1139

Lewis lung carcinoma, 1143

L-glutamic acid

batch crystallization of, 860

polymorphic transformation of, 861

L-hydroxyproline, 2159

Liberate�, 4008

Licab DSH�, 3564

Licaps� (Capsugel), 992

Licorice lozenges, 950

Lidocaine, 2007, 2119

binding of, 3036

bioavailability, improvements in, 1306

concentration, effect of, 2930

drug concentration of, 3822

loading dose of, 1013

and salicylic acid, toxicity, 3036

Lidocaine HCL (L-HCL), 2014

LidoSiteTM Topical system (Vyteris, Inc.,

NJ), 3849

Lifshitz–Slezov–Wagner theory, 343

Lifshitz theory, 640

Lift trucks, types of, 2879

Ligamentum. See Bandages.

Ligand

exchange, 459

biological, 702

Ligand affinity

agonist-receptor binding, dissociation

constant for, 3114

guanine nucleotides, presence of, 3114

multiphasic ligand–receptor interactions,

3113

nicotinic acetylcholine receptor (AChR),

3113

kinetics of, 3114

receptor classification schemes, 3113

receptor protein, binding site of, 3114

traditional receptor theory, 3113

Ligand–ligand interactions, 459

Ligand–protein interactions, 715

Ligand–receptor interactions, 3108, 3113

Ligase enzyme, 261

Light-emitting diodes (LEDs), 2129, 3401

Light chain depositiossn disease (LCDD),

282

Light sources, in spectrophotometer, 3462

Lignans, biosynthesis of, 234

Lignocaine hydrochloride, 1061

Limbal hyperemia, 2028

Limiting diffusion current

concept of, 1491

defnition of, 1493

Limit test, definition of, 3058

Limulus amebocyte lysate (LAL), 3057

clotting mechanism, 3058

amebocyte blood cells, 3058

blood-clotting defense mechanism, 3058

coagulagen protein substance, 3058

intracellular serine protease zymogens,

3058

discovery of, 3057

endotoxin reaction, 3058

gel clot method for, 2293

test, 2293

in vitro technique, 1271

test, 1271

FDA validation guideline for, 3060

United States Pharmacopoeia method,

1271

Limulus blood coagulation, 3057

Limulus polyphemus, 2293,3057

Linctus, viscid liquid, 960

Linctuses, 994

Linear energy transfer (LET) particle, 3543

Linear free-energy-related (LEFR), 1, 2

estimation methods, 8

Hammett–Taft type approach, 7

homogenous organic chemical systems, 7

microscopic dissociation constants, 8

Linear regression analyses, 3496

fitting a straight line, 3496

of calibrator curve data, 3497

slope and intercept, determination of,

3496

variance-stabilizing transformation, 3497

Linear sweep voltammetry (LSV), 1497

Linear variable differential transformer

(LVDT), 3686, 3730

on tablet presses, 3686

Linear variable displacement transducers

(LVDTs), 411

Linearity, evaluation of, 102

Linearly polarized light, 446

Liniments, 994

dental, 960

dosage forms, 960

drying, 960

external preparations, 960

Linimentum. See Liniments.

Linoleic acid, conversion, 2442

Lincomycin

absorption of, 1017

bioavailability of, 1017

Lipase and lysozyme, microencapsulation of,

3573

Index I83

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



Lipid(s), 1610

bilayers

assembled, 1332

phosphatidic acid in, 4126

categories of, 975

fatty acids and derivatives, 975

glycolipid compounds, 976

oils, waxes, and neutral, 975

phospholipid compounds, 976

cell membrane, 213

components, degradation of, 979

conformation, 976

with micelles and emulsions, 976

content, 3821

delipidization, effect of, 3821

conjugation reactions, 982

conformational states of, 978

contaminants and impurities from, 985

delaying effect of, 2868

diazo derivative of, 982

dosage forms, 982

dynamic and motional properties of, 981

emulsion, 1550

droplet size distributions, 1551

for drug delivery, 1550

parenteral nutrition, 1550

surface properties of droplets, 1551

total nutrient admixtures (TNA)

preparation, 4123

formulations

benzyl alcohol preservative in, 983

compounding of, 978–979

conformational considerations of, 985

size reduction of, 979

in gene therapeutic applications, 978

geometric preferences of, 977

hexagonal phase, 985

hydrolysis of, 979

hydroperoxide, detection of, 151

immune reactivity of, 985

ingredients, isolation and detection of,

980

for injectable products, 983

lamellae, fluidizing effect on, 13

lyophilates, in fluid bed applications, 978

macromolecular aggregates of, 977

materials, as vehicles

in creams, 983

in gels, 983

in suppositories, 983

micropellets, 4075

preparation, glycerides and

phospholipids, 4075

spray congealing, 4075

spray drying, 4075

peroxidation, 140–141

and membrane fluidity, 141

and Na+=K+-ATPase, 141

carcinogens, activation of, 141

membranes of oral mucosa, 1072

microsomal, 141

mixed conformations of, 976

molecular shape analysis of, 977

molecules, 976

[Lipid(s)]

naturally derived, supply of, 978

neutral, 975

in oral liquid dose forms, 982

in packaging, 979

particle sizing of, 981

particulate analysis, 981

particulate and particle size control in,

979

permeation enhancers, 983

peroxides, 979

in pharmaceutical preparations, 975

phase transitions of, 977

polymorphism, effect on, 1059

products

characteristic of, 979

safety of, 985

raw materials, 977–978

availability and cost of, 977

metabolism of, 982

role of, 975

for solid-implant formulations, 984

solubility, 317, 2665

of drugs, 1074–1075

in solid form, 984

for oral tableting applications, 984

solutions

optical properties of, 982

spectroscopic analysis of, 982

X-ray and neutron diffraction patterns

of, 981

spatial organizations of, 978

stability, 979

sterilization methods of, 979

of stratum corneum intercellular space,

1312

structures, 976

surface considerations in, 979

suspension particles, 981

systems

drug delivery from

mechanics of, 982

thermal behavior of, 981

USP 24=NF 19 methods for, 980

visualization, 981

Lipid-aqueous partition coefficient, 940

Lipid-based vehicles, 2743

Lipid-containing formulations, 977

Lipid-containing products, manufacturing of,

977

Lipid-containing solvent, 979

Lipid pharmaceutical products

aggregate states of, 981

analysis of, 979–980

by differential scanning calorimetry,

981

by electron spin resonance (ESR),

981

by gas chromatography (GC), 981

by HPLC methods, 980

by nuclear magnetic resonance (NMR),

981

by thin layer chromatography, 981

by wet chemistry procedures, 980

[Lipid pharmaceutical products]

chemical determinations of, 980

physical determinations of, 981

Lipid-soluble drugs, 2631, 2633

advantage, 3949

metabolites of, 2636

microsomal oxidative reactions, 3948

Lipid-soluble ligands, 3028

Lipid-soluble vitamin phytonadione, 983

Lipinski’s Rule of Five, 2195

Lipiodal�, 3858

Lipoidal fraction, rectal membrane with,

1308

Lipoidal membranes, 940

Lipophilic acyl groups

conjugation of, 1255

Lipophilic cation, 1507

examples of, 2747

5-Lipoxaginase inhibitor, 1441

Lipophilic compounds, 809, 1306

Lipophilic derivatives and prodrugs, 982

Lipophilic derivatized drugs, effect of, 982

Lipophilic drugs, 213,1143, 1195, 1288

bioavailability of, 1258

corneal epithelium penetration of, 1195

incorporated in, 1298

lowmolecular, 1244 weight

progesterone, 946 intestinalexsorption of,

1246

Lipophilic esters, synthesis of, 1255

Lipophilic formulation, 428

Lipophilic molecules, delivery of, 2727

Lipophilic N-Mannich base derivatives,

982

Lipophilic peptide, 2727

Lipophilic plasticizer, 1292

Lipophilic prodrugs, use of, 2743

Lipophilic semisolid emulsions, 2409

Lipophilic solvents, skin permeation

enhancers in, 1313

Lipophilic steroidal drug, 1061

Lipophilicity

characterstics of, 2930

effect of, 2930

Lipoplex formation, result of, 1065

Lipopolysaccharide (LPS), 3914,4040

causative agent of pyrogenic, 2293

chemical layers of, 3517

dry-heat destruction for, kinetics of,

3517

gram-negative species, 2293

pseudo-second-order reaction kinetics,

2294

Lipopolysaccharidic materials, 4043

Lipoprotein

lipase enzyme, activity of, 3038

membrane barrier, 156

Liposoluble drugs, encapsulation of, 1186

Liposomal-based formulation, 2743

Liposomes, 268, 1189, 1771, 2862,

3579, 3748

absorption enhancers, 31

in aqueous dispersions, 4126

binding of, 1141
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[Liposomes]

cationic, 1164

composition of, 2393

for confocal microscopy, 1161

constituents of, 31, 1117, 1161, 2393

as delivery system for metronidazole,

1352, 1354

dermatological drugs in, 1318

dispersions, 1117, 1127

dermal administration of, 1128

for installation into lung, 1128

for parenteral administration, 1128

dosage forms, 984

as drug

carriers, dispersion system, 4117

carrier systems, 1318

delivery systems, 3591

encapsulation, 356, 1128

feature of, 1333

film-forming method in, 1117

for fluorescent microscopy, 1161

formulations, for veterinary application,

984

Freeze–thaw procedures in, 1117

immunization, 3920, 3921

immunoassays

advantages of, 2059

detection methods, 2059

heterogeneous, 2060

homogeneous, 2060

markers for, 2059

intra atrial delivery of, 1163

large multilamellar, 4127

phospholipid-based vesicles, 4126

phospholipids, 1142

bilayers in, 3748

polar character of, 1117

polycationic antibiotic in, 4127

polymyxin in, 4127

potential of phospholipid, 1318

preparations, 1161, 1318

products, 273–274

amphotericin, 274

daunorubicin, 274

doxorubicin, 274

production

ethanol injection method of, 3579

limitations of, 3579

scattered fluorescent, 1162

small unilamellar, 4127

stealth, 2393

surface charge, 2393

targeting of, 2393

triamcinolone acetonide into, 1318

types of

large unilamellar liposomes (LUV),

2726

multilamellar liposomes (MLV), 2725

small unilamellar liposomes (SUV),

2725

vesicles distinction by, 1117

zeta potential of, 4126

drug-loading, 4127

measurement of, 4127

Liposome-encapsulated drugs biodistribution

of, 1332

Liposome-entrapped drugs, memebrane

transport of, 2726

Liposome=membrane mechanism, 2726

Liposphere=protein matrix, 3305

Liposyn�, 3362

LIQFILsuper JCF40=80TM

auger-filling machine, 409

LiquaPar Oil, 3270

Liquefaction characteristics, 1305

Liquefied propellants, 2093

Liqui-Gels�, 419

Liquid

adsorption and screening, 3902

air dehumidification, 3885

air humidification, 3885

binary mixture of immiscible, 3881

deformation types of, 3128

distillation, 3881

composition, 3881

differential, 3882

molecular, 3883

simple, 3882

drying, 3889

air circulation, 3891

equilibrium moisture content, 3889

internal mechanism, 3891

operations, 3889

theory, 3889

ethylene oxide, 3901

filters, 3901

integrity, 3902

fractionation, 3882

packed columns, 3882

plate columns, 3882, 3883

types, 3882

migration, 3891

mixing, 3899

flow pattern, 3899

longitudinal or axial flow, 3899

paddle mixer, 3899

propellers, 3899

radial flow, 3899

sterilization, 3900

tangential flow, 3899

turbine, 3899

mixture, 3881

peptide-adsorbing filters, 3902

protein-adsorbing filters, 3902

rectification, 882

separation, 3883

vapor pressure, 3881

Liquid and solid matter, deformation of,

3129

Liquid chromatography (LC), 303, 3382

analysis, of extractables=leachables, 1703

detector, 533

types

bulk property detectors, 533

solute property detectors, 533

Liquid chromatography–mass spectrometry

(LC–MS), 195, 202

advantages of, 1568

[Liquid chromatography–mass spectrometry

(LC–MS)]

analytical method, 202

atmospheric-pressure ionization techniques,

202

advantages of, 202

low molecular mass, 202

moderate polarity, 202

electrospray technique, 202

advantages of, 202

high molecular mass, 202

high polarity, 202

detection steps of, 195

of low-molecular-weight hormones, 1566

evaluation of biomarkers, 1568

peptide determination, 1568

mobile phase, 202

selectivity and sensitivity, 202

sensitivity and specificity, 1566

specific bioanalytical emthod for, 1573

for therapeutic drug monitoring, 1566

Liquid chromatography=electrochemistry

(LCEC), 1520–1523

applications, 1522, 1530

conversion efficiency, 1523

dual-electrode cells for, 1522

electrochemical detector for, 1520

flow cells for, 1521

mobile phase considerations, 1520–1521

voltammetric detection, 1523

Liquid cosmetic products, 804

Liquid crystal displays (LCD), 2129

Liquid crystal layers, 1058

Liquid crystalline drug substances

arsphenamine, 1123–1124

diclofenac, 1125

diethylammonium flufenamate, 1124

disodium cromoglicinate, 1123–1124

flurbiprofen, 1125

ibuprofen, 1124

ketoprofen, 1124

nafoxidin-HCl, 1124

NSAID salts fenoprofen, 1124

peptide hormone, 1125

pirprofen, 1125

Liquid crystalline gels, elasticity of, 1122

Liquid-crystalline gel structure, hexagonal,

1878

Liquid crystalline matrix, 1127

Liquid crystalline microstructure, 1126

Liquid crystal polymers (LCP)

with mesogen, 1118

in main and side chain, 1118

in main chain, 1118

in side chain, 1118

Liquid crystalline phases, 1057–1058

anisotropic structures of, 1057

behaviour of, 12057

broad solubilization potential, 1057

drug delivery systems of, 1057

formation, 1115

lamellar phases of, 1057

See Mesophases.

Liquid crystalline state, 1115

Index I85

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



Liquid crystalline surfactant gel, 1125

Liquid crystalline systems

cubic, 3144

hexagonal, 3143

Liquid crystals

applications in drug delivery, 1115, 1123

cholesteric, 1115–1116

classification

lyotropic systems, 3143

thermotropic systems, 3143

in cosmetics, 1130

definition, 1115

determination of distances in, 1121–1122

drug release control by, 1130

examine by polarizing microscopy,

1057

flow characteristics of, 1122

formation, 1115

lyotropic, 1115–1117

thermotropic, 1115

formulations for dermal application,

1125

freeze fractured, 1121

interference for

film detection, 1122

registration of X-ray counts, 1122

sequence of

long-range order in, 1115–1116

methods for characterization of

differential scanning calorimetry (DSC),

1122

polarized light microscopy, 1118–1119

rheological properties, 1122

transmission electron microscopy (TEM),

1119–1121

X-ray scattering, 1121

nematic, 1115–1116

phase transitions of, 1122

polarized light micrographs of,

1118–1119

rheology of, 3143

short-range order in, 1115–1116

similarity in calamitic and discotic,

small-angle X-ray diffraction technique

(SAXD) in, 1121

smectic, 1115–1116

textures, 1118

transmission electron micrographs of,

1120

Liquid dosage forms, 993–996

analysis of, 3438

buccal and sublingual sprays, 988

emulsions, 988, 995–996

formulation additives of

buffers, 993

colorants, 993

flavoring agents, 993

preservatives, 993

in monogastric species, 3950

intermediate

aromatic water, 994

peppermint and anise waters, 994

spirits, 994

syrups, 994

[Liquid dosage forms]

tinctures, 994

rheology of, 3142

solutions, 988, 993

types

colloidons, 994

draught and elixirs, 994

ear drops, 994

enemas, 994

intermediate solutions, 994

linctuses, 994

liniments, 994

lotions, 994

mouthwashes and gargles, 994

nasal drops, 994

Liquid drug formulations, 1291

Liquid electroactive substances, 1507

Liquid emptying, rate of, 2870

Liquid extracts, in pharmacy

Liquid filling

capsules, 411

types, 411

Liquid filtration, separation mechanism

advantanges and disadvantages, 1754

retention by adsorptive sequestration,

1753

sieve retention, 1753

Liquid flavors, 1764

distillates, 1764

essential oils, 1764

fluid extracts, 1764

tinctures, 1764

Liquid formulation area, 1317

Liquid–gas interface, 3583

adhesive forces, 3583

Liquid gel-caps, 3335

Liquid inhalation, 2092

Liquid ion-exchange electrodes, 1507

Liquid-junction potential, increase of, 1505

Liquid–liquid extraction, 2265

biological matrix, 195

Liquid–liquid partition chromatography,

199

Liquid-membrane electrodes, category of,

1507

Liquid medication

delivery system, 2644

packaged volume of, 2639

Liquid membrane-type electrodes, 1512

Liquid membranes, electrodes with, 1507

Liquid mercury column, 1491

Liquid needle-free injection, 1210

acceptability, 1214

clinical outcome device ‘registration’ in,

1211

fat drilling, 1211

fluid mechanics conditions

power sources, 1211

butane, 1212

chemical gas generation, 1212

compressed gas, 1212

metal springs, 1212

reusable, 1212

shelf life, 1213–1214

[Liquid needle-free injection]

skin puncturing, 1211

viscosity, 1214

Liquid oral preparations

constituents of, 2216

filling and sealing method, 2228

manufacture

chemical testing, 2228

equipments of, 2228

microbiological testing, 2228

principles of, 2227

raw materials, 2228

oral bioavailability, 2216

solubility-enhancing additives, 2216

soluble chemical substances, 2216

Liquid oral solutions

design and formulation, 2217

pharmaceutical liquid formulation, 2217

chemical stability, 2217

drug concentration, 2217

drug solubility, 2217

liquid vehicle selection, 2217

physical stability, 2217

preparation preservation, 2217

solubility, 2217

pharmaceutical properties, 2217

therapeutically active agents, 2217

Liquid pharmaceuticals, smolalities of,

2644

Liquid products

coloring of, 666

by dyes, 666

Liquid propellant

solid phase in, 2980

suspension formation in, 2980

Liquid scintillators, 3087

Liquid–solid phase diagram, 762

Liquid solubilizers, 1273

dielectric constant, 1273

electrical conductance, 1273

Liquitard�, 999

Listeria monocyto-genes infection, treatment

of, 1190

Listerine�, 896

Listerine tartar control mouthrinse,

900

Literal infringement, 2622

definition, 2622

Doctrine of equivalents, 2623

patent claims, 2622

Litus, 960

Live-cell encapsulation, 2335–2336

Liver

blood flow, 1906, 2824

cirrhosis, meperidine in, 1019

disease, 1019, 3037

effect of, 579

glycogenesis in, 49

hepatic coma, 48

hypoalbuminemia, 49

patient-related factor, 48, 49

function test, 370

hepatocytes, 156

metabolizing systems in, 1075
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[Liver]

metabolizes drugs, 3961

presystemic metabolism in, 3948

toxicity, 1419, 2416

tumors, induced, 433

sinusoid, 1326

L-lactide

in polymer preparation, 182

role in polymer hydrolysis, 184

Load cell, used on punch holders,

3686

Logarithmic-linear expression

solute–solvent interactions, 809

solvent–solvent interactions, 809

Lohochs

looch, 960

syrupy medicines, 960

London dispersion forces

in colloidal particles, 4121

Long-term care facilities (LTCF), 1905

Lophophora williamsi, 249

Lorazepam, 1909

Loss on drying (LOD), 2369

Lotions, 960,994

calamine, 995

topical, 3597

Lovibond Tintometer, scolor measurements

of wax, 4067

Low-angle scattering, 2396

Low-density lipoprotein (LDL) cholesterol,

2437

oxidation of, 2438

Low-methoxy (LM) pectins gel, 1884

Low-temperature flame photometry, 1762

alkali earth metals, 1759

alkaline earth metals, 1759

analytical applications of, 1759

factors for, 1759

general viability of, 1759

Low adherence pads, 1027

Low adherence primary dressings,

1027–1028

Low density lipoprotein (LDL) carriers,

984,1187

Low density polyethylene (LDPE),

308

Low frequency sonophoresis, 3834–3835

biological effects, 3836

acoustic streaming, 3839–3840

cavitational effects, 3839

thermal effects, 3839

cavitational effects, 3837

mechanisms, 3837–3838

stratum corneum, 3838

transdermal transport across human skin

erythropoeitin, 3834

insulin, g-interferon, 3834

proteins, 3834

Lowdensity polyethylene (LDPE), 2529,

2538

containers, 2542

Lower control limit (LCL), 3500

Lower critical solution temperature (LCST),

2025

Lozenges, 990

compressed tablet, 2233

constituents, 2231

excipients, 2234

flavor stability, 2235

hard candy, 2231

molded, 2231

packaging, 2235

processing methods, 2232

quality assurance, 2234

quality control, 2234

SeeTroches.

solid preparations, 2231

wrapped, 2235

LSD-precipitated schizophrenic reaction,

1048

formulation, 3659

magnesium stearate in, 3659

optimum mixing time within, 3660

properties of hydrocarbon, 3660

sodium stearyl fumarate, 3660

L-tryptophan, 2447

Lubricants

advantage of, 1613

agents, hydrophobic, 1740

based on fatty acids, 3661

calcium arachidate microparticle structure,

3231

die, 990

magnesium stearate, 3231

crystal forms, 3231

disintegration time, 3231

hardness, 3231

paricle size, 3231

platelet form, 3231

punch, 990

tablet, 3659–3660

talc, 3231

water-soluble, 991

Lucigenin, 151

Ludipress

agglomerates, 3230

alpha-lactose monohydrate, 3230

ring shear test for, 3292

Lumenal metabolism, 1247

Luminescence

efficiency of, 3392

excitation sources, 3396

of tryptophan and bilirubin, 3396

quenching of

efficiency of, 3391

kinds of, 3391

detection

in chromatography, 3402

in separation methods, 3402

immunoassay, 203

chemiluminescence, 203

fluorescence, 203

Luminescence instrumentation, 3392–3393

cell compartments and cells, 3398

components of, 3393

detectors, 3398

charge-coupled devices (CCD), 3400

image, 3399

[Luminescence instrumentation]

photomultipliers, 3398

lasers

semiconductor, 3396

tunable dye, 3395

line sources

electrodeless discharge lamps,

3394–3395

glow discharge lamps, 3394

signal processing

DC amplifiers, 3400

photon counting, 3400

sources

continuum, 3393

discharge lamps, 3393

incandescent lamps, 3393

mercury–xenon arc lamps, 3393–3394

tungsten lamp, 3393

wavelength selection, 3396

filters, 3396

monochromators, 3396

slits, 3397

quenching sensors, 1972

spectra

characteristics of, 3388

in quantitative analysis, 3392

solution acidity and basicity on, 3390

Luminescent solute

concentration of, 3391

Luminescent species

excited state of

lifetime of, 3391

Luminol, 151

Lung

absorption, characteristics of, 1282

alveolar surface, 2077

alveoli, 1803

carcinoma xenograft model, 1139

cell cultures, 2735

cytochrome P450 activity of, in Clara cells,

322

deposition, using gamma scintigraphy, 3094

drug delivery administration

dry powder inhaler (DPI), 2077

metered-dose inhaler (MDI), 2077

nebulizer, 2077

model, 1539

surface area, 1280

surfactants products

exosurf, 983

infasurf, 983

survanta, 983

Lung-delivery dosage form, 2077

Lupron Depot�, 177, 2320

drug products, 1643

injectable microspheres, 1099

for leuprolide acetate delivery, 178

for treatment of

endometriosis, 178

precocious puberty in children, 178

prostate cancer, 178

Lutein, 2435

nutraceutical supplementation to, 2441

occurrence, 2441
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Luteinizing hormone (LH), 70, 2130

Luteinizing hormone-releasing hormone

(LHRH), 178, 1078, 1174, 1355,

2702

Luxmeter, 2863

Lycab PGS�, 3564

Lycopene, 2439

effects, 2439

Lymphatic absorption, drugs for,

1305

Lymphatic carcinomas, 1610

Lymphatic circulation, drained by, 1300

Lymphatic delivery, 1304

Lymphatic drainage, 7

Lymphatic systems, 1304, 1326

Lymphatic transport, importance of, 1304

Lymph fluid, presence of, 901

Lymph nodes, 1134

intrapulmonary, 2732

Lymphocytes

blastogenesis, 1421

number of, 1132

Lymphoid cells, evidence of, 2714

Lymphoid follicles, 2724

Lymphoid tissue, aggregates of, 2714

Lymphoma-binding peptide, 1329

Lyoc�, 1110

Lyoc technology

disadvantages of, 1110

tablets manufactured with, 1110

Lyophilic colloidal solutions, 636

thermodynamics of, 637

Lyophilic colloids, 636

Lyophilization, 595, 1807, 2083, 2379

process, 287

stages

drying, 1614

freezing, 1614

Lyophilized as drug products, 1623

Lyophilized formulation, 1139

Lyophilized product, 1139

Lyophilized protein formulations, molecular

mobility to, 3307

Lyophilized state, proteins stabilized in,

1629

Lyophilizer, 1836

stability, 640

Lyophobic colloids, 637

bridging flocculation, 642

electrostatic stabilization of, 641

charge–charge repulsion, 641

osmotic pressure effects, 641

polymeric stabilization of, 641

preparation of, 637

chemical methods, 637

surfactants in, 637

steric stabilization of, 641

Lyoprotectants, 1808, 1820, 1826

Lyotropic crystals, rheology of, 3143

Lyotropic liquid crystals, 1115

birefringence of, 1118

difference between thermotropic and,

1116

low flowability of, 1118

[Lyotropic liquid crystals]

molecular structure of

cubic type I and II, 1117

hexagonal, 1117

inverse cubic type IV, 1117

inverse hexagonal, 1117

lamellar, 1117

transitions of, 1116–1117

Lyotropic mesomorphism, 1123

Lysergic acid diethylamide -like drugs, 1046

mescaline, 1045

psilocin, 1045

psyilocybin, 1045

Lysine

amino groups of, 355

residues, oxidative deamination of,

1862–1863

Lysing amebocyte blood cells, 3057

Lysophosphatidyl chloride, 2672

Lysophosphatidyl choline, 16

Lysozyme

enzymes, 1333

formulation, 1837

M-cells

gut-associated lymphoid tissue, 3917

m-RNA, 261

M. hyopneumoniae vaccine, 3919

Ma Huang (Ephedra sinica and nevadensis),

74

Mabs

anticancer agent, 1328

biotechnology for, 262

effector function of, 267

murine, 263

process, 260

production, 262

Machine processing

text for, 2552

Machine recommissioning, 382

Machine translation software

exploration of, 2845

Macro-arrays

components of, 1367

spot sizes, 1367

MacroDerm compounds

structure of, 1316

Macroemulsions, 3589–3590

oil in water, 3589

water in oil, 3589

Macroflux system, 1319

Macrolide antibiotics, 1399

screening, 1419

Macrolide endectocides, 3971

veterinary drugs, 3941

Macromolecular biomarkers, 1571

Macromolecular colloids

shape of, 637

Macromolecular conjugates, 1329

Macromolecular drug conjugates

summary of, 1331

Macromolecular drug delivery systems, model

of, 1327

Macromolecular drugs

development of delivery systems for

role of hydrogel structure in, 190

gene-based

problems in administration, 177

hemispheric-shaped design, 1095

injection administration, 177

oral administration, 177

polymer-controlled drug-delivery system,

1095

problems in administration, 177

protein-based

problems in administration, 177

Macromolecular prodrugs, 3008

Macromolecular salts, 3182

Macromolecular targeting ligands

introduction of, 1327

Macromolecules, 2048

applications of, 1279

clumping for, 1284

formulation stability, 1283

nasal route delivery, 1280

non-invasive administration of, 1282

oral administration of, 1280

polymer composition, 1279

powders of pharmaceuticals, 3578

protein molecules, 1279

pulmonary drug delivery, 1282

recombinant gene techniques, 1279

transdermal route delivery, 1280

Macrophages, 1281

activation, 347

epithelial surface, 1281

inhaled drug particles, 1281

motile phagocytes, 1281

solubility, 1281

Macular pigment

roles in eye

damaging blue light filteration,

2441

oxidative stress limitation, 2441

Mad Cow certification, 1404

Mad Cow disease, 1642

Madin-Darby canine kidney (MDCK) cells,

883

Magic-angle spinning (MAS), 3298,

3456

Magisteries, 960

Magmas, 960

Magnesium alloy tubes, 3951

Magnesium aluminum silicate (MAS)

surface of, 38

Magnesium hydroxide

effect on polymer stability, 186

Magnesium lauryl sulfate

magnesium stearate, 3661

Magnesium stearate, 1430, 2454

advantages and disadvantages, 3660

as lubricant, 35

tablet lubricant, 3659

Magnesium stearate concentration

changes in, 3438

Magnesium stearate functions, 416

Magnesium trisilicate oral powder, 988
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Magnetic-activated drug delivery systems,

1095

diffusion process, 1096

drug-dispersing biocompatible polymer

matrix, 1095

fabrication of, 1095

hemispheric-shaped design, 1095

Magnetic chromatography, 933

Magnetic resonance imaging (MRI), 2868

Magnetic sector mass spectrometers, 3806

Magnetically driven fans

with shell-and-tube heat exchangers, 3538

Magnetically induced CD (MCD), 449

Magnetrons, 1447

Malabsorption of protein gluten, 1615

Malcolm Baldrige categories, 3078

Malcolm Baldrige quality award, 3077

Malignant glioma

treatment of, 1140

therapy, 1140

Malignant hybridoma cell lines, 1144

Malignant tumors, 434

Malliard reaction, 287

a-N-acetyl-L-lysine, 2381

case in, 2381

insulin, 2381

plasma proteins, 2381

poly-L-lysine, 2381

Malodorous wounds

deodorizer for, 1028

Maltodextrins, 2373

applications of, 3481

hygroscopicity of, 3481

molecules, 3481

physical properties of, 3481

preparation, 3481

Maltrin� M 150, ring shear test for, 3292

Mammalian brain tissue

neurotransmitter in, 461

Mammalian cells, 261

viral glycoproteins, 3911

Mammalian collagens (gelatin), 1612

Mammalian gene mutation assays, 689

Mammalian hormone serotonin, 252

Mammalian neurons

Mammalian species

allometric relationship, 3965

and drugs

interspecies scaling, 3964

Mammalian toxicity, 2987

Mannitol, 991, 1820, 3681

crystalline, 1809, 1810

stabilizing effect of, 1429

as tablet diluent, 3681

Marijuana, 1038

Marketed drugs and therapeutic classes,

1300

Marketed recombinant proteins

administration of, 1569

biological product, 1570

clotting factors, 1569

cytokines, 1569

endogenous analog proteins

growth factors, 1569

[Marketed recombinant proteins]

hormones, 1569

pharmacodynamic properties, 1570

pharmacokinetic properties, 1570

vaccines, 1569

Marketing drug products, 1622

Marketing authorization application (MAA),

1632, 2771

European regulatory agencies

submitted to, 561

Martensitic steels

alloy applications, 789

corrosion resistance of, 789

Martin’s diameter, 639

Mass analyzers, 3806–3807

Mass balance-based differential equations,

2759

Mass chromatogram, 99

Mass fractal dimension, 1794, 1797–1798

determination of, 1796

image analysis, 1794–1795

light scattering, 1795

mercury intrusion porosimetry, 1796

millikan cell, 1795–1796

Mass median aerodynamic diameter

(MMAD), 2080, 3856

definition, 2100

Mass median diameter (MMD), 2080

Mass screening

advantages of, 1364

compound libraries, 1364

constituents of, 1364

Mass spectrometer (MS), 3419, 3797

assay method for, 198

detection, 99

and gas chromatography, 198

hyphenated techniques, 3805

ionic mass-to-charge ratios, 198

identification by, 3042

protein identification, 3045

structure elucidation of

metabolites, 323

time-of-flight, 198, 1708

types of, 3806

Mass transfer

between phases, 3878

circuits

coefficient, 3877

of dried layer, 1439, 1440

for drying application, 1440

in drying process, 1438–1440

equilibrium conditions, 3878

equimolecular counterdiffusion, 3876

evaluation rate of, 3877

Fick’s law, 3875

interfacial, 3878

in laminar flow, 3876–3878

molar rate, 3877

molecular diffusion, 3875

eddy

equations for, 3876

gases, 3875

in liquids, 3876

through stationary, 3876

[Mass transfer]

processes, 3878

distillation, 3878

gas absorption, 878

leaching, 878

liquid–liquid extraction, 3878

resistance to, 3877

in turbulent flow, 3876–3878

two-film theory, 3878

unit operation in pharmacy, 3875

Mass transport processes, 1493

Mast cells, 1123

Mastitis

Actinomyces pyogenes by, 3958

antimicrobial agent for, 3958

bovine, 3958

coliform, 3959

diagnosis, 3959

properties, 3958

Material–corrodent combination, 787

Material inventory system, 732

sample output from, 733

Material safety data sheets (MSDS), 3721

Materials construction, 4046

carbon molecules diffusion, 4046

chemically resistant to, 4046

Maternal glucocorticoids, 2635

Mathematical models, for skin permeation,

1312

Mathieu equations, 1974

Matrix-assisted laser desorption ionization

(MALDI) ion, 3046

Matrix filters, fibers in, 3901

Matrix tablets

carnauba wax in, 4069

drug release from, 4069

granulation

by wet granulation procedure, 4069

preparation

by beads, 4068

congealed melt methods, 4068

physical mixture methods, 4068

by wax granules, 4068

surfactants in, 4069

wax, 4068

Maximum plasma concentration of

Nifedipine, 2869

soluble paracetamol, 2869

Maximum tolerated dose (MTD), 564, 1416,

2922

principle of, 432

Maxwell model, of viscous materials,

3135–3136

McCutcheons detergents and emulsifiers,

3262

Mean arterial pressure (MAP), 358

model, 2809

Mean plasma concentration–time curves,

2687

Mean residence time (MRT), 3956

Measles virus, 3909

Mechanical force-activated drug delivery

systems, 1095

metered-dose nebulizer, 1095
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Mechanical membrane properties, 1293

Mechanical oscillation measurement, 1122

Mechanical polishing and electropolishing

combination of, 4046

Mechanical shear forces

accumulation of biofilm by, 4045

Mechanical skin damage, 2927

Media incubation conditions, 135

incubation period

duration of, 135

selection of, 135

Media milling. See Ball milling.

Medic-Aid Upmist, 2097

Medicaid, 1977

definition, 1977

federal program for the medically indigent,

1977

Medical acrylic adhesive

comonomer of, 2928

Medical adhesives, 2925

Medical device act, 1780

Medical devices

Good manufacturing practices (GMP)

regulation for, 3928

Medical dictionaries, 557

Medical emergency, 563

Medical Internal Radiation Dose (MIRD)

committee, 3092

Medical Literature Analysis and Retrieval

System (MEDLINE), 2795

Medical products, 2243

anti-kickback law for, 64

Medical treatment

quality of drug important, 2836

Medicare, 1977

definition, 1977

federal insurance program, 1977

in Canada, 1978

Medicated cottons. See also Dressings,

medicated.

Medicated dressings. See also Dressings,

medicated.

Medicated gauzes, 955. See also Dressings,

medicated.

Medicated lozenges, 2231

acidulants, 2231

colorants, 2231

flavors, 2232

sucrose, 2231

Medicated oils. See Oils.

Medicated paints. See Paints, medicated.

Medicated papers. See Papers, medicated.

Medicated pencils. See Pencils, medicated.

Medication absorption, 2634

Medication Appropriateness Index, 1922

Medication error

ad hoc Advisory Panel on, 2247

administration errors, 2243

characteristics of product errors, 2243, 2248

classification, 2243

color-coding, 2254

color-differentiation, 2254

cost of, 2243

dangerous abbreviations, 2248

[Medication error]

documentation of, 2248

electronic drug reference products, 2255

for healthcare professionals, 2247

for hospitals, 2247

internal quality-improvement program,

2247

internet-accessible database, 2247

medication use process, 2243

morbidity and mortality, 2243

packaging, 2244

prevalence of, 2243

processing software for, 2255

product labeling, 2244

standardization definition of, 2247

testing protocols, 2256

Medication errors reporting (MER), 2244

Medications

adverse effects of, 1911

affected by changes in sensitivity,

1908–1909

appropriateness determination, 1922

classes, 1912

continuous infusion of, 2642

CYP450 system in, 1911

drug–drug interactions of, 1911–1917

drug–food interactions of, 1911

excipients in, 2637

falls in elderly due to, 1909

fat-soluble, 1905

homeostatic mechanisms, 1907–1908

non-adherence of, 1911–1912

osmalility of, 2643

pharmacodynamic change of, 1907

pharmacokinetic processes

absorption, 1905

distribution, 1905

elimination, 1905

metabolism, 1905

polypharmacy of, 1912

protein binding of, 1905–1906

tablet splitting in, 1922

underutilization=undertreatment of, 1922

water-soluble, 1905

Medicinal and pharmaceutical research

development, 2836

Medicinal chemistry programs, 2994

Medicinal chemistry synthesis, combination

of, 2994

Medicinal drug promotion

criteria for, 4101

Medicinal plant materials

quality control methods for, 4100

Medicinal products

harmonization of standards for, 2833

preparation of, 4039

presentation of, 2834

Medicines

alternative. See Alternative medicine.

herbal, 66

heroic, 1957

and pharmacy

raw materials manufacture of, 2833

traditional, 2837

Medicines Control Agency (MCA),

3071

Medihaler-EptTM, 2093

Medihaler-IsoTM, 2093

Medium chain glycerides, 2726

Medix Electronic�, 3855, 3859

MEDLINE, 1386, 1388

Medroxyprogesterone acetate (MPA),

1349

sponge, 1351

Mefloquine, 2861, 2862

Mel. See Honeys.

Melanin production, enhancement of,

798

Melanogenesis, induction of, 2743

Melanoma antigen, 1137

Melanotropic peptide, delivery of, 2743

Melatonin, 2431

adverse effects, 2446

in cancer prevention, 2444

contaminants in, 2447

effects of, 75

and fluvoxamine interactions, 2445

and formaldehyde condensation products,

2447

N-Acetyl-5-methoxytryptamine, 74–75

supplementation, 2439

transdermal delivery of, 2409

Mellita. See Honeys.

Melphalan hydrochloride, 3359

Melt-congealing technique

advantages and disadvantages of,

771–772

applications of, 772

principal concepts of, 761

retardation in drug release, 4068

for solid dispersion preparation, 761

sustained-release dosage forms from, 768

of wax-based suppositories, 761

Melt agglomeration

breakage of agglomerates, 2260

equipment for, 2258

fluid-bed granulators, 2258

high-shear mixers, 2258

heat-labile materials, 2258

mechanism of, 2258

melt granulation, 2258

melt pelletization, 2258

meltable binder, 2258

modes of

distribution, 2259

immersion, 2259

on particle size, 2259

real-time monitoring of, 2260

size and shape, 2258

solid fine particles, 2258

surface plasticity of, 2259

viscous molten binding liquid, 2259

Melt cooling

volume changes associated with, 777

Melt extrusion, 84, 767–768, 2012

in polymer pelleting and compounding

industry, 767

Melt granulation processes, 761
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Melt pelletization=Melt granulation

melt agglomeration, 2258

multiparticulate dosage form, 2258

narrow size distribution, 2258

spherical agglomerates, 2258

Melt spheronization

characteristics of formulation, 2661

extrusion temperature, 2661

immediate=sustained release characteristics,

2661

pelletization process, 2661

process equipment, 2661

Melting technique

design and development of, 2257

disadvantages of, 2257

for heat-sensitive materials, 2257

multiple-unit solid dosage form, 2257

melt agglomeration, 2257

size enlargement process, 2257

for solid dispersion preparation, 774

Membrane=aqueous partition coefficient,

2666

Membrane-bound mucins, 1171

Membrane-coating granules, 2665

Membrane-controlled patches

disadvantage, 1129

Membrane(s)

definiton, 3768

diffusion process, 3769

damaging effects

of cyclodextrin, 687

electrodes, 1506

filters

advantages of, 1749

cellulose mixester material for, 1749

configurations, 1748

effective pore size for, 1749

in microfiltration, 1749

in nanofiltration (NF), 1749

in reverse osmosis (RO), 1749

in ultrafiltration, 1749

narrow pore size distribution, 1748

retention rate, 1748

filtration mechanisms

diffusional interception, 2310

direct interception, 2310

inertial impaction, 2310

fluidity

change in, 1257

mucous layer

viscosity of, 2726

permeability

system with, 1290

polymers

advantages=disadvantages, 1751, 1752

properties of, 1752

proteins

interation of, 1246

reservoir effect, 1073

semipermeable, 3768

transport mechanisms, 25

simple or passive, 25

Membrane coating granules (MCG), 2665

Membrane contact metabolism, 2716

Menatetrenone, 3348

Menopausal symptoms, 69

hot flushes, 2442

memory lapses, 2442

mood swings, 2442

night sweats, 2442

nutraceuticals in treatment of

DHEA, 2443

isoflavones, 2442–2443

pycnogenol, 2443

propensity for weakening of bones,

2442

Menopause, 1342

vaginal enzyme activity of, 1343

Menorrhagia, treatmnt for, 1356

Menstrual cycle

effect of, 2869

ovular stage of, 2869

Mentadent�, 898

Mental ailments

cognitive decline, 2439

depression, 2439

Mental health

nutraceuticals for, 2439

acetyl-L-carnitine, 2440

dehydroepiandrosterone (DHEA),

2440

docosahexaenoic acid (DHA), 2440

S-adenosyl methionine (SAMe),

2439–2440

soy isoflavones, 2440

Menthol, 14

Mephenytoin, 2154

patient safety, 2244

prevention of medication errors, 2244

Mercaptobenzothiazole (2-MCBT), 1467,

1468

Mercaptopurine

and Allopurinol, 1398

Merck pharmaceutical crystals

optical micrograph of, 859

Mercury

line emission spectrum of, 3394

surface tension of, 1493

Mercury–mercurous electrode, 1505

Mercury–xenon lamps, 3394

Mercury-intrusion data

significance of, 2592

Mercury cadmium telluride (MCT), 3376

Mercury diuretic preparations, 703

Mercury dropping

use of, 1491

Mercury electrodes, 1521, 3761

Mercury film electrode (MFE), 1498

Mercury intrusion porosimetry, 1793,

1796

Merino sheep skin, 3968

Mesasal�, 1254

Mescaline, 1046

Mesenteric arterial effective flow, 2824

Mesenteric blood system, 939

Mesenteric lymph nodes (MLN), 3918

Meso-lactide

in polymer preparation, 182

Mesogens

disc-like, 1115

rod-like, 1115

Mesomorphism

lyotropic, 1123

thermotropic, 1123

Mesophases

calamitic, 1115

discotic, 1115

textures of

hexagonal, 1119

lamellar, 1119

smectic, 1119

messenger RNA (mRNA)

of drug-metabolizing enzymes, 1899

post transcriptional processing of, 1898

Metabolic acidosis, 2639

Metabolic and biochemical barriers, 1247

Metabolic disorders

management of, 3978

Metabolic enzymes

induction of, 573

Metabolically labile drugs

oral delivery of, 1257

Metabolism

advantages of, 2263

cytochrome P450 metabolizing enzymes,

2263

in drug discovery, 2263

hepatic, 1610

inhibitors, use of, 1257, 1262

pathways, 2263

peptide, 2733

protein, 2733

species differences in, 2263

structural characteristics, 2263

toxicity, 2263

and transporter interaction studies, 2824

Metabolite identification, 2262

analytical techniques, 2262

biological matrix, 2263

characteristic isotopic patterns, 2265

chemical structures, 2262

complex mass chromatograms, 2265

computer algorithms, 2265

definitive, 2263

fragmentation pathway, 2263

implementation of, 2268

instrumentation for, 2263

ion chromatogram masses, 2266

isotopic cluster algorithm, 2266

labor-intensive process, 2263

mass measurements, 2263

mathematical programs, 2267

metabolite characterization of, 2262

four sector mass spectrometer=Fourier

transform mass spectrometer, 2264

high mass resolution=high mass accuracy

tandem mass spectrometer, 2264

high performance liquid chromatography

coupled with tandem mass

spectrometry (HPLC-MS=MS),

2263

ion trap mass spectrometer, 2264
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[Metabolite identification]

triple quadrupole mass spectrometer,

2263

metabolite databases, 2268

radio chromatogram, 2266

software cleanup methods, 2266

software decision process, 2267

software packages, 2266

in software programs, 2262

structural identification, 2263

therapeutic program, 2262

Metabolites

in epoxides

intrinsic reactivity of, 313

isolation and purification, 323

physicochemical properties, 323

secondary

definition of, 228

formation of, 228

origin of, 228

structure elucidation of

mass spectrometry, 323

Metabolizable linker, incorporation of, 1136

Metabolizers, 588

Metabolizing enzymes, 575

Metal–metal oxide electrodes, 1503

Metal-catalyzed oxidation, 284, 285, 1825

Metal-complexing agent, 1825

Metal amalgam

formation of, 1498

Metal analyses

by atomic absorption spectrophotometry,

3367

by emission spectrophotometry, 3367

by hydride generation technique, 3369

Metal calibration standards, 396

bismuth, 396

indium, 396

lead, 396

tin, 396

Metal catalysts

polymerization process, 1641

Metal drug salts, 3182

Metal halide lamps, 2863

Metal ion-selective electrodes, 1512

Metal ion chelators, 1820

Metal ions

detection of, 531

as electron-pair acceptors, 3759

interactions with, 699

quantitation of, 531

Metal oxide semiconductor field effect

transistor (MOSFET), 1519

Metal springs

advantages, 1212

designing, 1212

Hooke’s law in, 1212

in needle-free injection, 1212

Metallic g-aminosalicylic acid salts

rank–order comparison of, 3179

Metallic crystals, 3545

radiation damage in, 3545

Metallic therapeutic agents, 699

Metalloproteinases matrix, 2444

Metals

galvanic corrosion series in, 783

in biological processes, 3367

Metastable crystal, 3313

Metastable dispersions, formation of, 778

Metastable glycine polymorph, 860

Metastable states, 3085

Metastable zone

determination of, 858, 863

of polymorph, 850

and supersaturation, 862

Metastatic breast cancer

treatment of, 1326

Metastatic cancer, 353, 1140

endothelial cells are, 1328

treatment of

muramyl tripeptide cholesterol in, 1193

Metered-dose aerosol suspensions, controlled

flocculation in, 3591

Metered-dose inhaler (MDI), 1923

actuation with breath inhalation, 2077

actuators

components, 2276

stem block, 2276

advantage, 2276

aerosol delivery device, 1541

as breath operated inhaler (BOI),

2277–2278

batch acceptance, 2282

breath actuated, 997

for bronchial asthma, 2269

for chronic obstructive pulmonary disease

(COPD), 2269

components, 2269

containers

aluminum alloy, 2274

glass bottles, 2274

requirements of, 2274

counters, 2278

deposition, 2078

device enhancements, 2277

spray atomization and evaporation,

2278

disadvantages, 2077

elastomer components, 1697

electrical low pressure impactor, 1541

electrostatic properties, 1541

formulation, 997

CFC-based, 2272

containing ethanol and CFC 11, 2274

HFA, 2272

holding chambers, 2277

liquefied compressed gases in, 2269

manufacture methods

cold-filling method, 2279

pressure-filling method, 2279

metering valves

design, 2274

elastomeric sealing components of, 2275

function, 2274–2275

microfine drug for, 2272

overfilling of, 2278

factors, 2278

glass container in, 2278

[Metered-dose inhaler (MDI)]

plastic components, 1697

products, 2269

propellant leakage from, 2276

propellants in

chlorofluorocarbon (CFC), 2269

hydrofluorocarbon (HFC), 2269

quality control (QC) procedures

component and in-process quality

control, 2280

single particle optical sizers (SPOS) in,

2283–2284

with spacer devices, 1542

spacers

chambers, 2277

deposition, 2277

manufacture, 2277

sprays, 2282

surfactants in, 3591

treatment of respiratory diseases, 1541

Metered solution inhaler (MSI)

performance comparison, 2116

principle, 2112

Metformin

treatment for diabetis, 4100

Methacillin-resistant staphylococcus aureus

(MRSA), 3982

Methacrylamidopropyltrimethyl ammonium

chloride, 2122

Methacrylate=divinyl benzene copolymers,

2126

Methacrylate polymer, 2408

Methacrylic acid-methacrylic acid methyl

ester copolymers, 778

Methacrylic acid (MAA), 2028

copolymer, 2018

2-methacryloyloxyethyl phosphorylcholine

(MPC), 2922

Methamphetamine-induced neurochemical

effects, 2445

Methamphetamine

abuse, 1044

effects, 1045

prevention efforts and agents, 1045

Methane carbon resonances, 3445

Methemoglobin reductase system, 367

Methionine

oxidation of, 285

Methocarbamil, 3359

Methocel�, 1288

Methods of manufacture

general monograph on, 2831

Methotrexate, 1354, 1398

inhibitinh renal excretion, 1398

iontophoretic delivery of, 2036

toxicity, 1398

Methotrexate–polylysine conjugations, 1153

Methotrexate-g-aspartate, 1140

Methoxypropyl cyanoacrylate, 162

Methyl cellulose, 780

Methyl methacrylate (MMA), 2022

Methyl nicotinate, 3822

Methylated beta-cyclodextrins, 16

Methylated spirit, surface absorption of, 826
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Methylation

definition of, 683

of endogenous substrates

in detoxication, 320

Methylcellulose (MC), 41, 1423

Methylcellulose gel, 1886

Methylcellulose spray-dried microspheres,

2332

6-Methylcoumarin

restriction of

in cosmetics, 801

Methylene carbon resonances, 3445

Methylene chloride, 2317, 2332

Methylidene malonates, 1184

Methylmethacrylate

dispersion polymerization of, 1183

radical polymerization of, 1188

Methylphenols, micellar partition

coefficients of, 3323

Methylsulfonylmethane (MSM), 2431, 2437

Methyltestosterone, 946

Methylxanthines, 74

Metipranolol, 1195

Metoclopramide, 1017, 2127

Metoprolol, release, 2035

Metronidazol, 1130

chemical stability of, 390

release of, 1889

in vaginal infections, 1352

Mexican tea, 74

Mexican Social Security Institute (IMSS),

1983

MHC I-linked peptides

cytoplasm, 3914

MHW (Ministry of Health and Welfare),

1980

Micellar aggregates

internal structure of, 1055

shape of, 1055

Micellar electrokinetic capillary

chromatography (MECC), 205

capillary wall chemistry, 206

charged and uncharged drugs, 206

electro-osmotic flow, 206

phases for, 205

aqueous phase, 205

semistationary phase, 205

separation process, 205

surfactants, 205

Micellar solubilization, 638

of pharmaceuticals, 976

Micellar solution gels, 1057

Micelle aggregation number, 1056

Micelle formation, 637

effect of, 1059

Krafft temperature, 638

lyophilic–lyophobic balance of surfactant,

638

Micelle forming block copolymers

chemical structure of, 1334

Micelle forming surfactant, 1050

Micelle internal architecture of, 1051

Micelle polymerization, 2333

Micelle shell, radius of, 1056

Micelles, packing behavior of, 978

Micellization

colloidal aggregates, 2222

definition, 2222

for drug solubilization, 2222

in pharmaceuticals application, 3585

surface-active agents, 2222

lyophilic, 2222

thermodynamically stable solution, 2222

water-soluble solute molecules, 2222

Michaelis–Menten elimination kinetics,

2759

Michaelis–Menten metabolic process,

2759

Michaelis–Menten equation, 583

Miconazole, 2479

Micro=nano emulsion, 419

Micro-Ames assay, 2192

Micro-arrays

components of, 1368

imaging equipment, 1368

specialized robotics, 1368

Micro-K-Extencaps�, 991

Microbe-carrying particles (MCPs), 2307

Microbes

growth of, 1944

identification

by 16S rRNA, 931

by DNA probes, 929

leaned equipment, 1590

Microbial cells

dry

water content of, 3515

Microbial contamination

bioburden testing, 380

Blow-Fill-Seal units, 382

evaluation of, 134

of pharmaceutical products, 2783

raw materials, 380

statistical probability of broth fills, 382

Microbial control issues, 1590

cleaning equipment process, 1590

issues in cleaning, 1590

issues in storage, 1590

Microbial growth

measurement of, 2790

result of, 4040

Microbial inactivation, mechanism of, 329

Microbial limit test, 2785

principles of, 2787–2789

Microbial populations, inactivation of,

3515

Microbial products, 3914

Microbial resistance, emergence of, 3982

Microbial spores, dry-heat inactivation of,

3516

Microbial system, inhibition of, 2992

Microbial technology (MT), incorporate of,

2999

Microbial transformations, 245

Microbiall=dye ingress measurement, 1968

Microbiologic contamination events, 2299

Microbiologic monitoring

analysis and interpretation, 2311

[Microbiologic monitoring]

areas

equipment, 2304

facility, 2304

personnel, 2304

of controlled process, 2298

of environment, 2311

equipment selection, 2306

frequency, 2305

growth and collection media, 2310

limitations, 2299

evaluation, 2305–2306

material selection, 2306

method selection, 2306

out-of-control patterns in, 2312

types, 2312

perspectives, 2301

plan, 2299

developing, 2303

evaluation, 2302, 2305–2306

setting limits, 2301

site selection, 2303

indicator, 2303

speciation, 2313

targets=frequency, 2300

traditional aseptic filling, 378

Microbiologic sampling

aerobiologic, 2304

conduction, 2301

facility

installation qualification (IQ), 2304

operational qualification (OQ), 2304

handling, 2303

induced false positives, 2305

of personnel barriers, 2304

relative cost=difficulty comparisons, 2309

surface, 2304

Microbiologic validation and monitoring

protocol, 2298

Microbiologic validation protocol

components, 2298–2299

Microbiological cultural methods

development of, 2792

Microbiological integrity

pharmaceutical products, 3721

Microbiological media

sterilization of, 329, 2792

Microbiological monitoring programs, 2787

Microbiological safety cabinets, 2133

Microbiological test

demands of, 2784

policy, 2788

laboratory

future trends in, 2792–2793

organization of, 2786–2790

methods

classification of new, 2791

implementation of new, 2790

Microbiologists

role of

in pharmaceutical industry, 2793

Microbiology laboratory, 325

organization of, 2792

Microbore tubing, applications of, 2640
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Microcalorimeters

applications of, 403

calibration of, 403

definitions of, 403

isothermal, 403

for pharmaceutical analysis, 401

in pharmaceutical sciences, 393

sample preparation of, 403

solution, 401

technique, 3729

adiabatic mode, 3729

isoperibol modes, 3729

for pharmaceutical applications, 3729

titration, 403

Microcaps�, ODT technologies in

development, 1112

Microcapsules, 2315, 2328

applications, 2329

calcium alginate, 2331

coacervate formation, 2331

formation through midair collision, 2324

production of, 605

reservoir, 2334

drug release from, 2335

smooth-surfaced, 2332

spherical-surfaced, 2332

wax coated, 2330

Microcirculation flow

demonstration of, 3822

Microcirculatory function, 368

Micrococcus radiodurans, 3550

Microcrystalline cellulose

disintegrant properties of, 1291

Microcrystalline cellulose, 84, 413, 1290,

3438

absorption by, 38

available sources, 3680

compression, 3680

crystallinity of, 4108

direct compression diluents, 3678

excipients, 84

flow measurements of, 3288

flow rates of, 3278

fluidity, 3680

function of, 1717

Guggenheim, Anderson, and deBoer (GAB)

equation, 4052, 4058

interactions, 1614

moisture content of, 3278

pharmaceutical excipient, 3678

potential residues in, 1614

silicified, 3680

sorption and desorption isotherms, 4058,

4059

spheronization grade of, 1718

structure

microscopic, 1718

tablets, 3675

Microcrystalline wax, 4067

Microcrystals

aggregation of filamentous, 1718

Microdialysis perfusion, 3028

Microdose� tablets, 999

Microelectrode polarography, 1490

Microelectrophoresis

DC mobility, 4119

zeta potential, 4117

Microemulsions, 3264, 3590

biological applications, 1562

characteristic of, 3262

definition of, 1010, 1561

droplets size of, 1062

as drug delivery systems, 3590

formation, 1563

gastrointestinal absorption, 1562

guidelines, 1563

interfacial tensions, 1561

low viscosity of, 1562

and macroemulsions, 3590

neutron contrast series for, 1062

oil-in-water, 1561

oil and water, 2390

optical transparency, 1562

packing ratio, 1563

pharmaceutical applications, 1562

phase diagram with, 1561

preparation of, 1185, 1564, 3262, 3590

production of nanoparticle dispersions,

2390

rheology of, 3143

stability, 1563

structural features of, 1061

templates for nanoparticles, 2390

thermodynamically stability, 1561

viscosity of, 3143

water-in-oil, 1561, 2390

Microencapsulated insulin, 296

Microencapsulation

achievements, 2319–2320

applications

drug delivery, 2324

drug release control, 2322

drug stability, 2320–2322

in flavors and vitamins packaging, 2315

in situ cross-linking, 2318

industrial applications, 2329

carbonless copying paper, 2329

microencapsulated aromas, 2329

microencapsulated fragrances, 2329

photosensitive paper, 2329

limitations, 2320

method selection, 2319

particles

microcapsule, 2315

micromatrix, 2315

microparticle, 2315

microsphere, 2315

pharmaceutical applications

bandages with microencapsulated

antiinfective substances, 2330

in cell culture, 2329

and coated systems

for flavor modification technology,

1771

feline breast tumor line growth,

2329–2330

for feeding organisms, 2330

hemoperfusion, 2330

[Microencapsulation]

recombinant proteins and peptides

production, 2329

tumor diagnosis, 2329

techniques

complex coacervation, 2316

emulsion solidification, 2316–2317

hot-melt microencapsulation, 2317

interfacial polymerization, 2317

ionic gelation, 2317

polyelectrolyte complexation, 2317

simple coacervation, 2316

solvent extraction, 2317

spray coating, 2319

spray desolvation, 2318

spray drying, 2317

supercritical fluid method, 2319

technology, 2315, 2320

terminology, 2315

Microfilters

disposable cartridge filters, 4041

molecular weight cutoff, 4041

Pharmaceutical water purification systems,

4041

Microfiltration

definition of, 4041

membranes

dead-end filtration, 1749

phase-inversion process, 1750

pore size, 1749

tangential flow characteristic for,

1749

track-etched, 1752

versus ultrafiltration, 1749

Microflora degradation mechanism, 2727

Microfluidization, 1998

Microfluidizer, 1998, 2344

advantages

ease of scale-up, 1999

efficient droplet size reduction, 1999

cationic liposomes by, 1999

disadvantages

content leak, 1999

low encapsulation efficiency, 1999

emulsion pass via, 1999–2000

manufacturer of, 1999

parenteral feeding emulsions by, 1999

processor, 1999

Microfold cells

definition of, 2724

Microiontophoresis, 2119

Micromatrices, 2315, 2328–2329

dug release from, 2335

Micrometastases

development of, 643

Micron-sized powders, 2080

Micronization, 2081

Micronized ibuprofen powder, flow of,

3280

Microorganisms

compendial, 382

and endotoxins

dry heat effects on, 3515–3517

growth of, 2983
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[Microorganisms]

growth prevention, antimicrobial

preservatives, 1626

naked microbial cells, 3516

non-sterile drug products, 1590

in soil, 3516

sterile drug products, 1590

survival curves for, 3550

thermal inactivation of, 3529

thermal resistance of, 326

Microparticles

advantages

local delivery, 2315

pulsatile delivery, 2315

sustained delivery, 2315

applications, 2324

bioavailability enhancing, 2324

cell encapsulation, 2315

cellular uptake, 2324

controlled drug delivery, 2315

DNA vaccine delivery, 2324

drug protection, 2315

as oral drug delivery systems, 2324

size reduction, 2315

taste and odor masking, 2315

drug carriers

dispersion system, 4117

injectable, 3245

M-cells in the Peyer’s patches, 3918

products

carbonless copy paper, 2316

Microparticles injectable

biodegradable polymers, 3245

preparation methods, 3245

water=oil emulsions, 3245

Microparticulate delivery systems

non-living, 3920

Microporous pharmaceutical powders, water

uptake mechanism, 4053

Microporous sterilizing filters, 3053

MicroPors� technology, 2703

Microprocessor-based balances and

automation, 740

Micropulverization, of suspension particles,

3599

Microreservoir partition-controlled drug

delivery systems, 1087

extrusion technique, 1088

fabrication of, 1088

matrix diffusion-control process,

1088

microscopic structure of, 1092

rate of drug release, 1088

shapes and sizes of, 1087

MicroRNAs (miRNAs)

biological functions for, 3149

class of endogenous RNAs, 3148

components and mechanisms, 3148

genome sequences analysis, 3148

hairpin precursors, 3148

pathway, 3148

transcripts, 3152

Microsomal enzymes, activity of, 1019

Microsomal lipid peroxidation, 141

Microspheres, 2315

application in pharmaceutical industry

dose dumping potential reduction,

2329

drug protection against environment,

2329

in encapsulation of drugs, 2329

incompatible materials separation,

2329

as injection or inhalation product, 2329

medications production, 2329

oil and liquid conversion, 2329

powder flow improvement, 2329

taste and odor masking, 2329

toxic handling, 2329

volatilization delay, 2329

water-insoluble substance dispersion,

2329

characterization of

biological distribution, 2334

material, 2333

size, 2333

components, 2328

to control drug administration, 2328

definition, 2328

description, 2328

encapsulation, 2328

manufacture methods

chemical and thermal cross-linking,

2332–2333

coacervation, 2331

freeze drying, 2332

precipitation, 2332

solvent evaporation, 2332

spray coating and pan coating,

2330–2331

spray drying, 2332

wax coating and hot melt, 2330

mucoadhesive polymers, 3919

perspectives, 2328

polylactic acid, 2332

size control measures, 2332

spray-dried microspheres

methylcellulose, 2332

sodium carboxy-methylcellulose, 2332

sterilization, 2336

surface morphology of, 771

targeting by, 2334

therapeutic applications

drug release rate, 2334–2335

drug targeting, 2334

live-cell encapsulation, 2335

toxoid vaccine, 2334

types

microcapsules, 2328–2329

micromatrices, 2328–2329

Microspherical drug-loaded particulates,

3590

preparation

by emulsification processes, 3590

Microvascular barrier, 1145

Microvillus plasma membrane, 2715

Microwave (dielectric) drying, 1447–1448

Microwave dryers, 1447

Microwave fluid-bed processor, 1447

Microwave irradiation, 329

Microwave penetration depth

moisture on

effect of, 1448

Microwave thermal analysis (MWTA),

3729

thermal transitions detection, 3729

Microwaves

drying purposes

tablets manufacturing process,

3659

Mid-infrared laser ablation, 2752

Mid-infrared region, 3405

drugs and pesticides, analysis of, 3405

fundamental vibrational absorption

bands in, 3406

Mid-infrared spectrometry

radiation sources for, 3407

Midazolam, 1079

Middle cerebral artery occlusion (MCAO),

364

Midol�, 3348

Mie’s law, 1189

Migraine treatment, nasal drug delivery in,

1208

Migrating motor complex (MMC), 1244

Migrating myoelectric complex(MMC),

2868

Milbemycins, lipophilic substances, 3955

Milk

amphoteric drugs in, 3957

in Escherichia coli, 3957

ion-trapping effect in, 3957

N-de-ethylation in, 3957

pH of, 3957

ultrafiltrate, 3957, 3958

Milk of magnesia, 995

Milk thistle (Silybum marianum), 75

Millikan cell, 1795–1796

Millipore Steritest�, 2288

MINDO (Modified intermediate neglect of

differential overlap), 718

Mineral oils

specifications of, 3258

types of, 3258

Mini-Bag Plussystem�, 1009

Mini-infrared source-detector

spark plug type of, 3437

MiniJect� device, 1216

by BioValve, 1217

Minimally invasive techniques

definition of, 2751

Minimum growth inhibitory concentration

(MIC), 2987

Minimum hydrotrope concentration (MHC),

1059

Minimum ignition energy (MIE), 2346

definition, 2346

low-energy ignition, 2346

Minimum information about microarray

experiment (MIAME), 1901

Minimum inhibitory concentration (MIC),

3958
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Mining, proactive process of, 3017

Minitab�, 3508

Minoxidil

permeation, 1318

transdermal delivery, 1318

Mirena� system

components of, 1084

plastic T-shaped frame, 1084

Miscellaneous ingredients, molecular

structure types, 1694

Misonidazole, 2155

Misoprostol, 1354

release of

gel-formers in, 163

Mithramycin, 937–937

Mitigation, corrosion, 788

Mitochondria, abundance of, 2680

Mitogenactivated protein kinase inhibitor,

2809

Mitozytrex (MitroExtraTM), 3361

Mix-O-Vial�, 1009

Mixed-solution method, 1509

Mixed micelles

absorption enhancers, 31

constituents of, 31

drug absorption, 31

effect of, 31

Mixed polymer-surfactant systems,

1064

Mixed powder

flavour, 2977

flow rate, 2977

particle size, 2977

Mixer blades

shearing path of, 36

Mixing pharmaceutical materials

classification, 3897

negative, 3897

neutral, 3897

positive, 3897

machines, 3898

ribbon mixer, 3898

trough mixer, 3898

tumbler mixers, 3899

mechanism, 3898

convective, 3898

diffusive, 3898

shear, 3898

of liquids, 3899

components of motion, 3899

resistance to damage, 3900

of solids, 3897

rate, 3898

Mixing process, validation of, 2976

MK-0591 drug substance

lyophilized, 398

MNDO (Moderate neglect of differential

overlap), 718

MoAb-antigen binding, 1144

Mobile-phase-additive ligand-exchange

chromatography, 2159

Modified atmosphere packaging (MAP)

application, 1968

for oxygen-sensitive products, 1967

Modular depth filter types

prefiltration purposes, 1748

Modulated differential scanning calorimetry

(MDSC), 394–396

advantages and disadvantages of, 396

heat flow measurement

heat capacity component of, 395

kinetic component of, 395

Modulus of elasticity

in shear, 3129

in tension, 3129

Modus operandi, 464

Mohr circle analysis, of powder flow, 3286

Mohr method, for endpoint detection,

3753

Moh’s scale, abrasiveness measurement,

2972

Moist-heat sterilization

counter pressure, 3535

inactivation of, 3529

micro-organisms death rate curves,

3530

kinetics, 3529–3531

pressurized saturated steam method, 3531

processes, 3531

in pharmaceutical production, 3531

reaction

temperature coefficient of, 3539

reliability of, 3531

of solutions, 3535

temperature, 3531

Moisture

analytical methods, 2373–2374

in bimolecular reactions, 2381

contents, 2369

determination, 2374

influence in compressible sugar, 2381

definitions, 2368, 2370–2371

determination in USP 24=NF19 methods

gravimetry, 2369

titrimetry, 2369

distribution, 2368

effect

in cellulose, 2380

in proteins, 2380

in stability of smaller molecules, 2382

historical perspective, 2368

in pharmaceutical products, 2368

chemical stability of bioactive agents,

2380

effect on excipients and tablet

manufacture, 2380

moisture-induced changes, 2380

isotherms, 2369

scavengers, 2381

sorption

for lactose, 2373

hysteresis, 2373

of aspirin, 2373

of compressible sugar, 2373–2374

of microcrystalline cellulose, 2373

thermal gravimetric analysis (TGA) in,

2374

uptake by amorphous sucrose, 2379

Moisture-sensitive drugs, 2376, 2380

with hydrophilic excipient, 2382

Moisture-sensitive proteins, 2380

Molar mass cut-off (MMCO), 608

Molded lozenges, 2231

Molded tablets, 991

Molding

plastic, 378

vacuum slots, 378

Molecular-dynamic simulations, 2355

Molecular crystals, 3545

energy transfer in, 3546

Molecular distillation, liquid, 3883

Molecular ellipticity, 448

Molecular energy levels, 3387

Molecular genetics, application of, 3126

Molecular mechanics, 720

Allinger force fields, 722

ball-and-spring model, 720

Born–Oppenheimer approximation, 720

Coulombic interactions, 722

dipole–dipole interaction models, 722

electrostatic interactions, 722

Fourier series expressions, 722

generalized coordinates, 721

geometry optimization, 723

conjugate gradient methods, 723

dihedral angle, 723

displacement vector, 723

Newton–Raphson method, 723

steepest descent, 723

three-dimensional Cartesian coordinates,

723

van der Waals interactions, 723

Hooke’s law potential, 721

hydrogen bonding potentials, 720

intermolecular forces, 720

internal energy barrier, 722

Leonard-Jones potential function, 721

London dispersion interactions, 721

methodology, 720

molecular structure calculations, 720

for molecular systems, 720

parametrization of, 720

point charge–point charge interaction

model, 722

Quantum mechanical calculations, 721

stretch–bend potential, 721

Taylor series expansion, 721

theorems of, 720

Urey–Bradley force fields, 721

Westheimer method, 720

Molecular mechanisms generating diversity,

3117

basal ganglia, 3118

myeloid cell lines, 3117

neuronal nicotinic acetylcholine receptor

gene family((LGCRs), 3118

phagocytes

mobilization of, 3118

psychotic disorders

treatment of, 3117

receptor structure, 3117

Molecular mobility, 83, 88
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Molecular modeling

application of, 715

computer-generated, 716

computer generated molecular displays,

715

computer graphics displays, 715

CPK models, 716

developments in, 716

nuclear magnetic resonance spectroscopy,

1902

of organic compounds, 715

Raster computer displays, 716

size and shape of, 716

techniques, 1134

three-dimensional (3-D) atomic

coordinates, 716

van der Wäals surface, 716

visualization applications, 715

X-ray crystal structures, 715

X-ray crystallography, 1902

Molecular optical activity

types of, 445

Molecular permeation, 2742

Molecular screw axes, 2938

Molecular simulations, 724

advantages of, 724

free energy perturbations, 724

molecular dynamics, 724

molecular mechanics calculations, 724

Monte Carlo (MC) simulations, 724

Molecular solids, polymorphs of, 2936

Molecular spectroscopy, in pharmaceutical

substances, 3375

Molecular structures

on aqueous solubility, 3312

endogenous ligand

identification of, 3109

heterologous cellular expression systems

use of, 3109

modern molecular biology techniques

application of, 3109

primacy of, 3108

receptor-effector mechanisms

information on, 3109

receptor nomenclature and drug

classification

committee for, 3109

receptor subclassification systems, 3108

receptor transductional characteristics

definition of, 31099

signal transduction mechanisms, 3108

Molecular toxicology, 2193

Molecular vibrational modes, 2942

Molecular weight

of drugs, 1074

Molecularly imprinted polymers (MIPs),

1576

Molecule anticancer drugs

conjugate of, 1329

Small

development of, 1326

Molecusol�, 684

Molsidomine

photolabile drug, 2862

Molten wax, 4067

Molybdenum, applications, 790

Molybdenum-doped tracer particles, 2367

Monensin

in beef cattle, 3942

Monitor therapy, 1400

Monitoring and auditing, purpose of, 3071

Monitoring molecular motions, 88

Monoacyl phospholipids, 976

Monoamine oxidase (MAO) inhibitors

and antidepressants, 1396

applications of, 1396

consequences of, 1396

in drug biotranmsformation, 312

and fluoxetine (Prozac), 1396

inhibitors, 1020

and sympathomimetic agents, 1395

mechanism, 1396

and tyramine, 1397

Monoammonium glycyrrhizinate

sweeteners, 1770

Monoatomic bidentate ligands, 700

Monoaxial shear tester, in bulk solids

handling industries, 3289

Monocaprin concentration

addition of, 1064

Monochromatic beam, 3463

Monochromatic source

for polarimetry, 450

Monochromatic X-ray radiation, 2940

Monochromators, 3396

components of, 3408

entrance and exit slits of, 3463

function of, 3463

Monoclonal-based therapeutics

manufacture of, 1143

Monoclonal antibodies, 1158, 1572

application of, 1575

in drug delivery

application of, 1138

for low-molecular-weight analytes, 1575

with competitive immunoassays, 1575

homogeneous, 2048

molecule

diagram of, 1133

Monoclonal system, chimeric gene in, 1136

Monodisperse suspensions, 2386

Monogastric carnivores, 3943

Monogastric herbivores, 3943

Monogastric omnivores, 3943

Monograph application, 2848

Monograph packageing and storage

requuirements, 2849

Monomethyl polyethylene glycol (MPEG),

355

Mononuclear phagocyte system (MPS),

1189

macrophages of, 1187

Mononuclear phagocytosing cells, activity of,

688

Monosubstituted sulfobutyl ether, 672

Monosubstituted sulfopropyl, 678

Monotropy, definition of, 2936

Monte Carlo algorithm, 1362

Monte Carlo (MC) simulations, 724

Boltzmann constant, 724

Boltzmann factor, 724

molecular geometry, 724

principles of statistical mechanics, 724

Montmorillonite clays, 995

Montreal protocol, 997

Moricizine hydrochloride, polymorphic

form of, 2941

Mormon tea, 74

Morphine, 1040, 1077

bioavailability of, 1077

biosynthesis of, 244

from mouth

absorption of, 1077

structure of, 249

Morphine-6-glucuronide (M6G)

study of, 2809

Morphine-tristearin dispersion, 778

Morphine alkaloids, 455

Morphine concentrations

plasma, 1077

Morphine extraction

from dried blood, 3571

Morphine sulfate concentration, 2113

Morphine sulphate

buccal delivery of, 1078

Morpholinedione, 160

Morpholino oligo

definition, 930

dinucleotide structure of, 931

Mountain Medical Microstat�, 3859

Mouse scratch test, 1410

Mouse xenograft tumor model, 1137

epithelial lining of, 1073

mucous membrane lining in, 1072

Mouth-to-colon transit, 1237

Mouth and pharynx

blood supply to, 1072

lymphatic drainage of, 1072

venous drainage of, 1072

Mouth feel factors, 1763

Mouth washes. See Washes, mouth.

Mouthwashes, 994

Moving-flap sample divider, 2965

Moxa, 961

Moxalactam, 1819

Moxibustion, 961

Moxidectin (MXD)

aqueous-based solution, 3955

kinetic parameters for, 3955

mRNA transcription, 2198

MS. See Mass spectrometry.

Mucilages, 961

Mucilago. See Mucilages.

Mucin-epithelial cell surfaces, 2669

Mucin core polypeptides (MUC), 1171

Mucoadhesion

biological tissue, 1169

definition, 1169

fracture energy, 1172

mechanism and theories of, 1171

adsorption theory, 1172

diffusion theory, 1172
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[Mucoadhesion]

fracture theory, 1172

mechanism of, 1254

polymers, 1170

Mucoadhesive buccal drug delivery system,

2667

Mucoadhesive buccal patch, design of,

2671

Mucoadhesive delivery device, 2666

Mucoadhesive delivery system, 1169

administration and absorption of, 1170

buccal route of administration, 1174

controlled release, 1170

dosage forms, 1170

gastrointestinal route of administration,

1177

nasal route of administration, 1175

ocular route of administration, 1176

for peroral applications, 1178

vaginal route of administration, 1177

Mucoadhesive devices, of drug release,

2035

Mucoadhesive gel formulations, 1177

Mucoadhesive hydrogels, 1169, 2035

electrobalance method, 1173

electronic theory, 1171

in gastrointestinal route, 1170

interfacial phenomena of, 1169

methods, 1173

monolithic devices, 1170

ocular and vaginal applications, 1170

properties of, 1173

Mucoadhesive liquid suppositories, 1299

Mucoadhesive polymer, interpenetration of,

1254

Mucoadhesive polymers, 2667

Mucoadhesive potential, 1299

Mucoadhesive retentive system, 2667

Mucoadhesive systems (MADDS), 1253

Mucociliary clearance, 2732

polystyrene particles for, 3095

Mucolytic agents, applications of, 1302

Mucolytic drugs, 2979

Mucormycosis, 2476

Mucosal-associated lymphoid tissue (MALT)

by vaccination, 3917

Mucosal administration versus intravenous

dose, 1208

Mucosal barrier

presence of, 1307

Mucosal bioavailability testing, 16

Mucosal cell layer, 1302

Mucosal cells, 2672

function of, 2672

Mucosal damage, 2866

Mucosal epithelium, 1177

Mucosal immunity, 1355

Mucosal irritation, degree of, 1299

Mucosal membrane

maturation of, 2631

permeability of, 2713

recovery of, 2672

vicinity of, 1255

Mucosal penetration barrier, kinds of, 2683

Mucosal permeability, regional differences in,

1073

Mucosal route, vaccination by, 3917

Mucosal surface area, 2714

Mucosal tissue, characterstics of, 1302

Mucosal tissue irritation, 2671

Mucosal transport process, 2674

Mucosal vaccination, 3917

Mucoviscidosis, 3128

Mucus

adsorption, 1174

characteristics of, 1171

classification, 1171

membrane-bound, 1171

secretory forms, 1171

constituents of, 1170

definition, 1170

gel-like structure of, 1170

gel layer, 2035

glycoprotein, 1171

growth factors, 1171

cervical

calcium binding with, 1347

compositions, 1346–1347

dithiothreitol (DTT) effects in, 1347

enzyme activity in, 1347

glycoprotein in, 1346

protein composition change in, 1347

roles in sperm penetration, 1347

viscosity change in, 1347

layer, 2680

mestranol effects in, 1347

mucociliary clearance, 2680

mucociliary dysfunctioning, 2680

mucus gel layer, 2680

mucus glycoprotein, 2680

nasal polyposis, 2680

production of, 2680

mimicking (mucomimetic) agent, 1888

molecular interactions, 1174

in mucoadhesive–mucosal interface, 1173

and polymer interactions, 1174

secreting cells, 1246

trefoil peptides, 1171

Mulling agents

chlorofluorocarbon greases, 3414

hexachlorobutadiene, 3414

Nujol, 3414

perfluorokerosene, 3414

Mulls

medicinal agent, 961

ointments of high fusion points, 961

Multicell-fluidized bed dryer, 745

Multichannel analyzers (MCAs), 3088

Multidentate ligands, 1512

Multidose dry powder system, 2687

Multidose sterile formulations, 2983

Multidrug dosage forms, case of, 916

Multidrug resistance gene, 577

Multidrug resistance protein, 1333

Multilamellar lipid-DNA complexes, 1065

Multilamellar liquid crystalline structure,

1065

Multilamellar vesicles, formation of, 1058

Multiligand=multireceptor families, 3111

bone morphogenetic proteins (BMPs),

3112

CC-chemokine receptors

subtypes of, 3112

chemokine receptors

types of, 3112

dopamine receptor family, 3112

multi-ligand receptor families

prevalence of, 3112

multiligand=multireceptor interactions,

3112

tissue-culture experiments, 3111

Multiparticulate drug delivery systems, 1291

Multiplayer perceptron (MLP) network, 2400

hidden layer, 2400

input layer, 2400

output layer, 2400

Multiple angle measurements, electrophoretic

mobility, 4119

Multiple antigen peptides (MAPs), 874

Multiple dose safety study, design of, 564

Multiple gene pharmacogenomics, 1897

Multiple linear regression (MLR), 3383, 3435

Multiple organ dysfunction, 360

Multiple platform-independent system, 2552

Multiple point calibration

linear

analytical validation, 100

Multiple quadrupole electromagnetic mass

filters, 3046

Multiple virtual file cabinets, 2559

Multipoint diffusion testing, 1754

Multiproduct equipment

leaning for, 1586

Multiprotic substances

ionization constants of, 8

non-linear least-squares procedure, 8

partition coefficients, 8

pH titration curve, 8

Multipurpose solutions

for soft lenses, 2210

inherent hydrophilic nature, 2210

Multistage liquid impinger (MSLI), 3857

Multistate procedure, based on member states

of European union, 1594

Multivariate statistics, applications of, 865

Multivesicular liposomes (MVL), 1117

Municipal water plants, treatment of, 4039

Muramyl tripeptide cholesterol, nanocapsules

of, 1193

Murine antibodies, encountered with, 1132

Murine mammary carcinoma, 363

Muscle-free mucosal layers, 1302

Muscle-free mucosal strips, 1303

Muscle and vein irritation, 1410

Muscle irritation test, in rabbits, 1425

Muscularis externa, 2716

Muscularis mucosa, 2714

definition of, 1246

Musculocutaneous arteries, 3823

Musk ambrette

restriction of

in cosmetics, 801
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Musk ketone

restriction of

in cosmetics, 801

Muslin, oiled. See Silk, oiled.

Mussel adhesive protein (MAP), 1180

MutaTM mouse models, 1414

Mutagenicity, 120–121, 689

in drug safety evaluation, 1413

germ cell, 1413

testing, 2195

bacterial mutagenicity, 1413

in vitro mammalian cell mutagenicity,

1413

in vivo test for chromosomal damage,

1413

transgenic animal models in, 1414

Mutant endotoxins, production of, 3054

Mutant hemoglobin, 349

Mutant myeloma cells, 1134

Mutual prodrug, definition of, 3013

Mutual recognition facilitation group

(MRFG), 1599

Mycelex-7� ointment, 996

Mycobacterium leprae, 932

Mycobacterium tuberculosis, 116, 932,

3909

Mycoplasma gallisepticum, 1180

Myeloma cell, characterstics of, 1143

N-acetyl-L-cysteine, nebulization for solutions

of, 3858

N-acetylglucosaminidase, 2437

N-acetyl-5-methoxytryptamine, 74

N-acetylprolineesters, 14

N-acetyltransferase (NAT2), 588

N-acryloyl-N0-methyl piperazine, 2025

Nafarelin acetate, sustained release from PLG

formulation, 178

Naftidrofuryl, citrate salt of, 3181

N-albuphine, 2125

N-alkylsulfamate salts, lincomycin, 3180

N-allylnicotinamide, 2918

Naltrexone

in drug degradation, 177

and Eudragit�, 700

pamoate release, 186

polymeric complexes, 700

Nanobiotechnology, 268

Nanocapsules

antimetastatic effects of, 1193

encapsulation of, 1194–1195

inerfacial polymerization, 1183–1184

insulin, 1194

with ocular tissues, 1195

poly(e-caprolactone), 1195

poly(isobutylcyanoacrylate), 1194

preparation methods, 1185

emulsification solvent evaporation,

1187

solvent displacement, 1187

solvent evaporation, 1187

ultracentrifugation of, 1185

NanoCrystalTM, 999, 1643

Nanocrystalline silver products, 1034

Nanoemulsion softgel, comparison of, 426

Nanoencapsulation method, of water soluble

molecules, 1185

Nanofiltration membranes

phase-inversion process, 1750

pore size of, 1749

Nanoparticle(s)

absorption enhancer, 32

advantages, 2384

albumin, 2333

alginate gelling process of, 1186

applications to

cancer treatment, 1191

intracellular infections treatment, 1191

bioavailability of, 2384

biodegradable, 2384

in blood stream, 1187

Brownian motion of, 1188

characterization methods

analytical ultracentrifugation, 2397

atomic force microscopy (AFM), 2396

coulter counter, 2395

dynamic light scattering (DLS), 2395

energy dispersive spectroscopy (EDS),

2396

light scattering techniques, 2394–2395

photon correlation spectroscopy, 2395

scanning electron microscopy (SEM),

2395

scanning probe microscopy, 2396

transmission electron microscopy (TEM),

2396

chitosan, 1186

cryotransmission electron microscopy of,

1188

diffusion coefficient, 2385

dispersions, 2384

dissolution rate, 2384–2385

drug carrier systems, 2391

dynamics, 2386

emulsification, 2391

for drug delivery, 1183, 2384

field flow fractionation method of, 1188

freezing techniques, 2390

gravitational forces, 2386

internal structure of, 1188

intravenous administration of, 1189, 2385

manufacture methods

aerosol flow reactor, 2387

spray drying, 2386

mean size and size distribution of, 1188

mechanical techniques

ball milling, 2386

crystal milling, 2387

dry milling, 2387

hammer milling, 2387

high-pressure homogenization, 2387

metastable state, 2385

by microencapsulation techniques, 1187

monodisperse size distribution, 2385

nanoprecipitation method of, 1186

oral administration of, 1194

paclitaxel micellar, 2384

[Nanoparticle(s)]

particle interactions, 2386

Brownian motion, 2386

Ostwald ripening, 2386

zeta potential, 2386

for peptides and nucleic acid delivery,

1183

pharmaceutical applications of, 1189,

3578

poly(acrylamide), 1195

poly(alkylcyanoacrylate), 1195

polymer, 1183, 2391

precipitation techniques

antisolvent precipitation, 2388

supercritical fluid technologies, 2389

preparation, 1183, 2333

from biodegradable polymers, 1183

from non-biodegradable polymers,

1183

by polymerization, 1184

from polysaccharides, 1183

from synthetic polymers, 1183

production, 2385

properties, 2384

recovery strategies, 2394

filtration, 2394

lyophilization, 2394

spray drying, 2394

subcutaneous=intramuscular

administration of, 1193

supersaturated solution, 2385

spherical morphology, 2391

spontaneous formation of, 1185

surface

analysis, 1188

area, 2385

characteristics, 1188

charge, 1189

chemical composition of, 1189

hydrophilic polymers to, 1187, 1189

modification, 1187

suspensions, 2386

X-ray photoelectron spectroscopy

(ESCA) of, 1189

suspensions, 2386

topical applications, 2385

transmission electron microscopy of,

1188

types

nanocapsules, 1183

nanospheres, 1183

utility of, 2384

wettability, 2385

Nanoparticulate ampicillin, 1190

Nanoparticulate drug carrier systems, 1065,

2391

characterization, 1188

design, 1253

lipid-based, 2392

liposomes, 2393

parameters of, physico chemical, 1188

polymeric micelles, 2393

polymeric nanocapsules, 2391

surface properties of, 1188
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Nanoprecipitation technique

for nanoparticles, 1183, 1186

Nanosphere-treated animals, 1191

Nanospheres, 1183–1184

as adjuvant for antigens=allergens delivery,

1193

ampicillin adsorption on, 1190

emulsion polymerization, 1184

with heparin coating, 1188

hydrophobicity of, 1193

intracellular uptake of, 1194

in mice, 1191–1192

and nanocapsules, 1186

for oligonucleotide delivery, 1193

poly(alkylcyanoacrylate), 1191

poly(butylcyanoacrylate), 1195

with poly(ethylene glycol) coating, 1188

preparation methods, 1183–1184,

1186–1187

sizes, 1184

for visceral leishmaniosis treatment, 1190

Nanosuspensions

electron microscopic analysis of, 3609

pharmaceutical, 3609

photon correlation spectroscopy (PCS) of,

3609

preparation, 3609

stability of, 3609

Nanotechnology, 2384

oral bioavailability, 2385

Naproxen

capsule formulation for, 1672

conjugation, 1233

dissolution of, 769, 3564

half-life of, 3963

pH-solubility profile of, 3316

calcium salt on, 3316

magnesium salt on, 3316

potassium salt on, 3316

sodium salt on, 3316

sodium preparations, 2421

solid dispersion by melting, 769

solubility, 3179

Narcotic antagonist, 177

Nasal absorption, 1175

drug delivery systems, 21

improvements, 2684

Nasal administration, 2647

devices, 2687

GI mucosa, 2680

kinetics, 2680–2681

mucociliary clearance, 2680

nasal epithelium, 2680

of peptide and protein drugs, 2680

pharmacological effect, 2680

systemic bioavailability, 2680

Nasal anatomy and physiology,

1201–1202

Nasal bioavilability, 2684

Nasal cavity

anterior region of, 2680

turbulence in, 1207

and powder dispersion, 1207

Nasal cycle, 1202

Nasal delivery

efficiency, 1280

local irritation, 1280

systems, 2035

Nasal dispensing systems, traditional,

1202–1203

Nasal drops, 994

administration to

adults, 1202

children, 1202

contamination and prevention of, 1202,

1205

preservatives in, 1202

Nasal drug absorption, 2678

factors influencing, 2683

interspecies differences in, 2682

scale-up theory in, 2682

Nasal drug delivery

advantages, 1201, 1208

factors affecting, 1202

hydrophilic macromolecular compounds in,

1207

of mechanical-dispensing systems, 1203

in migraine treatment, 1208

nasal drops in, 1202

pipettes in, 1202

of powder dispensing systems, 1206–1207

preservative-free systems, 1204–1205

pressurized systems, 1203

propellants in, 1203

squeeze bottles in, 1202

surfactants in, 1203

of vaccines, 1208

Nasal drug delivery devices

classifications, 1201

multidose systems, 1205

unit-dose and bi-dose systems,1205–1206

Nasal dry powder delivery systems, 1207

Nasal epithelium, 1175

Nasal formulation

development of, 2681–2682

peptide-based, 1201

and pharmacology, 1207–1208

pH of, 2684

Nasal mucociliary, clearance, 15

Nasal mucosa

permeation enhancers, 15

surface area of, 2680

pH of, 2684

versus digestive mucosa, 1201

Nasal passage resistance, 1202

Nasal peptide

delivery, 2687

products of, 2678

Nasal powders

versus inhalation powders, 1207

Nasal route

and invasive administration, 1201

and systemic circulation, 1201

Nasal secretion, 2680

Nasal solutions. See Solutions, nasal.

Nasal spray

behavior, 1203

with snap-on closure, 1204

Nasal tissue, physiological aspects of,

2678

Nasal vaccine delivery, 3919

Nasal vestibule, 2678

Nascobal (Schwarz Pharma), 1882

Natamycin suspension, treatment of

filamentous fungal keratitis, 3973

National antimicrobial resistance monitoring

system (NARMS), 3982

National Association of Boards of Pharmacy

(NABP), 2423

National Cancer Institute (NCI)

bioassay program, 433

chronic bioassay, 432

National Center for Biotechnology

Information (NCBI), 2795

National Center for Complementary and

Alternative Medicine (NCCAM), 68

National Committee on Radiation Protection

(NCRP), 3093

National Community Pharmacists

Association (NCPA), 2423

National Coordinating Council for

Medication Error Reporting

(NCCMER), 2247

definition of medication error, 2247

prevention of medication errors, 2247

National Donor Deferral Registry (NDDR),

3997

National Formulary (NF), 1659

Food, Drug and Cosmetic Act, 1787

carbomers, 3604

National health services

Canada, 1978

medical services, 1978

medicare programs, 1978

mutual recognition agreement, 1978

organization, 1978

pharmaceuticals, 1978

Germany

categories in hospitals, 1982

generics market, 1983

health care system, 1982

life expectancy, 1982

marketing authorization approvals,

1982

non-profit sector, 1982

organization, 1982

pharmaceuticals, 1982

principal distribution channels for,

1983

private, 1982

public sector, 1982

standard of health, 1982

Japan

features of Japanese market,

1979

Japanese pharmacopeia, 1980

organization, 1979

pharmaceutical environment, 1980

universal health insurance, 1980

Mexico

categories, 1983

charity organizations, 1983
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[National health services]

Dirección General de Control de Insumos

para la Salud (DIGECIS), 1983

health care system, 1983

organization, 1983

pharmaceuticals, 1983

private sector, 1983

public sector, 1983

social security sector, 1983

Republic of South Africa (RSA), 1978

department of health (DOH), 1979

organization, 1978

pharmaceuticals, 1979

primary care drugs, 1979

public health services, 1978

routine immunizations, 1979

United Kingdom

characteristics of, 1981

clinical management, 1982

fundholding principle, 1981

mutual recognition principle, 1981

organization, 1980

pharmaceuticals, 1981

reference member state, 1981

special health authority, 1981

National Institute of General Medical

Sciences (NIGMS), 2796

National Institute of Health Sciences (NIHS),

2836

National Institute of Standards and

Technology (NIST), 3089, 3686

National Institute of Standards and Testing

(NIST)-traceable calibration,

2184

National Institutes of Health (NIH), 125

drug development program, 2469

National medical products (NMP), 1217

National organization for rare disorders

(NORD), 2470

National toxicology program (NTP), 433

Natrasol� 250, 995

Natural and artificial (N&A) agents,

1765–1767

advantage of, 1767

bubble gum, 1767

classification, 1765

components, 1765

raspberry flavor, 1767

strawberry flavor, 1767

tutti-frutti, 1767

Natural charging

of liquids

atomization process, 1537

charge compensation, 1537

droplet production, 1537

electrostatic charges, 1536

non-equilibrium potential, 1537

of solids, 1535

electrostatic effects on, 1535

physicochemical factors, 1536

Natural circulation evaporators, 3880

Natural convection heating process,

3513

Natural ecstasy, 74

Natural flavoring agents, 1764

anise, 1764

cardamon, 1764

citrus oils, 1764

honey, 1764

lemon, 1764–1765

orange, 1765

peppermint, 1765

wild cherry, 1764

Natural killer cell activity, 1421

Natural polymers, in biodegradable drug

delivery, 179

Natural products, 2617

composition-of-matter, 2617

patentability of, 2617

pharmacokinetic properties, 1364

structural complexity, 1364

toxicological properties, 1364

Natural rubber (NR), 1466, 1479

adhesive typical formula for, 2928

Nature of surface

cleaning characteristics, 1586

factors, 1586

Nbon-gelatin capsule, 428

N-(2-carbamoylphenyl)carbamate,

3010-3011

NCEs. See New chemical entities.

N-dodecyl-2-pyrrolidone, 13

New chemical entity (NCE), 1, 1362

in animals, 1, 1370

development stages, 1, 1370

in humans

safety and efficacy of, 1, 1370

work flow of, 1, 1370

Near infrared (NIR) light, 1971

Near-infrared radiation, 3434

Near-infrared region, 3405

Near-infrared spectroscopy (NIR), 3375,

3383

absorption bands for, 3635

analytical technique, 3630

applications of, 3630

Beer’s law, 3631

calibration equation performance testing,

3632

calibration errors, 3633

calibration model, 3630, 3631

chemometric model for, 3631

determination of, 3631

residual variance methods, 3632

transferability of, 3633

controlled-release tablets, 3636

data analysis, 3631

sampling components and software

packages, 3631

detection of capsule tampering, 3636

diffuse reflectance mode, 3636

diffuse transmittance mode, 3636

fluid-bed equipment, 3199

food and agricultural industries, 3630

identification of

liquid dosage forms, 3635

solid dosage forms, 3635

instrumentation, 3630

[Near-infrared spectroscopy (NIR)]

instrument caliberation, 3438

linear calibration methods, 3632

multiple linear regression (MLR), 3632

partial least-squares regression (PLS),

3632

principal component analysis (PCA),

3631

mixed calibration models, 3634

moisture content determination, 3635

fiber optic system for, 3635

gas chromatography (GC), 3635

Karl Fischer (KF) titration, 3635

loss on drying (LOD), 3635

quality control criteria for, 3635

moisture content measurement, 3199

non-destructive method

blister packaged tablets, 3636

qualitative evaluation, 1

quantitative evaluation, 3630

particle size distribution, 3634

lactose monohydrate, 3634

microcrystalline cellulose, 3634

pattern-recognition techniques, 3632

penetration depth, 3631

for pharmaceutical applications, 3630

in pharmaceutical production, 3434

polymorphism, 3634

identification, 3635

infrared spectra of, 3635

product development, 3636

product evaluation, 3635

detection of adulteration, 3636

identification and potency, 3635

progress of reactions, 3636

quality control parameters, 3637

blend homogeneity, 3637

degradation product determination,

3637

powder blends characterization, 3637

tablet coating, 3637

tablet hardness, 3637

and racemization, 3634

raw material identification, 3634

region of electromagnetic spectrum, 3630

sampling component for, 3631

chemical properties, 3631

physical properties, 3631

scale-independent measurement, 3199

tablet evaluation, 3633

advantages, 3633

limitations, 3633

theory of, 3630

transmittance measurements, 3631

types, 3436

validation process, 3632

ability of calibration, 3632

determination of, 3632

prediction error, 3632

reference analytical method, 3632

wavelength range, 3630

Nebuchamber�, 1543

Nebuhaler�, 997, 1542

Nebula. See Sprays.
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Nebulization, 3801

droplet formation by, 2095

factors affecting

surface tension, 2096

viscosity, 2096

flow rate, 2098

principle, 2093

time, 2097

for bronchodilators, 3857, 3859

Nebulized drugs, 3854

Nebulizer(s), 997, 1923, 2094, 3854

AeroEclipseTM, 2111

aerosols output from, 2098

AERxTM, 2110

baffles in, 2096

Bard Inspiron mini-neb, 2097

bird micronebulizer, 2097

cirrus, 2096

delivery efficiency, 2098–2099

DeVilbiss 646, 2097

drug concentration in, 2098

fluids

corticosteroid preparations, 3858

formulation, 3858

jet, 2095

and liquid sprays, 1543

mass output of, 2099–2100

Medic-Aid Upmist, 2097

on macromolecules, 1284

and nebulization pressure, 2099

output, 2098

expression, 2099

variables for, 2099

pari LC, 2096

particle size distribution of, 2101

pneumatic, 2093

portability and metered-dose

administration, 2077

in pulmonary delivery, 2077

reservoirs, 2098-2099

RespimatTM, 2109

scintigraphic images of, 2115

sidestream, 2096

solutions, 3095

human serum albumin, 3095

technetium-99m, 3095

squeeze-bulb, 2093

T-mouthpiece in, 2099

temperature reduction profiles, 2098

ultrasonic, 2104–2105

with gentamicin solution, 2097

Necrosis, 161

Necrotic myocardium, 1150

Necrotic neurons, 367

Necrotic tissue, 1028

Needle-free device

disposable, 1216

Intraject�, 1213, 1216

MiniJect�, 1216

steps for using, 1216

Needle-free drug delivery, 1209

acceptability, 1216–1217

bioequivalent, 1214

clinical outcome, 1214–1215

[Needle-free drug delivery]

erythropoietin for, 1215

and needle delivery, 1214

Needle-free injection

depot (or projectile), 1210

liquid, 1209, 1210

powder, 1209

pressure profile, 1211–1212

system, 1320

technology, 1209, 1217

Needleless injection

concept of, 1009

systems

Bio-Set�, 3916

Biojector�, 3916

Intraject�, 3916

Medi-Jector�, 3916

PowderJect�, 3916

Vitajet�, 3916

Needlephobia, 1209

Nembutal, 983

Neo-Synephrine Viscous (Sanofi Winthrop),

1882

Neocarzinostatin, conjugate of, 1331

Neodol 91-6�, 2125

Neonatal erythrocytes, 2635

Neonatal foals, intravenous injection of some

antimicrobial agents in, 3954

Neonatal mammalian intestine, absorption

cells of, 2722

Neonatal mice, 441

Neoplastic blood vessels, 1328

Neoplastic transformation, 145, 441

Neoprene, 1466, 2138

Neoral�, 426, 1258

Neotame polymorphic forms, 3301

Nephrosis, renal, 688

Nephrotic syndrome, 580

patients with, 3036

Nernst–Planck equation, 2120

Nernst equation

definition of, 1503

iron(III)=iron(II) couple, 3757

Nernstian fashion, 2124

Nernstian slope, 1509

Neupogen�, 1624, 1629

Neural computing technologies, 2399

advantages and disadvantages of, 2406

applications, 2399

coated tablets, 2408

controlled release oral dosage forms,

2407

fluidized bed granulation process

modeling, 2409

hydrophilic matrices, 2407–2408

immediate release oral dosage forms,

2406–2407

in modeling drug release, 2407

miscellaneous drug delivery systems,

2409

pellet formulations, 2408

pharmaceutical formulation, 2406

pharmaceutical processing, 2406

tablet maximization, 2409

[Neural computing technologies]

topical dosage forms, 2408–2409

wax and plastic matrices, 2408

benefits, 2409–2410

black box modeling, 2404

equivalent terms in, 2400

and genetic algorithms, 2402

gray box modeling, 2404

neural networks, 2399

neurofuzzy computing in, 2404

and neurofuzzy techniques, 2406

overtraining in, 2400

radial basis function, 2401

recurrent, 2401

supervised learning of, 2401–2402

unsupervised learning of, 2402

Neuraminidase inhibitor

structure, 3009

of therapeutic value, 3008

Neurodegenerative diseases, 610

Neuroendocrine carcinomas, 1328

Neurofuzzy architecture, 2404

Neurofuzzy computing, 2404

modeling capabilities of, 2404

rule extraction from, 2405–2406

Neurofuzzy logics

implementations

ANFIS, 2405

ASMOD, 2405

NEFPROX, 2405

output of, 2405

Neurofuzzy network

and neural networks, 2406

within ASMOD algorithms, 2405

Neurological and neuropsychiatric

conditions, pathology of, 3048

Neurological deficits, 349

Neurological disorders, 3041, 3048

Neurons

analogy, 2400

artificial, 2400

biological, 2400

mammalian, 2399

Neuropatties, 1027

in neurosurgery, 1027

Neuropeptides, 461

chiral property in, 461

Neuroscience, field of, 3048

Neurosecretory hormone melatonin, as nasal

spray, 1208

Neusilin, surface of, 39

Neutral lipids, 975

Neutralization effects, 2872

Neutralization titrations, 3762

acid–base equilibria, 3754

acid–base indicators, 3755

applications in

aqueous media, 3756

nonaqueous media, 3756–3757

buffer solution, 3755

endpoint detection, 3755

pH measurement, 3755

Neutron activation analysis (NAA), 3091

application of, 3091
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[Neutron activation analysis (NAA)]

instrumental, 3091

radiochemical, 3091

Neutron scattering

advantages of, 1052

disadvantages of, 1052

experiment, time required for, 1052

exploitation of, 1049

length

definition of, 1050

density, 1050, 1066

variation in, 1050

power of, 1052

underutilization of, 1049

studies

background to, 1049

significant for, 1050

techniques, use of, 1049

Neutron source, intensity of, 1052

Neutrons over light, advantages of, 1052

New chemical entities (NCEs)

principal of, 2876

New drug application (NDA), 1109, 1406,

1944, 2089, 2490, 2771, 2904, 3065,

3188, 3692, 3931

drug product, 1658

filing of, 2993

process, 799, 2420

review information, 1786–1787

and stability information systems, 733

technical sections

chemistry, manufacturing and controls,

1784

clinical, 1784

human pharmacokinetics and

bioavailability, 1784

microbiology, 1784

non-clinical pharmacology and

toxicology, 1784

statistics, 1784

New Drugs–New Drug Application

(IND=NDA) system, 1407

New ophthalmic delivery system. See

Polyvinylalcohol (PVA) film device.

Newly independent states (NIS), 2857

Newman projections, for rotamers, 2148

Newton, third law of, 4081

Newtonian and non-Newtonian materials

viscosity of, 3133

Newtonian body

mechanical model for, 3134

oscillating shear stress and shear strain of,

3137

rheogram of, 3130

shear strain rate for, 3130

viscosity of, 3130

Newtonian flow, 3130

Newtonian materials, dynamic viscosity of,

3142

Newtonian strain, 3136

Newtonian viscosity, 3136

NexACT 88, biodegradable, 1314

N-glutaryl phosphatidyl ethanolamine

(NGPE), 1161

N-2-hydroxyethylpiperazine-N-2-ethane

sulfonic acid (HEPES), 2126

N-2-hydroxyphenyl carbamates, cyclization

of, 3011

N-(2-hydroxypropyl) methacrylamide

(HPMA) copolymers, 1140, 2029

N-hydroxysuccinimide folate, 1135, 1335

Ni-bearing magnetic particles, 932

National institute for clinical excellence

(NICE), 1981

clinical

advantages, 1981

management, 1982

Nickel

as alloying element, 790

alloys, 793

definition, 793

mechanical properties, 791

UNS N08020, 791

UNS N08904, 791

in corrosion resistance of stainless steels,

793

in specialty alloys, 793

sulfate forms, 2940

Nicorette gum, 2421

Nicotine, 1043, 1078

absorption of, 1045, 1078

buccal absorption of, 1078

gum, 1045

source of, 1044

withdrawal symptoms, 1045

in smoking cessation, 1078

Nicotrol� systems, 1086

Nifedipine, 1076–1077, 1610, 2034, 2408,

2862

absorption of, 778

formulation of

types of, 1076

plasma-concentration–time curve of, 2869

solid dispersion of, 769, 779

structure of, 3803

Nikolskii-Eisenman, 1506

Nimodipine, 2408

polymorphism of, 2942

NiosomesTM, 1117

composition, 1318

polyoxyethylene alkyl ethers, 1318

ovalbumin into, 3922

preparation, 1318, 3922

vaccine-delivery system, 3922

N-isopropylacrylamide (NIPA), 2025

Nitrazepam, 2860

Nitric–hydrofluoric acid mixtures, 794

Nitric oxide synthase (NOS) inhibitors, 368

Nitrile, 2138

rubber, 1466

Nitrilotriacetic acid (NTA), 1526

Nitro-Bid, 984

Nitro-Dur� system

controlled-release transdermal therapeutic

system, 1085

cross-sectional view, 1088

fabrication of, 1085

nitroglycerin-releasing TDD system, 1086

[Nitro-Dur� system]

patch-type transdermal therapeutic system,

1085

structural components, 1088

Nitro compounds, 1530

Nitrodisc� system, 1089

injection-molding technique, 1089

matrix diffusion-controlled release, 1089

transdermal CrDDS, 1089

Nitrofurantoin, 824

capsules USP, 922

crystals, 828

hydrolysis of, 2045

solid dispersion of, 779

Nitrofurantoin-deoxycholic acid dispersions,

779

Nitrogen

blanketing system, 4044

chiral, 2144

oxidation, in biotransformation, 314

reduction

in biotransformation, 315

in endoplasmic reticulum, 315

in extrahepatic tissues, 315

in intestinal microflora, 315

Nitrogen–phosphorus detector (NPD), 466

Nitroglycerin

bioavilability of, 1303

circulating levels of, 30

elimination of, 1013

half-life of, 30

intravenous (IV) administration of, 47

metabolism of, 575

oral controlled, 30

plasma concentrations of, 1085

in subtherapeutic effects, 47

transdermal infusion of, 1085

use of, 946

Nitrolingual� spray, 997

Nitropen� tablets, 1258

4-Nitrophenylsulfonyl-S-prolylam-

phetamine, 2157

N-[-4 maleimidoethoxy

succinyloxy]succinimide (MESS),

1136

N-methylation, 320

N-methylglucamine, 1630

N-methylmorpholine (NMM), 2997

N-methylnicotinamide, 2918

N-methylpyrrolidone, 13, 161

2-N-morpholino-propane sulfonic acid

(MES), 2126

NMP (Pharmasolve), 3360

NMR. See Nuclear magnetic resonance

spectroscopy.

N,N bis-(2-chloroethyl)-p-phenylenediamine

(PDM), 1136

N,N diethylnicotinamide (DENA), 2914

N,N-dimethyldodecylamine, 1056

N,N-dimethyldodecylamine-N-oxide, 1060

N,N-dimethylformamide, 851

N-nitrosamines, 1702

extraction, 1703

sensitivity and selectivity
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N-nitroso-diethanolamine, permeability

coefficient, 1313

N,N0-methylenebisacrylamide (BIS), 2025

structure, 2023

N,N,N trimethylchitosan chloride (TMC)

polymers, 1178

enhancement effect, 1179

mucoadhesive properties, 1179

N-octylhydroxyproline, 2159

Non-antibody binding reagent, 1575

Non-aqueous solvent system

electrical resistance of, 1490

use of, 681

Non-assignable cause (NAC), 2305

Non-biodegradable polymers, 1183

Non-clinical laboratory study, 3065

inspection of, 3066

Non-clinical pharmacology and toxicology

studies, 1784, 1786

biotechnology products, 1786

carcinogenicity, 1786

genotoxicity, 1786

non-clinical and clinical studies, 1786

pharmacokinetics, 1786

purpose of, 1786

reproductive toxicity, 1786

toxicity, 1786

Non-compendial validation method, 92

Non-competitive antagonists, 3116

benzodiazepines

binding of, 3116

radiolabeled phencyclidine (PCP)

binding of, 3116

toxin-stabilized receptor conformation,

3116

Non-competitive assays, 2048

enzyme-labeled

antibody, 2053

antigen, 2053

sandwich=double antibody, 2053

Non-degradable drug delivery system

Norplant�, 176

surgical removal of, 176

Non-destructive tests

bubble point=water intrusion tests,

1755

diffusive flow, 1755

pressure hold, 1755

Non-disintegrating tablets, 2868

Non-dispersive infrared spectrometers,

3410

Non-enzymatic cyclization–elimination, rate

of, 3011

Non-erodible systems, 1224

Non-ferrous metals

aluminum and alloys, 793

copper and alloys, 793

nickel and alloys, 793

titanium and alloys, 793

Non-genomic machines, 932

Non-genotoxic agents, 442

Non-genotoxic carcinogens, 437

detection of, 443

effect of, 438

Non-Hodgkin’s lymphomas, 1328

Non-invasive mucosal, 2664

Non-ionic emulsifiers, 3261

preparation of, 3261

Non-ionic hydrocolloids, 2667

Non-ionic hydrophilic polymers

introduction of, 1332

Non-ionic surfactants, 14, 421, 1820

bilayers formed by, 1057

combination of, 1061

composed of, niosomes, 1318

Non-ionizing radiation

infrared, 3540

ultraviolet, 3540

visible, 3540

Non-ivamide, 2036

Non-linear mixed-effects modeling software

(NONMEM), 2806

Non-linear pharmacokinetics, 583–584

Non-linear regression analysis, 2763

Non-linear regression programs, 2763

Non-linear regression techniques, application

of, 2757

Non-magnetic beads, 933

Non-metallics

applications, 794

ceramics, 794

chemical-resistant grouts, 794

concrete, 794

glass, 794

properties, 794

Non-myelinated axon, 2681

Non-Nernstian response, 1506

Non-Newtonian flow, 3130

Non-Newtonian materials, viscosity of,

3140

Non-Newtonian semisolid dosage

forms, pharmacopoeial tests for,

3142

Non-oxynol-9, 1349

and EDTA, 1347

micelle formation, 1354

oligomers, 1345

Non-pareil beads, 991

Non-parenteral delivery route, 2713

Non-parenteral dosage forms

classification based on physical form

aerosols, 988

liquids, 988

semisolids, 988

solids, 988

classification based on route of

administration, 988

Non-polar gas adsorption, 4051, 4060

Non-polar molecule, linear function, 6

Non-polar solutes

in pharmaceutical solvents, 809

solubility, 808

Non-prescription Drug Manufacturers

Association (NDMA), 2414

Label Readability Guidelines, 2417

Non-prescription drugs, 2415

advertisements, 2424

medical disorders due to, 2413

[Non-prescription drugs]

pharmacists role in, 2427–2428

presumption, 2413

recommend by pharmacists, 2428

selection, 2417

therapeutics, 2424

Non-pyrogenic intravenous fluids, 3052

Non-renal clearance, definition of, 575

Non-replication, principle of, 2556

Non-resectable hepatocellular carcinoma,

1331

Non-restrictively cleared drugs, 3032

Non-scanning calorimeter, 402

Non-specific drug adsorption, 3027

Non-specific drug loss, 1305

Non-sterile drug products

maintenance of microbiological quality,

2296

manufacture of, 2295

microbiological GMP for, 2295

microorganism contamination, 2295

Non-sterile products

cause of microbial contamination of,

2792

gastrointestinal ingestion, 2294

microbial control of, 2294

microbial limit standards for, 2294

microbiological contaminants, 2294

non-sterile dosage forms, 2294

oral and rectal administration, 2294

pharmacopoeial and regulatory

requirements, 2294

Non-sterile semisolid dosage forms, 1320

Non-steroidal anti-inflammatory drugs

(NSAIDs), 73, 217, 681, 1125, 1078,

2804, 2979

drug absorption, 30

capsule formulation for, 1672

mechanisms, 1399

penetration of, 1126

rectal administration, 30

ringing gels in formulations of, 1126

toxicity of methotrexate, 1399

Non-unidirectional airflow. See Conventional

airflow.

Non-viable particulate cleanliness testing,

2304

Non-woven fabrics, 1026

Non-woven swabs, 1026

Non crystallinity, of phrmceuticals, 4108

Non healing diabetic ulcers, treatment of,

1885

Noninvasive gene delivery, 3919

Nonionic surfactants, 3587

as suppositories vehicles, 3593

Nonpenicillin drug product, 1946

Nonsteady and time-dependent models,

2804

N-3-Polyunsaturated fatty acids (PUFAs)

for bone health, 2442

consumption, 2439

effects, 2439

and indomethacin interactions, 2445

source, 2439
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Norephedrine, ligand-exchange liquid

enantioseparation of, 2159

Norepinephrine, 2148

pharmacophoric conformations of, 2149

Norethindrone, computer simulation of,

942

Norethinedrone, 1346

Norgestrel delivery, 1349

Norketamine enantiomers, 3967

Normal (Integral) pulse polarography, 1496

Normal distribution

application, 3485

central limit theorem, 3485

drug concentration by, estimation of,

3485

parameters, 3485

properties, 3485

quality control (QC) frequency histogram

plot, 3486

theory, 3488

Normal phase chromatography, 528–529

columns of, silica support in, 528

non-polar mobile phase in, lipophilicity of,

528

polar stationary phase in, 528

separation of

diastereomers, 528

functionalized long chain aliphatic

compounds, 528

low molecular weight aromatic

compounds, 528

stereochemical isomers, 528

silica

stationary phases in, modified, 528

support in, disadvantages of, 528

Normoxic cardiocytes (NC), 1161, 1162

Norplant�, 176, 999, 1085

controlled-release subdermal implant,

1085

diagrammatic illustration of, 1086

fabrication of, 1085

retrieval of device, 176

subcutaneous implantation of5

Norpseudoephedrine, ligand-exchange liquid

enantioseparation of, 2159

North American Free Trade Agreement

(NAFTA), 2856

Norvir (ritonavir), 834, 3348

Nose

ciliary activity in, 1202

physiological aspects of, 2678

structure of, 2678

Novel chemical entity (NCE), 2193, 2486

Noveon AA-1�, 2018

Novobiocin

calcium salt of, 3182

sodium salt of, 3182

NovopulmonTM 200 Novolizer, 3252

budesonide particles, 3252

constituents, 3252

multiunit dosage form, 3252

N-oxidation, of biotransformation

in hydroxamic acids, 314

in hydroxylamines, 314

N-pentyl-N-acetylprolinate, as skin

permeation enhancer, 1314

Noyes–Whitney equation, 218, 2339, 2385

Noyori’s oxidation, of alcohol, 3002

N-substituted S-prolyl chloride, 2156

N-succimidyl 3-(pyridyldithio) propionate,

1135

N-trifluoroacetyl-S-prolyl chloride, 2156

Nuclear factor (NFkB), 2444

Nuclear fission reactions, 3090

Nuclear magnetic moments, 3298

Nuclear magnetic resonance (NMR), 88, 702,

2940

applications, 3807, 3808

for lipid analysis, 981

Nuclear magnetic resonance (NMR)

spectroscopy, 1879

affinity, 3454

applications, 3440

analysis of small sample quantities,

3452

based screening methods, 3454

biomolecular studies, 3454

flow NMR methods, 3452–3454

characteristic precession frequency, 3441

chemical shifts, 3441–3442

combination with LC and MS, 3454

and correlation time, 3443

coupled with LC, 3453

cross-polarization, 3299

in degradation products, 3440

development, 3457–3458

of drug development, 3440

energy separation, 3440

error inherent to, 3302

gel-phase, 3456

gyromagnetic ratio, 3440

high-throughput, 3452–3453

integration, 3442–3443

ibuprofen signals, 3442

quantitative interpretation of, 3442

signal characteristics, 3442

in low-level synthetic impurities, 3440

magnetic

field, 3440

moment, 3440

in metabolites, 3440

nuclear spin, 3440

in organic solvents, 3442

in pharmaceutical industry, 3297

of pharmaceutical development, 3440

principles of, 3440

probes, 3452

quantitation of

crystalline and amorphous forms, 3301

forms by, 3300

radiofrequency (rf) radiation, 3440

relaxation, 3443–3444

dipolar, 3443

nuclear Overhauser effect (nOe), 3443

spin–spin, 3443

spin-lattice, 3443

scalar coupling, 3442

sensitivity of, 3441

[Nuclear magnetic resonance (NMR)

spectroscopy]

solid-state, 3298, 3440, 3455

spectrum, 3441

in structural analyses, 3440

structure–activity relationships (SAR) by,

3455

for structure elucidation, 3297

techniques

higher-dimensional experiments,

3449–3450

inverse detection experiments, 3447

one-dimensional experiments,

3444–3445

pulsed field gradients (PFGs), 3452

spin polarization transfer, 3445

two-dimensional experiments,

3445–3446

vector model

bulk magnetization vector, 3441

external magnetic field, 3441

radio frequency effect, 3441

Nuclear magnetic resonance spectrum

chemical shifts, 3441

Fourier transformation of, 3441

integration, 3442

one-dimensional, 3444

relaxation, 3443

scalar coupling, 3442

two-dimensional, 3445–3446

COSY, 3446

NOESY, 3446

TOCSY, 3446

Nuclear medicine, 3082

imaging studies,, 3095

Nuclear Overhauser effect (nOe), 3443

and molecular motion, 3444

feature, 3444

screening, 3454

Nuclear Overhauser Enhancement

Spectroscopy (NOESY), 3446

cross peaks, 3447

spectrum of dutasteride, 3447

Nuclear radiation, detection and quantitation

of, 3085–3086

Nuclear reactions, 3090

Nuclear Regulatory Commission (NRC)

requirements, 3086

Nuclear resonance energy, 2942

Nuclear stability, 3082

Nuclease digestion, resistance, 930

Nucleate boiling, 3872

heat transfer, 3872

Nucleated crystal, ratio of, 862

Nucleation, 836–837, 3885

behavior, 843

categories of, 837

experimental and computational strategies,

842–843

heterogeneous, 841–42

homogeneous, 838–841

inhibition, 840

inhibitors, design of, 843

kinetics, 839
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[Nucleation]

mechanism, 837–842

phenomena, 842

rate of, 836

rate on solubility, dependence of, 839

theory of, 839

thermodynamic considerations for, 838

types of, 3004

Nucleation and crystal growth, control of

processes of, 835

Nucleation and growth, driving force for,

836

Nucleation mechanism, 36

Nucleation reaction, 821

Nucleation retardation, mechanism of, 41

Nucleic acid (NA) vaccines, 3912

immunogenic antigens, 3913

into liposomes, 3912

methods, 3913

Nucleic acid (NA) vaccines. See DNA

vaccines.

Nucleic acid amplification techniques (NAT),

3998

Nucleons and electrons

charge of, 3083

energies of, 3083

mass of, 3083

Nucleophilic nitrogen, 3011

Nucleophilic substitution reactions, 3009

on aliphatic carbons, 2045–2046

on aromatic carbons, 2045–2046

mechanisms, 2046

on metals in metal-ligand coordination

complexes, 2045–2046

Nucleopore filter, 2582

Nucleoprotein solutions

electron spin resonance studies of, 3549

Nucleotide, 930

Nucleus suprachiasmaticus, 1287

Nuclides

characteristic of, 3083–3084

of hydrogen, 3082

intermediate, 3084

Number-mean crystal size

definition of, 861, 862

Numby Stuff� Phoresor� system, Inc., UT,

3848

Nupercaine�, 1630

Nusselt number, 1436

Nutraceuticals

adverse effects, 2445

composition, 2447

contaminants in, 2447

definition, 2431

dosage levels, 2432–2434

drug interactions, 2445–2446

clomipramine, 2445

SAMe, 2445

formulations, 2432–2434

incidence of diseases treated with, 2435

origin

animal, 2431, 2435

dietary, 2431, 2435

endogenous, 2431, 2435

[Nutraceuticals]

plant constituent, 2431, 2435

synthetic, 2431, 2435

problems in formulated, 2447–2448

supplements, 2431

therapeutic applications, 2432–2434

bone health, 2441–2442

cancer prevention, 2443–2445

cardiovascular health, 2437–2439

eye health, 2441

mental health, 2439–2440

oral health, 2442

pharmaceuticals quality control,

2446–2448

treatment of joint health, 2435–2437

women’s health, 2442–2443

Nutrition labeling and education act,

2904

Nutrition products, safflower and soybean,

1623

Nutrition solutions, parenteral, 1613

Nutritional Labeling and Education Act

(NLEA), 1789

dietary supplement

herbs, 1789

minerals, 1789

proteins, 1789

vitamins, 1789

nutritional substances

enzymes, 1789

fish oils, 1789

garlic, 1789

ginseng, 1789

glandulars, 1789

psyllium, 1789

Nutropin-Depot�

for somatotropin delivery, 178

zinc–hormone complex and protein activity

preservation, 178

Nutropin Depot�, 297, 2319, 2320

drug products, 1643

N-vinyl-2-pyrrolidone (VP), 2022

hydrogels of, 2023

Nylon membrane, 2317

Nymcel ZSX�, 3555

Nystatin, 2479

Obesity effect, 2871

Obstructive coronary artery disease, 365

O-carboxymethylated chitins, 2035

Occlusion effect, definition of, 2927

Occupational exposure level (OEL), 1953

Occupational exposure limits, 2883

Occupational Safety and Health

Administration (OSHA), 1949, 3520

exposure levels, 3524

Occupational Safety and Health Agency

(OSHA), 1949

Ockham’s blade principle, 102

Octacosanol, 2438

effects, 2438

incidence, 2438

Octaethylene glycol fumarate, 2023

Octamethylcyclotetrasiloxane (OMCTS), 606

Octanol–water partition coefficient, 1313,

2742, 2930, 3312

Octoxynol, 1349

Octreotide delivery, 2743

Octreotide acetate

delivery of, Sandostatin LAR� for, 178

depot formulation vs. subcutaneous dosing,

178

Octyl salicylate

permeability coefficient, 1313

sunscreen agents, 1314

Octylmethoxycinnamate, sunscreen agents,

1314

Ocufit SR�, 1224

Ocular and dermal irritation, 1409

Ocular bioavailability, 1177

Ocular dosage forms, 1176

Ocular drug delivery system, 1195–1196,

1221

Ocular irritation scoring system, 123

Ocular membranes, 1176

Oculentum. See Ointments, ophthalmic.

Ocusert�

advantages and disadvantages, 1222

components of, 1222

Ocusert� system

components of, 1084

controlled-release ocular insert, 1084

diagrammatic illustration of, 1084

Odontalgicum. See Toothache drops.

Odor

component of flavor, 1763

odorants properties, 1763

Oedema, skin reaction characterized by,

1315

Oenothera biennis, 72

Oenothera biennis, 72

Oesophageal carcinoma, 2871

Oesophageal function, abnormalities in,

2871

Oesophageal sphincter pressure, decrease of,

2869

Oestrogen and progesterone replacement,

2869

Office email packages standard, 2556

Office of Alternative Medicines (OAM),

2904

Official pharmacopoeia or compendial

validation method, 92

Oflidocaine and insulin, across rat skin

sonophoresis, 3834

Off-line laser diffraction, 860

Ogliomers, in polymer degradation, 176

Ohm’s law, in electrical circuit theory, 1436

Oils, 1623

compound, 961

fixed, 1623

deterioration, 1624

infused, 961

soybean, 3362

theobroma, 1722

uses, 1624

vegetable, 3362
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Oil–soup–minced beef meal, consume of,

2868

Oil-containing nanocapsules, preparation,

1185, 1186

Oil emulsion formulations, parenteral,

984

Oil-in-water creams

formulation, 3262

emulsifiers=surfactants in, 3591

Oil-in-water emulsions, 984, 2317

droplet size, 1549

hydrophilic polymers, 1554

parenteral route administration,

1549

semisolid, 995

sterile parenteral, 1549

surfactants, 1554

for therapeutic properties, 1548

Oil-in-water microemulsion, 1050

internal structure of droplets, 1060

size of, 1061

Oil phase emulsion components, 3263

Oil-soluble drugs, 3267

Oily soluble substances, encapsulation of,

1185

Ointment(s)

classification bases

absorption bases, 996

hydrocarbon bases, 996

water-removable bases, 996

water-soluble bases, 996

coloring of, 667

and creams, 3257

crystalline structure of, 1127

greaseless, 962

with lipids, 979

medicated, 996

microstructure of, 1126

non-medicated, 996

ophthalmic, 962

properties, 3257

for rectal preparation, 996

semisolid preparations, 961

softening, 962

sterile, 962

for vaginal preparations, 996

Ointment dosage forms

manufacturing methods, 3265

incorporation (industrial scale),

3265

incorporation (laboratory scale),

3265

preparation, 3265

fusion process, 3265

levigating agent in, 3265

mechanical mixers in, 3265

Oleaginous bases, 1308, 3257, 3259

Oleates, 962

Oleatum. See Oleates.

Oleic acid, 2101, 2107, 2273, 3348

advantage of, 1610

effect of, 1611

phase transition temperature, 13

Oleinata. See Oleates.

Oleogel (Elyzol Dentalgel)

constituents, 1130

Oleoresina. See Oleoresins.

Oleosacchara. See Oil sugars.

Oleovitamins, 962

Oleum. See Oils.

Oleum infusum. See Oils, infused.

Olfactory receptor cells, 2681

Olfactory region, location of, 2681

Oligo (S)

generation, 930

immobilized

applications of, 933

in arrays, 933–935

on magnetic beads, 932

manufacturers=distributors, 935

on Dynal# magnetic beads, 932

phosphorothioate, 930

primers of, 930

synthetic, 930

Oligodeoxynucleotides, 1193

Oligolamellar vesicles (OLV), 1117

Oligo-magnetic bead method, 932

Oligomer, PNA, 930

Oligomeric aggregates, 877

Oligo-on-a-chip, 929–930

Oligonucleotide, 1320

application, 3923

arrays, high-density, 1901

Oligonucleotide probe(s), 929

antisense, 935

beauty of, 936

therapeutic application of, 935

therapy advantages, 936

appropriate use of, 932

and arrays, 930

basic texts of, 929–930

in biotechnology, 929

in cancers or genetic effects detection,

932

chemiluminescent-labeled, 932

firms producing and=or selling, 930

fluorescent-labeled, 932

internet references of, 929

labeling, 932

in screening tuberculosis, 932

target of, 931

Oligosaccharides, cyclic, 671

Omeprazole pellets, 2408

O-methylation, 320

Omnis cellula et cellula theory, 431

One-Alpha�, 3348

Online concentration measurement, sensor

for, 866

Online Mendelian Inheritance in Man

(OMIM), 2795

Online optical microscope images, 861

Open architecture principles, 2558

Open-loop process-control operation, 740

Operational functions

configuration management, 710

defect and resolution tracking, 710

documented unit testing, 709

function-point analysis, 710

[Operational functions]

inspection and testing of, 709

Operational integrity, definition of, 2583

Operational qualification (OQ)

cleaning process, 1587

CIP skid, 1587

monitoring equipment, 1587

spray device, 1587

cleaning validation, 1587

Ophthalmic administration, 2647

Ophthalmic drug

delivery, 1888

erodible polymer systems for, 1222

ocusert for, 1222

polyvinylalcohol disks for, 1222

monographs, 3259

products, 1267, 1696

antimicrobial preservative agents,

1267

aseptically processed, 1267

large-volume injectables size, 1267

multiple-dose products, 1267

pyrogen-free, 1267

sterile, 1267

Ophthalmic effects, 945

Ophthalmic gel, 1884

Ophthalmic ointments, 1267, 3259

medicated and non-medicated, 3259

metal particles in, 3259

See Ointments, ophthalmic.

Ophthalmic solutions, 1267

See Solutions, ophthalmic.

sterile, 1220

Ophthalmic suspensions, 1267

Opioids

drugs, 1040–1043

functions in brain, 1040

ingestion of, 1041

medical applications

diarrhea and coughing control, 1040

immune to distress, 1040

pain releiver, 1040

for somnolence, 1040

natural

codeine, 1040

laudanum, 1040

morphine, 1040

paregoric, 1040

and neurotransmitters, 1040

non-medical use and abuse, 1040–1041

physical dependence in, 1041

synthetic, 1040

fentanyl (Sublimaze�), 1040

hydromorphone (Dilaudid�), 1040

meperidine (Demerol�), 1040

methadone, 1040

oxycodone (Percodan�), 1040

Opium smoking, 1040

Optic spectrophotometers, 3462

Optical activity, 2142

theories of, 445

Optical character recognition, 555

Optical crystallography science, 2941

Optical detection devices, 445
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Optical isomers, 454, 539, 2143

of cyclophosphamide, 2144

definitions and nomenclature, 2143

Optical reflection band pass filters, 3380

Optical resonator, 3395

Optical rotations, 450

Optical rotatory dispersion (ORD)

application of, 447

cotton effect, 447

detection of ephedrine and

pseudoephedrine, 455

deuterium or halogen lamps for, 450

methods

for ketosteroids, 456

spectrum, 450

anomalous, 448

types, 446

Optical rotatory power, 446

Optically active solvents, spectral effect of,

3436

Optimal drug absorption, 1306

Optimal metabolism, 354

Optimal objective function, 2806

Optimal temperature profile, example of, 865,

866

Optimization, 2452

central composite design, 2458–2459

excipients choice for, 2453

by extended simplex method, 2465

formulation, 2453, 2458

experimental designs for, 2461

methods

direct optimization method, 2452

non-systematic approach, 2452–2453

one-factor-at-a-time method, 2452

statistically designed experiment, 2452

in pharmaceuticals, 2452

process, 2454

experimental designs for, 2458

sequential simplex, 2465

using response surface methodology

desirability, 2464

graphical methods, 2463

limitations, 2464

of two opposing responses, 2463

Optimization formulation, capsules, 417

Optimization system, genetic algorithms and

neural network in, 2402

Optimizing formulas, pharmaceutical

products, 3721

Optimum path methods, 2464–2465

Optison�, 1644

Optosonation, 1550

OR-990 detector, 452–453

Oracle� , 558

Oral absorption, 22

enhancement, 1610–1612

Oral and buccal mucosa, permeation

enhancers, 14–15

Oral anticoagulants, effects of, 1016

Oral B�, 898

Oral bioavailability, 1368, 2678

estimation of, 1247

objective of, 1256

Oral cavity

cefadroxil from, absorption of, 1073

drug absorption from, factors of, 1072

epithelial lining of, 1079

Oral contraceptive pills (OCPs), 1355

Oral dosage, potential for, 1298

Oral dose, bioavilability of, 3032

Oral drug absorption, 214–218, 1246

kinetics of, 1073

prediction of, 2718

Oral drug administration routes, limitations

of, 176

Oral drug delivery, 2866

barriers to, 1244

biological barriers to, 1246

current technologies in, 1248

future of, 1262

improve of, 1242, 1255

physiochemical barrier to, 1245

Oral drug delivery systems (DDS),

classification of, 1242

Oral drug therapeutic system, 1248

Oral emulsions

oil-in-water type emulsion, 1549

polysorbate surfactants, 1552

Oral epithelium

function of, 1072

keratinized and non-keratinized, features

of, 1072

Oral hypoglycemic agents, 2805

Oral liquid medication, 2645

Oral malodors, 900

Oral medications, administration of, 2643

Oral mucosa

blood supply to, 1072

to drug absorption, 1072

hysiology of, 2665

keratinized layer of, 1073

lipid membranes of, 1072, 1074

principal components of, 2665

secretions of, 1071–1072

structure of, 1071–1072

vascular system of, 1072

Oral mucosae

composition of, 1174

types of, 1174

lining, 1174

masticatory, 1174

specialized mucosa, 1174

Oral mucosal membranes, 14

Oral polio vaccine (OPV), requirements of,

4101

Oral solid dosage forms, 2645, 3553

film coating of, 1729

manufacture of, 2257

meltable materials, 2257

physicochemical properties, 2258

narrow size distribution

non-meltable components, 2258

Oral solution drug delivery

absorption efficiency, 2216

adverse effects, 2216

applications, 2216

classification, 2216, 2217

[Oral solution drug delivery]

design and formulation of, 2217

endothermic solubilization process,

2218

exothermic solubilization process, 2218

homogeneous mixtures, 2216

in gastrointestinal tract, 2216

limitations of, 2216

liquid oral solutions, 2216

micellization, 2222

molecular structure effect

crystalline forms, 2219

lattice energy, 2219

for pharmaceutical agents, 2216

pH effect, 2218

definition, 2218

ionization constants, 2218

versus solubility, 2218

solid-state dosage forms, 2216

solubility, 2217

molality, 2218

molarity, 2218

mole fraction, 2218

solubilization techniques, 2219

solvent polarity effect, 2219

non-polar drug, 2219

polar drug, 2219

semipolar drug, 2219

with dielectric constants, 2219

solvents

dielectric constants of, 2219

toxicological properties of, 2220

stability, 2222

chemical, 2222

physical, 2222

temperature effect, 2218

solubility, 2218

Oral suspensions, 3597

preparation, 3604

by matched-density technique, 3601

solids content of, 3597

Oral systems

advantages over, 1303

disadvantages compared to, 1304

Oral vaccination

limitations of, 3918

mucosal immunization by, 3917–3918

OralinTM, 2698

Orally disintegrating tablets (ODTs),

1104

disintegration, 1109

dosage forms, 1104

DuraSolv�, 1110

excipient, 1113

Flashtab technology, 1110

Fuisz technologies, 1111

Lyoc techniology, 1110

OraSolv�, 1110

PakSolv�, 1110

particle and coating, 1113

products, 1110

technologies in development, 1110, 1111

Advatab technology, 1112

FlashDosetechnology, 1111
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[Orally disintegrating tablets (ODTs)]

Frosta technology, 1112

Kryotab technology, 1111

OraQuick technology, 1111

Qdis technology, 1112

Quick-Dis technology, 1111

Zydis technology, 1110

Orally inhaled and nasal drug products

(OINDPs), 1697, 3798

Oralmucosal delivery, 2666

Oramorph SR�, 991

Orange, 1765

book, 2621, 2622

identification of patents claiming, 2621

process patents in, 2621

bitter, 1765

constituent of, 1765

essential oil, 1765

in foods, 1765

natural flavoring agents, 1764

sweet, 1765

OraQuickTM, ODT technologies in

development, 1111

Orasolv� (Cima Labs), 999

OraSolv technology, tablets manufactured

with, 1110

Orbicules, spherical globules, 962

Ordered mixing, tablets manufacturing

process, 3656

Organic anion transporters, 3029

Organic carboxylic acids, solubility of, 3179

Organic compounds

crystallization of, 862

stability of, 3183

Organic extractables, 1693

drug product formulation, 1695

Organic functional groups

spectral characteristics of, 3470

structure of, 3470

Organic hydrochloride, pH-solubility profile

for, 3316

Organic non-electrolyte, aqueous solubility

of, 3311

Organic pharmaceutical systems, 4110

Organic polyanion, 354

Organic radicals, free, 701

Organic salt-forming agent, structure of,

3180

Organic solvent interface, energy flow to,

1441

Organic volatile impurities (OVI’s), 500

analytical methods, 472

determination of, 464

Organisation for Economic Co-operation

and Development (OECD), 1415,

1931

mutual joint visits (MJVs), 1933

process of, 1933

principles of, 1931

quality assurance (QA), 1934

compliance with GLP, 1934

compliance with SOP, 1934

data integrity, 1934

study plans and reports, 1935

[Organisation for Economic Co-operation

and Development (OECD)]

responsibilities, 1933

standard document, 1931

standard operating procedures (SOPs),

1935

basis of training, 1935

management system, 1935

paper-based=electronic, 1935

study plans and reports, 1935

toxicological environment, 1935

toxicology guidelines, 1931

training and recording, 1934

Organisms

attenuation, 3909

inactivating pathogenic organisms

failure, 3908

methods, 3908

live attenuated, 3919

adenovirus, 3920

andpoliovirus, 3920

drawbacks, 3920

Organogels, 3264

Organogenesis period, 120

Organoleptic properties, improve of, 1258

Organomercurial agents, access of, 2992

Organosilicone polymers, 3260

Orifice

diameter, 3280

flow rate, 3280

flow through, 3280

Oropharyngeal deposition, 2279

Oropharyngeal impaction barrier, 2078

Oropharyngeal spray impaction, 2282

Orpan drug(s), 2468

act’s, 2471–2472

categories of, 2468, 2472

development of, 2469

current status of, 2472

law, 2468

pricing for, 2473

survey, 2470–2471

treatment

AIDS, 2473

cancer, 2469

Orphan drug act, 1780

Orphan GPCR receptors, 3120

biochemical and pharmacological study,

3120

Orphan products, 2471

development, 2472

Orphan receptors, 3113

characterization of, 3108

drug discovery using, 3120

function of, 3113

human genomic DNA, 3120

ligand-gated ion channel, 3120

olfactory receptors, 3120

Ortho-Gynol contraceptive jelly (Ortho),

1885

Orthoclone OKT3, 1569

Orthorhombic paracetamol, crystal, 828

Orthorhombic polymorph (metastable),

835

Orthorhombic structure, 828

Os(4,40-dimethylbipyridine)2Cl, 2030

Osalazine (dipentum), chemical structure,

1232

Oscillating magnetic field, 1294

Oscillatory techniques, dynamic, 1881

Osmium tetroxide, 1120

Osmometer, 2097, 3776

colloid, 3776

on freezing-point depression, 3776

Knauer membrane, 3776

osmotic pressure measurement, 3776

principles of, 3776

theory of colligative properties, 3776

Osmosis, 3769

Osmotic agents, excretion of, 687

Osmotic and swelling effects, combination of,

1292

Osmotic delivery systems, rate controlled,

1299

Osmotic energy source, tablet, 3950

Osmotic gradient, 1319

Osmotic laxatives, administration of, 2871

Osmotic pressure, 3772

biological membranes, 3774

colligative property, 3769, 3772

constitutive properties of solution, 3769

difference, 1292

definition, 3773

internal, 1290

kinetic process, 3773

measurement of, 3776

semipermeable membrane, 3772

thermodynamic basis for, 3773

Osmotic pressure-activated drug delivery

systems, 1090

constituents of, 1090

osmotic pressure gradient, 1092

push-pull type, 1093

solid-type, 1091

solution-type, 1090

Osmotic pump drug delivery systems, 992

Osmotic release oral system (OROS�) tablets,

2070

Osmotically active substance, 1292

Osteoarthritis (OA), 2431, 2436

treatment with, 72

chondroitin, 2437

S-adenosyl methionine (SAMe), 2437

Osteoporosis, 264, 2441

treatment of, 2810

Osteoprotogerin, 264

Ostwald–Freundlich=Kelvin equations, 2385

Ostwald ripening, 1559, 2940

critical micelle concentration (CMC),

1559

destabilization process, 1556

instability type, 1556

lipid emulsions, 1559

particle size distribution, 2386

perfluorochemical emulsions, 1559

stability, 2386

Ostwald viscometer capillary, 3141

Ostwald’s rule, 839, 2938
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Otic administration, 2647

Otic preparations, 2475

fluoroquinolone, 2481

Otitis

bacteriology of, 2475

clinical manifestations of, 2476

pathology of, 2475

Otomycosis

Aspergillus niger, 2476

Candida albicans, 2476

superficial fungal infection, 2476

Otomycotic preparations, 2478

Ototoxicity

in animal models, 2484

of ototopical preparations, 2484

Out-of-Control Action Plan (OCAP), features

activators, 3503

checkpoints, 3503

terminators, 3503

Ovarian cancer, 1140

Ovarian hormones, 1340

Ovary cells, Chinese hamster, 261, 1414

Oven sterilization

drawbacks of, 3517

stages in, 3513

Over-the-counter (OTC) drugs, 98, 1686,

1780

classification of, 800

safety and efficacy of, 800

products requirements, 1945

Over-the-counter (OTC) medications, 1339,

1905

abuse effects

delirium, 2416

dizziness, 2416

hallucinations, 2416

high body temperatures, 2416

allergy relievers

allegra, 2422

claritin, 2422

zyrtec, 2422

availability, 2415

brand name confusion, 2422–2423

chronic, 2420

considerations, 2424–2426

consumer applications, 2415

consumer purchasing decisions of

clear brand name, 2418

label details, 2418

limitations and dangers of drugs, 2417

pharmacist or physician advise, 2418

creating line extensions in, 2423

drug, 2415

interaction warnings, 2425–2426

therapy risks, 2426

FDA guidelines for, 2417–2418

information sources, 2417

APhA suggestions, 2417

FDA guidelines, 2417

NDMA guidelines, 2417

package label, 2417

label format, 2418

labeling requirements, 2417

prescription and, 2419

[Over-the-counter (OTC) medications]

product lines, 2423

extensions confusion, 2423

reclassification

benefits, 2421–2422

problems, 2422

review and regulations, 2419

sales trends, 2416

selection of, 2417–2418

switches

complete switch, 2421

partial switch, 2421

prescription types, 2421

products, 2421

Rx-to-OTC, 2420–2421

symptoms of, 2413

vaginal antifungal products, 2421

Over-the-counter (OTC) medicine, 2774

Over-the-counter drug products, 1787

FDA, 1787

GI application, 1300

monograph system, 1787

safety of, 2783

Overdosing

avoidance of, 1304

intentional, possibility of, 1304

Overexpression in tumors, degree of,

1328

Overpressured layer chromatography

(OPLC), 538

mobile phase in, 541

Ovulation, 1341

O=W-emulsion technique, 4122

microparticles preparation wax, 4074

Oxazepam glucuronidation, 2154

Oxazolidinones

Dermac SR-38, 1314

Oxidant potassium permanganate, oxidizing

agent, 3758

Oxidation

aromatic ring systems, 313

biotransformation

in epoxides, 313

in nitrogen, 314

in sulfones, 314

in sulfoxide formation, 314

methionine, 1825

of epoxides

glutathione (GSH), 313

in cellular macromolecules, 313

Oxidation–reduction electrode, 1503

Oxidation–reduction potential, 705

Oxidation–reduction titration, 3757

applications, 3758

equilibrium, 3757

indicators, 3757–3758

oxidants, 3758

redox indicator, 3758

Oxidation and lipophilicity, in

biotransformation, 312

Oxidation of cysteine, 1825

Oxidative chemical degradation, 1967

Oxidative drug metabolism, 1019

Oxidative metabolism, 1528

Oxidative stress, 139

and prooxidants, 143

Oxidizing agents, 1825

in cleaning contact lenses, 2205

sodium perborate, 2205

sodium percarbonate, 2205

used for titration, 3759

Oxidizing enzyme systems, 2635

Oxoimidazoline, definition of, 285

Oxprenolol, absorption of, 1017

Oxprenolol hydrochloride, 2007

Oxyfume�, 12

sterilization effects of, 3524

Oxygen

absorbance measurements, 1971

consumption index, 360

delivery

index, 360

by perfluorochemicals, 340–341

principles of, 337, 340–341

headspace, 1967

radical scavenging property of, 3543

in polarography, effect of, 1494

Oxygen-carrying fluids, 353

Oxygen-deprived cells, reduction in, 3008

Oxygen–hemoglobin dissociation kinetics,

2803

Oxygen-sensitive compounds, 2861

Oxygen-sensitive products, packaging, 1967

Oxygen-transport capacity, 339–341

Oxygenating agents, effect of, 896

Oxymorphone, 2122

Oxytetracycline formulations

African catfish, 3964

half-life, 3964

pharmacokinetic parameters, 3956

Oxytetracycline injection, 1629

Oxytocin

delivery of, 2752

nasal administration of, 1201

Ozone depletion potential (ODP), 2270

Ozone depletion, result of, 1061

p-acetoxyacetanilide (PAA), 830

use of, 827

polymers, endosomolytic activity of,

1063

Package dose metering, 2084

Packaging and labeling controls, 1945

Packaging and labeling operations, 1945

Packaging components

categories of, 1693

and dosage form interaction, 1696

primary, 1693

principles of, 1696

secondary, 1693

Packaging materials

and containers, standards for, 2849

constituents of, 199

for high-performance liquid

chromatography, 199

Packaging system, 1276

chemical degradation of product, 1276
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[Packaging system]

chemical stability of product formulation,

1276

constituents of, 1276

drug delivery tool, 1276

integral part of parenteral product, 1276

particulate contamination, 1276

physical degradation of product, 1276

physical stability of product formulation,

1276

safety and potency of, 1277

small-volume ingredients

glass, 1276

plastics, 1276

rubber, 1276

types of, 1276

Packed-bed electrodes, disadvantage of, 1521

Packing polymorphism, 2937–2938

definition of, 2936

dose of, 3361

Paclitaxel (Taxol), 47

nanoencapsulation of, 3579

delivery, polyphosphoesters in, 190

synthesis of, 2996

Paddle or blade rheometers, to measure shear

of liquids, 3291

Padimate O, sunscreen agents, 1314

Paenibacillus dendritiformis, 1803

Pain control and sedation fit, medication for,

1308

Pain reduction, target level of, 3016

Pain relievers

Darvocet, 2426

Percocet, 2426

PakSolv techonology, tablets manufactured

with, 1110

Palmitylcarnitine, 16

PAMAM (3-polyamidoamine) dendrimers

amidation reaction, 872

amine terminated, 872

internal structure of, 877

segment distribution function, 877

anionic and cationic, 883

aspect ratio of, 875

biocompatibility of, 886

biological structures, 872

carboxyl terminated, 872

chemical shifts, 876

computer-simulated modeling of structures,

875

critical volume fraction, 876

de Gennes dense-packed state, 875

differential scanning calorimetric (DSC)

measurements, 878

dynamic light scattering, 877

experimental measurements of, 876

hydrodynamic radius, 876

immunoconjugates for, 885

intermolecular aggregation, 877

intermolecular interactions, 876

internal surface area, 875

intrinsic viscosity measurements, 877

iterative process, 872

mass fraction for, 876

[PAMAM (3-polyamidoamine) dendrimers]

Michael addition reaction, 872

molecular density measurements,

877

monodisperse distribution of, 876

monodisperse samples, 876

morphology, 875

Newtonian flow properties, 878

particle diameter, 875

pharmaceutical applications, 874

physical characteristics of, 874

physicochemical properties, 877

charge, 884

geometry, 884

polycationic, 884

radius of gyration, 876

small-angle neutron scattering (SANA),

876

solvent-filled volume, 875

static light scattering, 877

surface potential of, 876

synthesis of, 872

titration characteristics, 876

transmission electron microscope (TEM)

images, 875

p-aminobenzoic acid (PABA), 584, 1253

p-aminohippuric acid (PAH), 575

p-aminosalicylic acid salts, hydrates of,

stability of, 3184

Pamoic acid and alginic acid, 3182

Pan coating, 2319

method, 2330

Panax ginseng (Asian or Chinese ginseng), 73

Panax quinquefolius (American or western

ginseng), 73

Pancrease�, 1254

Pancreatic enzyme activity, 2631

Pancreatic juice

constituents of, 24

enzymes for, 24

secretion of, 1258

Pancreatic neoplasms, 689

Pancreatin, 1862

Papillary dermis, 3821

PAPS (3-phosphoadenosine-5-

phosphosulfate), 318

Para-N-(mono-2-chloroethyl monomesyl)-

aminobenzoyl glutamic acid, 1146

Para hydroxybenzoates, preservatives, 1614

Parabens

methylparaben, 3270

preservatives of excipient, 1625

propylparaben, 3270

Paracellular absorption, reduction of, 1246

Paracellular permeability, modification of,

1257

Paracellular transport

bioavailability, 1282

cell process, 1281

definition, 1281

extent of, 1242

non-invasive, 1281

Paracetamol (acetaminophen)

assay of, 3632

[Paracetamol (acetaminophen)]

3,3-dimethylglutarate hemiester of, 3013

batch cooling crystallization of, 865

cooling crystallization of, 866

crystallization of, 865, 866

determination of moisture content, 3632

disintegrating agents in, 3564

esters of, 3013

flow properties of, 3291

hepatic necrosis of, 3030

identification, 3632

molecular geometry of, 828

monoclinic, particle size of, 3572

polymorphs, crystallization of, 835

tablet formulation for, 1667

tablets, 3632

Paradox, tablet manufacture, 3653

Paraffin, 1624

dressing, 955

gauze dressing in wounds, 1033

wax, 4067

Parallel artificial membrane permeability

assay (PAMPA), 2194

Parallel plate capacitor, charging of, 1493

Parallel plate viscometers, 3140

Parallel purification, 3006

Parameters

of aspirin formulations, in vitro and in vivo,

2074

dissolution, 1861

endpoint, 4093

extrusion, 1716

freezing, 1811

roughness, 1799

sterilizer, 325

tableting, 4093

geometric, 848

lattice, 845, 846

Parasites

imidacloprid, 3981

Mometamax�, 3981

selamectin, 3981

Paratartaric acid, 2142

Parathion, pharmacokinetic parameters for,

3969

Paregoric, 1040

Parenteral and mucosal vaccination, 3919

Parenteral delivery routes

drug absorption, 20

drug inhalation, 21

inhaled substances, 21

intra-arterial injection, cancer

chemotherapy, 20

intramuscular (IM) administration,

advantages of, 20

intranasal administration

nasal membranes, 20

nasal mucosa, 21

surface area, 20

intranasal delivery

insulin, 21

sex hormones, 21

intranasal dosage

oxytocin, 21

Index I111

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



[Parenteral delivery routes]

thyrotropin-releasing hormone agonists,

21

vasopressin analogues, 21

intraperitoneal drug administration, 21

peritoneal cavity, 22

peritonitis, 22

systemic circulation, 22

intrathecal injection

CNS bioavailability, 20

CNS infections, 20

intravenous (IV) administration,

advantages of, 20

intravenous (IV) bolus, 20

transdermal delivery systems

advantages, 20

disadvantages, 20

membrane penetration, 20

transdermal scopolamine, 20

Parenteral depot formulations

degradable vs. non-degradable, 176

polymer-based, 176

Parenteral dosage forms, 1616

Parenteral drug

administration, 1001

advantages and disadvantages of,

1003

Parenteral drug association (PDA), 1474,

2854

Parenteral drug products

advantages of, 1002

disadvantages of, 1002

Parenteral drugs, 3997

administaration of, 1001

Parenteral emulsions

colloidal preparations, 1555

droplet size distributions, 1555

formulations, 1555

Parenteral formulations, 3768

Parenteral liposome formulations,

978

of amphotericin B, 984

of aunorubicin, 984

of doxorubicin, 984

in photodynamic therapy, 984

Parenteral nutrition solutions, 1613

Parenteral packaging, 1006

Parenteral products, 1003

types of, 1003

Parenteral suspensions, 3597

characteristics of, 3607

flocculated, 3607

resuspendability of, 3607

solids content of, 3597

syringeability, 3606

viscosity of, 3597

Parenteral use, powders for, 2979

Parenteral vaccine delivery, 3916

DNA vaccine, 3196

needleless injectable systems, 3916

Parenterals. See Injections.

Pari LC nebulizer, 2096

mass median diameter for fluids in,

2097

Pari LC plus jet nebulizer, 2099

Parkinson syndrome-like symptoms,

1042

Parogenum. See Petroxolins.

Parotid glands, 1072

Paroxetine hydrochloride, 2943

Partial least squares (PLS), 3435

regression, 3383

Particle–classifier impact, 2348

Particle–particle collisions, 2340

Particle–particle impact, 2346

Particle–wall collisions, 2340

Particle–wall impact, 2348

Particle-dynamic simulations

classes

hard-particle, 2355

soft-particle, 2355

concentrations variance of grains from,

2362

Particle accelerators, 3090

Particle adhesion, 2975

Particle bombardment, use of, 2752

Particle deposition

computational models of, 1539

computational simulation, 1540

electrostatic effects on, 1540

lung airways, 1541

particle charge and size, 1540

Particle emissions, for diagnostic and

therapeutic applications, 3084

Particle measurement sensors, 860

Particle mill impact, 2346

Particle movement

probabilities of, 2974

Particle orientation, influence of, 2974

Particle size, 866, 3436

analysis, methods of, 2974

modulation of, 1138

Particle size characterization, 861

in-situ sensor, 869

realtime analysis of, 860

sensors for, 860

Particle size control

technology in, 858

tuning of, 868

Particle size dispersions

AcoustoSizer 8000 system, 4121

Particle size distribution, 219

interpretation of, 2974

Particle size distribution (PSD), 858, 4079

and measurement, 858

Particle size effects, 3437

Particle size method

validation of, 2974

Particle size sensor, 866

Particle vision measuremen, 861

Particulate-carrier systems, 643

Particulate drug carriers, clearance of, 1327

Particulate matter

container-closure systems, 1271

contamination in parenteral solutions, 1271

control of, 2880

primary sources of, 1271

small-volume injectable, 1271

Particulate polymers, 1031

dextranomer, 1031

Partition chromatography, principles of,

463

Partition coefficients

additivity of, 1

of ampholytes, 7

ionic partition diagrams, 7

lipophilicity profiles, 7

analytical methods, 3

apparent versus true, 2

application of, 1

extraction, 7

preservation of oil–water systems, 7

application of principal-component

analysis, 6

bacteriostatic concentration, 7

calculation of, 4

Hansch-Fujita p constant, 4

Leo-Hansch f constant, 4

Rekker’s fragmental constant f, 4

chemical potentials, 2

colorimetric methods, 3

composite properties, 7

correlation coefficient, 7

definition of, 1

degree of ionization for, 2

desolvation, 6

drug molecules, 3

equilibrium concentrations, 2

experimental methods, 2

immiscible solvents, 1

measurement of, 3

microelectrometric titration method, 4

multiprotic substances, 8

narcotic antagonists, 4

non-linear regression model, 6

of organic compounds, 1

of peptides, 7

oil–water, 1

permachor method, 1

physical nature of, 7

principle, 1

retention time, 4

shake-flask method, 3

non-polar groups, 3

polar groups, 3

SMILES program, 4

temperature dependence of, 3

theory of, 2

thermodynamic properties, 2

thin-layer chromatography (TLC), 4

ultraviolet-visible spectrophotometric

analysis, 3

Parvula. See Parvules.

Passivation treatment, 4046

Passive cutaneous anaphylaxis (PCA) tests,

123

Passive diffusion, 212

GI tract by, 2631

in drug transfer, 1072

Passive permeation, 2741

Passive targeting, 1326

Pasta. See Pastes.
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Pasta dermatological, 963

in diaper rash treatments, 3263

as ointments, 3263

Paste flavors, 1764

concretes, 1764

resins, 1764

soft extracts, 1764

Pasteurization, 4001

Pastilles. See Lozenges.

Patent, definition of, 2604

Patent-term restoration, 2619

Patent activity, trends in, 428

Patent certification, 2620

Patent claims

definition, 2616

method claims

making claims, 2617

types of, 2617

using claims, 2617

pharmacologically active compound,

2616

requirements, 2616

types of, 2616

chemical intermediates, 2617–2618

composition-of-matter, 2616

formulations, 2618

natural products, 2617

reach-through claims, 2618

Patent claims formulations, 2618

Patent enforcement, 2622

Patent exclusivity

generic manufacturers, 2620

for innovator, 2618

Patent infringement

definition, 2622

general principles of, 2622

liability for, 2622

prevention of, 2624

process patent, 2622

solutions and suggestions for, 2624

standards for proving, 2622

Patent laws, 2616

Patent methods

making claims, 2617

synthesis of biological molecules, 2617

synthesis of chemical molecules, 2617

using claims, 2617

composition-of-matter claims, 2617

patent protection, 2616, 2617

Patent term extension, 2619

Pathological inflammatory states, 1141

Patient-controlled-intranasal-analgesia, 1208

Patient-controlled analgesic pumps (PCA),

1010

Patient enrollment statistics, 556

Patient management, in ADRs (adverse drug

reactions), 46

Patients with swallowing difficulty, 1304

Patent Cooperation Treaty (PCT), 2618

PE-DSC-7 instruments

calibration of, 3727–3728

pharmaceutical industry, 3727

Peanut protein, 1343

Pearls, 963

Pearson symbol code (PSC), 4105

Pectin=enzyme ratio, 1294

Pectin: chitosan:

hydroxypropylmethylcellulose films,

potentials of, 1237

Pectinolytic enzymes, 1294

Pectins, 1884

Pediatric asthma patient, 2643

Pediatric dosage forms, 998–999

Pediatric dosing, 998

overview of, 2630

Pediatric drug formulations, 2629

Pediatric exclusivity, 2620

Pediatric groups

classification

adolescent, 998

child, 998

infant, 998

neonates, 998

Pediatric OTC liquid products, 998

Pediatric patients

drugs for, 2636

medications for, 2629

Pediatric pharmacokinetics, 2630

Pediatric pharmacotherapy, 2630

Pediatric serum drug concentrations,

differences in, 2636

Pediatric therapeutics, exist in, 1308

Pediotic components, 983

Pegylated immunoliposomes (PILs),

3155

Pegylated liposomes, 1137

Pegylated protein drugs, 1330

Pegylation, clinical benefits of, 1329

Pellet mills, classification of, 1721

Pellet technology, ram extruder in, 2012

Pelleta. See Pellets.

Pelletization processes, 2080, 2082

cryopelletization, 2651

extrusion–spheronization, multistep

process, 2651

melt spheronization, 2651

powder layering, 2651

solution=suspension layering, deposition of

successive layers, 2651

spherical agglomeration=balling, 2651

spray congealing=drying, 2651

Pellets

advantages of, 2651

cellulose acetate butyrate (CAB), 2012

with cellulose acetate phthalate, 2012

definition, 2651

description of, 2651

formulations, 2408

and granules into capsules, 411

as hard gelatin capsules, 2408

omeprozole, 2408

particle size, 3236

poly(ethylene-co-vinyl acetate) (EVAC),

2012

preparation, 1721

by extrusion, 2408

by spheronization, 2408

extrusion=spheronization, 3233

[Pellets]

plasticizers in, 2012

polymers in, 2012

powder layering, 3233

rotating fluidized bed, 3233

spherical agglomeration, 3233

starting material, 3236

sustained-release, 2012–2013

as tablets, 2408

Pellicle formation, 1866

chemistry of, 1862–1863

Pellicular beads, 199

Pelliculization, 1861–1862

Peltier cell, 3400

Pencils

antiseptic, 963

astringent, 963

caustic, 963

medicated, 963

salve, 964

styptic, 964

Penetration characterstics, in stratum

corneum, 2931

Penetration-enhancing adjuvant, types of,

1305

Penetration enhancers, 1611

structure of, 2671

use of, 1306

Penicillin, 983, 1229

antibiotics, 2999

benzhydralamine salt of, 3182

calcium salt of, 3184

copper(II) complexes, 699

granulations, 3282

hydrolysis of, 700

significant displacement of, 3032

potassium salt of, 3184

suspensions of, 983

Penicillic acid, biosynthesis of, 228

Penicillin G

biosynthesis of, 255

stability of, 3004

Penicillium chrysogenum, 256

Penicillin-type drugs, 3437

PenJet system, 1218

Pennkinetic� system (Pennwalt

Pharmaceuticals), oral liquid-type

dosage forms, 1099

Pennsaid�, 3365

Pentaerythritol triacrylate (PETA), 2022

structure, 2023

Pentagastrin-stimulated acid, 2872

Pentaketide citrinin, 231

Pentamidine solution, 2105

Pentaspan, injectable products, 1628

Pentobarbital sodium, 3359

Pentose sugar, 930

Peppas–Merril relationship, 2026

Peppermint, 994

constituents, 1765

natural flavoring agents, 1765

Pepsin, 1862

Peptidase inhibitors, coadministration of,

2728
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Peptide

absorption, 2721, 2731, 2734

age effects, 2733

application of, 2742

efficiency of, 2674

smoking effects, 2733

across skin, improve of, 2742

alpha-interferon, 1078

binding of, 1137

biochemical degradation of, 2674

buccal drug delivery of, 2672

Buccal=sublingual, 2698–2699

buserelin, 1078

clearance mechanisms, 2731

delayed absorption of, 2687

delivery of, 2717, 2728, 2741

dendrimers, 874

devolopment of, 2674

digest fragments, 3045

drugs, 1078

exploitable delivery routes of, 1309

factors influencing commercial viability,

2697–2708

general barriers to, 2693–2695

cellular, 2694–2695

enzymatic, 2694

physicochemical, 2693–2694

GI absorption of, 2713

hydrolysis of, 2694

in respiratory tract, 2731

insulin, 1078

iontophoresis of, 2747

iontophoretic applications, 2746

lass of therapeutic agents, 2664

lipophilic derivatives of, 982

mass fingerprint (PMF), production of,

3047

mechanism of, 2672

membrane netabolism of, 2716

metabolism, 2733

metabolism inhibitors, 2743

nasal, 2699–2701

absorption of, 2683

delivery of, 2678

formulations for, 2678

oral, 2706–2708

oral delivery of, 1194–1195

passive application of, 2748

peptidase-resistant, 2733

permeability, 2752

pharmacological considerations,

2695–2697

physiochemical properties of, 2717

prodrugs of, 2743

and protein drugs, 2713, 2728

proteins: non-invasive delivery, 2692

proteolytically labile drugs such as, 1301

pulmonary, 2703–2706

rectal absorption of, 1305

safety measurement, 2731

skin permeability of, 2741

stability, 2748

strategy for, 2752

structural and functional aspects of, 2717

[Peptide]

synthesis of, 2686

strategy for, 2686

therapeutic agents, 83

transdermal, 2701–2703

absorption of, 2741

delivery of, 2742

urinary excretion rate of, 2748

Peptide=protein delivery, electrodes or, 2748

Peptide nucleic acid oligos (PNAs), 929

antisenses application, 935

dinucleotide structure of, 931

manufacturers

Boston Probes, 930

Danish company, 930

Pantheco, 930

oligomer, 930

resist nuclease digestion, 930

source for applications, 930

Peptidomimetic compounds, 1364

fast parallel synthesis process, 1366

straightforward reactions, 1366

three-step synthesis of, 1366

Peptidyl prolyl isomerase, 283

Perceptrons, in hidden layers, 2400

Perchlorateselective electrodes, 1507

Percocet, 2426

Percodan�, 1040

Percolation

solids, 3904

segregation, 2975

Percutaneous drug absorption, 2633

Percutaneous transluminal coronary

angioplasty (PTCA), 363

Percutaneous transport, 2742

rate of, 3822

Perfluoroalkoxy (PFA) resin

chemical resistance, 2241

melt-processible fluoropolymers, 2241

thermal resistance, 2241

Perfluorocarbons (PFCs), 1644

applications, medical, 349

efficacy of, 346

emulsions, 1062

indications for, 349

Perfluorochemicals

medical application, 349

emulsions, 1550

Perfluorodecalin, 1430

Perfluorooctyl bromide, 1430

Peridontal disease

treatment of, 904

flurbiprofen in, 1078

PerioChip�, 904

Periodic Bond Chains (PBC) theory,

848

Periodic safety update reports (PSURs),

1596

Peripheral blood vessels, 3054

Peristaltic contractions, intermitten, 1244

Peristaltic pumps, 1512, 1731

Permanganate, oxidizing reagent, 3758

Permeability barriers, 2665

Permeability class drug, 167

Permeability glycoprotein

(p-glycoprotein), 27

development of drug resistance, 27

drug–drug interactions, 27

localization of, 27

for pumping substances, 27

Permeable drugs, absorption of, 1300

Permeation enhancers, 982–983

lipid, 982

mechanism of action, 15

nasal mucosa, 15

oral and buccal mucosa, 14–15

rectal mucosa, 16

use of, 14

vaginal mucosa, 16

Permeant solvents, drug flux and solubility

of, 13

Permitted daily exposures (PDEs) solvents,

3799

Pernicious anaemia

patients with, 2871

treatment of, 700

Peroral route, targeted goal of, 1298

Peroxide-cured acrylonitrile=butadiene,

2275

Perspex windows, 2137

Perturbation theory, 445

Peschl shear tester, for shear testing, of

pharmaceuticals, 3289

Pessaries, manufacture of, 1722

Pessarium. See Pessaries.

Pesudoplastic fluid, viscosity, 2006

Petrolatum

in oil phase, 3260

range of, 3258

white, 3258

yellow, 3258

Petroleum wax, 4067

Pevaryl lipogel, 1127

Peyer’s patches, 2334, epithelium of,

2724

Pfeiffer’s rule, 2149

P-glycoprotein, 1610, 2719

expression of, 1242

inhibitors, calcium channel blocker

verapamil, 1192

pH-activated drug delivery systems, 1098

drug molecules, 1098

fabrication of, 1098

microporous membrane, 1098

schematic illustration of, 1098

pH-sensitive immunoliposomes, preparation

of, 1141

pH-sensitive polymeric micelle system, 1334

Phage display technology, recombinant

antibodies of, 1575

Phagocytic cells, 3054

Pharmaceutical advertising

at medical meetings, 58

in media, 58

in medical journals, 58

and promotion, 58

Pharmaceutical Aerosol CFC Coalition

(PACC), 2106
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Pharmaceutical aerosols, 1054

delivery of, 1428

radio labeling of, 3095

Pharmaceutical affairs law, 2836

Pharmaceutical analysis, 97, 102, 2848

densitometric quantification in, 540

electrochemical detection for, 1516

high-performance liquid chromatographic

(HPLC), 526

Pharmaceutical and cosmetic products,

packaging of, 3271

Pharmaceutical and drug analysis

chromatogram development in, 540–541

mobile phases for, 540

thin layer chromatography (TLC) in,

applications of, 544

Pharmaceutical and OTC drug products

microbial contamination of, 2789

non-sterile, 2791

Pharmaceutical applications, 1512, 3383

Pharmaceutical cocrystals, 618

and solvates, examples of, 616

Pharmaceutical companies, advertising and

promotion abuses by, 58

Pharmaceutical compounds

specifications for, 474

polymorphic complexity of, 852

Pharmaceutical crystalline salt, 616

Pharmaceutical crystallization, crystals in,

860

Pharmaceutical crystals, design of, 615

Pharmaceutical data, modeling of, 2758

Pharmaceutical development

changes and trends in, 2505–2506

oursourcing, 2486

control, manufacturing and chemistry

(CMC) process, 2501–2505

client and contractor interactions in, 2488

of clinical drug development, 2496–2501

development characterization potential,

2492–2493

drug discovery, 2490–2492

history, 2486–2487

non-clinical drug development,

2493–2496

Pharmaceutical dispersions, 4122

classification, 4122

colloidal systems, 4122

colloid stability, 4122

zeta potential, 4122

Pharmaceutical dosage forms, 538, 3904,

4117

application, 3904

bioprocessing, 3905

blending, 3905

compression, 3905

congealed solids in, 762

dispersion systems, 4117

emulsions, 4117

excipients for, 1609

for bioreactors, 3905

granulation, 3905

lipids in, uses of, 975

liposomes, 4117

[Pharmaceutical dosage forms]

microspheres, 4117

nanoparticles, 4117

parenteral products, 3904

particle size reduction, 3905

production of, 761

solid dosage forms, 3904

suspensions, 4117

Pharmaceutical drug development, 2993

Pharmaceutical drug product, 2784

microbial contamination of, 2790

potential risks of microbial contamination

of, 2790

stability program for, 2786

Pharmaceutical drying, convective heat

transfer applications in, 1436

Pharmaceutical emulsifiers, 1551

Pharmaceutical emulsions

constituents of, 1551

droplet size distributions in, 1554

oil-in-water (o=w), 1996

preparation of, 344, 1551

water-in-oil (w=o), 1996

Pharmaceutical equipment

elastomers, 2237

ethylene-propylene diene rubber (EPDM),

2237

fabrication of, 2237

fluorinated plastic materials, 2237

perfluoroalkoxy (PFA) resin, 2237

polytetra-fluoroethylene (PTFE),

2237

polyvinylidene fluoride (PVDF), 2237

Kalrez� perfluoroelastomers (FFKM),

2237

manufacturing, 2237

materials of construction for, 2237

platinum-cured silicon (pt-Si), 2237

requirements of, 2237

steam resistant fluororelastomers (FKM),

2237

thermoplastics, 2237

Pharmaceutical excipients and formulations,

flow of, 3285

Pharmaceutical excipients Audits, Inc.

(IPEA), 1662

focusing quality of pharmaceutical

excipients, 84, 1662, 3278

Pharmaceutical facilities, grades water used

in, 4039

Pharmaceutical formulations

physical stability of, 3307

relaxation processes of, 3307

release of, 2866

stabilization of, 391

Pharmaceutical gel products, 1882, 1886

carbomer, 1887

hydroxypropyl cellulose, 1886

hydroxypropyl methylcellulose, 1886

Pharmaceutical grade extruder, 3200

Pharmaceutical industry, 2783, 3419

analytical techniques, 3419

MS-based technology, 3419

computers in, 535

[Pharmaceutical industry]

contract manufacturer of

agenda for initial meeting, 753

in biotechnology industry, 758

communication, 756

confidentiality agreement, 753

disadvantages in working with, 756

facilities, 758–759

interview process, 753

involvement of purchasing department,

752

list of requirements, 752

monitoring, 758

referrals from colleagues, 752

relation with regulatory agencies, 758

timetable between client and, 756

trade shows, 753

use of information sources, 752–753

very good vs. excellent, 753

work statement, 753

control practices for, 1941

core business of, 750

elastomeric components for, 1466

Pharmaceutical industry and compliance to

legal requirements, 93

Pharmaceutical ingredients, 1609, 2784, 2790,

2792

chemical equivalence of active, 909

manufacture of, 1941

Pharmaceutical inhalation products, in vivo

evaluation of, 3094

Pharmaceutical Inspection Co-operation

Scheme (PICS), 2, 1580, 2134

Pharmaceutical instability, 1825

Pharmaceutical management, programs for,

2857

Pharmaceutical manufacture, phases of,

2783

Pharmaceutical Manufacturers Association

(PMA), 2470

Pharmaceutical manufacturing, 3862

experimental engineering, 3, 1372

and product research and development,

2, 1371

operations, 90

plant activities in, 3076

unit process, 3862

fluid flow, 3862

heat transfer, 3862, 3869–3875

mass transfer, 3862

Pharmaceutical marketing, 57

Pharmaceutical materials

amorphous, 399, 400

heat capacity of, 399

liquid solvent addition to, 1440

loss factors of, 1448

magnesium stearate hydrates in, 401

water in, 401

Pharmaceutical microbiologist, role of, 2783,

2784

Pharmaceutical microemulsions, study of,

1060

Pharmaceutical mixtures, preparation of,

35
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Pharmaceutical nanoparticles, types of,

1066

Pharmaceutical neutron scattering,

description of, 1049

Pharmaceutical ointments and creams, flow

curve of, 3132

Pharmaceutical operations

tumbler geometries in

double-cone, 2355

tote blender, 2355

V-blender, 2355

Pharmaceutical oral suspensions, 982

Pharmaceutical packaging

applications, 1968

configurations

blister packages, 1976

glass vials and ampoules, 1976

plastic bottles with foil induction inner

seal, 1976

Pharmaceutical Pan-European Regulatory

Forum (PERF), 1597

Pharmaceutical particle migration, 4118

Pharmaceutical patents, in United States,

2616

Pharmaceutical plants, 1482, 1488

application required in, 4039

electrical loads, categories of, 1481

Pharmaceutical polymer-surfactants systems,

403

Pharmaceutical powders

angle of repose of, 3281

drained, 3282

poured, 3281

angle of spatula of, 3282

Carr index measurements of, 3286

compaction of, 3163

flow characteristics of, 3286

chaos theory in, 3290

fractal analysis to, 3290

shear cells in, 3286

and granulations classification systems of,

3284

sedimentation characterstics of, 831

Pharmaceutical processing

adsorption in, 34

polymorph conversions in, 3384

Pharmaceutical products, 1594

availability of, 2604

bibliography for, 3725

buffer system in, 388

chemical and physical stability of, 834

chemical composition of, 2604

comparative claims of, 61

completion, 3724

compression characteristics of, 3616

development program, 3719

deadlines, 3719

endproduct cost constraints, 3719

effectiveness of, 2772

evaluation, 3724–3725

excipients in, 2779

expert systems in, 1663

exposure of, 2792

FDA regulation of, 59

[Pharmaceutical products]

formula, 3721

ingredient of, 4039

lifecycle of, 3064

manufacturers of, national association of,

2834

manufacturing, 3722

equipment, 3722

packaging configuration, 3723

precautions, 3722

procedures, 3722

microbial contamination of, 2783

microbial spoilage of, 2983

moisture in, 2368

patents for, 2605

personnel, 3721

postproduction activities, 3724–3725

pretransfer considerations, 3719–3720

commercial package configurations,

3719

cost and time, 3719

marketing division, 3719

process validation, 3723

quality assurance, 3723

quality control, 3723

raw materials, 3722

physicochemical properties of, 3719

routine testing of, 2785

safety of, 2783

specifications, 93

sterility assurance level of, 3529

technology transfer for, 3717

considerations, 3717

manufacturing site, 3718

transfer program, 3720

aspect, 3721

checklist, 3720

Pharmaceutical project

milestones of, 3021

Pharmaceutical quality assurance (QA),

essence of, 3064

Pharmaceutical quality assurance

microbiological testing laboratory,

2786–2790

Pharmaceutical research, for dissolution

studies, 401

Pharmaceutical Research and Manufacturers

of America (PhRMA), 2470

Pharmaceutical salts

bioavailability of, 3181

dissolution aspects of, 3180

preparation, counterions in, 3178

solid state properties, 3179

Pharmaceutical scientists, 562

training of, 2855

Pharmaceutical semisolid preparations,

3257

classifications

creams, 3257

gels, 3257

ointments, 3257

pastes, 3257

design of, 3257

Pharmaceutical softgel products, 429

Pharmaceutical solid dosage form

design of, 2257

drug release properties, 2257

oral route administration, 2257

parenteral route administration, 2257

Pharmaceutical solids, 2078

absorption into, 4051

bulk characterization of, 3299

Cambridge Structural Database (CSD) for,

4105

characterization of, 2940

glass transition temperatures, 4062

moisture contents for, 4063

moisture uptake isotherms for, 4063

processing, 4062

sample preparation methods, 4114

side-loading method, 4114

water sorption by, 4062

water transfer in components of, 4063

X-ray powder diffractometry (XRD), 4103

crystal orientations, 4115

freeze-drying process, 4113

high temperature, 4111

low temperature, 4113

measuring intensity, 4115

non ambient, 4111

use of, 4103

Pharmaceutical stability, 1825, 1826

Pharmaceutical standards, 2167

Pharmaceutical suspensions

electrostatic repulsion in, 4125

particles flocculation in, 4125

solid dispersions, 4124

Pharmaceutical systems

buffers in, 389

microwave energy to, 1447

rheology of, 3142–3144

types of, 84

Pharmaceutical tablets, non-destructive

identification of, 3384

Pharmaceutical technology, 3221

advance of, 2852

application of, 2846

coatings, 3239

latex particle size, 3239

micronized polymer, 3239

platelet pigment, 3239

polymer molecules, 3239

pseudolatex dispersions, 3239

solid dosage forms, 3239

disintegrants, 3230

dry syrup preparations, 3232

bioavailability, 3232

development, 3232

granular formulations, 3232

powdered formulations, 3232

filler=binders in, 3228

freeze-dried products, 3245

in food industry, 3245

in peptide formulations, 3245

of pharmaceutical technology, 3245

in protein formulations, 3245

microstructure, 3245

soluble freeze-dried platelets, 3245
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[Pharmaceutical technology]

implants, 3246

biogradable, 3246

constituents of, 3246

cylindrical in shape, 3246

magnifications, 3247

nonbiogradable, 3246

thermal treatment, 3248

injectable microparticles, 3245

interactive powder mixtures, 3231

adhesion forces, 3232

cohesion forces, 3232

crystal irregularity, 3232

mixing homogeneity of, 3232

particle size, 3232

pharmaceutical, 3232

lubricants, 3231

pellets, 3233

powders, 3223

progress of, 2842

specimen preparation for, 3223

spray-dried products, 3241

Tussilago farfara, 3242

calcium pantothenate particles, 3243

of droplets, 3241

of extracts, 3241

emulsions, 3243

lactoses, 3241

multi-purpose excipients, 3241

in pharmaceutical technology, 3241

starting materials, 3228

tablets, 3237

compressing pellets, 3237

compression properties, 3237

compressional force of, 3237

deformation, 3237

hard pellets, 3237

spherical agglomeration, 3237

structure of, 3237

Pharmaceutical TLC analysis, validation of,

544

Pharmaceutical water

microbial growth

prevention of, 4043

storage and distribution systems for,

4043

system, 2878

important for, 4041

Pharmaceutically active products,

microorganisms, 2286

Pharmaceuticals

color in taste masking of, 648

contract manufacturing of, 750

advantages, 752

costs, 755

development, 753, 755

disadvantages, 752

need, 751–752

origin, 751

supply, 751

toll, 751

Hazardous

safety of, 1948

need for color in, 648

[Pharmaceuticals]

optimization methods in, 2452

quality assurance of, 4100

screening methods in, 2452

solid-state chemistry of, 3308

suppliers, 751

technology changes in, 750

tollers, 751

web sites for self-care industry, 2427

Pharmaceuticals and Cosmetics Unit of

Directorate-General

for enterprise, 1597

for health and consumer protection,

1597

for research and the joint research center,

1597

Pharmaceuticals and Medical Devices

Evaluation Center (PMDE), 2771

Pharmaceuticals process validation, 3928

active pharmaceutical ingredients (APIs),

3932

chemical form, 3932

key excipients, 3932

physical form, 3932

product design and development studies,

3932

properties, 3932

studies with, 3932

approach to priority selection, 3929

non-sterile products, 3929

sterile products, 3929

cleaning and maintenance, 3937

equipment design considerations,

3937

objective of, 3937

procedure, 3938

residue limits, 3938

committee, 3930

definition, 3928

development stages, 3929

excipients in, 3938

installation qualification, 3930

operational qualification, 3930

options, 3928

prospective, 3928

retrospective, 3928

revalidation, 3928

out-of-specification (OOS), 3937

performance qualification, 3931

pilot-production program, 3931

plan, 3930

preapproval inspection program,

3931

checklist, 3931

preformulation studies, 3932

program, 3930

protocol, 3931

report, 3931

stages, 3932

technology transfer stages, 3931–3932

WHO Guidelines on, 3931

Pharmacists

by repackaging, 2545

repackaging conditions for, 2546

[Pharmacists]

role in self-care, 2422

Pharmacogenetics, 586–588, 1898

definition, 2794

description of, 2794

development of, 2794

differences in, 2847

of drug biotransformation

in physiologic factor, 321

genes segregation, 2794

polymorphisms, 2794

Pharmacogenomics, 264

application of genomic technologies,

2794

gene expression, 2794

high-throughput DNA sequencing,

2794

polymerase chain reaction (PCR), 2794,

2795

clinical development, 1368

definition, 2794

description of, 2794

development of, 2794

development time and cost, 1368

genomic diagnostic tools, 1368

hybridization of functional genomics,

1368

molecular pharmacology, 1368

Pharmacognosy, 2905

Pharmacokinetic–pharmacodynamic model,

1016, 2802, 2805

exploratory graphic analyses, 2805

Pharmacokinetic=pharmacodynamic

analyses, 2671

Pharmacokinetic=pharmacodynamic

relationship, 3984

Pharmacokinetic administration, distribution,

metabolism and excretion (ADME)

factors, 926

Pharmacokinetic analyses, 566

Pharmacokinetic and bioavailability studies

dosage regimen, 1785

intrinsic and extrinsic factors, 1785

New Drug Applications (NDA),

1784

pathophysiology of disease, 1785

Pharmacokinetic and pharmacodynamic

diagram

conceptualization of, 2803

Pharmacokinetic assays, 2262

Pharmacokinetic defects, 3008

Pharmacokinetic interactions

excretion alterations, 1399

gastrointestinal absorption,

inhibition of metabolism, 1398

stimulation of metabolism, 1398

Pharmacokinetic linearity

verification of, 564

Pharmacokinetic parameter, 1368

Pharmacokinetic principles

knowledge of, 572

use of, 1012

Pharmacokinetic profile, dose delection based

on, 2922
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Pharmacokinetic proteomics, 3048, 3049

proteins and peptides

analysis of, 3049

Pharmacokinetic theory, 581

Pharmacokinetic tolerance, 573

Pharmacokinetics, 344, 345–346

of absorption, 19

definition, 1892

discussion on, 2802

distribution kinetics, 1892

drug-related factor, 48

enantiomers, 320

geriatric age-related changes, 48

nutritional status, 50

racemic drugs, 320

stereoselective, 320

steric aspects of

drug absorption, 2150, 2152–2153

drug biotransformation, 2154

drug distribution, 2153–2154

renal and biliary excretion, 2154

Pharmacokinetics and pharmacodynamics

variability in, 2806

Pharmacokinetics, of drug

digestive enzymes

secretion of, 2816

disease pathology, 2816

effects of food on, 2816

gastric emptying rate, 2816

gastrointestinal tract

ionized drugs from, 2816

gut mucosa, 2816

splanchic blood flow

stimulation of, 2816

Pharmacokinetics parameters, 2695

Pharmacologic response

assessment of bioavailability from, 171

Pharmacological effect, 1134, 1891

administration of, 1393

in drug interactions, 1393

Pharmacological response

indirect, 1016

irreversible, 1016

magnitide of, 2802

reversible, 1015

Pharmacologically active amine salts, 3435

Pharmacology, 1, 1370

Pharmacopeia

revision of, 2836

Pharmacopeia requirements

simplification of, 2834

Pharmacopeial Discussion Group (PDG),

1958, 2855

excipient harmony, 1960

procedure, 1963

stage 1, 1963

stage 2, 1963–1964

stage 3, 1964

stage 4, 1964–1965

stage 5, 1965–1966

stage 6, 1966

stability, 1962

Pharmacopeial Forum (PF), 2841

proposals in, 2849

Pharmacopeial methods, for raw material

analysis, 542

Pharmacopeial monograph, adoption of, 2837

Pharmacopeias, 699, 1955

conferences, 1956

coordinating, 1964–1965

European Pharmacopoeia (EP), 1955

goals of, 1960

Japanese Pharmacopoeia (JP), 1956

Latin America, 1957–1958

procedures, 1963

USP, 1955

with International Conference on

Harmonization (ICH), 1962

monographs, 2775

Pharmacotherapy, effective, 570

Pharmacovigilance working parties

Committee for Proprietary Medicinal

Products (CPMP), 1596

Pharmacy

air conditioning, 3883

crystallizers, 3886

distillation in, 3879, 3881

evaporation, 3879

filtration, 3886

heat transfer to boiling liquids, 3879

humidification, 3883

leaching by immersion, 3902

liquid extracts in, 3903

liquids

physical properties, 3879

mixing, 3896

classification, 3897

negative, 3897

neutral, 3897

of solids, 3897

positive, 3897

solution

heat effect on, 3879

physical properties, 3879

tinctures in, 3903

unit processes in, 3879

viscous thermolabile materials, 3881

water into air stream, 3889

without boiling, 3881

PharmatoseTM, 3253

Pharmax tablets, dissolution phase of,

1076

Pharmeuropa, 1964

special issues of, 2831

Phase-sensitive current detector, phase of,

1497

Phase Doppler Anemometer (PDA), 2282

Phase fluorimetry, 3403

Phase I biotransformation, glutathione, 318

Phase I drug biotransformation reactions,

hydrolytic process, 316

Phase II drug biotransformation

conjugation reaction

group transferring enzymes, 317

Phase inversion technique, of carnauba wax

microspheres, 768

Phase inversion temperature (PIT), emulsion

stability, 1560

Phase separation

mechanisms, 600

thermodynamic models of, 602

Phase solubility profile

types of, 674

Phase transition, 1440

temperature, 1141

Phenacetin, 3435

Phenethylamine

derivatives, 248

enantiomeric forms in, 455

Phenethylisoquinoline alkaloid, 251

Phenobarbital, 618, 1041, 3350

enzyme induction, 1398

half-life of, 3963

rate of metabolism, 1398

and warfarin, 1398

Phenobarbitone

mechanical properties of, 87

Phenol, hemiester prodrugs of, 3011

Phenol red, rectal administration of,

1304

Phenolic antioxidants, from plants, 144

Phenolic compounds, 143, 1528

Phenolic opiate analgesics, 1077

Phenolic vinyl type coating, 2274

Phenolics

antioxidative properties of, 147

bioactivity of, 147

effects of pH, 147

Phenols, 2911

aromatic hydroxylation, 313

spontaneous isomerization, 313

Phenothiazine, 2862

derivatives, 701, 1307

Phenoxymethylenepenicillin, 699

Phentolamine hydrochloride

degradation kinetics of, 390

Phenyl carbamates, reactivity of, 3010

Phenylacetonitriles and benzonitriles

determination of, 1512

Phenylalanine

hydroxylation of, 233

oxidative deamination of, 234

Phenylalanine ammonia lyase (PAL), 234

Phenylbutazone, 1184, 2943

achiral, 2155

Phenylglycine, 2161

Phenylmercuric nitrate, 2988

Phenylquinone injection, 115

Phenypropanolamine HCl tablets, 768

Phenytoin, 2155

absorption in humans, 779

Bayesian feedback method of, 583

bioavailability of, 779

crystals solid dispersion of, 779

displacement, 3031

serum concentrations, 1018

therapy, 583

Phosphate buffer solutions, freezing of, 1810

Phosphate buffer, 389

Phosphate buffered saline (PBS), 1176

Phosphate ion, 2862

Phosphatidic acid, in lipid bilayers, 4126
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Phosphatidylcholine (PC), 4123

Phosphatidylcholine liposomes, nebulization,

3859

Phosphatidylethanolamine (PE), 1143, 4123

Phosphatidylglycerol (PG), 4123

Phosphatidylserine (PS), 2726, 4123

Phosphazenes as biodegradable polymers,

187

Phosphoamidase, 1341

Phosphodiester antisense oligonucleotide,

1193

Phosphoester-based polymers, types of, 189

Phosphoesters, as biodegradable polymers,

187

Phospholipid-stabilized emulsions

electrokinetic properties, 4124

film, 344

stability of, 2726

compounds, 976

in liposomal parenteral formulations, 976

in oral capsule formulations, 976

reorganizing of, 1257

polymers, 2922

vesicles, 1010

Phospholipids, 3361

in biological membranes, 3594

costs for, 978

in liposomes, 1117

mixture from

egg, 4123

soybean, 4123

plant or animal, 1612

purity testing of, 544

solubilization of, 17

supplier of, 978

transition temperatures of, 977

Phosphomannose isomerase (PMI), 1034

Phosphonium surfactants, as disinfectants, in

dermatological products, 3594

Phosphorescence, 3387

characteristics of, 3388

decay-time, 3388

intensity of, 3392

Phosphorescence excitation spectrum, 3388

Phosphoric acid derivatives, hydrolysis of,

2044

Phosphorothioate oligo, definition, 930

dinucleotide structure of, 931

Phosphors, scintillation, 3087

Phosphorus-containing polymers, 187

Photinus pyralis, 3401

Photocathode, 3087, 3398

Photochemical process, 2861

affects of, 2861

efficiency of, 2860

stages of, 2859

Photochemical reaction, 2859

primary, 2859, 2860

rate of, 2860

solid-state, 620

Photoconductive target vidicon, 3399

Photocorrelation spectroscopy, of

nanoparticles, 1188

Photodecomposition of drugs, 2859–2864

Photodetectors, in fluorescence spectroscopy,

3398

Photodiode array detectors, 3466

applications of, 534

sensitivity of, 534

types of, 534

Photodiodes, in diode array

spectrophotometers, 3464

Photoelectric absorption, 3541

Photoelectric effect

de Broglie equation, 717

Einstein wave-particle solution for, 717

Schrödinger equation, 717

Photoelectrons, 3398

Photofluorescence, 204

Photoionization detector (PID), 466

Photoirritation, 818

Photoluminescence, 204, 3387

Photomechanical waves

use of, 2751

Photometer

flame, 1759

Photometric accuracy, 3468

Photometric titrations, 3766

advantages, 3766

applications, 3767

curves, 3767

indicators, 3767

Photomultiplier

amplification, 3221

factor of, 3398

dynodes in, 3398

noise in, 3399

tubes, 451, 3057

video signal, 3221

Photon correlation spectroscopy (PCS), 639,

1058, 1123, 2589

Photons

absorption of, 3541

counting, 3400

electron bombardment, 3217

element distribution, 3217

X-radiation, 3217

Photooxidation rate of, 295

Photosensitive material, charge separation in,

3399

Photosensitivity reactions

cause of, 2859

Photosensitization and cosmetic ingredients,

803

reactions, 818

Photosensitizer, 2859

definition of, 237

Phototoxic reactions, 2860

Phototoxicity, 2860

Phototoxicity testing, 1418

Photsensitization, 2859

cutaneous, 2860

mechanism, 2859

type II, 2860

Phthalate esters, 1733

Phthalocyanines, 1468

Physical instability, 1555

in emulsion formulations, 1555

[Physical instability]

in irreversible process, 1555

in reversible process, 1555

Physical integrity test, 1755

diffusive flow, 1755

process filter, 1755

Physical occlusion of skin, 3823

Physical stability

dye stability, 2222

physical instability

excipients, 2223

of liquid formulations, 2222

preservatives, 2223

Physical transdermal enhancers

direct current and alternating current,

3849

electroporation, 3849

iontophoresis devices, 3848

iontophoresis electrode technology, 3848

transdermal transport, 3844

Physical transformations

in crystalline anhydrous phase, 4112

dehydration, 4112

kinetics, 4112

solid state reaction, 4112

Physician’s Desk Reference (PDR), 1632

Physicochemical=biophysical characterization

techniques, 1049

Physiologically based pharmacokinetic

models (PBPK), 2759

Physiopathologic mechanistic model, 2811

Physostigmine, across rat skin sonophoresis,

3834

Phytohemagglutinin, 1421

Phytomedicine, 2901, 2903

practice of, 2902

Phytomenadione

coumarin poisoning in animals, 3942

treatment of warfarin, 3942

Phytopharmaceuticals, 2902

Picomolar concentrations, 1509

Piezo-electric crystal

thickness, 3828

ultrasound generation, 3828

Piezoelectric crystal transducer, 3854

Piezoelectric transducers, 3684

Pigment volume concentration (PVC),

3240

Pigments, 1466, 1468, 1475

mica, 3240

pearl luster, 3240, 3241

particle size, 3241

surface area, 3241

platelet-shaped, 3240

red iron oxide, 3240

shape and size, 3240

talc, 3240

titanium oxide, 3240

Pigs and minipigs

digestive tract of, 2821

Pill coatings. See Coatings, pill.

Pills

compressed, 964

dosage form, 964
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[Pills]

enteric-coated, 964

manufacturing, 3653

solid dosage forms, 3653

solid masses of a globular, 964

for oral administration, 964

Pilocarpine, 1221, 2119

ocusert, 945

release, 1222

Pilocarpus jaborandi, 255

Pilopine HS Gel, 1220

Pilot-laboratory batches

in clinical trials, 3933

bioequivalency studies, 3933

factors, 3933

preparation, 3933

stage-II pharmaceutical process

development, 3933

Pilot-plant

design objectives of, 2875

layout of, 2878

pharmaceutical production function,

3931–3932

Pilula. See Pills.

Pilules. See Pellets.

Pimpinella anisum, 1764

Pinocytosis, 159

non-specific process, 27

process, 2724

Piper methysticum, 74

Piper methysticum (Kava), 74

Piperazinone derivative, 3010

Piperidyl-dioxolane

solubility–pH profile of, 3317

Piping design and installation, 4047

Pirkle columns, 2161

Piroxicam

dissolution of, 391

ophthalmic bioavailability of, 1884

solubility of, 3579

granules, 1798

inclusion complexes, 3579

Piston-gap homogenizer, 2344

Piston pump, advantages of, 1731

Pitting corrosion

characteristics, 783

pit initiation in, 784

chronic bioassay, 434

clinical efficacy studies design of, 2816

PLA. See Poly (D,L-lactide)

hydrolysis of

in drug delivery, 180

in crosslinked

synthetic hydrogels preparation, 190

and sustained drug release, 178

liposomal formulations, 2743

sampling leaned equipment surface,

1589

Plackett–Burman design, 2454

Plain liposomes (PL), 1161

Planar gold electrode, 1971

Planck black body equation, 3393

Plant-derived anthraquinones, 232

Planetary-paddle mixer, 2977

Planetary mixers

in ointment preparation, 3266

Plaque-delivery system, 899

Plaque control

chemical agents for, 896

mechanical products for,, 898

Plasbumin�, 4002

Plasma

concentration analysis, 583

etretinate concentrations in, 2824

Plasma acetaminophen concentration, 943

Plasma albumin

in birds, 3961

Plasma bilirubin, 2635

Plasma captopril concentrations, 1077

Plasma clearance

ratio of, 3033

Plasma concentration

effective, 1012

profile, 941, 3814

enantiomeric ratio of, 3966

therapeutic, 1013

Plasma concentration–time curves

intravenous administration of drug, 3954

Plasma donors

screening of, 3997

Plasma-derived therapeutic proteins,

3997

Plasma drug concentration, 3710

drug levels, 3710

profile, 565

variation in, 1246

Plasma free fatty acid (FFA)

changes in, 2809

Plasma hemoglobin distribution of, 361

Plasma level

effective, 1305

Plasma lidocaine levels, 1306

Plasma paracetamol concentration, 2867

Plasma protein binding, 1022, 3032

in birds, 3961

increase of, 1245

of drugs, 3960

Plasma protein fraction (PPF), 4002

Plasma proteins, 2381, 3027

minimization of, 357

Plasma quinine concentrations, 2869

Plasma sterilization, 3527

Plasma triglycerides, 2437

Plasmaconcentration-time profile

control of, 2866

Plasmapheresis, 3997

Plasmids

bacterial, 261

Plasminogen activator, 704

conjugate of, 1136

Plasters, 964

adhesive, 965, 996

blister, 965

ibuprofen, 996

medicated, 996

porous, 965

salicylic acid, 996

Plastic contact lenses, 2202

Plastic containers, 378

constituents of, 378

polymer granules, 378

separate process, 378

Plastic deformation, 38, 1736

Plastic flexible bag systems

advantages of, 1007

Plastic formulations, 1276

chemical stability, 1277

physical stability, 1277

potential for leachability, 1277

Plastic intravenous fluid containers,

1007

Plasticization effects

polymer chain conformation caused by,

4058

Plasticizers, 992, 1467

effectiveness of, 1736

ratio of, 421

solubility of, 1737

use of, 421

water-soluble, 1737

Plasticizing agent, effectiveness of, 1733

Plasticizing effect, 88

Plastic matrices, 2408

Plastic packaging

advantages of, 1277

extractables from, 979

injectable dosage forms, 1277

ophthalmic drug dosage forms, 1277

plastic bottles, 1277

plastic vials, 1277

Plastic polymer, 1277

Plastic resins, 979

Plasticorder� rheometer, 2011

Plastics, 2241

advantages, 793

composition for, 2241

corrosion resistance of, 793

definition, 2241

fluorinated, 2241

thermoplastic paraffinic polymers,

2241

fluoropolymers or fluorinated, 2241

injection molding of, 3141

limitations of

degradation of properties, 793

low mechanical strength, 793

temperature, 793

pharmaceutical applications, 793

sources

epoxies, 793

fiberglass composite materials, 793

polycarbonate, 793

polyethylene, 793

polystyrene, 793

polytetrafluoroethylene (PTFE), 793

polyvinyl chloride (PVC), 793

Plate-press method, 424

Plate-type shear cell, 3288

pharmaceutical powders by, evaluation of,

3288

Platelet-activating factor (PAF)

acetylhydrolase, 1900
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Platelet-derived growth factor, recombinant

human, 1885

Platelet adhesion, inhibition of, 146

Platelet aggregation, in ADR, 49

Platinum, 1120

electrodes, 1521

replacement of, 1491

wire microelectrode, 1491

Platinum-cured silicon (pt-Si), 2237

Pleiotropic resistance, principal component

of, 2719

Plenum aerosol concentration, 2174

Plenum ceiling, 2183

Product Line Extensions (PLEs), 3, 1372

regulatory approval of, 3, 1372

PLG. See Poly (D,L-lactide-co-glycolide).

hydrolysis of

in drug delivery, 180

in crosslinked

synthetic hydrogels preparation, 190

in drug delivery systems, 178

and sustained drug release, 178

Plug removal, mechanism of, 1294

Pluronic, 1056

Pluronic� F68, 1184

Pluronic F127, 1175

Pluronic F68�, 1550

Pluronic polymeric micelles

studies on, 1334

Pneumocystis carinii pneumonia, 2105

Pneumatic nebulizer, 2093

Pneumatic switches, operation of, 2880

Pneumatic transport system, 745

Pneumocystis carinii pneumonia, 2473

Pressurized metered dose inhaler (PMDIs),

1283

Pneumocytes

type I, 1281

pulmonary protein absorption, 1281

type II, 1281

surfactants, 1281

Pneumonia, 2473

PNINAM-copolystyrene microgels, 1064

Pocket dosimeters, 3092

Point-Slope Methods, 2760

Poiseuille’s law, 2640

streamline flow

fluid flow, 3865

Poison prevention packaging act, 1946

Polar compounds

characteristics of matrix, 194

drug and drug metabolites, 194

extraction

advantages of, 195

subcritical carbon dioxide for, 195

supercritical carbon dioxide for, 195

supercritical fluid extraction, 195

requirements in, 194

Polar drugs, aminoglycoside antibiotics, 3952

Polar functional group

drugs with, 2930

interaction of, 2931

Polar liquid phases

in chromatography, 197

Polar molecule

in cell membrane, 25

hydrogen-bonding effects, 7

hydrophilic group effect, 6

membrane permeability, 26

solvatochromic parameters, 6

Polar solute

and non-polar solute, 807

in pharmaceutical solvents, 809

solubility, 807, 808

Polar solvents

skin permeation enhancers in, 1313

Polar vinyl comonomers, 2930

Polarimetry, 445–446

Polarity index

measurement, 807

PEG (Polyethylene glycol), 807

Solute, 808, 809

Solvent, 809

Polarizable polymers, 602

Polarization

and corrosion, 785

active–passive behavior of material by,

787

cathodic, 788

causes

activation, 785–786

concentration, 785–786

potential drop, 785–786

measurement, 787

Polarized light microscopy, 1118

Polarizing elements, 450

Polarizing optics

use of, 2941

Polarogram= voltammogram, portion of,

1495

Polarographic current, measurement of,

1494

Polarographic= voltammetric analysis, 1490

Polarographic analysis, devolopment of,

1490

Polarographic cell, 1493

conventional, 1490

Polarographic wave, shape of, 1493

Polarography and voltammetry

application of, 1500

background of, 1490

theory of, 1491

Polaxamers

octanol–water partition coefficient for,

3325

structure, 3324

Policosanol, 2438, 2445

alkanol esters in, 2446

Politzer plugs, 965

Pollen grains, Ragween, 1798

Poloxaline, oral liquids, 3950

Poloxamer F68�, 1552

Poloxamers,1822, 3588

gels, 1887

materials, 1643

Poly(acrylamide-co-monomethyl itaconate)

[p(A-co-MMI)], 2033

Poly(acrylamide) nanoparticles, 1195

Poly(acrylic acid) derivatives, mucoadhesive

properties, 17

Poly(acryloyl-L-proline-methyl ester)

[p(A-ProOMe)], 2033

Poly(acryloyl-L-proline methyl ester)-based

hydrogels, 2025

Poly(alkylcyanoacrylate)–co-poly(ethylene

glycol)

copolymers of, 1188

Poly(alkylcyanoacrylate) nanocapsules

by Peyer’s patches, 1194

Poly(alkylcyanoacrylate) nanoparticles

oral administration of, 1195

preparation of, 1188

Poly(alkylcyanoacrylate) nanospheres

as drug carriers, 1184

degradation products of, 1192

in murine hepatic metastases model,

1191

preparation, by emulsion polymerization,

1184

Poly(amidoamine)s (PPA), 1063

Poly(aryl ether) dendrimers, 874

Poly(b-cyclodextrin), 1066

Poly(benzyl ether)) dendrimers, 874

glass transition temperatures, 878

monodendrons, 879

tridendrons, 879

Poly(butylcyanoacrylate) nanospheres,

1195

Poly(carbamoyl)sulfonate (PCS) hydrogels,

2030

Poly(CPP), 184

degradation of, 185

Poly(CPP-SA), 184

degradation of, 185

Poly(D,L-lactide) (PLA)

preparation, 1997

synthesis of, 182

Poly(D,L-lactide-co-glycolide) (PLG)

synthesis of, 182, 1997

Poly(diethylaminoethyl-g-ethylene glycol)

[p(DEAEM-g-EG)], 2034

Poly-p-dioxanone (PDS), 160

Poly(ethyl acrylate), 2012

Poly(ethylacrylate methylmethacrylate),

2035

Poly(ethylene-co-vinyl acetate) (EVAC),

2012

Poly(ethylene glycol) (PEG)

applications, 2021

hydrogels, 2021

stabilized by, 1327

synthesis, 2021

nanoparticles of

linkage to, 1190

Poly(ethylene glycol) diglycidyl ether

(PEGDGE), 2030

Poly(ethylene oxide) (PEO), 2021

Poly(ethylene oxide) dimethacrylate

(PEODM), 2030

Poly(ethylene terephthalate), 2029

Poly(ethylene vinyl acetate), 1289

Poly(fumaric-co-sebacic anhydride), 2324
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Poly(g-benzyl-L-glutamic acid)

in crosslinked

synthetic hydrogels preparation, 190

Poly(glutamic acid)

ethyl ester

hydrolysis of, 177

paclitaxel conjugate of, 1331

Poly(glycolide)

degradation rate of, 183

Poly(2-hydroxyethyl methacrylate)

(PHEMA), 2022

free-radical polymerization of, 2024

hydrogels, 2024

macroporous membranes of, 2024

structure, 2023

synthesis, 2024

tube synthesis, 2029

Poly(2-hydroxyethyl methacrylate)-based

artificial skin, 2031

Poly(2-hydroxyethyl methacrylate-co-

acrylamide) [p(HEMA-co-A)], 2033

Poly(2-hydroxyethyl methacrylate-co-methyl

methacrylate) [p(HEMA-co-MMA)],

2033

Poly(2-hydroxyethyl methacrylate-co-N-

vinyl-2-pyrrolidone) [p(HEMA-co-

VP)], 2036

Poly(hexylcyanoacrylate) (PHCA)

nanospheres

oral administration of, 1194

Poly(3-hydroxybutyrate), 2027

Poly(isobutylcyanoacrylate) (PIBCA)

nanospheres, 1190

doxorubicin-loaded

intravenous injection of, 1191

Poly(isobutylcyanoacrylate) nanocapsules,

1194

Poly(lactic acid) (PLA), 2320

Poly(lactic acid)–co-poly (ethylene glycol)

copolymers of, 1188

Poly(lactic acid)- and PLGA-based

microparticles

Lupron Depot�, 2320

Nutropin Depot, 2320

Sandostatin LAR� Depot, 2320

TrelstarTM Depot, 2320

Zoladex� Depot, 2320

Poly(lactic-co-glycolic acid) (PLGA), 2318,

2324

limitations, 2320

Poly(L-lysineisopropylamide-terephthalic

acid), 2025

Poly(lactide-co-glycolide) (PLG), 297

Poly(methyl-methacrylate), 2012

Poly(methyl

methacrylate=dimethylaminoethyl

methacrylate) [MMA=DMA], 2025

Poly(N,N-dimethylaminoethyl methacrylate-

co-methyl methacrylate)

[p(DMA=MMA)], 2035

Poly(N-isopropyl acrylamide), 2033

Poly(N-isopropyl acrylamide-co-

butylmethacrylateco-acrylic acid)

hydrogel, 2033

Poly(N-isopropylacrylamide), 1064

Poly(N-isopropylacrylamide) (PNIPA), 2025

Poly(phenylacetylene) dendrimers, 874

Poly(propyleneimine) dendrimers, 874, 1064

biocompatibility of, 886

dendritic box, 882

in dilute solutions, 878

molecular characteristics, 878

molecular dynamics calculations, 878

Poly(SA), 184

Poly(styrene-co-maleic acid), 1331

Poly(styrene-co-maleic acid-half-butylate),

1331

Poly(trimethyl ammonio ethyl methacrylate

chloride), 2012

Poly(vinyl acetate) (PVAc)

carrier for theophylline, 2011

granules, 2011

thermal stability of, 2011

Poly(vinyl alcohol) (PVA), 2027–2028, 2317

Poly(vinyl chloride) (PVC), 1507

Poly(vinylimidazole), 2030

Poly(vinylpyrrolidone), water absorption

isotherms for, 4061

Poly-b-hydroxybutyric acid, 159

Poly-N-vinyl pyrrolidone, 2125

Poly vinyl acetate phthalate (VAP), 1776

Poly vinyl alcohol (PVC), 2138

Poly[(1,6-bis-carboxyphenoxy)hexane]

(PCPH)

encapsulation, 2322

Poly[1,3-bis(p-carboxyphenoxy)propane]

(CPP), 185

Poly[1,6-bis(p-carboxyphenoxy)hexane]

(CPH), 185

Poly[1-bis(p-carboxyphenoxy)methane]

(CPM), 185

Poly[bis(p-carboxyphenoxy) propane

anhydride] (PCPP)

degradation profiles of, 186

Polyacrylamide, 156, 2125

Polyacrylamide-grafted guar gum

(pAAm-g-GG), 2034

Polyacrylamide-grafted guar gum microgels,

2025

Polyacrylamide (PA), 1888, 2028

Polyacrylamide gel, 304, 531

Polyacrylamide nanoparticles, 644

Polyacrylate-polymethacrylate-copolymers,

1292

Polyacrylic acid, 1611

Polyalkylcyanoacrylates, 1223

distribution and elimination of, 1224

Polyalkylene glycol-based polyurethanes,

1316

Polyalkylene oxalates, 160

Polyamides

nylon, 1750

polyethersulfon (PESU), 1750

polyvinyldienefluoride (PVDF), 1750

Polyaminocarboxylic acids, 702

Polyamorphism, 89–90

Polyampholytic hydrogels, 2035

as alternate fiber materials, 184

[Polyampholytic hydrogels]

biocompatibility of, 185

in biodegradable applications, 184

drug delivery system, 1644

high molecular weight

preparation of, 184

hydrolysis of

in drug delivery, 180

preparation and polycondensation, 184

Polyanhydrides, 1223

structure of, 185

surface-eroding dosage forms, 184

Polyanhydrides degrade, 1643

Polyarthritis disease, 116

Polybiotinylated enzyme, 2054

Polycaprolactone (PCL) carriers, 1223

Polycarbonate filters, 2582

Polycarbophil (Noveon AA-1�), 2018

Polychromatic erythrocytes, 121

Polychromatic light, 3463

Polychromatic radiation, 3463

Polyclonal antibodies, 1132, 1149

Polycondensation and polyanhydride

preparation, 184

Polycrystalline pellets, 1506

Polycyanoacrylate

drug delivery system, 1644

Polycyanoacrylate nanoparticles, 1335

Polycyclic aromatic hydrocarbons (PAHs),

1702

Polydimethyl siloxisane

compose of, 2933

Polydisperse polymer, 532

Polyelectrolytes

complexation, 2317

dendrimers, 876

properties of, 156

Polyester degradation

by hydrolysis, 183

Polyester PLA

in drug delivery systems, 178

Polyesters

as degradable sutures, 177

degradation rate of

factors affecting, 183

for delivery of proteins, 184

for delivery of vaccines, 184

for drug delivery applications, 179

in drug delivery

heterogenous degradation of, 184

preparation of, 182

structures of, 182

examples of, 182 vs. polyanhydrides, 184

Polyethersulfon (PESU), 1750

Polyethylene (PE), 2029

hard plastics, 1470

pharmaceutical packaging, 3742

Polyethylene–polypropylene

immiscible crystalline blends, 3742

capsule, 416

cross-linked, 1294

Polyethylene glycol (PEG), 266, 768,

1245,1612, 2323

extended chain crystals in, 3742

I122 Index

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



[Polyethylene glycol (PEG)]

folded chain crystals in, 3742

gelatin capsules, 407

melting point, 3742

molecules, 1142

in solid dispersion systems, 3742,

3745

as soluble carrier, 924

Polyethylene glycol diacrylate hydrogels,

2030

Polyethylene glycol ointment, 3262, 3264

Polyethylene oxide (PEO), 768, 2008, 2016,

2125

Polyethylene oxide blocks, 1887

Polyethylene terephthalate(PET), 2933

Polyexponential equation, 1892

Polyfunctional isocyanate, 2928

Polygalacturonic acid, properties of, 3182

Polyglycolic acid, biodegradable polymeric

materials, 1643

Polyglycolic acid (PGA), 160, 2391

carriers, 1223

Polyglycolyted glycerides, 1294, 3336, 3347

Polyhydroxyethyl methacrylate, 2125

Polyisobutylene, high-molecular weight,

2927

Polyisobutylene adhesives

adhesion of, 2927

advantage of, 2927

Polyisohexylcyanoacrylate (PIHCA)

nanospheres

ampicillin-bound

bactericidal effect of, 1190

intracellular traffic of, 1190

phagocytosis of, 1190

ampicillin to

linkage of, 1190

Polyketide antibiotics, 232

Polylactic acid, biodegradable polymeric

materials, 1643

Polylactic acid (PLA), 2391

carriers, 1223

Polylactic acid microspheres, 2332

Polylactic-glycolic acid (PLGA), 2391

Polylactide nanoparticles, 356

Polylysine, 2317

and aconitate linkage, 1136

Polymer

adhesive strength of, 2667

catastrophic self-accelerated hydrolysis of

sodium carbonate in prevention of, 186

colloidal particles of, 1185

cross-linking density, 2667

high-shear mixing of

and glass transition temperature, 179

hydration of, 2668

molecular weight distribution of, 3580

physicochemical properties of, 1185

plastic12

rubber, 1276

solubility and gelling properties of, 1185

water plasticizing effect on, 4052

Polymer adhesion, 1738–1742

film coating variables affecting, 1740–1742

[Polymer adhesion]

force involved in, 1738

loss of, 1738

methods to assess, 1739

modulus of, 1739

parameters affecting, 1741

substrate variables affecting, 1739–1740

surface hydrophobicity of, 1741

Polymerase chain reaction (PCR), 929, 2194

and microbes detection, 933

definition, 930

sequence of events in, 933

nucleotides addition with primer, 934

primer addition, 934

separation of strands, 934

Polymer–cell suspension

emulsification of, 610

Polymer chains

desolvation, 601

hydrophobic regions of, 1878

Polymer coacervation, 600

in aqueous or organic liquids, 600

in binary or ternary systems, 600

characterization of, 603

poly(ion)–counterion interactions, 600

by polymer desolvation, 600, 604

process description, 604

polymer–polymer repulsion, 600

process description, 606

steps of, 605

Polymer coating membrane, permeability

coefficient of, 1087

Polymer colloidal nanoparticles, 1186, 1188

Polymer-compounding, process of, 767

Polymer crosslinking, formation of, 190

Polymer–drug interaction, effects of ionised

groups on, 180

Polymer–drug interactions and drug

dstability, 178

Polymer degradation

and crystallinity of polymers, 182

and drug release rate, 182

effect of alkyl chain length, 184

and drug stability, 180

effect of acidic excipients on, 186

by hydrolysis

in drug delivery, 180

and drug release, 180

limitations of acidic additives, 186

rate vs. polymer composition, 184

Polymer device, attributes affecting

performance of, 181

Polymer diffusional path, thickness of, 2670

Polymer drug solubility, effects of ionised

groups on, 180

Polymer extrusion and glass transition

temperature, 179

Polymer films, creep–time curve for, 3144

Polymer fractionation, 3580

Polymer gels, formation of, 1875

Polymer grains, 747

Polymer granules

Blow-Fill-Seal containers, 378

plastic containers, 378

Polymer hydrophilicity and PLA, 182

Polymeric adhesives, concentration of, 2667

Polymeric buffers, 2747

Polymeric dressings

vapor permeable adhesive films, 1028

in wound management, 1028

Polymeric drug-loaded microparticles,

preparation, 3575

Polymeric drug carrier, 882, 1331

Polymeric drug delivery

applications, 3580

systems, 1049

Polymeric drug salts, ion exchange resins in,

3182

Polymeric films

elongation of, 1736

evaluation of, 1734–1742

mechanical properties 1736

thermal analysis, 1736

Polymeric foam dressings, in wound

management, 1028–1029

Polymeric membranes, rupturable, 1291

Polymeric micelles, 1334, 2393, 3922

chemotherapeutic agents, 2393

endothelial absorption, 2393

minimum micelle concentration, 2393

particle size, 2393

thermodynamic constraints, 2393

Polymeric microparticles, 1143

in GI tract, 3921

parenteral vaccination, 3920

preparation, 3920

size, 3921

vaccine delivery, 3920

Polymeric microsphere, 1134

Polymeric non-ionic surfactant, aggregation

behaviour of, 1055

Polymeric nanoparticles, 1335, 2391, 2392

freezing techniques, 2392

precipitation techniques2392

supercritical techniques, 2392

Polymeric platinum compounds, 702

Polymeric precursors, 1237

Polymeric solubilizing systems

for delivery of poorly soluble drugs, 2913

dendrimers, 2913

hydrotropic polymers, 2913

polymeric micelles, 2913

Polymeric surfactant

gelforming, 1057

phase diagram of, 1052

Polymeric targeting or delivery AIDS,

1617–1618

Polymerization

of alkylcyanoacrylates, 1184

anionic, 1184

of isobutylcyanoacrylate, 1184

of L-lactic acid (LPLA), 1643

nanoparticles preparation, 1184–1185

Polymerization process, metal catalysts,

1641

Polymer manufacture, properties affecting,

181

Polymer matrices, hydrophilic, 176
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Polymer matrix diffusion-controlled drug

delivery systems

drug dispersion in, 1085

drug molecules in, 1085

drug solubility, 1085

type of CrDDS, 1085

Polymer matrix system

in drug delivery

diffusion-controlled release rate of, 182

Polymer melt, 767

Polymer membrane permeation-controlled

drug delivery systems, 1082

drug concentration gradients, 1083

shapes of, 1083

Polymer micelles

advantages of, 2915

amphiphilic block copolymers, 2915

drug-loading capacity, 2917

hydrophilic segments, 2915

hydrophobic segments, 2915

poly(e-caprolactone) (PCL), 2915

poly (2-ethyl-2-oxazoline) (PEtOz), 2915

poly (N-isopropylacrylamide), 2915

polymer–lipid conjugates, 2922

self-assembly of, 2915

for thermoresponsive polymer micelles,

2915

dialysis method

hydrophobic segments of, 2916

limitation of, 2916

water-miscible organic solvent, 2916

for drug delivery, 2914

water solubility, 2915

with characteristic core-shell structure,

2915

drug solubilization in

drug-loading capacity, 2916

hydrophilic block copolymers, 2916

freeze-dried powders, 2913

hydrophobic drugs, 2913

hydrotropic, 2921

in powder state, 2913

oil-in-water (o=w) emulsion method, 2916

freeze drying process, 2917

water-immiscible volatile solvent, 2917

self-assembling process, 2913

solid dispersion method

dissolution, 2916

thermally unstable drugs, 2916

Polymer networks

degradation of, 190

Polymer particles

colloidal dispersion of

formation of, 1186

gelation properties, 1186

nucleation of, 1184

stability of, 1184, 1186

Polymer performance, properties affecting,

181

Polymer phase separation, 602

Polymer plasticization, 3579

Polymer platforms, as extracellular matrices

for cell therapy, 190

Polymer precipitation, 1187

Polymer properties vs. performance

in drug delivery applications, 180

Polymer resin beads, 1220

Polymer selection

biodegradable factors affecting,

179–180

for drug delivery, 180

properties affecting, 181

Polymer solubility, thermodynamic models

of, 602

Polymer solution, dispersion of, 1187

Polymer solvation, 1740

Polymer stabilization, by magnesium

hydroxide addition, 186

Polymer synthesis, stannous octoate (tin(II)

2-ethyl hexanoate in, 182

Polymers

acrylic and cellulosic mechanical properties

of, 1737

amorphous, 1743

bioabsorption of, 155

biodegradable, 1183

aging, 3743

amorphous, 3743

crystalline, 3743

as drug carriers, 176

bioerodible, 177

biological, 2925

as binders, 1106

bulk, physical properties of, 1030

capsule manufacture, 406

depolymerizable, 159

enteric coated, 1233

ethylcellulose, 1106

Eudragit E 100, 1106

glass transition temperature of

effect of plasticizers, 180

factors affecting, 180

hydrophilic, 1875, 2125

hydroxypropyl cellulose (HPC), 1106

hydroxypropyl methylcellulose (HPMC),

1106

natural or synthetic, 1718

non-biodegradable, 1183

non-biological, 2925

nanospheres and nanocapsules from

preparation of, 1186

pharmaceutical packaging, 3742

phosphorus-containing, 187

polyvinyl acetate, 1106

properties

adhesive, 1737, 1739

mechanical, 1737

semisynthetic, 1885–1886

sensitive to degradation, 1235

soluble

examples of, 156

passive diffusion of, 159

synthetic, 1877

synthetic acrylic acid, 1611

synthetic or semisynthetic, 1617

for taste-masking drug, 1106

thermomechanical properties of, 769

water-soluble, 769, 1775

Polymers, biodegradable

degradation mechanisms

erosion versus chemical changes, 177

diffusion coefficient, 2667

glucose, cyclic, 1617

porous, 472

selection of, 1248

as suture materials, 177

Polymer volume fraction

analysis of, 1062

function of, 602

Polymer wax, 4069

Polymethacrylates, 2160

Polymethine dyes, 3396

Polymethyl cyanoacrylate, bioabsorbability

of, 159

Polymethyl methacrylate (PMMA), 2202

Polymethylmethacrylate nanoparticles, 644

Polymorph conversion, monitoring of, 3436

Polymorphic drug metabolizing enzymes, 587

Polymorphic forms, 4104

of anhydrate, 4104

of dihydrate, 4104

of hemihydrate, 4104

of monohydrate, 4104

Polymorphic pair

phase diagram of, 399

thermodynamic stability of, 399

Polymorphic system

specification of, 2935

stability in, 2941

Polymorphic transformations, 831, 4075

during pharmaceutical processing

compaction process, 3642

drying, 3642

particle size reduction, 3642

wet granulation, 3642

Polymorphism, 27, 399, 853, 941

crystal, 1823

definition of, 2935

detection of

pattern recognition method, 3635

identification method, 3635

differential scanning calorimetry (DSC),

3635

X-ray crystallography, 3635

packing, 2937–2938

pharmaceutical applications of, 941

Polymorphism and solubility, 2942

Polymorphism crystallinity, 3436

Polymorphism in crystalline bulking agents,

1823

Polymorphisms,

types of

indels, 2795

microsatellites, 2795

single nucleotide repeats (SNPs), 2795

Polymorph screening

experimental design for, 850

implications for, 850

Polymorph systems

FTIR spectra of, 2941

Polymorphs, 3299, 3733

behavior, 3733
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[Polymorphs]

Burger’ rule, 3733

crystalline, 90

crystalline form, 27

enantiotropic, 399

endothermic transition, 3734–3735

excipients, 3733

exothermic transition, 3734–3735

generation of, 2938

of hydrates, 3737

monotropic, 399

oral absorption of, 27

phase transitions of, 3738

physical properties, 27

racemic compound and enantiomers, 3741

riboflavin for, 27

solid–gas equilibrium, 3733

solid–liquid equilibrium curve, 3733

thermodynamic stability of, 401

Polymyxin B, 2479

Polynuclear aromatic (PNA) hydrocarbons,

1468

Polynucleotide contamination, 1144

Polynucleotide vaccines, 3912

Polyolefin polymer, 2242

chemical resistance of, 2242

chlorinated organic materials., 2242

specific gravity of, 2242

stiffness, 2242

thermo-seal fusion process, 2242

Polyol prepolymer products, 1316

Polyols, 1616

Polyorthoester

shape of

effect on polymer erosion rate, 186

Polyorthoester composition and glass

transition temperature, 186

Polyorthoesters, 1223

development of additional, 187

hydrolysis of

in drug delivery, 180

in drug delivery, 186

limitation of

as biodegradable polymers, 187

limitations of, 186

second generation

preparation of, 186

structures of, 187

surface-eroding behavior of, 187

synthesis byy polycondensation, 186

toxicology and biocompatibility of, 187

POLYOX� resins, 765

Polyoxyethylated fatty-acid derivative, 983

Polyoxyethylene, 161

Polyoxyethylene(10)oleyl ether, 1318

Polyoxyethylene, polymers, 1316

Polyoxyethylene (3)lauryl ether, 1318

Polyoxyethylene-9-lauryl ether, 2672

Polyoxyethylene (PEO) chains, 1056

Polyoxypropylene, polymers, 1316

absorption of, 2722

polypeptides

bioavailability of, 1245

gelatin, 1863

[Polyoxypropylene, polymers]

GI absorption of, 2723

Polyoxyethylene polysorbate, 1624

Polyoxyethylene sorbitan ester, 1624

Polyoxyethylene sorbitan monooleate, 1290

Polypharmacy, 1912

in drug management problems, 1912

risk factors

diseases, 1922

multiple doctors, 1922

pharmacies, 1922

Polyphenol cytotoxicity, 147

Polyphenol oxidase, activation, 2438

Polyphosphazenes

in cell therapy, 190

composition of, 187

in delivery of colchicines, 188

in delivery of naproxen, 188

in delivery of proteins, 188

drug release from

Biebrich Scarlet for demonstration of,

188

ethacrynic acid for demonstration of, 188

evaluation of suitability of

for drug delivery, 188

examples of prodrugs of, 187

hydrolysis of, role of imidazole in, 188

hydrolytic stability of, 188

in periodontal treatments, 188

prodrugs of, 187

structure of, 188

synthesis of, 187, 188

Polyphosphazenes degradation products

characterization of, 188

Polyphosphoesters

in drug delivery applications, 189

structures of, 189

synthesis and characterization of, 190

Polyplasdone XL�, 1289, 3556

Polypropylene (PP), 2237

crystalline polymer, 2242

heat deflection temperature, 2242

inert material, 2242

oxide block, 1887

polyolefin polymer, 2242

powder, 40

specific gravity, 2242

thermoplastics, 2242

Polysaccharides, 1883–1885

biocompatibility, 2921

biodegradability, 2921

chemical cross-linking of, 1187

dextran, 1031

gel formation, 1720

gelling agents, 1885

materials, 1031

nanospheres, 1187

immunogenicity, 2921

nanosized self-aggregates, 2921

soluble

applications of, 158

key features of, 158

sulfated, 1877

in wounds, 1031

Polysorbates, 20, 80, 3336

advantage of, 1824

barbiturates in, 3325

emulsifying agents, 1624

structure, 3324

Polystyrene divinylbenzene copolymer resins,

in ion chromatographic stationary

phases, 531

Polystyrene resin, 4041

Polystyrene, hard plastics, 1470

Polytetra-fluoroethylene (PTFE), 2237

fluoroplastic resistant, 2241

friction coefficient, 2241

impact strength, 2241

self-lubricating compound, 2241

surface energy, 2241

Polytetra-fluoroethylene (PTFE) membranes

air filters, 1750

formation technique, 1750

hydrophobic, 1750

mechanical=thermal resistant, 1750

structure, 1750

Polytherapy, use of, 565

Polyunsaturated fatty acid (PUFA), 139

Polyunsaturated triglycerides, in vegetable

oils, 3568

Polyurethane

for dry sutured wounds, 1029

for ulcers, 1029

in wound management, 1029

Polyvinyl alcohol (PVA), 991, 1175,

1877,1879

advantage of, 1888

capsule manufacture, 406

chemical structure of, 1888

drug delivery system, 1644

film device, 1222

gelation of, 1888

hydrogels, 1888

Polyvinyl alcohol hydrogels, 2125

Polyvinylchloride (PVC), 283

layer, 2274

positively charged particles, 1538

Polyvinyl chloride (PVC)–polyvinyldichloride

(PVDC), 1870

Polyvinyl chloride resin pellets, for pigs,

3950

Polyvinylidene fluoride (PVDF), 1750,2237,

2241, 4046

abrasion resistant, 2241

fluorocarbon material, 2241

heat deflection temperature, 2241

surface finish, 2241

tensile strength, 2241

Polyvinyl pyrrolidone (PVP), 40, 1289, 2025,

2028

colyophilization with, 3307

by infrared spectroscopy, 3555

as rifampicin, 1629

types of, 3436

used in injectable products, 1628

Polyvinylpyrrolidone (PVP)=sucrose

formulations

colyophilized, mobility of, 3307
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Polyvinylpyrrolidone (PVP) coated silica

sorbents, 531

Polyvinylpyrrolidones (PVP), 3745

glass transitions, 3743

physical properties, 3743

Pomatum, 965

Pool boiling

heat transfer, 3872

vapor formation, 3872

Popotillo, 74

Population balance equation, 862

Population pharmacokinetic models, 2819

Population pharmacokinetic parameters,

2806

Population pharmacokinetic strategies, use

of, 2819

Poration

drug absorption, 3850

micron-scale needle, 3850

advantages of, 3850

applications of, 3850

macroflux, 3850

microfabrication technology, 3850

transdermal transport, 3850

ultrasound

coadministration of chemical enhancers,

3851

sonophoresis (ultrasound) enhances

transdermal transport, 3851

with heat

adverse skin effects, 3851

skin irritation, 3851

Porcine insulin, 460

Porcine parvovirus (PPV), 3999, 4004

Porcine skin, 1035

Pore-size distribution measurements, 2592

Pork tissue samples

fluorescence scanning of, 546

with sulfabromomethazine and

sulfamethazine (SMZ), 546

Porous ceramic matrices, 1134

Porous crystalline cellulose (PCC), 39

Porous-layer open tubular columns (PLOT),

472, 1969

Porous materials, cooling of, 3534

Porous plasters, 965

Porous polymeric particle formation, 3577

Porous polymers, 472

Porous powder grains, structure of, 2592

Port� system, 1294

Porta-Sonic nebulizer, 2105

Portable batch mixer, 3268

Portable gas chromatography (mGC), 1970

Portal blood system, insulin to, 1303

Ports types

BardPort�, 1003

CathLink�, 1003

Vital-Port�, 1003

Positional isomers. See Constitutional

isomers.

Positive antitumor activities, reveal of,

1330

Positive differential pressure, potential for,

2883

Positive displacement pump

fluid flow, 3869

use of, 422

Positive pressure pumps, types of, 1010

Positive product control (PPC), 3060

preparation of, 3060

Positron-emitting nuclides, 3089

in nuclear medicine, 3084

Positron emission tomography (PET), 2808,

3089

advantages of, 3089

Postcapillary venules, 1326

Posterior femoral cutaneous, 2645

Posthallucinogen perceptual disorder

(PHPD), 1047–1048

Postprandial antral time

reduction of, 2872

Postsource decay(PSD)

phenomenon of, 3046

Potassium channel blockers, 4021

Potassium depletion

cathartics, 1395

corticosteroids, 1395

Potassium dichromate

encapsulation, 2333–2334

Potassium ferricyanide

crystal, 829

Potassium monobasic phosphate, 4125

Potassium phosphate system, 1810

Potassium-selective electrodes, 1507

Potassium supplementation, 1395

Potent drug-dispensing isolator, 2136

Potential delivery system requirements

assessment of, 2876

Potential protein binding interaction, 3034

Potentiometric biosensor, 1525

Potentiometric electrochemical cell, 1517

Potentiometric immunoassays, 1527

Potentiometric measurements, 1503, 1506

equipment for, 1509

Potentiometric techniques, 1516–1517

Potentiometric titrations, 1512, 3760

application, 3761

complex formation, 3761

precipitation titration, 3761

curve, 3760–3761

method, 699

endpoint detection, 3760

technique, 1512

Potentiometry, 1516

Poultices, 965

Povidine iodine (Betadine�), 2478

spectrum activity, 2478

surgical prophylaxis, 2478

Povidone, 1819, 2454

interaction for spray rate and, 2457

Powder(s)

brittle fracture, 3275

cohesion of, 3278

as dosage forms, 2974

elastic recovery, 3275

flow characteristics in, 2974, 3276

and granulations, nature of, 3275

in hard gelatin capsules, 992

[Powder(s)]

mixing of, 2974

particle size and size distribution of,

3276

preconditioning forces to, 3275

shape factors of, 3276

surface morphology of, 3276

tensile strength of, 3277, 3290

Powder aerosol delivery, 1428

Powder blend properties

compactor adjustments on, 3166

Powder blending

active ingredient, 3205

classification of, 3204

cohesive blends, 3204

free flowing blends, 3204

cohesiveness of, 3204

critical versus non-critical nature of, 3205

equipments for, 3204

homogeneity of, 3205

layering ingredients, 3205

measurement of, 3206

high performance liquid chromatography

(HPLC), 3206

ultraviolet (UV), 3206

mixing efficiency, 3205

plane of symmetry, 3205

rocking-type motion, 3205

sandwiching ingredients, 3205

scale-up for, 3205

Froude number, 3205

linear velocity, 3205

tangential speed of, 3205

Powder charging

electrostatic discharges, 1538

ignition energy, 1538

physicochemical factors, 1538

physicochemical parameters

particle size, 1538

powder constitution and pretreatment,

1538

relative humidity, 1538

surfaces of processing equipment, 1538

surface electrical potentials, 1538

Powder compaction feeding systems, 3164

Powder delivery system, 1320

Powder density

modification of, 2977

Powder diffraction file (PDF), 4104

Powder dispersion, 1430

decoupling, 1431

Powder electrostatics

applications of, 1539

particle cohesion, 1539

segregation, 1539

Powder filling

capsules, 409

for inhalation products, 415

mechanism for compressing, 409

dosing disc and tamping finger, 409

dosing tube (dosator), 409–410

multiple-head fillers for, 3502

optimization formulation, 412, 417

properties, 412
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Powder flow

frictional characteristics of, 3286

particle shape on, effect of, 3290

physics of, 3291

Powder, flowability of, glidant effects on,

3280

Powder flowability, 42

improvement of, 1430

Powder formulation

advantage of, 2687

Powder granulation, 3160

in pharmaceutical industry, 3160

wet granulation methods, 3160

Powder heaps, segregation in, 2965

Powder inhaler devices, 1431

Powder insufflator, 2481

Powder layering pelletization

centrifugal fluid-bed granulators, 2652

degree of mixing, 2653

spiral rope-like motion, 2653

spray method, 2653

deposition of successive layers, 2651

disk clearance=slit width, 2653

double-walled centrifugal granulator,

2654

equipment-related requirement, 2651

equipments for, 2652

limitations, 2652

multiparticulate drug-delivery systems,

2652

optimization of, 2654

particle-to-particle forces, 2653

particle-to-wall frictional forces, 2653

particle agglomeration, 2653

powder–liquid equilibrium, 2652

powder delivery rate, 2652

rheological properties, 2654

scaling up of, 2654

critical parameters, 2654

density of particles, 2654

tangential spray equipment, 2652

Powder mixtures

a-inosine in, 4110

b-inosine in, 4110

analysis, 4110

anhydrous a-carbamazepine in, 4109

anhydrous b-carbamazepine in, 4109

components, 4108

diffraction pattern, 4113

quantitative analyses, 4108

direct method, 4108–4109

internal standard method, 4110

whole-powder-pattern analyses, 4110

Powder needle-free injection

applications, 1210

drug delivery device, 1210

drug formulation ways

drug as hard particles, 1210,

drug coating with gold particles, 1210

helium gas source in, 1209–1210

local anesthetic delivery by, 1210

by PowderJect PLC, 1209

Powder pattern

measure of, 2940

Powder preparations, 2481

Powder rheometers, 3290

Powder, rugged shaped, structure of, 3277

Powder sample

preparation of, 2582

shearing and conditioning of, 3289

Powder segregation mechanisms, 2582

Powder shear, measurement of, 3292

Powder surface areas, characterization of,

2590

Powder X-ray diffraction, 85, 2941, 4063

Powdered dry syrup, 3233

PowderJect needle-free injection technology,

1217

PowderMed, 1209, 1218

Powders’ characteristics

function of, 2971

Powders as dosage forms

classification of, 2977

examples of, 2978

Prandtl number, 1436

Pre-action sprinkler system, 2882

Pre-approval inspection (PAI), 3065

Precipitates, 966

Precipitation effect, 1245

Precipitation from gas-saturated solutions

(PGSS) technique, 3573

Precipitation techniques

classification, 2049

non-specific, 2049

specific, 2049

separation technique, 2049

Precipitation titration

silver nitrate, 3761

Precipitation with compressed antisolvents

(PCA), 3570

budesonide–PLA microparticles

preparation by, 3575

in nanoparticles preparation

of pharmaceuticals, 3578

Precirol�, 1258

Preclinical lead optimization technologies

(PLOT)

filters, 2194

in LDC selection, 2195

in silico, 2195

molecular toxicology and, 2198

screens, 2192

strategy, 2192

and target organ toxicity, 2196

technologies, 2193

Preclinical toxicity studies, completion of,

2671

Preclinical toxicity testing, 1144

Precocious puberty in children

treatment of, Lupron Depot� for, 178

Prednisolone

concentration depending binding of, 3033

in sulfobutylether b-cyclodextrin, 3304

Prednisolone tert-butylacetate

crystalline forms of, 3300

Prednisone tablets

from lactose granules, 3564

dissolution test, 920

Prelicensing (PLI) inspection, 3065

Premenstrual syndrome, 72

Preparative layer chromatography

pharmaceutical applications of, 544

phenylpropanoid glycosides, 544

Preparative layer chromatography (PLC),

540

Prepidil gel, 984

Prescription drug

advertising and promotion of, 57–58

FDA’s role in, 58

direct-to-consumer advertising of, 58

newspapers, 58

television, 58

manufacturers, 57

misbranded, 58

Prescription drug advertising and

promotional materials

by drug companies, 59

Prescription drug marketing act, 64

Prescription Drug User Fee act (PDUFA),

1780, 1788

CBER, 1788

CDER, 1788

resources, 1788

Preservation of three-phase systems, 2990

Preservation of two-phase systems, 2989

oil–water partition coefficient, 2989

two-phase oil–water system, 2989

Preservative effectiveness testing (PET), 1627,

2786

Preservative ideals

aesthetics, 2985

product incompatibility, 2985

solubility, 2985

solubility in oil, 2985

stablility, 2985

toxicity, 2985

volatility, 2985

Preservative interactions, 2988

Preservatives, 1614

acidic, 2226

antimicrobial, 2226

applications of, 2226

classes of, 2226

liquid oral preparations, 2226

microbiological contamination, 2226

microbiological deterioration, 2226

non-sterile pharmaceutical products, 2226

in ointment formulations, 3269

preservative efficacy, 2226

Preservative system, 2787

range of activity of, 2787

selection of, 2786

PressterTM, 3209

Pressure differential scanning calorimetry

(DSC), 3727

Pressure driven devices, 2106

AeroEclipseTM, 2110

AERxTM, 2110

RespimatTM, 2109

with new propellants, 2106

Pressure-filling method, 2279

sequence for MDI cans, 2280
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Pressure filters, 3887

Pressure hold test

diffusive airflow test, 1757

measurement of, 1756

Pressure nozzle atomizers, 2083

Pressure-sensitive adhesive (PSA), 2925

Pressure–temperature phase diagram, 3569

Pressurized metered dose inhaler (pMDI),

2093, 3854

actuator, 2100

advantages, 2100

aerosol formation from, 2102

in asthma and COPD, 2100

with breath activated function, 2107

components, 2101

determination of dose and particle size

distribution, 2103

doses, 2103

drug aerosol generation, 2103

formulations

performance, 2108

with CFCs and HFAs, 2107

physical stability of drug suspension in,

2102

propellants in

CFC-114 (CClF2-CClF2), 2101

CFC-11 (CCl3F), 2101

CFC-12 (CCl2F2), 2101

physical properties of, 2101

radioactive drug deposition through, 2104

Pressurized saturated steam

characteristics of, 3531

microbiological species immersion in, 3529

Pressurized saturated steam method

operating conditions, 3531

for pharmaceutical products, 3531

for treatment of medical devices, 3531

Presterilized ingredients, 2983

Presystemic intestinal metabolism, reduction

of, 2870

Presystemic metabolism, 1247

prevention of, 1071

Preventative maintenance program, 1943

Prewashing

in aqueous solution, 1582

cleaning equipment process steps, 1582

purpose of, 1582

Prigogine–Defay equation, 3741

Prilosec�, 1254

Primary cutaneous disease, treatment of, 2751

Primary electron (PE) beam

collision of electrons, 3217

electron bombardment, 3217

light emission, 3217

Primary nucleation, 858, 3004

Primary packaging systems, 1693

extractables from, 1696

Primary sampling, 2967

Primellose�, 3555

Primitive marine plants (chitosans and

alginates), 1612

Primojel�, 1289, 3554, 3557

disintegration of, compression pressure on,

3359

[Primojel�]

disintegrating power, 3231

smooth surface, 3231

starch derivatives, 3231

Principal component regression (PCR), 3383

Principle components analyses (PCA), 3435,

3437

Prinivil�, 1255

Prismatic crystals, 847

Probe milling, 2342

Probenecid

and penicillins, 1399

penicillin derivatives, 1399

serum concentrations, 1399

therapeutic advantage of, 1399

Probe-type spectrophotometers, 3474

Procarboxypeptidases, 2718

Procardia XL�, 992

Process analytical technology (PAT), 743,

3196

granulation process, 3197

light-scattering applications, 3197

scale-up calculations, 3197

Process assessments, performance of, 3077

Process capability indices

definition, 3504

estimation, 3505

example, 3507

non-normal distributions, 3507

precision of estimates of, 3506–3507

and statistical control relation, 3507–3508

types

process-centered index CP, 3504

process-shifted index CPK, 3504

experimental designs for, 2458–2461

first-order models, 2458

mathematical models, 2458

second-order models, 2458

Process-centered index, and percent defective,

3505

Process-control applications, computers in,

741

Process patent amendment act, 2617, 2621

generic pharmaceutical manufacturer, 2621

Process performance indices

definition, 3505

estimation, 3505–3506

precision of estimates of, 3506

Process qualification (PQ) phase, 2298

Process research and development, algorithm

for, 2994

Process-shifted index, 3505

Process validation protocols, 2847

Prodrugs, 942–945

Balsalazide, 1232

concepts of, 3008

definition of, 3008

design of, 1255

dextran, 1233

difficulties in, 3011

enalapril, 3961

febantel, 3961

glycoside, 1233

metabolic conversion, 3961

[Prodrugs]

netobimin, 3961

objectives and principles of, 3008

oral delivery of, 1233

Osalazine (dipentum), 1232

pivampicillin, 3961

polymeric, 1232–1233

research, problems in, 3013

sulfasalazine (SAS), 1232

Product characteristics (SPC) document,

summary of, 2772

Product development, cost of, 2884

Product development life cycle, 592

Product development phase, end of, 424

Product development project, 3025

direction of, 3016

management of, 3015

Product Formulation Expert System (PFES),

1665

Product license applications and stability

information systems, 733

Product life cycle

extension of, 2866

management, 419

Product performance review, 424

Product prototyping cycles, 3021

Product quality research institute (PQRI),

2968

Product quality research institute response,

2968

Product research and development, 2, 1371

ethical principles and behavior, 4, 1373

experimental engineering, 3, 1372

marketing, 3, 1372

pharmaceutical manufacturing, 2, 1371

quality assurance and documentation, 3,

1372

synthetic chemistry, 2, 1371

toxicology, 2, 1371

Progestasert� system, 999

Progestasert intrauterine device (IUD), 945,

1084

controlled-release intrauterine device,

1084

diagrammatic illustration of, 1084

Progesterone, 3347

crystals

components of, 1084

dispersion of, 1084

in silicone (medical grade) fluid, 1084

T-shaped device, 1084

Progestin-releasing vaginal pessaries,

1351–1352

Programme for Alternative Fluorocarbon

Toxicity Testing (PAFTT), 2270

Programmable drug release drug delivery

with, 1335

Programmable logic controller (PLC),

1583

Programmable Oral Release Technology

(PORTTM), 999

Programmed-temperature gas

chromatography (PTGC), 473

Programmed cell death, 1281
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Programmed drug release, 1287

Programmed therapeutic scheme, time

requirement of, 1288

Proinflammatory cytokines, production of,

3058

Project Evaluation and Review Technique

(PERT), 3019

Project management

application of, 3015

dilemma in, 3016

process of, 3015

sources of, 3015

Project management framework, 3015

planning

and control, 3015

management review, 3015

real-time change management, 3015

project definition, 3015

team and organization, 3015

Project management tools, challenge of,

3019

Project network diagram

development of, 3019

Project organization structures, 3018

Project planning and scheduling process

result of, 3020

Project reviews, hierarchy of, 3020

Project risk, identification and management

of, 3024

Project schedule, adjustment of, 3019

Project selling, process of, 3017

Project team, design of, 3017

Project team and organization, 3017

Project uncertainty, 3025

marketplace and competitors, 3025

project internal risks, 3025

technology and maturity, 3025

ProLease�, 2319

Proleukin� (aldesleukin), 2254

Prolonged gastric residence time (GRT), 1253

Prolyl endoprotease, 2727

PROLOG, 1664, 1667

Promyelocytic leukemia, 1328

Prooxidants, definition of, 143

Prooxidants and oxidative stress, 143

Propane deasphalting process, 3568

Propellant-free inhaled drug delivery

technology, 2109

Propellants

applications of, 1285

dose reproducibility, 1285

dosing variability, 1285

hydrofluorocarbon (HFC), 1285

liquefied, 2093

lung delivery efficiency, 1285

in metered dose inhalers (MDIs)

chlorinated-fluorocarbons, 2093

freon propellants, 2093

properties, 2269–2271

safety, 1285

therapeutic applications, 1285

water-soluble macromolecules, 1285

Propofol

clearance of, 3964

[Propofol]

concentration, 3964

Propranolol, 2153

bioavailability, 1299, 1303

biotransformation of, 3970

lymphatic absorption of, 1258

plasma fraction of, 3037

release, 2036

Propulsid (gastrointestinal emptying adjunct),

2255

Propylene glycol, 1611, 2382, 2483, 3348,

3350

combination with solvents, 1623

permeability of stratum corneum, 3968

Propylene glycol and glycerin, transmission

spectra of, 3437

Propyphenazone and butesamide

phase diagram by differential scanning

calorimetry (DSC), 3743–3734

Proshield, 1222

Prospective harmonization

biotechnology-derived products, 1959

implementation of, 1961

Prospective pharmaceuticals process

validation, 3928

technology transfer points as, 3932

Prostaglandin E2 (PGE2)

as abortifacient, 1353

gel, 1353

treatment of GI ulcers, 1353

as vaginal pessary, 1353

Prostaglandins

biosynthesis of, 230

delivery systems, 1353

stability of, 3183

Prostate cancer

treatment of, 610, 3360

Decapeptyl� for, 178

Zoladex� for, 178

treatment of, Lupron Depot� for,

178

Prostate-specific antigen (PSA), 75

Prostin E2, 983

ProtargaTM, 999

Protease inhibitor saquinavir, 426

Protect�, 902

Protectaid, a contraceptive sponge, 1354

Protectants, for exciepient, 1628, 1629

Protective dressings, 955

applications, 955

constituents, 955

See Dressings, protective.

Protein, 1882–1883

formulations

investigation of, 287

immunogenicity of, 267

and ligand interactions, 3455

molar concentration of, 3028

molecules, vibration modes of, 1801

photolysis kinetics, 1801

stabilization of, 291, 1830

structure study, 3454–3455

surfaces

definitions, 1801

[Protein]

utilization of, 1802

therapeutics, 296

Protein absorption

age effects, 2733

intratracheal administration, 2735

preservation of biochemical, 2735

smoking effects, 2733

structural integrity, 2735

Protein aggregates, insoluble, formation of,

1429

Protein analysis tools, 4022

Protein-binding, influemce of, 580

Protein-binding, 579–581, 2759

affinity, 2635

effect of, 3031, 3032

factors affecting, 3034

in vitro determination of, 3028

parameters, 3028

Protein chromophores, 305

Protein degradation, 1428

rate of, 1818

Protein delivery

crosslinked hydrogels for, 184

safety measurement, 2731

Protein denaturation, 1720

Protein-displacement drug interactions,

1906

Protein drugs, pegylation of, 1329

Protein expression

changes in, 3041

pattern of, 3042

regulation of, 3041

systemic analysis of, 3048

Protein=excipient system, 1429

Protein formulations, 268

Protein function

investigation of, 3049

predictions of, 4023

Protein G, 3999, 4008, 4010

Protein=genome databases, 3042

decoding of, 3042

Protein gluten, malabsorption of, 1615

Protein kinase, inhibition of, 1258

Protein kinase C, in keratinocyte

differentiation process, 1311

Protein-ligand, 4029

Protein molecules

absorption, 2731

absorption rate constants, 2734

clearance mechanisms, 2731

hydrophobic, 2735

metabolism, 2733

in respiratory tract, 2731

Protein and peptide drug delivery, 2664

Protein and peptide stability

monitor of, 3049

Protein pharmaceuticals

degradation pathway of

aggregation of, 1272

loss of potency, 1272

biosynthesis of, 241

Protein–protein interactions control,

3047
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Protein pharmaceuticals

degradation pathway of, 1272

aggregation of, 1272

loss of potency, 1272

biosynthesis of, 241

Proteinaceous substances, 900

Proteinoid-encapsulated calcitonin, 2725

Proteinoid encapsulated insulin, 2725

Proteinoid microspheres, 2725

Proteins, 2159

aerosol safety of, 1285

aggregation, surface active agents, 1275

anakinra, 276

animal, 267

biochemical isolation of, 3042

carrier, 26

cellular expression of, 3048

chemical degradation of, 283

chiral recognition properties of, 2160

as chiral selectors

a1-acid glycoprotein, 2160

albumin, 2160

chromatographic procedure for, 2160

crosslinking by glutaraldehyde, 2317

in cytoplasm, 3914

deamidation of, 283

degradation, environmental conditions,

1274

denaturation, 1274, 1275

encapsulated, 2321

extrinsic, 25

and fats, digestion of, 2870

globular, 25

high-pressure needle-less injection devices,

1280

human, 260

influence of moisture on, 2380

intrinsic, 25

lyophilization, 268, 1275

oral delivery of, 1194–1195

oxidation of, 284

passive transdermal delivery of, 1280

patch technology, 1280

in pharmaceutical dosage forms, 1274

and peptides

absorption, mechanism of, 2694

degradation of, 2672

mass spectrometric analysis of, 3046

pharmacokinetic analysis of, 3049

properties of, physicochemical, 2693

pulmonary administration, 2704

plasma-derived therapeutic, 3997

properties of, 266

stabilizers, 1274

antioxidants, 1275

buffers, 1275

chelating agents, 1275

structure, 2160

determination of, 1054

elucidation, 3452

and function, 265

surface binding, 1275

therapeutic, 83, 1274

transport, 26

[Proteins]

water content on, effect of, 2381

Proteins formulation, 262

Protein separation and quantitation, 3044

chromatographic separation technique,

3044

classical proteomics, 3044

fluorescence difference gel

electrophoresis((DIGE), 3044

high-resolution software, devolopment of,

3044

isoelectric focusing (IEF), combination of,

3044

multidimensional protein identification

technology, 3044

phosphorylation, changes in, 3044

reversed-phase chromatography, 3044

sensitive fluorescent dyes, 3044

trypsin, digestion of, 3044

Proteoglycans, 2028, 2436

Proteolysis, 2694

Proteolytic activity, substrate for, 1308

Proteolytic digestion, 3042

Proteolytic enzymes, unstable of, 1298

Proteolytic hydrolysis, 1301

Proteomic screening, biomarker discovery,

diagnostics, 3048

Proteomic technologies, 3042

chromatographic separation, 3042

Edman degradation chemistries, 3042

illustration of, 3042

Proteomics, 265, 1420

application of, 3041

pharmaceutical applications of, 3047

Proteus species, 2476

Protoberberine alkaloids, biosynthesis of,

243

Protoformulations

drug–excipient compatibility testing in,

2453

experimental design and plan for, 2453

Proton-acceptor basic solvents, 1514

butylamine, 1514

dimethylformamide, 1514

ethylenediamine, 1514

Proton decoupling, high-power, 3298

Proton-donating acidic solvents, 1514

Prototype Dryhaler�, 1540

Proximal small intestine

absorptive properties of, 23

mucosal surface of, 23

villi and microvilli of, 23

Proximal tubule cells, 687

Proximity switch, 3686–3687

on tablet presses, 3687

Prunus serotina, 1764

Pseudo-first-order kinetics, deviation of,

2986

Pseudoephedrines, 74, 2145

Pseudojaundice, 369

Pseudolatexes, 1733, 1776

Pseudomonas aeruginosa, 135, 292, 2294,

2476, 3269

infections, 2206

[Pseudomonas aeruginosa]

filtrates, 3056

Pseudomonas bacterial cells, 1526

Pseudomonas cepacia, 3269

Pseudomonas (Brevundimonas) diminuta,

1748, 2292

Pseudomonas species, 1028

Pseudomonas exotoxin, 1139

Pseudoplastic flow, 3130

Pseudopolymorphism, 3733

phase transitions of, 3738

to hydrates and solvates, 3733

Pseudorabies virus, 3999

gene deleted vaccines, 3911

Pseudostratified cells, 2678

Psuedoplastic behavior, 1308

Psychedelic drug, 1048

Psychoactive drugs, 1038, 1287

categories

hallucinogenic drugs, 1040, 1045–1048

opioid=analgesic drugs, 1040–1043

sedative–hypnotic drugs, 1040–1041

stimulant drugs, 1040, 1043–1045

disinhibition euphoria in, 1040

effects, 1040

as neurotransmitters in brain, 1039

Psychometry, air–water vapor mixture, 3883,

3884

for air–water system, 1442

for solvent content, 1441–1442

Public health service (PHS), 1986

Public health service Act, 1781

analogous products, 1781

therapeutic products, 1781

Pullulan, capsule manufacture, 406

Pulmicort�, 2107

Pulmicort� Turbohaler, 1540, 2081

Pulmonary absorption

age effects, 2733

enhancers, 16

macromolecular markers, 2733

rate constants, 2734

Pulmonary application, powders for,

2980

Pulmonary artery pressures, 360

Pulmonary delivery

non-invasive, 2731

of insulin, 2736

liquid systems, 1284

development of, 1284

for macromolecules, 1284

Pulmonary disease, 1282

Pulmonary drug delivery

challenges and solutions in, 1282

clinical applications of, 1282

macromolecules for, 1282

drug molecules, 1279

economical treatment, 1279

general applications of, 1279

liquid systems, 1284

propellant systems, 1285

prophylaxis of respiratory, 1279

systemic diseases (viral vaccines), 1279

technology, 2093
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Pulmonary drug targeting, 1282

Pulmonary edema, 1281

Pulmonary oxygenation, 349

Pulmonary protein absorption, 1281

Pulmonary surfactant, 3594

protein, 282

Pulmonary vaccination, 3919

Pulmonary vascular resistances, 368

indices, 360

Pulmozyme�, 296

Pulsatile drug delivery systems (DDS), 1287,

1288, 1294

Pulsatile release systems, 1287

Pulsatile system, three-layer, 1289

Pulsed amperometric detectors (PAD), 531,

535

polyhydroxy compounds by, detection of,

535

sugar by, detection of, 535

Pulsed discharge lamps, 3394

Pulsed field gradients (PFGs)

application

in diffusion processes, 3452

in NMR, 3452

Pulsed lasers, 3403

Pulse fluorimetry, 3403

Pulse height analyzers (PHA), 3088

Pulse methods, advantage of, 1495

Pulse polarography, 1495

Pulsincap� system, 1255, 1293

Pulvis. See Powders.

Pump transports, 26

coupling ratio, 26

sodium–potassium, 26

Punches

engravings on, 3787

debossing, 3792

embossing, 3792

instrumented, 3787

keys, 3788

lower, 3782

manufacturing tolerances, 3785, 3787

Nickel–chromium–boron alloying on,

3792

pressure tolerance, 3793

removing, 3794

shaped, 3785

software programs, 3795

storage cabinets, 3795

tip edge design, 3787, 3790

tips, 3787

coatings and platings on, 3790

upper, 3782

Puncture test technique, 1737

Pure Food and Drug Act, 649, 2419

Purified water, requirements for, 4040

Purified water systems, aware of, 4047

Purified water USP, 993

Putative active site for spheres (PASS)

algorithm, 4022

PVA=pilocarpine–PAA disks, 1222

PVA cryogel membrane, 2030

PVA latex adhesives, yield stress for,

3132

Pycnogenol, 2431

effects, 2439

Pyloric–duodenal region, 2868

Pyridine, 2377

Pyridoxalated Hb polyoxyethylene conjugate

(PHP) solution, 364

Pyridoxine hydrochloride and doxylamine

succinate, in tablets, 547

Pyridyl disulfide group, drug with, 1136

Pyrogen testing, 3056

large volume parenteral (LVP) drug, 3056

Pyrogenic reactions, clusters of, 3060

Pyrogens

adverse physiological effects, 1271

chemical raw materials, 1271

contamination in parenteral

concentration of, 3056

definition of, 2293, 3052

critical biological characteristic, 2293

destruction of, 3516

endotoxin lipopolysaccharide (LPS),

3053

endotoxins, 1271

heat-resistant lipopolysaccharides, 1271

metabolic byproducts of microbial growth,

1271

microbial pyrogens, 3052

microbiological origin, 2293

nature of, 3052

parenteral products, 2293

staphylococcal enterotoxin, 3053

streptococcal exotoxins, 3053

ultrafiltration, 1271

water-soluble, 1271

Pyrophosphate complexe, 899

Pyrrolizidine alkaloids

by microcrystalline cellulose, 1613

as racemate

metoprolol, 2154

prilocaine, 2154

verapamil, 2154

QSAR (Quantitative structure–activity

relationships), 717, 725

application of partition coefficients, 7

chemical structure, 7

distribution coefficients, 8

ionizable compounds, 8

quantitative correlation of biological

activities, 7

three-dimensional, 725

two-dimensional, 725

QSTR (Quantitative structure–toxicity

relationships), 1368

Quadrapole mass spectrometric analyzers

advantages, 1974

applications, 1974

comparison, 1974–1975

operation principle, 1974

Quadratic regressions, 101

Quadrupole ion trap, 3806

mass filter, 1708

Quali-fillTM pellet filler, 411

Qualified impurities, list of, 2830

Quality assurance information system, 734

sample output from, 739

Quality control laboratories, needs of, 4100

Quality control specimens (QC), 3491

probability of, 3491

Quality control unit, responsibility of, 1942

Quality culture, aspects of, 3076

Quality function

quality assurance, 3075

quality control, 3075

Quality improvement process, 3079

Quality management accountability, 3075

Quality management principles, 3076

Quality management system, requirements

for, 3077

Quality management teams (QMT),

establishment of, 3080

Quality of medicines (EDQM), European

directorate for, 2829

Quality planning process, diagram of, 3077

Quality product, definition of, 3064

Quality system

adequate

definition of, 3076

components of, 3075

employees, 3080

engineering manager, 3080

models of, 3076

plant manager, 3079

production manager, 3080

quality manager, 3080

responsibilities in, 3079

Quantitative structure–activity relationship

(QSAR), 1950

Quantum chemical calculations

ab initio calculations, 718

classifications, 718

density functional theory, 719

chemical energy, 719

chemical structures, 719

consequence of, 719

Kohn–Sham equations, 719

Möller–Plesset (MP2) theory, 719

Hartree–Fock–Roothaan equations, 719

self-consistent field (SCF) theory, 719

semiempirical calculations, 718

variational theorem, 719

Quantum detectors, 3409

for high-performance FTIR spectrometers,

3409

infrared radiation in, absorption of,

3409

for infrared spectrometers, 3409

response time for, 3409

sensitivity of, 3409

Quantum mechanics, 717

application of, 718

Born–Oppenheimer approximation, 718

nuclear potential energy, 718

quantum chemical calculations, 718

quantum mechanical formulations, 718

excited states, 718

ground states, 718
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[Quantum mechanics]

Hamiltonian operator, 718

definition of 718

methodology, 718

microscopic aberrations, 717

molecular expression of, 717

Schrödinger equation, 718

chemical system, 718

definition of, 718

eigenfunction, 718

Quarantine processes, 2878

Quasielastic light scattering spectroscopes,

2589

Quasireversible reactions

intermediate value for, 1494

Quaternary ammonium compounds, 897,

2985

Quaternary ammonium groups, 827, 1290

Quaternary structure, 2717

Quench cooling, 2940

Quenching, 3089

diffusional, 3391

dynamic, 3391

of luminescence, 3391

static, 3391

Quercetin, 147

biological effects of, 148

flavinoids, 143

oxidoreductive activation, 148

Quest synthesis technology, 3006

Quick-DisTM, ODT technologies in

development, 1111–1112

Quiddonies, 966

Quillaja saponaria, 3595, 3915

Quillajasaponins, 16

Quinazolinedione, 3011

Quinine and quinidine, biosynthesis of, 251

Quinine dihydrochloride, 2871

Quinine-phenobarbital system, molecular

compound formation of, 777

Quinoline yellow, 651

Quinolone antibacterials, 1411

Rabbit pyrogen test, 3052

Racemate, 2144

Racemic acid. See Paratartaric acid.

Racemic compound

conglomerate, 3741

transformation, 3741

Racemic drugs

biotransformation, 320

enantiomers, 320

Racemic ketoprofen (KTP),to horses, 3966

Racemic mixtures

partial

enantiomeric excess in, 459

Radial basis function (RBF) network,

2401

Radial demixing, 2358

Radiant-heat sterilization tunnels

in pharmaceutical industry, 3514–3515

Radiant heating processes, transfer equation

for, 3515

Radiation

charged particulate, 3541

heat transfer by, 3874

interaction

with GM counters, 3086

with ionization chamber, 3086

with matter, 3086

ionizing, 3540

linear energy transfer (LET) of, 3541

non-ionizing, 3540

radiosensitivity of, 3550

Radiation (Co-60), advantage of, 1475

Radiation action

chemical stage of, 3542

on biological organisms, 3541

on chemical systems, 3541

physical stage of, 3541

physiochemical stage of, 3542

Radiation chemistry

microorganisms by

of aqueous solutions, 3543

destruction of, 3542

of hydrocarbons, 3543

of organic liquids, 3543

of solids, 3544

of liquids, 3542

Radiation damage, 3092

in metallic crystals, 3545

to microorganisms, 3543

measurement of, 3543

Radiation dose, 3092

Radiation energy

electromagnetic energy, 3540

particle radiation, 3540

Radiation mechanism, heat transfer, 3869

Radiation safety, 3092

Radiation sterilization, 612

mixing of liquids, 3900

Radiative heat transfer analysis, 1437

Radical scavengers, 3542

Radioactive compound, quantity of, 3090

Radioactive decay, 3082–3083

processes, 3083–3084

alpha-particles, 3084

beta-particles, 3084

gamma rays, 3085

Radioactive isotope, 3089

Radioactive material

disposal of, 3093

as pharmaceuticals, 3082

Radioactive nuclide, 3082

Radioactivity

artificial, 3082

unit of, 3083

Radiochemical impurities, 3090

Radiochemical neutron activation analysis,

3091

Radiochemical purity, 3090

Radiochemical tracer methods, advantages

of, 3089

Radiochemicals

analysis of, 3089

Radiochromic solids, 3901

Radiocolloid imaging,, 2824

Radioimmunoassay (RIA), 1570,

3091–3092

for biological samples, 3092

heterogeneous immunoassay, 203

labeled antibody, 2050

labeled antigen, 2049

nonisotopic method analysis, 203

radioactive materials, 203

radionuclide for, 3092

Radioimmunotherapy, 1149

Radioiodinated antibodies, 1149

Radioisotope-labeled substances,

quantification of, 544

Radioisotopes, 3090

irradiators, 749

in pharmacokinetic studies, 3090

use of, 228

Radiolabeled formulation, doses of, 2867

Radiolabeled immunoassays, 2049

immunoreactivity, 2049

iodination with, 2049

Radio-labeled PEG-liposomes, study of, 1332

Radiolabeling pharmaceutical aerosols, 3094

radioactive isotope, 3094

Radiolabeling suspension, methods of, 3095

Radiolabeling techniques, 3094

Radiolysis

aliphatic carboxylic acids, 3545

cyclohexane, 3544

methanol, 3543

methyl iodide, 3543

proteins, 3548

peptide linkage, 3548

water, 3543

Radiometer, 2863

Radionuclide

diagnostic, 3085

emissions, 3089

excited-state, 3085

halflife of, 3083

average, 3083

biological, 3083

effective, 3083

image of, 3094

positron-emitting, 3089

production mode, 3091

purity, 3090

therapeutic, 3085

Radiopaque emulsions, 3589

as diagnostic agents, in x-ray examinations,

3589

Radiopharmaceutical, 544

disposal of, 3093

dose of, 3092

FDA regulation of, 3093

NRC regulation of, 3093

preparations of, 2834

production of, 3090

Radioprotective drugs, 700

Radiotelemetry capsule, 2872

Radiotracer-diluted samples, 3089

Radiotracers, 3089

for diagnostic and therapeutic purposes,

3090
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[Radiotracers]

as radiopharmaceuticals, 3090

Radius of gyration, 1053

Raffinose, 1830

Ragween pollen grains, 1798

Ram extruder, 1726, 2012

structure of, 1715

Raman effect, 3402

Raman optical activity (ROA), 451

Raman spectroscopy, 1057

Randcastle extruder, 2016

Randles-Sevcik equation, 1497

Random chain scission, mechanism of, 176

Randomization

codes, 554, 557

definition of, 554

Randomization process

in drug development, 566

Range chart (R-Chart), 3500

control chart limits for, 3501

standard deviations shift to, 3501

Ranitidine absorption extent of, 2870

Ranitidine inhibitory effect of, 2805

Raoult’s law

adhesive interactions, 3769

cohesive interactions, 3769

definition, 3770

fractional molar composition, 3770

intermolecular interactions, 3769

partial vapor pressure, 3770

thermodynamic activity, 3770

vapor pressure and composition of liquids

by, 3882

Rapamune�, 998

Rapid-dissolving tablets (RDTs), 999

Rapid-scan square-wave detector, use of, 1500

Rapid dissolving technology (RDTs) of

dosage form, 998

Rapid elimination of swill (REOS) method,

4015

Rapid expansion of supercritical solutions

(RESS), 2319, 3570

in drug delivery applications, 3570

in drug delivery systems, 3570

processes

to coprecipitate naproxen, 3573

in encapsulating macromolecular drugs,

3573

to DL-poly(lactic acid) (DL-PLA)

particles preparation, 3573

Rapid overlay of chemical structures (ROCS),

4018

Rapid voltage scan, application of, 1497

Raspberry aroma, natural components of,

1767

Rat alveolar macrophages, in vitro models of,

1193

Rate-controlling membrane, 2931

Rat hepatocyte, 1419

Rat paw lick model, 1410

Rat plasma hydrolases, enzymatic hydrolysis

by, 3010

Rate-preprogrammed drug delivery systems,

1082

Rational drug design, 1362

lead structure compounds, 1363

Rauwolfia alkaloids, extraction of, 3904

Raw materials, quality assessment of, 3435

Rayleigh and Raman scatter, 3403

Rayleigh scattering, 535

RB200 (lissamine rhodamine B), 203

Reach-through claims

chemical compounds, 2618

definition, 2618

drug-screening assay, 2618

Reaction torque, 4081

Reactive fractal dimension, 1796–1797

and surface fractal dimensions

relationship between, 1797

Reactive oxygen intermediates, 141

Reactive oxygen species (ROS), 139

formation of, 2860

Reassembly and storage, cleaning equipment

process steps, 1582

Receptor-based drug discovery, 3108

Receptor-mediated endocytosis, 1244, 1328,

2718, 2719, 2724

Receptor-mediated transport, 1244

Receptor-mediated transport system,

1242

Receptor-subtype specific drugs, generation

of, 3108

Receptor binding ability, 2727

Receptor classification, 3108

Receptor conformational states, 3114

drug–receptor interaction, model for, 3114

nicotinic acetylcholine receptor

conversion of, 3115

Receptor gene expression, 3125

Receptor genome sequence, mining of, 3108

Receptor isoforms, diversity of, 3112

cloned human receptors, use of, 3113

cloning, introduction of, 3113

posttranslational modifications, 3113

signal transduction pharmacology, 3112

Receptor subtypes,multiplicity of, 3117

molecular cloning, 3117

multiple receptor subtypes

expression of, 3117

Receptor superfamilies, 3109

common progenitor receptor gene, 3109

common structure–common function

concept of, 3109

enabled receptor classification, 3109

extracellular ligand binding domains, 3109

gene duplication

mechanism of, 3109

human somatostatin receptors

subtypes of, 3110

ligand gated-ion channel receptor (LGCR),

3111

muscarinic acetylcholine receptors, 3111

nicotinic acetylcholine receptors, 3111

putative receptor genes, 3109

receptor protein tyrosine phosphatase, 3111

receptor tyrosine kinase (RTK), 3111

threonine kinase receptor, 3111

tumor-necrosis factor (TNF), 3111

Receptor tyrosine kinase, 1333

Receptors, concept and definition of, 3108

Recombinant human deoxyribonuclease

(rhDNase), 3858

bioavailability, 2738

inhalation administration, 2738

serum levels of, 2738

Recombinant human deoxyribonuclease I

(rhDNase), 1650

Recombinant human erythropoietin (r-EPO),

2473

Recombinant human platelet-derived growth

factor, 1885

Recombinant human growth hormone, 2736

aerosolized delivery of, 2736

aggregation, 1651

bioavailability of, 2736

pulmonary absorption of, 2736

spray-drying process, 1651

surface denaturation, 1651

Recombinant human granulocyte colony

stimulating factor (rh-GCSF), 2701

Recombinant vector vaccines, 3910

adenovirus-based vectors, 3910

bacterial vectors, 3910

foreign viral antigens, 3910

poxvirus-based vectors, 3910

viral vectors, 3910

Records and reports, 1946

Records management model, 2552

Rectal absorption, 22, 2634

constituents of, 22

diethylmaleate enhances, 1307

of drugs, 22

high molecular weight compounds, 22

improvement of, 1299

non-surfactant adjuvants, 22

pH of, 22

surface area, 22

Rectal absorption potential, 1303

analysis of, 1302

Rectal administration, 2646

drug classes useful for, 1305

Rectal administration of insulin, advantage

of, 1303

Rectal arteries

blood from, 1303

middle, 2634

Rectal cavity, vasculature 1300

Rectal compartment

fluid content of, 1307

Rectal controlled-release formulations,

marketing of, 1300

Rectal delivery forms, 1228

Rectal dosage forms, 1308

distribution of, 1305

enemas with, 1298

Rectal dosage forms expensive, 1305

Rectal drug absorption

control of, 1305

difficulties in, 1305

modification of, 1305

Rectal drug administration, 1298, 1307, 1308

advantages of, 1302
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[Rectal drug administration]

utilization of, 1298

Rectal drug delivery

future of, 1308

improvement of, 1308

Rectal fluid

capacity of, 1305

volume of, 1307

Rectal formulation

available, 1298–1300

development of, 1308

size of, 1299

Rectal membrane, mucous coating of,

1308

Rectal mucosa

damage of, 1308

drugs through, 1305

luminal pressure of, 1308

penetration through, 1306

permeation enhancers, 16

Rectal retention

improvement of, 1306

Rectal submucosa

blood vessels, 22

lymph vessels, 22

Rectal temperature, excipients at, 1305

Rectal tissues, Physiology and biochemistry

of, 1300

Rectal veins, superior, 2717

Rectosigmoid colon, 1228

Rectosigmoid colon regions, 2871

Rectum

limited fluid in, 1305

mucosal barrier of, 1301

mucous membrane of, 2717

Rectum bypass, 1300

Rectum delivery, 2727

Recurrent neural network, 2401

Red blood cell

constituents of, 3768

crenation of, 3774

erythrocytes, 3768

hemolysis of, 3768

in hypertonic salt solutions, 3774

in hypotonic salt solutions, 3774

membrane of, 3774

size and shape of, 3774

Red blood cell membrane. See Mucous

membrane.

polar solutes, 3774

semipolar solutes, 3774

Red cell plasma membrane, 354

Redeon system, 1320

Reducing agents

antioxidants, 1625

Reduction

biotransformation

in azo dye prontosil, 315

in anaerobic conditions, 315

in carbon, 315

in carbon–carbon double bonds, 315

in halogenated hydrocarbons, 315

in nitrogen, 315

in sulfur, 315

[Reduction]

of gut flora

in carbon–carbon double bonds, 315

Reference electrode

application of, 1505

use of, 1505

Reference electrode solution, 1505

Reference listed drug (RLD), 3190

non-sterile semisolid formulations, 3190

sterile semisolid formulations, 3190

Reference member state (RMS), 1599

Reference standard endotoxin (RSE), 3058

Reflectance spectrometry, 3414

Reflectance spectroscopy

and transmittance spectroscopy, 3412

reflecting radiation, of solids, 3414

types of, 3414

Reflection-absorption spectroscopy, 3414

Reflection gratings, 3396

Reflection optics, 3376

Refractive index detectors, 533

Refractive indices, 446

Regional blood flow variation, Efect of, 3822

Regional variations, in percutaneous

absorption, 3969

Regranex�, 296

Regression function, 103

Regulatory criticism, incurring, 334

Regulatory information, transfer of, 2560

Regulatory requirements, for analytical

validation, 93

Regulatory toxicology, cellular and molecular

tools in, 2198

Relative humidity, 1441, 2940

control of, 2979

Relative swept volume (RSV), 3194

definition, 3194

versus bowl capacity, 3195

wet mass, 3194

Relaxin, 1355

Reliable chromatographic performance,

2850

Rembrandt mouth-refreshing rinse, 900

Rembrandt toothpaste�, 899

Remote file systems, 2556

Renal blood flow, 575, 2636

Renal cell carcinomas, 1328

Renal clearance, 575, 3032

influence of, 2809

threshold of, 1327

Renal disease, 3036

influence of, 1020

Renal drug elimination, 2636

Renal dysfunction

plasma protein in, 3037

Renal elimination, degree of, 589

Renal excretion

clinical implications of, 1399

delayed

of drugs, 1020

for enhanced toxicity, 49

pharmacological activity, 1399

rate of, 1245

Renal failure patients, chronic, 363

Renal filtration threshold of, 1330

clearance, 3032

Renal function, change in, 1907–1908

Renal maturation, 2636

Renal nephrosis, 688

Renal plasma flow, 1020

Renal secretion clearance, 3032

Renal transplantation, 1137

Reovirus type 3 (Reo), 3999

Repeat action tablets, 992

Reperfusion therapy, thrombolytic, 1163

Reperfusion tissue injury, 148

Repetabs�, 992

Replenate�, 4008

Replens�, 1349, 1352

Replication-defective adenovirus vectors,

3910

Reporter gene assays, 3123

apoaequorin

expression of, 3123

beta-galactosidase luciferase, 3123

cell-based functional gene transcription,

3123

thyrotropin-releasing hormone (TRH),

3123

Reprocessing, definition of, 595

Reproductive and carcinogenicity studies,

1950

Reproductive system, affect of, 1953

Reproductive toxicity, 2991

Reproductive toxicology, 120

Reptilian species, 3953

Requalification, definition of, 334

Research and development (R&D)

inputs and outputs, 1452

intensive industries, 1450, 1452

organization characteristics

cash flows of firm, 1451

new drug enhancement, 1451–1452

new drug interrelationship, 1451

profit expectations, 1451

primary aspect of, 1452

stages of, 1452

system process, 1452

Research and devolopment(R&D) grade

instrumentation, 3689

force measurement

compression, 3689

ejection, 3689

precompression, 3689

take-off, 3690

variables affecting, 3689

waveforms, 3692

instrumented punch, 3691

single punch eccentric presses, 3691

benefits, 3691

tablet press instrumentation, 3689

R&D packaging, 1968

R-Disopyramide, 2153

r-DNA biotechnology, 262

r-DNA technology, 260–262

cloning and expression, 261

gene isolation, 260

manufacturing scale-up, 261
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[r-DNA technology]

phases of, 261

protein isolation, 260

quality control tests in, 262

Research and development (R&D)

pharmaceutical industry

drug pricing behavior in, 1451

economic events in, 1452

economics of

allocative efficiency in, 1450

basic assumptions in, 1452–1453

dynamic pure competition of, 1450

theory, 1450

empirical evidence of competition in,

1450–1451

six stages of, 1452

Research and development (R&D) purposes,

quantity of, 948

Research and development procedures

acceptance of, 3992

Research institute for fragrance materials

(RIFM), 801

Reservoir-type microcapsules, 2324

Residence time distribution (RTD)

continuous processing equipment, 3202

equivalency in, 3202

material characteristics, 3201

scale-up of hot-melt extrusion, 3201

screw element design, 3201

screw speed, 3201

Residual gas analysis (RGA) mode, 1974

Residual solvents

aspects of, 3801

class 1, 3797–3798

class 2, 3798

class 3, 3798

definition, 3797

guidelines for, 2834

guidelines on, 2830, 2834

level of, 2927

Residual standard deviation, 103

Residue, definition of, 2717

Residue limits

acceptable daily intake (ADI), 1588

cleaning equipment process, 1588

limit in next product, 1588

limit in the analytical sample, 1588

limit per equipment surface area, 1588

non-dose limits, 1588

Resin beads, passage of water through,

4040

Resin regeneration, requirement of, 4041

Resins

alcohol-soluble principles, 966

solid preparations, 966

Resins types

negatively charaged ions

exchange of, 4041

positively charged ions

exchange of, 4041

Resistant bacteria

food borne transmission of, 3982

prevalence of, 3982

Resistant micro-organism, ability of, 3981

Resorcinol, 2142–2143

structure of, 2937

Resorption, in drugdelivery, 177

Respimat�, 3856

RespimatTM

components

drug cartridge, 2109

non-return valve, 2109

spring, 2109

Uniblock, 2109

deposition, 2110

fenoterol in, 2109

gamma scintigraphic techniques in, 2109

performance, 2109

performance comparison, 2116

Respirable powders, 2080

Respiratory depression, 48

Respiratory distress syndrome (RDS), 2093,

3594

Respiratory epithelium, 1175, 2679–2680

basal cells, 1175

ciliated columnar cells, 1175

composition of, 1175

goblet cells, 1175

modified form of, 2681

mucus layer, 1175

non-ciliated columnar cells, 1175

Respiratory syncytial virus (RSV) vaccine,

3908

Respiratory tract

anatomy and physiology of, 2733

biological particulates, 1280

clearance mechanisms, 2733

inhalation of aerosols, 2735

lung defense mechanisms, 1280

non-biological particulates, 1280

removal of molecules, 2732

removal of particulates, 2732

structural and functional heterogeneity,

2735

Response surface methodology

desirability, 2464

graphical methods, 2463–2464

limitations, 2464

optimization using, 2463

Responsible nutrition (CRN)

council for, 2854

Restrictive drug clearance, 3031

Reststrahlen band, 3380

Resveratrol, effects, 2439

Resveratrol-mediated cardioprotection,

2439

Retention program, aspects of, 2558

Reticulo-endothelial system (RES), 156, 357,

1128, 1145

Retinoids, effects of, 146–147

Retrogradation, 1879

Retrograde intragastric movement,

2870

Retromandibular veins, 2665

Retrospective harmonization, pharmaceutical

excipients, 1959

Retrospective pharmaceuticals process

validation, 3928

Retrosynthetic combinatorial analysis

procedure (RECAP) algorithm,

4017

Retrosynthetic reactions in RECAP

definition of, 4017

Retroviral gene delivery system, 644

Return beam vidicon, 3399

Revalidation pharmaceuticals process

validation

changes in

equipment, 3929

formulation, 3929

process, 3929

conditions, 3929

pharmaceuticals, 3928, 3929

Reversed phase chromatography (RPC), 303

Reverse multidrug resistance(MDR), 1256

Reverse optic spectrophotometers, 3466

Reverse osmosis (RO)

crossflow configuration design, 4042

definition of, 4041

double-pass RO systems

use of, 4042

high differential pressures, 4042

horizontal pressure vessels, 4042

pore size, 4042

Reverse osmosis (RO) membranes

fouling=scaling of, 1749

phase-inversion process, 1750

pore size, 1749

spiral wound modules, 1750

tubular devices, 1750

in water treatment, 1749

Reverse phase chromatography, 529–530

alumina columns in, 530

columns in

amino, cyano and phenyl, 529

octadecyl (C18), 529

octyl (C8), 529

columns in, endcapped, 530

gradient elution in, 530

non-polar stationary phases in, 529

silica based columns in, 530

stationary phases in

octyl and octadecyl, 530

polydivinylbenzene and polystyrene

polymer based, 530

Reverse-phase high performance liquid

chromatography (RP–HPLC), 3382

Reverse transcriptase (RT) enzyme, 930

Reverse transcriptase PCR (RT-PCR), 933

Reversible pharmacological response, 1015

Reversible process

creaming, 1555

flocculation, 1555

Revision, principle of, 2836

Revision process, 2836, 2837

Revolution per minute (rpm), 3194

Reynolds number, 1436

analysis of, 3867

form of, 3867

Nusselt number, 3872

Prandtl number, 3872

for sphere, 3867
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Rezulin�, 53

Rheological behavior

influence of, 1308

of vehicle, 1306

Rheological equipment, 1715

Rheological measuring techniques,

3138–3142

Rheological properties

of body fluids, 3128

of grease, in bearings, 3131

of pharmaceutical products, 3128

types of, 3130

Rheology, surface, 3144

Rheometer measurement, rubber, 1474

Rheometers

classification

steady rotating instruments, 3139

tube and slit rheometers, 3138

RheoSANS, definition of, 1054

Rhesus monkeys

biotransformation of drugs, 3963

Rheumatic disease, 1287

Rheumatoid arthritis, 588, 1141, 2431

autoimmune reaction in, 267

treatment of, 703, 1397, 2036

leflunomide (Arava), 1397

Rhodium (II) butyrate, 2409

Ribbon gauze, for cavity wound packing,

1029

Ribbon mixer, mixing machines, 3898

Ribosomal protein synthesis, 1139

Ribosomal RNA (rRNA)

extrachromosomal, 932

in microbe identification, 931

of molecular weight 16S, 931

Ribozymes, 264

Richardson plot, definition of, 2584

Ricin-based immunotoxins, variety of,

1139

Ricin A-chain and gel-formers, 162

Rigid gas-permeable lenses (RGP), 2202

chemical nature of polymers, 2203

conditioning solutions, 2203

hydrophobic polymers, 2203

Rigid media, filter media, 3887

Ring shear cell, 3288

advantages of, 3289

for wall friction, of bulk solids, 3289

Ringing gels, 1126

Rinse sampling, leaned equipment surface,

1589

Rinsing

cleaning equipment process steps, 1582

purpose of, 1582

Rising-falling film evaporator, 3881

Risk management

concepts of, 3025

plan, 3025

Ritonavir, 3348, 3349

crystallization of, 779

HIV protease inhibitor, 780

RNA-dependent RNA polymerase (RdRP),

3147

RNA enzymes, 263

RNA-induced silencing complex (RISC),

3148

components of, 3148

cytoplasmic, 3149

homologous gene targets, 3149

RNA interference (RNAi)

applications

diversity of, 3153

gene function analysis, 3152

in vivo applications, 3155

biology, 3147

cellular stress properties, 3151

chemical modifications in, 3151

coupling of, 3153

drug target validation, 3154

eukaryotic gene suppression, 3147

Hit rate of, 3151

knockdown activity, 3151

mechanisms, 3148

molecular biological principles of, 3147

phenomenon, 3147

phenotypes of, 3147

reverse transfection, 3153

synthetic effector molecules, 3147, 3149

therapeutic effect, 3154

therapeutic modality, 3147

vector-driven, 3152

RNA molecule, antisense, 263

Robaxin, 3360

dose of, 3360

Rochelle Salt�, 991

Rodent chronic bioassay, 433

Rodent septacemia model, 362

Roller compacting systems, disadvantage of,

3167, 3170

Roller compaction

advantages of, 3203

compacted ribbon characteristics, 3202

compaction force, 3203

compactor hopper, 3203

dry granulation process, 3202

in pharmaceutical industry, 3202

porosity versus apparent density, 3204

powder feed variability, 3203

roll-force factor, 3204

compressibility factor, 3204

ribbon thickness, 3204

roll diameter, 3204

roll gap, 3168

roll speed, 3168

roller speed and permeability on air

pressure, 3170

scale-up factors for, 3203

scale-up process, 3202

screw feed system, 3203

horizontal straight feeder screw, 3203

slight inclined screw feeder, 3203

tapered vertical screw feeder, 3203

vertical straight screw feeder, 3203

slugging process, 3202

tablet characteristics, 3203

Roller compaction. See Dry granulation.

Roller compaction process

air entrapment effects in, 3169

[Roller compaction process]

compaction pressures, 3168

factors of, 3169

densification, 3169

flow diagram for, 746

porosity, of compacted material, 3170

vacuum deaeration, 3171

Roller compaction technology

advantages of, 3161

benefits of, 3160

for dry granulation agglomeration, 3160

for pharmaceutical industry, 3160

powder leakage, 3165

theory, 3160

Roller compactor

arch-breaking hopper design, 3168

auger feed screws’ design, 3171

cantilever roll systems, 3164

with cantilevered rolls, 3173

clean-in-place (CIP) systems, 3164

compaction capacity, 3163

computer controlled

concavo-convex roller pair, 3165

configurations, 3164–3166

deaeration feed system, 3171

delivery feed system, 3168

design features of, 3164

effectiveness and efficiency, 3172

equipment features, 3173

feed pressure and roll speed, 3167

feed screw design, 3167, 3169

and vacuum deaeration, 3171

feed screw designs, 3164

force feeder designs, 3164

hopper, 3164

with horizontal feed screws, 3173

with conical storage hopper, 3170

and mill parts, 3174

operating conditions, 3171–3172

parameters, 3171

powder feed input side of, 3168

powder flow, 3165

programmable logic controllers (PLCs),

3164

roll-pair system, speed of, 3166

roll pairs, smooth and axial-grooved,

3167

roll surface designs, 3167

sizing compacts, 3173

sizing granulators, 3174

vacuum deaeration systems, 3172

vertical feed screw system

with vacuum deaeration, 3172

with vacuum deaeration, 3173

compression stage

tablets, 3661

Roller elutriator, 2590

Rolling circle amplification (RCA), 1900

Rolling regime, 2354–2355

Room temperature-vulcanizing (RTV)

silicone caulk, 2174

ROS, chemiluminescence measurement of,

151

ROS and cardiotoxic effects, 149
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ROS and structural and functional

alterations, 140

Ross reference electrode, 1505

Rotahaler�, 997

Rotamers, 2147

Rotary-cylinder extruder, 1724

Rotary die process, use of, 428

Rotary tablet press, 3654, 3670

control and automation, 3624

force control system, 3624–3626

automatic mode, 3626

force versus weight, 3625

manual mode, 3626

layout, 3617

load cells, for force measurement, 3624

material feeding system of, 3618

precompression and main compression

forces

measurement of, 3623

punches, 3667

transducer output from, 3667

aspects, 3667

weight control system, 3626–3627

Rotary tablet press design, 3614

cam material of construction, 3617

cam section, lower, 3616

ejection rail, 3622

fill cam, 3620

force overload system, 3622

precompression and main compression

rails, 3621

punch brakes, lower, 3621

scrape-off rail, 3622

weight regulation cam, 3621

cam section, upper, 3616

compression rollers insertion depth

adjustments, 3617

punch lowering cam, 3617

punch pull-up cam, 3617

punch removal=dwell cams, 3616

compression compensator system in, 3619

compression efficiency, 3619

compression rollers, 3619

thickness, 3622

compression section, 3616

dust extraction, 3620

excess-material stripper, 3619

force feeders, 3618

gravity feed frame, 3618

material hopper, 3618

material recirculation, 3620

precompression and main compression

rollers, 3619

tablet stripper, 3619

double-sided, 3616

electrical section, 3616, 3622

force feeders, 3618

multichamber, 3618

multipaddle, 3618

rectangular paddle design, 3618

speed, 3618

force versus weight relationship, 3622

lubrication system, 3622

punch, 3623

[Rotary tablet press design]

machine running conditions, 3615

mechanical section, lower, 3616, 3622

cooling of, 3622

lubrication pump, 3623

for pharmaceutical tablets, 3614

polymer composite cams, 3617

single-sided, 3616

tablet compression, 3615

tablet formation process, 3616

variable granulation density, 3615

weight-regulation cam, 3615

Rotary tablet presses, 3783

general terminology of tooling for, 3783

instrumentation, 3623, 3666

Rotating-shell mixers, 2976

Rotating beads method, 1235

Rotating double-cone vacuum dryer, 1446

Rotating drum avalanche test device, solid

flow by, study of, 3291

Rotating frame Overhauser effect (rOe),

3444

Rotating paddle method, capsule dissolution,

413

Rotating prism method, microelectrophoretic

measurement

zeta potential, 4118

Rotating viscometers, laminar flow, 3138

Rotometers, 467

Rotor stator milling

equipment for, 2342

multimodal distribution, 2343

parameters for, 2342

shear frequency, 2342

shear rate, 2342

tip speed, 2342

particle size, 2343

slurry density, 2343

steady-state particle size, 2342

Rotor–stator mechanism, 995

Rotor-stator homogenization, 1999

Rotor-stator mixers, 1999

Rotor stator technology, 2342

for emulsification, 2342

for homogenization, 2342

Roughness parameters, 1799

Route scouting, example of, 2994

RTV silicone, 2189

Rubber

comparison of USP, EP, JP, and ISO test

protocols for, 1476

components

commercial, 1480

requirements for, 1475

seal integrity tests, 1480

sterilization of, 1472

tests and standards, 1474–1479

typical, 1467

compounding materials and function, 1467

selection, 1468

finished component tests, 1474

identity and quality control tests, 1474

formulations, 1276

gum, 1468

[Rubber]

in-process tests, 1474

compression set, 1474

durometer hardness of, 1474

rheometer measurements of, 1474

water vapor and oxygen transmission

(WVT and O2T), 1474

in small-volume parenterals, 1277

isoprene, 1466

latex, 1479

leaching of constituents, 1277

manufacturing process, 1470–1472

compression molding cycle, 1471

nitrile, 1466

packaging component manufacturers, 1473

polymers, 1276

in sterile products, 1276

precipitation, 1277

product stability, 1276

protein aggregation, 1277

siliconization of, 1277

sulfur-cured, 1467

syringe plungers

typical, 1467

thermal conductivity of, 1472

types of, 1470–1472

viscosity of, 1474

Rubber tree (Hevea Brasiliensis), 1479

Rubbers, bromobutyl, 1475

Rubificients, 966

Rule of thumb, importance of, 4047

Ruminal boluses, 3948

anthelmintic drugs in, 3948

constitute of, 3951

controlled-release, 3950

fenbendazole in, 3948

ivermectin in, 3948

modified-release, 3951

morantel in, 3948

morantel tartrate, 3951

oxfendazole in, 3948

Ruminal micro-organisms, 3947, 3961

Ruminant calves. intramuscular injection in,

3956

Ruminant species, biotransformation, 3943,

3947

Ruminant species and monogastric species,

3946

Runge–Kutta–Fehlberg, 2762

Runge–Kutta fourth-order method, 2762

Runge–Kutta methods, 2760

Rupturable dosage

mechanism of, 1291

Rutaceae, 1764

Ruthenium-tagged molecules, 1576

Ruthenium complex, 1972

Ruthenium dye, 1974

Rx drugs versus OTC drugs

side effects of, 803

Rynatan�, 992

Salbutamol, 2112

anti-asthmatic agents, 1613

Index I137

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



[Salbutamol]

aerosol

geometrical standard deviation (GSD) of,

2100

mass median diameter (MMD) of, 2100

Salbutamol sulfate, 547

Salbutamol sulphate, 1430

Salbutanol sulfate, osmotic pump tablets,

2408

Salicylanilide flukicides, veterinary drugs,

3941

Salicylate hydroxylase, 1524

Salicylates, 1316, 1398

excretion of, 1399

ionization of weak acids, 1399

Salicylic acid

humidity effect on, 2382

particle size, 3276

penetration rate, 3822

precipitation, 3181

Salicylic acid–cholic acid system, by melt-

granulation technique, 764

Saliva

drug concentrations in, 1072, 170

pH of, 1074

secretion of, 1072

Salivary flow rate, 2666

Salivary glands, blood supply to, 1072

Salivary secretion

rate of, 2868

stimulation of, 2667

Salmeterol xinafoate, 1429

Salmonella and Vibrio colonize, 3910

Salmonella and Campylobacter, 3982

Salmonella typhimurium, 1413, 2195,

3911,1190

Salofalk�, 1254

Salol–thymol system, 762–763

degree of freedom, 763

dissolution behavior of, 763

eutectic composition, 762

Gibbs phase rule for, 762

phase diagrams of, 762

Salt(s)

of acidic drugs, 3177

of aminosalicylic acid, 3181

arginine, 3185

artificial, 967

of basic drugs, 3177

biopharmaceutical aspects of, 3181

of chlorhexidine, 3180

crystal lattice energies of, 3183

diclofenac (d), 3177

erythromycin, 3184

flurbiprofen, 3180

granular effervescent, 967

high-melting point crystalline, 3184

hydrochloride, 3178

hydroxyl groups in, hydrophilicity of, 3180

hygroscopicity of, 3185

naproxen, 3179

melting point and solubility, 3180

physicochemical aspects of, 3177

physicochemical properties of, 3185

[Salt(s)]

preparation, 3177

from acids, 3180

from strong acids or bases, 3178

saturated, 4053

structure, on solubility, 3179

smelling, 967

sodium, 3178

solutions, relative humidities, 4053

theophylline, 3180

tris(hydroxymethyl)aminomethane, 3183

water solubilities of, 3180

Salt form

selection based on, 3184

melting point, 3184

solubility, 3184

stability, 3184

wettability, 3184

Salt formation

counterions in, 3177

on dissolution, 3177, 3180

on solubility, 3177

Salt hydrates, equilibrium moisture curves

for, 3184

Salty sensations

taste, 1763

tip and sides of tongue, 1763

SalubriaTM, 2027–2028

Salvaged drug products, 1946

Salvarsan, 1123

Sampling techniques, review of, 2959

Sandimmune Neoral� Novartis, 1563

Sandimmune soft gelatin capsules, 3349

Sandimmune�, 426, 577, 1258

Sandostatin LAR�, 177, 178

plasma growth hormone concentrations

effect on, 179

for treatment

of acromegaly, 178

of diarrhea, 178

Sandostatin LAR� Depot, 2320

Sanguinaria Canadensis, 897

Sanguinarine, 897

Sanitary spray devices, clean-out-of-place

(COP) method, 1583

Sanitization=disinfection procedures,

128

Sanitization frequency, 4046

Sanofi system, 1671–672

SANS studies, structure of, 1064

Saponaria officinalis, 3595

Saponification, 1267

Saponins, 2912, 3595

structure, 3595

triterpenoid, 3595

Sarcoma induction, 432

Saturated calomel electrode (SCE),

3757

Saturated steam, applications of, 3532

Saturated steam autoclaves, 3532

dynamic vacuum, 3533

pulsed vacuum, 3533

chamber air pressurization, 3534

construction of, 3532

[Saturated steam autoclaves]

doors in

automatically operated, 3532

diagonally moving, 3533

manually operated, 3532

dovetail section gasket, 3533

drying–cooling final vacuum, 3534

heating and sterilization phases, 3533

poststerilization phases, 3534

process, 3533

process controllers in, 3534

programmable logic controllers (PLCs),

3534

with jacket, 3533

Saw palmetto (Serenoa repens), 75

Scalar coupling

dihedral angle, 3442

effects of, 3442

general rule for, 3442

Karplus equation, 3442

magnetic dipoles, 3442

in NMR spectrum, 3442

phenomenon, 3442

stereochemical data, 3442

Scale-up and post approval changes

(SUPAC), 3188, 1690, 168

bioequivalence test, 3189

chemical testing, 3190

documentation, 3189

formulation quality effect on, 3189

Food and Drug Application guidances for,

3188

solid oral dosage forms

for immediate release, 3188

modified-release, 3188

non-sterile semisolid dosage forms, 3188

percutaneous diffusion test, 3189

performance of dosage form, 3189

principle of, 3189

single-point dissolution criteria, 3191

Scale-up and post approval changes for

semisolids (SUPAC-SS), 1321

Scale-up technology

coating suspension, 3213

critical versus non-critical parameters, 3193

design of experiments (DOE), 3193

film coating, 3211

critical process parameter, 3211

exhaust temperature, 3213

glass transition temperature, 3211

parameters for, 3211

scale-up evaluation, 3211, 3213

solvent formulations, 3211

thermodynamic equilibrium, 3213

high-shear mixer, 3195

manufacturing drug product, 3193

particle size, 3195

on pilot scale equipment, 3193

powder blending, 3204

robust formulation, 3193

roller compaction process, 3202

small-scale development of, 3193

of solid dosage forms, 3193

suspension homogeneity, 3213
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[Scale-up technology]

sustained released matrix formulation,

3196

tablet compression, 3207

Scanning calorimetry, 1884

Scanning electron microscopy (SEM), 700,

3731

accessories, 3225

application of, 3226

of bulk materials, 3221

conductive coatings, 3225

degree of agglomeration, 3225

dry powder inhalations (DPIs), 3248

preparation methods, 3221

primary electron beam, 3225

Scanning monochromator based instrument,

development of, 3434

Scatchard equation, 3029

Scattered neutrons, wavelength of, 1055

Scattering

construction of, 1066

definition of, 3460

Gaussian distribution of, 1053

volume of, 1053

Schardinger dextrins, 682

Scheffe�central composite design, 2462

Schizophrenia and Alzheimer’s disease,

3048

Schleuniger apparatus

measurement tablet hardness, 3709

Schmidt number, 1439

Schott noise, 3468

Schottky defects, 3545

Schröder–Van Laar equation, 3741

Schulze ring shear tester, 3289

Scintigraphic analysis, 282825

Scintigraphic assessments, 2819

biopharmaceutic properties of drug, 2819

gamma scintigraphy, technique of, 2819

pharmacoscintigraphy tools, review of,

2819

Scintillation cocktail, 3087

Scintillation-detecting instruments

scanners, 3087

scintillation cameras, 3087

thyroid probes, 3087

well counters, 3087

Scintillation detectors, 3087

calibration of, 3089

components

efficiency of, 3088

linear amplifier, 3088

photomultiplier (PM) tubes, 3087

preamplifier, 3088

pulse height analyzers (PHA), 3088

X-Y-positioning circuits, 3088

Scintillation phosphors, 3087

applications, 3087

Scintillators, liquid, 3087

Scope�, 897

Scopolamine, 946

urinary excretion rate of, 946

Scopolamine, parasympathomimetic activity

of, 2805

Scrapies, in sheep and goat, 1642

Scratch-N-Sniff� scent strips, 2316

Screen extruders, 1722–1724

Screening

binders, 2453

center points in, 2457

design results and applications, 2455

diluents, 2454

disintegrant, 2453

factors, 2453

methods, 2454–2455

in formulation for optimization, 2453

Plackett–Burman designs for, 2454

qualitative, 2453

and testing of plasma, 3998

two-level factorial designs for, 2454

Scrutiny, scale of, 2959

Scutum, 967

SEA-CURE� (S43635), 792

Sea grape, 74

Sealing materials, 2242

biocompatible, 2242

chemical resistance of, 2242

permeation resistant, 2242

fluorinated elastomers, 2242

mammalian cells, 2242

permeation resistant, 2242

silicon elastomers, 2242

surface finishes, 2242

Sebacate esters, 1733

Sebaceous glands, 3822

Sebacic acid (SA)

in polyanhydride preparation, 184

Secondary electron microscope (SEM)

accelerating voltage of, 3218

components of, 3218

design of, 3218

electron velocity, 3218

electronic beam arrangement, 3219

principle of, 3218

scanning mode of, 3219

principle of, 3219

wavelength, 3218

Secondary ion mass spectrometry (SIMS),

1709

Secondary nucleation, 3004

Secretory mucins, 1171

Sedative–hypnotic drugs, 1040

adverse effects of, 1042

as anticonvulsants, 1041

as CNS depressants, 1041

chronic abuse effects of, 1042

CNS-effective, 1043

ethanol as, 1042

family

alcohol, 1041–1042

barbiturate-like drugs, 1041

barbiturates, 1041

benzodiazepines, 1041

in medicine, 1041

synergistic effects of, 1043

Segregation

of powder by conveyor, 2964

tablets manufacturing process, 3656

[Segregation]

types of, 2975

vibration on belt, 2964

SEIDLITZ powders, 2971

Selamectin, topical solution of, 3971

Selective serotonin reuptake inhibitor (SSRI),

75

Self-emulsifying drug delivery systems

(SEDDS), 3347, 3348

Self-flocculation, induce of, 830

Self-regulating, drug delivery systems, 1100

competitive binding mechanism, 1100

components of, 1101

encapsulated semipermeable membrane,

1100

feedback-regulated, 1100, 1101

sugar molecules, 1100

Semi-synthetic glycerides, 983

Semiconductor lasers

emission from, 3396

excitation, 3396

Semiconductor radiation detectors, 3091

Semiconductor silicon diodes, 3464

Semicupia, 967

Semimechanistic model, development of,

2808

Semipermeable vessel, osmotic active layer in,

1294

Semipolar ethyl esters, 1060

Semipolar solute, 807

Semisolid

characteristics of, 3257

creams, 996

dosage forms, 996, 3257

drug release from, 1320

drug release with, 1299

emulsified formulations, 3590

emulsion systems, 3257

formulation, 1320

manufacture of, 3265

ointments, 996

oral gels, 3950

oral pastes, 3950

pastes, 996

pharmaceutical area of, 1317

physical state, 1320

powder filling in, 416

preparation, 3257

preparations, rheology of, 3142

products packaging, 3270–3271

quality control of, 3271–3272

parameters in, 3271

topical, preservation of, 3269

vesicular systems, 1318–1319

Semisynthetic polymers, 1885–1886

Semliki forest virus (SFV), 4000

Sensing electrode response, 1512

Sensitive diagnostic tests, 1132

Sensodyne�, 902

Sensors, fiber optic, 3401

SEPA�, 1313

Separation technique

precipitation, 2049

solid-phase extraction, 2049
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Septic shock, 3055

noncardiogenic pulmonary edema, 3055

pyrogenic reactions, 3055

Salmonella minnesota endotoxin, 3055

Septic-shock syndrome, 3055

Septicemia therapy, 362

Septum port leakage, 1969

Serenoa repens, 75

gene expression (SAGE) Serial analysis of,

1901

Sericum oleatum. See Silk, oiled.

Serious adverse events (SAEs), 2497

Serratia marcescens, 2310

Serum albumin

concentrations, 1022

effect of, 3034

Serum calcium, lowering of, 2748

Serum concentration, determination of, 2636

Serum cyclosporine, 76

Serum drug concentrations, 2636

Serum glucose concentration, 171

Serum hyperosmolality, 2639

Serum leuprolide concentration, 2749

Serum phenobarbital concentration, 2637

Serum sickness type responses, 1422

Severe compromised immune deficiency

(SCID), 273

Shear-induced migration, 2357

Shear cells

bi- and triaxial, 3289

Jenike, 3287

pharmaceutical powders by,

characterization of, 3286

plate-type, 3288

ring or annular, 3288

Shear mixing, 2357

mechanism, mixing pharmaceutical

materials, 3898

Shear strain rate, 3129

Shear strength, measurement of, 2668

Shear thickening materials, 3132

flow curve of, 3132

viscosity of, 3132

Shear thinning materials, 3130

cross model of, 3131

flow curve of, 3131

Herschel–Bulkley model of, 3132

mathematical description of, 3132

rheogram for, 3131

shear strain rate for, 3131

Shear thinning suspensions, 3143

SHEARFORM�

tablets manufactured with, 1111

Sheep red blood cells, 1421

Shell compatibility testing, 422

Shellac, 992

Sherwood number, 1439

Shewhart chart

calculations, 3501

example, 3500

for hypothetical powder fill process, 3500

unit and constitute

range chart (R-Chart), 3500

X-Bar chart, 3500

Shigella dysenteriae, 3910

Shikimate-derived compounds, 233

Shikimate pathway, 233–239

siRNAs molecules (short-interfering),

3147

adherent cell types, 3150

cell and tissue delivery, 3155

chemical modifications, 3150

Dicer-generated, 3150

electroporation, 3150

encapsulation, 3155

fluorescently labeled, 3149

hydrodynamic delivery, 3154

lipid-mediated transfection, 3149

luciferase-directed, 3154

optimal transfection conditions, 3150

plasma stability, 3154

primary function of, 3148

silencing effect of, 3150

synthetic administration of, 3154

tissue-targeting strategies of, 3155

toxicity, 3150

transfection efficiency, 3149

viral expression systems, 3151

shRNAs (short hairpin), 3151

design of, 3152

embryonic stem cells, 3155

lentiviruses, 3155

Siberian ginseng (Eleutherococcus senticosus),

73

Sickle cell anemia, 365

Sieve fractionation, 2584

Sigmoidal Emax model, 2803

Sigmoidal release system (SRS), 1290

Signal transduction model, 2804-2805

Silanization, 472

Silica, 2508, 2509

colloidal, 1613

fumed, 988–989. See also Glidants.

Silicon carbide abrasive paper, 3381

Silicon dioxide (SiO2), 2508

Silicon hydrogel lenses, 2202

Silicon intensified target (SIT) vidicons, 3399

Silicone(s), 1466

chemical composition of, 2933

controlled drug delivery rod, 1224

elastomers, 1035

elastomers and rubbers, 1224

hydrogel lenses, 2028

liquid, 1224

material, 1034

nanoparticles of, 1224

oil, 1468

polymer disks of, 1224

ratio of, 2928

saturated elastomers, 1467

soft, 1034

in wound dressing, 1034

Silly Putty�, viscoelastic material, 3134

Silver

as anode in, 2123

in consumable electrodes, 2123

chloride cathode, 2124

dressings, in wounds, 1033

[Silver]

grains

with cardiocytes, 1164

genetic constructs for, 1164

internalization of, 1164

nitrate, precipitation titration reagent for,

3761

Silver–silver chloride electrode, 1503, 1505

Silybum marianum, 75, 143, 237

Simulated gastric fluid (SGF), 413

Simulation algorithms, 869

Simulation model components, 2807

covariate distribution model, 2807

input–output model, 2807

trial execution model, 2807

Sinapismus. See Plasters, blister.

Sindon oleata. See Silk, oiled.

Single-crystal X-ray diffraction, 2940

Single-detector system, with beam-splitter,

3466

Single-fluid pressurized (hydraulic) nozzles,

766

Single-gene pharmacogenetics, 1897

Single-punch tablet presses, 3782

tooling for, 3783

Single-screw extruder, component parts of,

1719

Single-stranded DNA (ssDNA), 931

microbial coupling by triazine method, 935

Single beam densitometer, for linear

reflection, 542

Single nucleoide polymorphism (SNP), 264,

1897, 1900, 2198

DNA sequence variants, 1900

genetic profiles, 1900

large-scale analysis of, 1900

Single particle optical sizers (SPOS)

disadvantages, 2283

for MDI aerosol evaluation, 2283

Single photon emission computed

tomography (SPECT), 1155, 3089,

3094

Single crystal X-ray crystallography, 2937

Social Insurance System (SIS), 1980

health services in Japan, 1980

Six-Sigma, concept of, 3079

Size-characterization studies, 2590

Size exclusion chromatography (SEC), 303,

532

for separation, of biomolecules, 532

polydisperse phase in, 532

Skeletal muscle relaxant chlorzoxazone, 3013

Skin

adverse, 1315

barrier function, 1311, 2741

cavitation in follicles of, 3837

chemical, 1313

compounds of, 1312

database of, 2742

drug penetration, thermodynamics of, 3823

drugs and excipients for, 2127

formulation, 2409

formulation pH effect on, 2127

formulation pH on, 2127
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[Skin]

fungal organisms causes, 3973

immune function, decline of, 3823

insulin permeability to, 3828, 3836

iontophoretic device on, 2119–2120

irritation, 2703, 2927

limitations, 1312

lipophilic solvents, 1313

low-frequency ultrasound effects on, 3840

maceration and folliculitis, 2927

masure of, 3814

mathematical predication of, 1312

measurement, 2197

miscellaneous strategies for, 1317

morphological change, 1803

non-ionic surfactant vesicles on, 1318

n-pentyl-N-acetylprolinate, 1314

non-steroidal anti-inflammatory agents,

1312

occlusion, 3823

physical methods of, 1311

electroporation, 1311

iontophoresis, 1311

sonophoresis, 1311

physical occlusion of, 3823

polar solvents, 1313

possibility of, 2928

reaction, 1315

reduction of, 1316–1317

polymeric material used for, 1315

retarder compounds for, 1317

retention of compounds on, 1315

strategies for, 1315

resistance, 2128

retardation, 1315

retention, 1314

route of use of the candidate excipient, 1659

sensitization reactions, 1315

sensitization studies, 1950, 2774

skin stripping cause by, 2927

sodium lauryl sulfate (SLS) irritation, 3823

by sonophoresis, 3832

surface characteristics, differences in, 3821

surface topology, 3821

transdermal delivery profiles, 3823

transdermal dose forms, 3821

transdermal transport across

g-interferon, 3834

erythropoeitin, 3834

estradiol, 3830

hydrocortisone, 3828

indomethacin, 3832

insulin, 834

lidocaine and insulin, 3830

salicylic acid, 3830

transducer from, 3832

trans-epidermal water loss (TEWL) across,

3839

tumorigenesis model, Tg.AC mouse, 1661

ultrasound transmission to, 3828

Vecchia equation for, 1313

wound repair, gel-formers in, 162

Skin-stripping bioequivalence, 1321

causes of, 1321–1322

[Skin-stripping bioequivalence]

elimination, 1321

uptake, 1321

Skin’s passive permeability, 2752

Sleep-causing agent

diphenhydramine hydrochloride, 2423

doxylamine succinate, 2423

Slip point, 4067

Slippery mucilage, formation of, 2668

Slit-to-agar (STA) impactors, 2308

Slit viscometers, 3141

Slits

flow, 3141

types, 3397

Slugging compression, 3160

Slugging machine’s design characteristics,

3159

Slugging process

characteristics, 3159

disadvantages of, 3159

in pharmaceutical industry, 3159

raw material feed properties, 3159

Slurry milling. See Wet milling.

Small-amplitude sinusoidal alternating

potential, application of, 1497

Small angle neutron scattering (SANS),

1049

geometry of, 1052–1053

fraction scattered intensity of, 1053

Small-angle X-ray diffraction technique

(SAXD), 1121

Small angle X-ray scattering (SAXS), 1058,

1878

Small intestine transit time (SITT), 214, 1246

Small unilamellar liposomes, 4127

Small unilamellar vesicles (SUV), 1117, 1128,

2393

formation, 1998

Small-volume injectable emulsions

formulation constituents of, 1270

oil-based vehicles, 1270

surface-active agent, 1270

water-based vehicles, 1270

Small-volume injectable liquids, 1267

aqueous solutions, 1267

cosolvents, 1268

non-aqueous solutions, 1267

Small-volume injectable solids, 1268

freeze-drying, 1268

drug stability, 1269

formulations, 1269

operations of, 1269

lyophilization, 1268

powder-filled, 1269

advantages of, 1269

membrane filter, 1269

operations of, 1269

pH level, 1269

sterile crystallization, 1269

primary methods, 1268

sterile dry solids, 1268

Small-volume injectable suspensions, 1269

active drug ingredient, 1269

constituents of, 1270

[Small-volume injectable suspensions]

dosage forms, 1270

caking, 1270

injectability, 1270

resuspendability, 1270

syringeability, 1270

formulation ingredients, 1270

multiple-dose products, 1270

Small-volume parenterals (SVP), 1003, 2178,

3929

products, 1268

suspensions, 1270

Small interfering RNAs, 3148

Small pox virus, infections

eradication program, 3909

vaccine, 3908

SmartDose�, 1010

SmartMistTM, 2111

Smectic B liquid crystal, 1127

Smectics, 1115–1116

Smectite clays, 1888–1889

Smoke-tracer visualization, 2304

Smoking

activity of oxidative enzymes, 1398

and alcohol effects of, 2870

consequences of, 1398

enzyme-inducing action, 1398

opium, 1040

polycyclic hydrocarbons in, 1398

tricyclic antidepressant, 1398

Spectral match value (SMV), 3634

conformity index (CI), 3634

conformity testing, 3634

for near-infrared method, 3634

ampicillin trihydrate identification of, 3634

Snap-N-Burst� fragrance, 2316

Snuffs. See lnsufflations.

Soda lime-silica glasses, 2514

compositions of, 2514

Soda lime pharmaceutical glasses

compositions and thermal expansions of,

2515

Sodalime glasses, chemical durability of, 2519

Sodium acid pyrophosphate (SAPP), 2870

Sodium alginate, 994–995

gels, 1883

solution, 2317

Sodium bicarbonate, coating of, 1291

Sodium bis-2-ethylhexyl sulphosuccinate,

1062

Sodium butyl benzene sulfonate (Na-NBBS),

1059

Sodium caprylate, 4002

Sodium carboxy-methylcellulose spray-dried

microspheres, 2332

Sodium carboxymethyl cellulose, 1233, 1717,

1734

drug release, 2407

microstructure of, 1885

rigidity of, 1885

Sodium cefoxitin, 1307

Sodium chloride

tonicity adjusters, 1627

Sodium channels, 26
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Sodium cromogycate, 2980

Sodium cyanoborohydride, 1135

Sodium desoxycholate, emulsifying agents,

1624

Sodium dextran sulfate, 1066

Sodium diclofenac, delivery

by chitosan phthalate, 1236

by chitosan succinate, 1236

Sodium dodecyl glycocholate, 2674

Sodium dodecyl sulfate, 303, 1056, 2743

aggregation of, 827

Sodium fluoresein suspension formulation,

2103

Sodium fluoride, 894

Sodium glutamate, flavoring agent, 1616

Sodium glycocholate, 2726

Sodium hyaluronate, 2409

Sodium hyaluronate jelly, 1884

Sodium hydrochlorite, diluted solution of,

2852

Sodium hydrogen ion exchangers, 27

Sodium lauryl sulfate, 1308

stratum corneum permeability of, 3968

wetting agent, 3661

Sodium lauryl sulfate (SLS), 40, 994, 1803,

2127

Sodium mono- fluorophosphates, 894

Sodium nafcillin hemihydrate, annealing,

4113

Sodium phosphate buffer, 1810

pH changes of, 836

Sodium salt, 3178

crystal structure of, 3184

Sodium starch glycolate, 1248, 2013, 2454,

3480–3481

capsule formulations, 415

carboxymethyl substitution in, 3561

characteristic of, 3553

cross linking in, 3561

flow properties, 3481

in hydrochlorothiazide dissolution,

3565

preparation, 3481

scanning electron photomicrographs of,

3554

surface morphology of, 3553

Sodium stearyl fumarate, tablet strength

reduction, 3661

Sodium sulfosuccinate, 1061

Sodium tartrate, 3435

Sodium tauro-24, 25-dihydrofusidate

(STDHF), 16

Sodium taurocholate (STC)

effect on carbamazepine dihydrate, 847

interaction of, 847

Sodium taurodihydrofusidate, 2674

Sodium tetraphenylborate, 1512, 1514

Soflens lenses, 1221

Soft capsules. See Capsules, soft.

Soft contact lenses

characteristics, 2027

hydrogels in, 2027

materials, 2028

monomers in, 2028

Softgel

advantages in, 419

chemical stability in, 422

description of, 420

disadvantages of, 419

encapsulation machine, 428

formulations, development of, 426, 428

manufacture

art of, 422

feature of, 423

pharmaceutical technology of, 429

shell formulations, manufacturing of, 420

techniques in, 419

Soft gelatin capsules, 420, 419

gelatin in, 993

Soft ionization, 3046

Soft petrolatum base, 3259

Sol–gel transition (gel point), 1879

Solanum tuberosum, 255

Solexol process, 3568

Solid–air interface and fluidized bed drier,

3658

Solid–liquid dispersions, 637

Solid–liquid extraction, 3902

Solid–liquid interfaces, 2385

Solid–liquid leaching, 3902

acetone in, 3903

chlorinated hydrocarbons in, 3903

performance ways, 3902

immersion, 3902

percolation, 3902

rate, 3903

factors, 3903

Fick’s law for, 3903

Solid–solid phase transitions, 2941

Solid–solvent interface

saturation level at, 823

Solid-handling properties, 3275

Solid-in-oil-in-water (s=o=w) encapsulation,

2317

Solid-lipid nanoparticles (SLN), 999

Solid-phase cell immobilization, 1134

Solid-state carcinogenesis, 432

Solid-state detectors, 3087

Solid-state electronics, development of,

1490

Solid-state nuclear magnetic resonance

anisotropy in, 3455

applications

analysis of polymorphic drug forms,

3456

gel-phase NMR synthesis, 3456

solid-state structural studies, 3457

chemical shift anisotropy (CSA) in,

3456

magic angle spinning and cross-

polarization, 3456

technique, 2942

Solid-state nuclear magnetic resonance

(NMR) spectroscopy, 2942

Solid-state nuclear magnetic resonance

(SSNMR) spectroscopy, 3298

of amorphous component of lactose,

3302

[Solid-state nuclear magnetic resonance

(SSNMR) spectroscopy]

for characterization

of androstanolone, 3300

of cortisone acetate, 3300

chemical shifts in, 3299

drug–drug interactions, 3297

drug–excipient interactions, 3297

of ibuprofen, 3298

pharmaceutical formulations by

analysis of, 3297

quantitative analysis, 3300

of neotame forms, 3302

variable-temperature, 3302

Solid-state photochemical reaction, 620

Solid-state properties

profound effect of, 2935

Solid-state reactions, 4111

in pharmaceuticals, 4111

chemical decompositions, 4111

physical transformations, 4111

kinetics, 4111–4112

thermoanalytical techniques, 4112

Solid-state spectra, 2942

Solid dispersions

advantages of, 778

amorphous precipitations

in crystalline carrier, 777

versus simple eutectic mixture, 777

by solvent method, examples of, 775

characterization of, techniques for, 775

carbamazepine, 769

classification of, 775

cooling process in, 771

definition of, 774

disadvantages of, 778

excipients in, 764–765

formation, by congealing, 764

gelatin capsules in preparation of, 778

in vivo study, 779

naproxen, 769

nifedipine, 769

preparation methods of, 774

by fusion (melt) method, 769

by solvent method, 775

supercritical fluid process in, 774

surface-active carriers, 778

sustained-release, 778

tamazepam, 769

theophylline, 778

for water-soluble drugs, 769

Solid dispersion system

moisture and temperature on deteriorating

effect of, 779

surfactants in, 3592

Solid dosage forms, 984, 1769, 3592

active ingredients in, 4106

acetaminophen, 4106

aspirin, 4106

caffeine, 4106

capsules, 992–993

clinical manufacture of, 2878

coated dosage forms, 988

components, 4107

I142 Index

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



[Solid dosage forms]

crystalline state, 4108

drug release from, 3950

excipient materials, 4049

celluloses, 4049

gelatin capsules, 4049

starches, 4049

excipients in, 4105

freeze-dried products, 4113

granules, 988

hard and soft gelatin capsules, 988, 992–993

lozenges, 988

non-crystalline state, 4108

on waxes, 4071

phase transitions, 4107

tablets, 988

troches, 988

Solid flavors, 1764

crystalline vanillin, 1764

freeze-dried cinnamon powders, 1764

spraydried, 1764

Solid glycol esters, 421

Solid humectant sorbitol, 2382

Solid lipid nanoparticles (SLN), 2390

drug loading of, 2392

encapsulation of, 2392

manufacturing method for, 2392

evaporation, 2392

high-pressure homogenization, 2392

microemulsion technique, 2392

ultrasonciation, 2392

recrystallization, 2392

stability, 2392

Solid membranes, electrodes with, 1506

Solid mixing, 2352

measures, 2360

mechanisms

convection stage in, 2356

dispersion, 2356

in elementary two-dimensional,

2353–2355

in three-dimensional tumblers, 2355

shear, 2357

Solid oral dosage forms

high-density polyethylene bottles, 1404

Solid oral drug products, 1696

Solid paraffin test, 1267

Solid pharmaceutical dosage forms

delayed release, 3936

extended release, 3936

immediate release, 3936

excipients, 3938

diluents, fillers, and binders, 3938

tablet and capsule lubricants, 3938

tablet disintegrants, 3938

parameters, 3934

scale-up post approval change program

(SUPAC), 3936

semisolids (SS), 3936

unit operations for, 3933

Solid phase techniques

radioactivity measurement, 2050

separation method, 2050

with non-specific adsorption, 2050

Solid polyols, 3680

lactitol, 3681

mannitol, 3681

properties, 3680

sorbital, 3680

as direct compression diluents, 3678, 3680

Solid rectal suppositories

determination of, 1307

Solid solubilizers, 1273

beta-cyclodextrins, 1273

Solid solution

continuous, phase diagram of, 776

discontinuous, phase diagram of, 776

interstitial, 776

phase diagram of, 763

substitutional, 776

examples of, 776

classification of, 775–777

on molecular size, 776

Solid suppositories, dosage form in,

1298

Solid tumors

regression of, 1334

Solidose� technology, 999

Solid(s)

classification, 3894

elutriation and sedimentation, 3896

sieving or screening, 3896

critical moisture content, 3890

crystalline materials, 3894

strength, 3894

drying, 3889

air circulation, 3891

internal mechanism, 3891

flow properties of, 3275

factors affecting, 3275–3278

glidants, 3279

Hausner ratio, 3284

measurements of, 3280

formulation, 2078

freeze drying, 3892

hazards dust, 3896

leaching, 3903

by percolation, 3902

immersion, 3902

mills, 3895

ball, 3895

fluid energy, 3895

hammer, 3895

operation, 3895

temperature-sensitivity materials, 3895

mixing, 3896–3897

binomial and Poisson distributions,

3898

moisture and static charge in, 3277

moving

hot air ovens, 3891

methods, 3891

over hot surface, 3891

pharmaceutical, 2078

physical structure changes, 3896

powder cohesion and storage compaction

of, 3278

radiochromic, 3901

[Solid(s)]

size reduction, 3894

dry grinding, 3895

free crushing, 3894

mills, 3895

packed crushing, 3894

principle states, 3895

shear mechanism, 3894

wet grinding, 3895

solvent, 3903

temperature effects of, 3278

thermal stability, 3904

vibratory flow of, 3290

dry, flowability of, point scores for, 3285

particulate, mechanical behavior of, 3289

flow

avalanching behavior of, 3290

properties affecting, 3284

SOLTAN, 1666, 1680, 1682, 1683

Solubility, thermodynamic property, 2348

Solubility-limiting methods

for flavor modification technology,

1770

measurement, demonstration of, 2941

gravimetry methods for, 865

Solubilization

by cosolvents, 806

by micelles, 3587

in surfactant aqueous systems, 3588

methods and theories, 806

solubility

and interfacial tension, 807

cosolvent–water mixtures, 808

free energy of, 809

logarithmic-linear, 809

non-polar compound, 811

of organic solutes, 811

of solid non-electrolyte solute, 806

solute melting point, 806

versus solvent polarity, 808

solvent polarity, 806

and particular solute, 807

chemical stability of drugs, 816

techniques

apparent solubility, 2219

complexation, 2221

cosolvency, 2219

drug concentration in, 2219

in liquid dosage form, 2219

of alprazolam, 2220

prodrug design, 2219

Solubilizers

chemical properties, 1273

hydrophiliic functional group, 1273

hydrophobic functional group, 1273

complexing agents, 1273

in sterile products, 1273

liquid, 1273

liquid cosolvents, 1273

solid, 1273

solubilizing agents, 1273

surface active agents, 1273

dispersability, 1273

drug molecules, 1273
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[Solubilizers]

polar molecules, 1273

water solubility, 1273

Soluble-carrier systems, 643

Soluble coatings

systems with, 1288

Soluble drugs, poorly

bioavailability, 2914

drug formulations, 2914

hydrotropes, 2918

patient-friendly formulations, 2914

polymeric systems for, 2914

solubilization systems, 2914

Solubilizing agents effect of, 1308

Soluble polymers

hydrophobic interaction of, 156

Soluble recombinant interleukine-4 receptor

calcitonin, 2737

interferons, 2737

Solufen�, 3348

Solutab�, 3555

Solute

hydrophobic surface area, 811

molar volume of, 810

polarity index, 808

solubility parameters, 810

versus solvent, 808

Solute–solvent interactions, 637, 809, 823

dipolar forces, 810

hydrogen bonding, 810

interfacial tension, 811

logarithmic-linear expression, 809

crystallization, annealing causes, 4113

crystallization from, 3885

drying, 3889

heat effect on, 3879

hysical properties, 3879

unit process in pharmacy, 3885

mole fractional solubility, 806

molecular surface area, 810

property detectors, 533

Solution=suspension layering pelletization

binders in, 2656

centrifugal granulator, 2655

components of formulation, 2656

drug loading of pellets, 2656

fluid-bed equipment, 2654

fluidization air volume, 2655

for controlled-release applications, 2656

formulation characteristics, 2656

manufacture of pellets, 2654

partition height, 2655

process optimization, 2656

rheological properties, 2656

scale up of, 2655

tangential spray, 2655

Wurster coating process, 2654

air distributer=orifice plate, 2655

disadvantage of, 2655

Solution based lipid vehicles, 982

in softgel applications, 983

Solution calorimetry, 2943

Solution concentration measurement,

real-time, 869

Solution-enhanced dispersion by supercritical

fluids (SEDS), 2084, 2272, 3570

microparticles preparation, 3575

polymorphic forms of sulfathiazole,

control of, 3573

Solution-mediated transformation, process of,

2938

Solution-softgel approach, 426

Solution tablets. See Tablets, solution.

Solutol�, 3335

Solvate crystalline structure, 1441

Solvates, in pharmaceutical industry, 3299

Solvation, 717, 810

Solvatomorphism, types of, 2938

Solvatomorphs

definition of, 2940

NMR spectra of, 1942

Solvent

adhesive energy of, 806

applications of, 808

cohesive energy of, 806

compatibility of, 812

dielectric constant, 808

in liquid pharmaceutical formulations,

807

interfacial tension, 810

intermolecular forces, 808

for parenteral formulations, 817

pharmaceutical, 817

reaction rate constants, 816

regression analysis of, 810

residual

aspects of, 3801

class 1, 3797–3798

class 2, 3798

class 3, 3798

definition, 3797

saturation pressure of constants for, 1442

solubility parameters, 810

and solute interactions, 809

surface tension, 810

versus solute, 808

volume fraction, 810

vapor molecules, 1441

Solvent-antisolvent ratio, 864, 867

cast technique, 2004

blends, 817

in substitution reactions, 817

boiling point, 3002

composition, 808

crystallization studies, 2939

displacement technique of emulsion

formation, 1187

Solvent–drying gas combination, 1441

Solvent–solute interactions, 809, 826

Solvent–solvent intermolecular forces, 807

Solvolysis, 817

Somatotropin analog. See Octreotide acetate.

Somnolence, 1040

Sonix 2000� (Medix), 3855

Sonophoresis, 2750

delivery, 3828–3829

diabetic rats treated by, 3836

mechanisms, 3836

[Sonophoresis]

physical methods of skin permeation, 1311

skin barrier properties recovery of after,

3839

safety aspects, 3839

studies, 3833–3836

high-frequency, 3830, 3832

lowfrequency, 3830, 3834, 3835

therapeutic, 3830–3831, 3833

transdermal drug transport across skin by,

3828

ultrasound for, 3828

absorption, 3829

acoustic streaming, 3836

application, 3828

biological effects, 3836

cavitational effects, 3836

energy dose, 3833

frequencies, 3830

generation, 3828

intensities, 3832

parameters selection, 3830

pulse mode application, 3832

reflection, 3830

sonicators, 3828

thermal effects, 3836

transmission, 3828

Sonophoresis-activated drug delivery systems,

1096

application of, 1096

fabrication of, 1096

Sorbitan monoesters, derivatives of, 3336

Sorbitan monooleate, 3336

Sorbitan monopalmitate, 1062

Sorbitan trimesters, 3336

Sorbitan trioleate, 2101, 2107, 2273

Sorbitane fatty acid esters, 2980

Sorbitol, 1798, 1823

anhydrides, mixture of, 421

crystallization, 3230

gamma-polymorph, 3230

in direct compression, 3230

magnifications, 3230

spray-dried, 3230

types of, 3224

Sorbitol dehydrogenase (SDH), 370

Sorption

isotherms, 2369, 2371

for aspirin, 2373, 2375

for compressible sugar, 2373

for lactose, 2373

for microcrystalline cellulose, 2373,

2375

hysteresis, 2373

multilayer, 2372

vapor, 2371

Sorption–desorption moisture transfer model

(SDMT) model, 4063

Sour and metallic tastes, in pharmaceuticals,

1770

Sour sensations, 1763

Sovella. See Tablets, solution.

Soya lecithin, 2101, 2107

Soy isoflavone daidzein, 2441
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Soy isoflavones, 2431, 2438

cancer prevention, 2443–2444

mental health, 2440

osteoporosis treatment, 2441–2442

Soy phytoestrogens

daidzein, 2443

genistein, 2443

Soy protein, 2441

Soybean, 1623

Soybean casein digest medium (SCDM), 2287

Soybean isoflavonoids, 143

Soybean lecithin (SPC), 1998

Soybean oil, 3362

hydrogenated, 3348

Soybean trypsin inhibitor, 2726

Space aerosols, 997

Spacer devices, 997, 1542

conductivity of, 1542

holding chambers, 1542

Span 80, 3336

Spans�, 768, 3587

Spansules�, 991

SpartajectTM, 1643

Spasmadraps, 968

Special American Business Internship and

training perogram (SABIT), 2857

Species variations, 3969

cutaneous blood supply, 3970

dorsal thorax of, 3969

dosage forms, 3772, 3971

half-life of digoxin, 3964

in conjugate formation, 3961

in ultrastructure of skin, 3970

methods of application, 3971

optimum dosage for, 3967

routes of administration of avermectins,

3972

Spectral matching (SM)

application of, 3437

SpectralonTM, 3377

Spectrophotometers

difference, 3473

double-beam-in-time, 3465

forward optic, 3462, 3465

probe-type, 3474

reverse optics, 3466

single beam, 3465

UV–vis, 3461

Spectrophotometric identity tests, 2852

Spectrophotometric titrations, 3474

stoichiometry and formation constant(s) of

complexes, 3474

Specular reflection spectroscopy, 3414

Sperm migration, 1341

Sperm penetration, 1347

Spherical agglomeration

centrifugal fluid-bed granulators, 2660

classification, 2659

liquid-induced

coalescence process, 2660

moisture content, 2660

nucleation, 2660

melt-induced

binding material, 2660

[Spherical agglomeration]

congealed material, 2660

pelletization process, 2659

Spheroids, 1722

Spheronization, 988

Spheronizer, 1717

Sphingosomes, 1117

Spinal cord

hyperbaric solution in, 1630

Spin barrier, autoxidation, 140

Spin-lattice relaxation time, 3304

Spin–spin relaxation, 3443–3444

Spin polarization transfer, 3445

Spinhaler�, 997

Spinnbarkeit (fibrosity), 1341

Spinning riffler, 2852, 2966

efficiency of, 2966

use of, 2964

SpirivaTM, 3253

Spironolactone, 390

solubility of, 3321

structure of, 3322

Spiros�, 2704, 3856

Splanchnic blood flow, 1017

increase of, 2824

Splanchnic circulation, 216

gastrointestinal (GI) tract, 24

lymph flow, 25

rate of blood flow, 25

Splenic arterial effective blood flows, 2824

Splenic macrophages, 1192

Sporanox

dose of, 3361

capsules, 780

Spray-dried droplet forms, 2083

Spray-dried lactose

direct-compression tablet diluents, 3670

Spray, droplet size analysis, 2282

Spray–drying process

for preparation of

acetohexamide and chlorthalidone

dispersions, 775

Spray atomization and evaporation, 2278

Spray charging

aqueous liquids, 1537

organic liquids, 1537

Spray coating, 2330

fluid-bed coating, 2319

pan coating, 2319

Spray congealed carnauba wax

microcalorimetric measurements of,

770–771

Spray-congealed products

of fenbufen, 766

of theophylline, 766

Spray-congealed solid dispersions

aging and stabilization of, 770

of carnauba wax, 770

Spray-congealing

congealed particles, 2261

controlled-release solid dosage form, 2261

hydraulic nozzles, 766

of liquid, 761

melt technique, 2260

[Spray-congealing]

processes, 766–767

rotary nozzles, 766

in solid dispersion preparation, 774

solvent evapoaration, 2261

steps in, 766

subprocesses in, 766

types of, 766

technique of clarithromycin, 769

Spray desolvation, 2318

application, 2319

Spray driers, 3891, 3893

costs of, 3893

droplet in, 3893

process, 3893

components, 2083

Spray drying, 988, 2082–2083, 2318

for hydrophobic drugs, 1429

of pharmaceuticals, 3572

stages, 1106

atomization of feed into spray, 1106

drying of spray, 1106

spray–air contact, 1106

taste masking drug, 1106

Spray drying=spray congealing

droplet size, 2660

formulation components, 2661

globulation processes, 2660

pelletization technique, 2661

processing requirements, 2661

Spray–freeze drying (SFD), 287, 1429

Square-wave voltammetry (SWV),

1498

Squaw tea, 74

Squeeze-bulb nebulizers, 2093

Specific surface area(SSA), 2626

for nifedipine crystals, 2626

St. John’s Wort (Hypericum perforatum),

75–76

Stability data package types, 1691

Stability-indicating methods, 1946

Stability testing

FDA draft guidance on, 1688, 1691

FDA guidance on, 1691

for dosage forms, 1690

of pharmaceutical products

WHO guideline protocols for for,

1692

drug products, 1687

Stabilization

drying, 1827

freezing, 1825–1826

of protein, 1830

storage, 1827

Stabilization=destabilization

degree of, 681

Stabilizers

adsorption of, 2388

aqueous phase, 2388

for nanoparticle production, 2388

protein, 1274

types of, 1824

water-miscible solvent, 2388

Stachyose, 1828, 1829
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Stacking complexes

of aromatic acids or amides, 3328

Stadol�, 945

Stainless metallurgy, 790

Stainless steel

alloy, 789

American Society for Testing and Materials

(ASTM) Specifications for, 789

anodic dissolution, 2239

automatic orbital welding, 2240

automatic, 2240

square butt-welded tubing joints, 2240

tungsten electrode, 2240

welded material, oxidation of, 2240

bioprocessing applications, 2237

carbon superaustenitic, 2237

chemical machining, 2239

chemical sterilization treatments, 2237

corrosion resistance, 2237

duplex, 791

advantages, 791

electropolished finishes, electrochemical

process, 2239

electropolishing process of, 795

electrolytes ingredient analysis in, 795

potentiodynamic polarization of, 796

families

austenitic, 789

duplex (ferritic–austenitic), 789

ferritic, 789

martensitic, 789

precipitation-hardenable, 789

superaustenitic, 789, 791–792

superferritic, 789, 792

heat sterilization treatments, 2237

passivation, 2240

anodic contaminants, 2240

Auger electron spectroscopy (AES), 2241

cleaning process, 2240

electron spectroscopy for chemical

analysis (ESCA), 2241

X-ray photoelectron spectroscopy (XPS),

2241

passivation treatments to, 795

precipitation-hardenable family of, 792

selection of, 2237

standards and codes, 2237

surface finishes, 2238

degree of confusion, 2238

measurement units, 2238

roughness parameters, 2238

surface imperfections, 2239

surface roughness, 2239

surface texture, 2239

welding of, 794–795

Stainless steel, 304, 784

Stainless steel jacketed kettle, in ointment

preparation, 3266

Standard electrode potential, 1503

Standards Development Executive

Committee, 2842, 2853

Stannous fluoride dentifrices, 894

Stannous octoate (tin(II) 2-ethyl hexanoate)

in polymer synthesis, 182

Staphylococcus aureus, 2213, 2294, 2476, 3887

Staphylococcus epidermidis, 135, 2475, 2481

Starburst�, 872

Starch, 1884, 2159

applications of, 3480

botanical origin of, 3476

characteristics of, 3477, 3480

corn, 3476

crystalline portions of, 3478

crystallographic data for, 3478

derivatives, 3231, 3480

differential scanning calorimetry (DSC) of,

3478

disintegrating agents, tablets, 3661

in formulations, 3480

gelatinization studies of, 3478

gels, microstructure of, 1885

glass transition temperature in, 3478

granules, suspension of, 3476

heat of, 3557

horny, 3478

hygroscopicity of, 3479

linear amylose, 3477

micromeritic properties, 3479

microcapsules, grafted, 3480

microspheres, 2035

microscopy of, 3478–3479

molecular structure of, 3476

modifications, in pharmaceutical

applications, 3476

molecule, branched amylopectin, 3477

particle size of, 3479

in pharmaceutical industry, 3476

physical properties, 3477

in potato, 3231

pregelatinized, scanning electron

micrograph of, 3479

preparation of, 3476

properties, 3476–3477

in rice, 3231

soluble, 3476

sources of, 3477

sterilizable maize, 3476

structure of, 3477

swelling of, 3480

surface area measurements of, 3479

tableting properties of, 3479

as tablet=capsule diluent, 3480

thermal properties, 3478

types

corn starch, 3476

sterilizable maize starch, 3476

X-ray diffraction studies of, 3477

in wheat, 3231

Starch 1500�, 3557

Starch-based capsules, 428

Starch and starch derivatives, 3678, 3681

consolidation mechanism, 3681

pregelatinized, 3681

as direct compression diluents, 3678, 3680

Starch capsules. See Cachets.

Starch–cellulose matrix, 2034

Static mercury drop electrode (SMDE),

1492

Statistical distribution, 3485

drug concentration by, estimation of, 3485

F-distribution, 3492

quality control (QC) specimen, 3485

Statistical methods, in pharmaceutical

science, 3483

Statistical moment analysis, principles of, 224

Statistical process capability, 3499

Statistical process control (SPC), 2173

and process capability relation, 3507–3508

basic principles, 3499

control chart of, 3499

factors, 3500

Shewhart Chart, 3500

examples, 3499

pharmaceutical limitations, 3510

pharmaceuticals applications, 3510

Steady-flow rheometers, 3142

Steady-state extrusion force, 1716

Steady-state fluorimetry, 3402

Stealth� nanoparticles, 1190

Stealth liposomes, 2393

definition of, 1332

Steam–air mixture autoclaves, 3537

cooling phase, 3537

high-efficiency fans of, 3537

magnetically driven fan of, 3538

biological indicators, 381

Steam distillation, 3882

Steam dryness fraction, 3531

Steam-in-place (SIP) systems, 380, 748

document test locations, 381

moist heat sterilization, 381

sterilization, 381

thermocouples, 381

validation of, 381

Steam sterilization, 2291

biovalidation cycle of, 2291

biovalidation of, 325

for drug products, 2291

in autoclaves, 2291

steam generators for, 2291

sterilization theory, 2291

sterilized in place (SIP), 2292

thermal lethality, 2292

validation of, 2291

processes, 3517

biovalidation of, 331

Stearic acid as lubricant, 990

Steatina, 968

Steels

hot working, 792

applications, 792

Steepest ascent method, 2464–2465

Stefan–Boltzmann law

black body radiation

heat transfer by, 3874

Stereoisomers, 2142–2143

biliary clearance of, 2154

drug action, 2149

factors for variability of, 2155

ibuprofen, 2155

inversion, 2154

pharmacokinetics, 2155
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[Stereoisomers]

pharmacological effects vs. plasma

concentrations of, 2155

renal clearance of, 2154

tissue uptake of, 2154

Stereoselective binding, 3034

Stereoselective biotransformation, 320

asymmetric centers, 320

in 2-arylpropionic acids, 321

non-steroidal anti-inflammatory drugs,

321

degradation mechanism, 321

hydroxylation of secondary carbon, 320

reduction of ketones, 320

stereochemical inversion, 321

Stereoselective, in liver and skin, 3970

Steric hindrance, 1136

Steric stabilization, 1558

Sterilant gases, 3527

Sterile bulk materials

closure system, specialized, 131

container, type of, 130

freeze drying process, 130

powder handling system, 130

validation planning, 130

Sterile dosage forms

continuous production of, 747

flow chart of, 748

Sterile drug

aseptic processing, 2290

bulk production of, 130

container and closure systems for, 2292

microbiological integrity of, 2292

standard methods for, 2292

filling, 128

manufacture of, 2290

multiple-dose ophthalmic presentations,

2292

stability program for, 2292

standards and limits, 2290

generic standards, 2290, 2291

sector-specific standards, 2290

Sterile filtration, 3901

Sterile parenteral oil-in-water emulsions, 1549

Sterile parenteral product

dry heat sterilization, 2291

microbial contamination of, 2286

microbial control of types of, 2286

ophthalmic products, 2286

Sterile pharmaceuticals preparation, 3551

exposure dose limits in, 3551

FDA regulations for, 3551

terminal sterilization, 3551

Sterile products, production of, 137

Sterile solutions

Lanoxin�, 1273

Nembutal�, 1273

Valium�, 1273

Sterile suspensions, 3606

preparation, 3606

Sterility

definition, 2286, 2287

maintenance of, 2292

of sterile dosage forms, 2292

[Sterility]

test for, 325

viable life forms, 2287

Sterility assurance

contamination rate of, 2289

definition, 2289

exponential survival curve, 2289

inactivation of microbial populations,

2289, 2290

product-contact packaging components,

2290

sterility assurance level (SAL), 2289

aseptic filling process, 2290

calculation, 2290

sterilization process, 2289

Sterility assurance level (SAL), 1472, 3524

definition of, 325

Sterility test, 2785

principles of, 2789

Sterility testing, 2134

Australian therapeutic goods

administration, 2287

British Pharmacopoeia (BP), 2287

conditions for, 2288

European Pharmacopoeia (PhEur), 2287

flexible-film isolator with half-suit for, 2135

isolation technology, 2289

Japanese Pharmacopoeia, 2287

membrane filtration, 2288

methods for, 2287

microbial limit test, 2294

pharmacopoeial standard, 2287

preharmonization, 2288

product filtration, 2288

United States Pharmacopeia (USP), 2287

Sterilizable maize starch, 3476

Sterilization, 748, 3512

aqueous product, 328

dry heat, 3512

dry heat belt, 748

electron beam, role of, 749

media, 129

moist heat, 3512, 3529

of air, 3515

of heat-sensitive drugs, 3551

specification, temperature, 11

specifications

and sterilizer parameters, 326

development of, 325

range of, 328

Sterilization and depyrogenation, of glass,

3513

Sterilization autoclaves, rotating load, 3538

Sterilization chamber, air in, 3534

Sterilization grade filters, 383

blow-flow-seal process, 383

definition of, 383

hydrophilic, 383

bacterial retention tests, 383

qualification of, 383

validation of, 383

hydrophobic, 383

standard bacterial retention, 383

validation, 383

Sterilization method, choice of, 129

Sterilization plant, with automatic system,

3521

Sterilization process

automated systems of, 3521

development of, 3020

efficiency of, 3521

of biological indicators, 3525

of ethylene oxide (EtO), 3519

primary processes of

dry heat sterilization, 2291

steam sterilization, 2291

sterile filtration, 2291

validation and control of, 2291

with manufacture of sterile drug products,

2291

Sterilization specification, lethality of, 333

Sterilization temperature, 329

Sterilization treatment, 331

Sterilized in-place system, 329

Sterilized materials, removal of, 132

Sterilizer parameters, 325

Sterilizing filter, 2291

Food and Drug Administration definition

for, 2292

microbiological particle passage test, 2292

microorganism, 2292

sterilizing fluids, 2292

Sterilizing grade membrane filters, 1748

bacteria challenge test, 1753

filter integrity testing, 1754

filter validation, 1752

in aseptic processing, 1749

particulates in, 1753

symmetry of, 1749

Sterilizing microbiological media, 11

Sterilizing tunnels, comparison of, 3514

Sterlity

cleaning and sterilization, 1270

conductance of sterility test, 1271

environmental monitoring of, 1270

freedom from microbial contamination,

1270

integrity testing of container-closure

system, 1271

integrity testing of filter system, 1271

laminar air flow, 1270

packaging, 1270

sterilization processes validation of, 1271

filter system validation of the, 1271

Stern layer, electric double layer,

pharmaceutical particles, 4117

Stern-Volmer equation, 1972

Steroid alkaloids, 252

Steroid replacement therapy, 1343

Steroid triamcinolone acetonide,

in phospholipid liposomes, 1318

Steroidal alkaloids, 254

Steroids

micellar partition coefficients of, 3325

spectral crowding of, 3446

vaginal permeation parameters of, 1345

Stilus medicates. See Pencils, medicated.

Stilus unguentis, 968
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Stimulant drugs

binge pattern by, 1043

caffeine, 1041

nature, 1043

nicotine, 1041

pharmacology, 1043

plant, 1043

Stimulates gastric acid secretion, 2821

Stimuli-responsive drug delivery systems,

2031, 2033

Stochastic process, description of, 2974

Stoicheiometric extraction constant, 1512

Stoichiometric equivalence point, titration,

3753

Stokes’ equation, 2587

Stokes’ shift, 2054

Stokes Einstein law, 1188

Stokes law, 1556

in creaming, 1556

Stomach

absorption function of, 2713

acidic environment in, 23

blood flow rate, 23

distension of, 23

drug dissolution in, 23

emptying rate, 23

enteric coatings of, 23

motility, 23

motility pattern of, 1253

rhythmic contractions, 23

secretion in, 24

Storage and distribution systems, description

of, 4043

Storage and durability, 2565

document assets, protection of, 2565

Straight path cutters, 2965

Strain gage-based transducers, 3685

foil gages, 3686

for tablet press instrumentation, 3685

gage factor, 3685

load cell, 3686

principle, 3685

semiconductor based, 3685

Wheatstone bridge arrangement, 3685

Strategies in light

leaning equipment process, 1586

Stratified squamous epithelial cells, 2665

Stratum basale, 1311

Stratum corneum, 1028, 1311, 1611, 2741,

2749, 2926

barrier function, 1311, 2752

barrier properties, 1312, 2120

biochemical environment of, 2931

ceramides in, 1312

corneocyte protein envelope in, 1311

deeper layers, 1319

development of, 1311

endogenous and exogenous lipid in, 1319

hydration of, 3968

hydrolytic enzymes in, 3970

intercellular lipids, 1312

micro structure, 1311

osmotic gradient between in layers of,

1319

[Stratum corneum]

penetration, 3968

by transcellular diffusion, 3968

polar drugs, 3968

permeability, 3968

skin permeation, 1312

status of, 2633

structural changes, 1319

thickness of, 3968

using electron diffraction, 1312

cavitation in keratinocytes of, 3837–3838

cell, 2927

gas-filled cavities, 3879

hydrophilic drugs into, 3838

lipid bilayers to, 3828

tape stripping, 1321

Stratum lucidium, 1311

Strawberry flavor

natural and artificial composition, 1769

natural components of, 1768

Stream number, 3502

Streptavidin magnetic porous glass, 933

Streptococcus faecium, 1525

Streptococcus mutans, 2442

Streptococcus sobrinus, 2442

Streptokinase release, 2033

Streptolysin, 1139

Stress-controlled rheometer, 3132

Stress–strain curve, 1736, 1737

Stress and strain rate, 3128–3129

Stress and strain relationship, 3129

Stress–strain test, of films, 1736

Stress corrosion cracking (SCC)

characterization, 784

crack fronts in, 784

cracking generation by, 784

intergranular, 784

mechanism, 784

transgranular, 784

Stress testing, 99

Stretching vibrations, 3406

Strictosidine, biosynthesis of, 247

Stripping analysis, 1492

working electrode design for, 1498

Stripping voltammetry, 1498

Stroke, free radicals in, 139

Stromal detritus, 354

Strontium nitrate (Cosmederm-7TM), 1317

Structural activity relationship (SAR)

techniques, 2490

Structural boundary fractal dimension,

definition of, 2584

Structural isomers. See Constitutional

isomers.

Structural solvation, structure of, 2938

Structure–activity relationships (SAR),

1366, 2195

Structure-based drug design

complex analytical process, 1363

diffraction pattern, 1363

genetic engineering techniques, 1362

molecular structure, 1362

pathological functions, 1363

physiological functions, 1363

[Structure-based drug design]

protein X-ray crystallography, 1362

three-dimensional, 1362

x-ray beam bombardment, 1363

x-ray diffraction data, 1363

Strychnine sulfate, 3435

Student’s t-distribution, 3489

application of, 3490

critical values of, 3498

for testing consistency, of sample mean,

3489

Stupa. See Stypes.

StylecamTM, 3209

Styptic pencils. See Pencils, medicated.

Styrene=isoprene=styrene (SIS) block

copolymer, 2927

Styrene-co-maleic acid-half-butylate, 1331

Styrene and divinylbenzene, copolymers of,

472

Styrene butadiene rubber (SBR), 1466, 1479

Subacute and chronic toxicity, 2991

Subcutaneous absorption, 2632

Subcutaneous administration, 2646

Subcutaneous injection, 2743

drug administration in animals, 3953

sites, 3953

Subcutaneous injection sites, absorption

from, 3953

Subcutaneous injections, peripheral cells

from, 1303

Sublimaze�, 1040

Sublingual absorption, 21

Sublingual and buccal tablets, 991

Sublingual captopril, treatment

in hypertension, 1077

Sublingual glands, 1072

Sublingual mucosa, 1073

Sublingual nitroglycerin tablets, 34, 42

Submucous plexus, veins of, 2717

Subsampling, 2966

cone and quartering, 2966

Subtherapeutic plasma drug levels, 1244

Subunit vaccine, 3911

constitute of, 3911

in mammalian cells, 3912

production, 3912

transgenic plants, 3912

Successful management, 3, 1372

advocating, 8, 1377

managerial task, 9, 1378

organizational advocacy guidelines,

8, 1377

people-oriented organization, 8, 1377

comunicating

definitions, 5, 1374

emotional treatment, 6, 1375

mental treatment, 6, 1375

physical treatment, 6, 1375

process components, 6, 1375

controlling, 7, 1376

delegation, 7, 1376

characteristics, 7, 1376

definition, 7, 1376

goals of, 7, 1376
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[Successful management]

empathizing, 5, 1374

employee treatment, 5, 1374

golden rule, 5, 1374

managerial behaviour, 5, 1374

fostering creativity, 10, 1379

learning= growing process, 11, 1380

human characteristics, 11, 1380

personal freedom, 11, 1380

uniqueness, 11, 1380

monitoring, 8, 1377

motivating, 10, 1379

organizing

first-line supervisors, 6, 1375

hands-on workers, 6, 1375

level of employees, 6, 1375

management, 6, 1375

organizing project teams

promoting

for research and development

management positions, 13, 1382

growth-fostering environment, 13, 1382

results-oriented people, 13, 1382

recruiting, 11, 1380

scientific personnel, 12, 1381

relegation, 8, 1377

sheltering, 9, 1378

courage, 310

definition, 9, 1378

ingenuity, 10, 1379

managerial task, 9, 1378

personal qualities, 10, 1379

stamina, 10, 1379

strength, 10, 1379

tact, 10, 1379

supervising, 6, 1375

control and communication, 7, 1376

employee treatment, 7, 1376

Succinate buffer, 1614

Succinic dehydrogenase, 1341

Succinimide formation, 284

Succus. See Juices.

Sucrose, 1615, 1630

disaccharide of glucose and fructose,

2231

in medicated lozenges, 2231

pharmaceutical excipient, 3682

properties, 2231

Sucrose acetate isobutyrate (SAIB), 1644

biocompatible, 1644

biodegradable, 1644

injectable polymers, 1644

Sucrose as sweetening agent, 994

Sucrose matrices, in lyophilized formulations,

3306

Sugar-based granulation, coating of, 765

Sugar-coated tablets, 1864

Sugar-coating technique

advantage of lakes use in, 665

aluminum lake in, 665

coloring operations, 665

dye, 665

pigment, 665

of tablets, 665

Sugar, compressible

compressibility of, 2381

hardness vs. compression pressure for, 2381

moisture contents in, 2373, 2381

sorption isotherms for, 2373

Sugar plums. See Condita.

Sugars

caramelization of, 1615

compressible, 3682

for chewable tablets, 3682

for lozenges, 3682

dextrates, 3682

dextrose, 3682

lactose, 3681

anhydrous, 3681

spray-dried, 3681

sucrose, 3682

used as direct compression diluents, 3678,

3680

powdered, flow rates of, 3278

Sulfa drugs, titrated in ethyleneamine,

3756

Sulfadiazine

crystallization of, 829

granulation, 3564

Sulfadimidine, 616

Sulfaethidole, 1020

Sulfaethylthiadiazole-wax, 4075

Sulfalene and sulfasymazine, 1020

Sulfamethazine

crystal habits of, 2941

in pork tissue, 545, 546

Sulfamethoxazole, crystals, 830

Sulfamethoxypyridazine, 1018

Sulfanilamide, 2419

elixir of, 2904

sulfa drugs, 3756

Sulfanilamide (sulfanilamide elixir),

formulation, 1406

Sulfasalazine (SAS)

application, 1232

chemical structures of, 1232

Sulfated mucopolysaccharides, glycocalyx

made up of, 1245

Sulfathalidine, sulfa drugs, 3756

Sulfathiazole, 843, 850

control of polymorphic forms of, 3573

precipitation of, in crystalline urea, 777

sulfa drugs, 3756

tablets, distribution of, 3073

Sulfation

conjugation reaction, 318

endogenous substrates, 318

metabolites, 318

sulfotransferases, cytosol, 318

toxic metabolite formation, 319

Sulfisoxazoles, 3036

plasma binding of, 3037

Sulfobutylether-b-cyclodextrin (Captisol�),

3361

Sulfobutylether b-cyclodextrin (SBE-7-b-CD)

manufacturers of, 1642, 1643

Sulfobutylethers of beta-cyclodextrin,

complexation characteristics, 3330

Sulfonation, 318

Sulfopropyl ether (SPE), 678

use of, 676

Sulfoxide sulindac, chiral, 2144

Sulfur

oxidation, in biotransformation, 314

reduction, in biotransformation, 315

Sulfur-cure accelerators, 1467

Sulfur-cured rubber, 1467

Sulfur dioxide, 2377

Sulfuric acid solutions, relative humidity,

4053

Summary of Product Characteristics (SPC),

1598

Sunburn, prevention by topical products, 798

Sunscreen agents, 1314

octyl salicylate, 1314

octylmethoxycinnamate, 1314

padimate O, 1314

Suntan preparations, 798

SUPAC. See Scale-up and post-approval

changes.

SUPAC-SS, 1320

Superabsorbent hydrocolloid dressings,

1032–1033

Superaustenitic stainless alloys, 791

Supercooling

crystallization from water vapor,

3885

nucleation, 3885

Supercritical antisolvent, 3570

Supercritical antisolvent crystallization

(SAS), 2319, 3570

Supercritical antisolvent with enhanced mass

transfer (SAS-EM), 3570

in nanoparticles preparation

of pharmaceuticals, 3578

Supercritical carbon dioxide

as drug carrier molecules, in polymer

matrix, 3579

in food and pharmaceutical industries,

3568

for processing macromolecules, 3578

in pharmaceutical processing, 3569

pressure quench method with

porous polymeric particle formation by,

3577

as solvent, for solid dispersion, 775

Supercritical antisolvent processing methods,

3578

Supercritical fluid

carbon dioxide, 2083

methods

rapid expansion of supercritical solutions

(RESS), 2319

supercritical antisolvent crystallization

(SAS), 2319

propane, 2083

properties

high compressibility, 2319

liquid-like density, 2319

technology, 2083

Supercritical fluid-based pharmaceutical

processes, scale up of, 3580
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Supercritical fluid-processed budesonide–

PLA particles, 3575

scanning electron microscopy (SEM) of,

3577

Supercritical fluid (CO2) technology, 999

Supercritical fluid (SCF) technology

and conventional crystallization, 3572

applications

in pharmaceutical research, 3571

for decaffeination

of green coffee, 3568

in pharmaceutical research, 3568

pharmaceutical applications of, 3568

preparation

composite microparticles, 3575

drug–polymer composite particles,

3576

drug particels, 3574

liposomes, 3579

macromolecule powders, 3578

microporous PLGA foams, 3577

nanoparticles, 3578

plasmid DNA particles, 3579

porous deslorelin–PLGA microparticles,

3577

Supercritical fluid chromatography (SFC),

1708

Supercritical fluid extraction, 194

in polar compounds, 195

Supercritical fluid extraction (SFE), 3571

benzodiazepines extraction from tablets,

3572

with chromatography, 3571

Supercritical fluid extraction-gas

chromatography, 3571

Supercritical fluid extraction-liquid

chromatography, 3571

Supercritical fluid nucleation (SFN), 3570

Supercritical fluid process

antisolvent, 3575

in solid dispersions preparation, 774

steps of, 775

Supercritical fluid technologies

precipitation into compressed antisolvent

(PCA), 2389

atomization process, 2389

particle size, 2389

rapid expansion from supercritical

solutions (RESS), 2389

dissolution rate, 2389

narrow particle size distribution, 2389

particle size, 2389

utilization of, 2389

Supercritical fluids (SCF)

chromatography, 3571

expansion methods

rapid expansion of supercritical solutions

(RESS), 3570

supercritical fluid nucleation (SFN), 3570

precipitation methods, 3570

aerosolized solvent extraction system

(ASES), 3570

gas antisolvent recrystallization (GAS),

3570

[Supercritical fluids (SCF)]

precipitation with compressed

antisolvents (PCA), 3570

solution-enhanced dispersion by

supercritical fluids (SEDS), 3570

supercritical antisolvent recrystallization

(SAS), 3570

supercritical antisolvent with enhanced

mass transfer (SAS-EM), 3570

preparations, of drug and polymeric

microparticles, 3573

processes, 3570

to ionic pharmaceuticals, 3578

properties of, 3569

selection, 3569

solvent power of, 3570

Superferritic stainless alloys

development of, 792

Superficial anesthesia, 901

Superheated water spray (SWS)

and steam–air mixture (SAM) autoclaves,

3538

Superheated water spray autoclaves, 3536

limitations in, 3536

solid-cone spray nozzles, 3536

sterilization phase, 3536

with rotating load and double doors,

3539

Superior rectal vein drains, 2634

Superoxide dismutase

enzyme, 700

presence of, 151

Supersaturated hydrocortisone acetate, 41

Supersaturation, 835

degree of, 821

Supplier

criteria for selection of excipient, 1638

parenteral drug products, 1638

process, 3075

Supportcoated open tubular column (SCOT),

472

Supporting process, 3075

audits, 3075

change control, 3075

failure investigation, 3075

stability=expiration dating, 3075

trend analysis, 3075

Suppositories, 924, 968

carbopol 934P-containing, 1179

dosage form, 1179

intravenous administration, 1179

manufacture of, 1722

mucoadhesive, 1179

Suppositorium. See Suppositories.

Suppository bases, behaviour of, 1306

Supragingival plaque, control of, 899

Supragingival tooth surfaces, 898

Supramolecular biovector, 1185

preparation of, 1187

Surelease�, 991

radiative properties of, 1437

Surface active agents

effect on skin barrier function, 14

in emulsifying properties, 1552

[Surface active agents]

synthetic, 1552

interaction with, 1306

See Surfactants.

Surface-active drugs, properties of, 403

Surface adsorbents, 36, 37

Surface adsorption, 1512

Surface aerosols, 997

Surface and interfacial tension, 3583

Surface and reactive fractal dimensions,

relationship between, 1797

Surface bound receptor, ligand for, 1244

Surface contact sampling, 2306–2307

Surface contacts, reduction of, 1431

Surface denaturation, 283

Surface enamel layer, 891

Surface-enhanced laser desorption ionization

technology (SELDI), 3047

Surface epithelial cells, 2672

Surface epithelium, dehydration of, 2866

Surface etching, 40

Surface fractal dimension, effect of process

treatment on, 1798

Surface free energy, 3583

Surface hydrophobicity, 644

Surface irregularity index (SII), 43

Surface microirregularities, 38

Surface modified nanoparticles,

preparation of, 1187–1188

Surface monitoring, 379

Surface plasmon resonance (SPR), 1577

antigen–antibody binding, 1577

detection system, 1577

in immunochemistry, 1577

optical immunosensor technique, 1577

Surface properties, of dendrimers, 876

Surface rheology, 3144

Surface sampling, 2304

postsanitization, 2306

types

surface contact sampling, 2306–2307

swab-sampling, 2306–2307

Surface tension

solvent, 810

low, 1430

Surface topography, development of, 844

Surfactant(s), 220, 1734, 1821, 1823–1824,

2861

absorption enhancers, 31

absorption promoters, 31

adsorption, 3583

at liquid–gas interfaces, 3583

at liquid–liquid interface, 3583

at solid–liquid interfaces, 3584

by dispersion forces, 3584

by polarization, 3584

in aerosol preparation, 3590

amphoteric, 2204

anionic, 2204

anionic and cationic, 31

antimicrobial effects, 3594

on biological membranes, 3587

cationic, 2204

classification, 2204
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[Surfactant(s)]

chloroflurocarbon (CFC)-based metered

dose inhalers formulations, 3591

classification, 3586

ampholytic surfactants, 3586

anionic surfactants, 3586

cationic surfactants, 3586

nonionic surfactants, 3587

zwitterionic surfactants, 3586

concentration, 3584

and drug solubility, 3588

on drug dissolution rates, 3592

surface tension of, 3584

as detergents, 3594

drug absorption, 31

drug absorption, from gastrointestinal

tract, 3593

drug–polymer solid dispersions, 3592

emulsification, 2204

emulsifying agent, 3589–3590

equilibrium phase structures of, 3586

flocculation in, 3589

hydrophobic portions of, 3584

intestinal absorption of insulin, 31

leaning equipment process, 1585

low molecular weight, 1054

in matrix-type drug delivery systems,

3593

mechanisms for, 2204

membrane effects of, 3593

membrane permeability, 31

micellar solubilization, 2204

micellar structure with non-polar solutes,

3324

micelles types, 3585

micellization, 3585

modified phase structures of, 3586

molecular architecture of, 1054

naturally occurring

bile salts, 3594

iscoms, 3595

phospholipids, 3594

saponins, 3595

nebulization, 3858

non-ionic, 2204

in pharmaceutical products and systems,

3583

in pharmaceutical preparations, 3587

phase behavior of, 3586

phosphonium, 3594

polyoxyethylene sorbitan fatty acid esters,

3593

polyoxyethylene stearates, 3593

properties of, 403, 3587

quaternary, action mechanism of, 3594

on rectal absorption, of sulphaguanidine,

3593

skin permeation, 1318

solubilization curve for, 3324

solubilization with, 3325

solubilizing effects, 31

as solubilizing agents, 3587

solubilizing capacity for, 3588

sorbitan fatty acidesters, 3593

[Surfactant(s)]

structure, 3322, 3593

as suppositories vehicles, 3593

surface tension reduction by, 3584

in tablet and capsule formulations, 3592

vesicular forms of, 3586

water soluble, 3591

water swollen micelles of, 1185

on wetting process, 3585

wetting properties, 3594

Surfactant additives, use of, 1430

Surfactant concentration-drug combination,

2103

Surfactant emulsifier

in pharmaceutical preparations,

1552

lecithin, 1552

non-ionic polyethylene, 1552

semisynthetic, 1552

synthetic, 1552

Surfactant gels, 1125

Surfactant hydrocarbon region, 1060

Surfactant interfacial films

interfacial tension, 1556

van der Waals forces, 1556

Surfactant lamellar phases, 1054

Surfactant micelles, 1049

Surfactant monomers, homogeneous

distribution of, 1066

Surfactant on dissolution, effects of, 40

Surfactant polyoxyethylene 23-lauryl ether

observed with, 1308

Surfactant replacement therapy, 3594

Surfactant=oil=water mixtures, 1059

Surfactant=water mixtures, 1054

Surfactant-water systems, phase sequence in,

3587

Surfactants cholic acid

nonclassical, structure for, 3324

Surgamy�tablets, 1258

Susadrin�, 1254

Suspended level viscometer of Ubbelohde,

3141

Suspending agents, 1275

Suspensions, 3589

antacids and radiopaque, 3597

characteristics, 3602

coagulated, 3602

coarse, 3597

colloidal, 3597

decomposition in, 3601

deflocculated, 3601

characteristics of, 3603

physical instability of, 3601

drug degradation in, 3600

drug in, chemical stability of, 3600

emulsion base, 3605

flocculated, 3602

characteristics of, 3603

sediment volume of, 3608

settling rates of, 3608

flocculated steroid photomicrograph of,

3607

liquid, viscosity of, 3601

[Suspensions]

oral, 3597

parenteral, 3597

particle size distribution in, 3598

pH value of, 3601

pharmaceutical, 3597

classification, 3597

factors affecting, 3601

particle size, 3598

preparation, 3601

stability of, 3598

preparation, 3604

structured vehicle in, 3604

stability, 3600

stable floc, advantages of, 3603

topical, 3597

aqueous or oleaginous, 3598

caking phenomenon in, 994

categories of, 969

concentrated, shear thinning of, 3143

cortisporin, 983

cosmetic, types of, 3605

crystal growth, 3598–3599

deflocculated, 994

drug particles in, dissolution of, 3598

flocculated, 994

flocculated state of, 3603

flocculation and agglomeration in, 3589

formation process of, 3603

heterogeneous systems, 969

injectable, 3606

manufacture of, 995

milled microparticulate drug, 2387

monodisperse, 2386

nanoparticle, 2386

ophthalmic, 3598

oral, 996

as pharmaceutical dosage form, for drugs,

3598

particle size distribution in, 3598

particle size reduction equipment, 3599

colloid mills, 3600

crushers and shredders, 3600

fluid energy mills, 3600

hammermills, 3600

pediotic components, 983

rheology of, 3142

solid- and liquid-crystalline, 983

sterile, 3606

topical, 995

viscosity of, 3143

Suspensions, deflocculated, 3601

preparation

by adsorption of hydrophilic or lyophilic

colloid, 3602

by adsorption of non-ionic surfactant or

polyelectrolyte, 3602

by mutual repulsion to large z-potential,

3601

steric stabilization, 3602

Suspensions, pharmaceutical

color, odor, and taste, 3607

density of, 3608

dissolution testing of, 3609
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[Suspensions]

drug content uniformity in, 3608

formulation components, 3605

coloring agents, flavors, and fragrances,

3605

dispersants or deflocculating agents,

3606

flocculating agents, 3606

osmotic agents, 3605

ph control agents and buffers, 3605

preservatives, 3605

thickeners, 3606

wetting agents, 3605

freeze—thaw cycling test, 3608

particle size analysis of, methods for,

3608

particle size distribution, 3607

by Coulter Multisizer II, 3607

by Elzone 280 PC systems, 3607

particle size measurement, 3609

pH value of, 3608

physical stability of, 3607

protective colloids in

sedimentation rate test, 3608

suspending agents in

cellulosics, 3606

clays, 3606

gums, 3606

polymers, 3606

sugars, 3606

test methods, 3607–3609

Suspension stability increase of, 2980

Sustained-release oral dosage forms, 3945

morphine, 3945

phenytoin, 3945

procainaminde, 3945

propranolol, 3945

quinidine, 3945

Sustained-release solid dispersion, 778

Sustiva�, 3349

Suttocide A, 3270

Suture materials, biodegradable search for,

177

Sutures and staples in skin wounds, 162

SVI (Small volume injectable), 1266

active ingredients, 1266

antibiotics, 1269

aseptic filtration and processing, 1266

characteristics of, 1270

freedom from particulate matter, 1271

freedom from pyrogens, 1271

stability, 1272

sterility, 1270

classification of, 1266

definition, 1266

diagnostic agents, 1268

particulate-free, 1267

pyrogen-free, 1267

sterile, 1267

dosage forms, 1267

formulation ingredients, 1272

antimicrobial preservative agents, 1273

antioxidants, 1274

buffer systems, 1273–1274

[SVI (Small volume injectable)]

bulking agents, 1275

emulsifying agents, 1275

protein stabilizers, 1275

solubilizers, 1273

solvent, 1272

suspending agents, 1275

tonicity adjusters, 1275

formulations, 1266, 1267

lyophilization, 1266

ophthalmic products, 1266, 1267

osmolality ranges of, 1272

packaging systems, 1267

primary uses of, 1266

radioactive agents, 1267

solution versus solid, 1272

sterile crystallization, 1266

sterile products, 1266

storage of, 1277

therapeutic injections, 1266

to evaluate organ functions, 1267

Swabs, 969

Swab-sampling, 2306–2307

leaned equipment surface, 1589

Sweet sensations

taste, 1763

tip of tongue, 1763

Sweetana–Grass diffusion cell model,

1302

Sweeteners, 1769

artificial

aspartame, 994

sugar alcohols, 994

chocolate flavor, 1770

fructose, 1769

glucose, 1769

glycerin, 1769, 1770

intensity values, 1769

saccharin, 991, 1770

sorbitol, 1769

sucrose, 1769

Sweetening agents

Acesulphame-K (Sunett�, Sweet One�),

2225

Aspartame (NutraSweet�, Equal�), 2223

classification

caloric, 2223

non-caloric, 2223

N-L-alpha-Aspartyl-L-Phenylalanine methyl

ester, 2223

Saccharin (Sweet’N Low�)

non-nutritive synthetic sweetening agent,

2223

sweetening power, 2223

Sodium cyclamate, 2223

Sucralose (Splenda�), 2225

Sucrose

crystallization, 2223

preparation, 2223

stability, 2223

sweeteners

indispensable components, 2223

liquid oral dosage forms, 2223

types and concentrations of, 2223

Sweetmeats. See Condita.

Swelling efficiency

loss of, 1289

Sympatec-Helos particle sizer, 3225

Synchrotron X-ray scattering, 1065

Syncro–Mate vaginal pessary, 1351

Syncro-Male-B implant

cylinder-shaped subdermal, 1097

subcutaneous CrDDS, 1097

Syncro-Mate-B implant, 1089

matrix diffusion-controlled drug release,

1089

Syncro-Mate-C implant, 1089

fabrication, 1089

matrix diffusion-controlled, 1089

subdermal controlled-release implant, 1089,

1093

Syneresis, 1879

Synergism, 1043

Synergistic effect, analysis of, 391

Synergistic mechanism, 2992

Synovial fluid, 1884

Synthetic chemistry

and biopharmaceutics, 2, 1371

and product research and development, 2,

1371

for pharmacological testing, 1, 1370

oral absorption, 2, 1371

Synthetic colors, 648

Synthetic diacyl chain lipids, impurities in,

985

Synthetic ion exchangers, 1506

Synthetic organic medicinals, purification of,

2853

Synthetic peptide vaccines, quality control

for, 4101

Synthetic pesticides, reduction of, 438

Synthetic polymers, 1887–1888, 2160

absorbable, 160

in biodegradable drug delivery, 179

materials, kinds of, 2925

as suture materials, 177

Synthetic pyrethroids

veterinary drugs, 3941

Synthetic rubber adhesive, 2927

Synthetic waxes

stearic acid, 765

stearyl alcohol, 765

Synthons, 615

in supramolecular assemblies, 616

Syrian hamster embryo (SHE) cell

transformation assay, 441

Syringe barrel, 1969

Syringe infusion system, 2641

Syringe leakage, 1969

Syrups, 994

Systemic circulation, drug concentration

profiles, 1083

Systemic drug

absorption, 223

concentrations, 3981

delivery, 1298, 2664

Systemic inflammatory response syndrome

(SIRS), 362, 372
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Systemic lupus erythematosus, 1018, 71

Systemic mucosal drug delivery, 2666

Systemic solute distribution, 3822

Systemic vascular resistance (SVR),

371, 368

Systolic and diastolic blood pressure,

116

Table salt, square crystals of, 859

Tablet

active ingredient, 3653, 3707

advantages, 3653–3654

antacid, 2406

binders in, 989

capping and lamination, 3628

characteristic of, 1108

chewable, 1769

coated, 2408

colored wet granulations in, 666

coloring system of, 665

compression, 3611, 3612

bonding mechanisms in, 3613

brittle fracture, 3612

calculation, 3670–3671

compression stages, 3654

ejection stages, 3654

by elastic deformation, 3612

filling stages, 3654

force–displacement curve, 3670

by plastic deformation, 3612

processing, 1106, 1109

time-dependent effects, 3670–3671

compressive force, 3668

consolidation mechanisms

intermolecular forces theory, 3612

liquid-surface film theory, 3612

mechanical theory, 3612

constitutes of, 165

binders, 165

coloring agent, 165

fillers, 165

lubricants, 165

content uniformity values on, 3492

decompression, 3613

brittle fracture, 3613

plastic deformation, 3613

design criteria for, 3641

die fill characteristics of, 3611

diluent in, 3655, 3656

direct compression method, 1108, 3645

advantage and disadvantages of, 3646

disintegrants, 989–990, 3661–3662

disintegration, 28, 3858

disintegration time, 2403

dispensing, 969

dissolution method for, 1109

dosage form, 969, 3653

drug release prevention by, 29

dry-coloring of, 666

dry granulation, 3645

DuraSolv technology, 1110

dust extraction of, 3620

ejection forces, 3614

[Tablet]

engravings on, 3787

debossing, 3792

embossing, 3792

enteric-coated, 969

excipients, 3707

film-coating of, 665–666

flat-faced and convex tablets, 3789

force setpoints, 3626

formulated with coatings, 29

formulation, 828, 3659

colloidal silica in, 3659

lubricant in, 3659

friability, 1109

glidants, 990, 3659

granulation process in, 988–989

hardness, 2403

control and monitoring of, 3627

factors affecting, 3628

and thickness, 624,1109,3627

hot-melt molding, 1108

hypodermic, 969

immediate-release compressed, 3641

formulation of, 3641

inactive ingredients, 3707

jams and chipping, 3629

lubricants and glidants in, 990

Lyoc, 1110

manufacture

by direct compression, 3662

by dry granulation, 3661

by drying, 988, 3657

by fluid-bed granulation, 3657

functional excipients for, 989

by mixing, 3655–3657

by wet granulation, 3655–3661

wet methods, 988

manufacturing parameters

compressibility, 988

flowability, 988

massing process in, 989

matrix principle, 1107

compression molding, 1108

freeze drying, 1107

microparticles into, 4075

mixing stage in, 3655

molded, 969

multiple tools, 3788

OraQuick, 1111

OraSolv technology, 1110

orodispersible, 1109

packaging, 1108

particle behavior, 3663

application of force, 3663

poison, 969

porosity, 3668

pharmaceutical dosage form, 2403,

3707

picking and sticking, causes of, 3629

powder bed

elasticity in, 3665

force transmission through, 3665

plasticity in, 3665

porosity, 3664

[Tablet]

powder compaction

characterization, 3666

measuring applied force, 3666

measuring punch position, 3666

process, 3666

preparation, from roller compacted

granulations, 3167

press types, 3654

excentric press, 3654

rotary press, 3654

pressure-sensitive quadrisect, 3793

production methods, 3655

product yield, factors affecting, 3628

properties, 3654–3655, 3666

quality of, 3611

regulatory, 1109

scrape-off forces, 3614

measurement of, 3623

shape, 3654

soluble to insoluble fillers in, 3648

solution, 969

chewable tablets, 991

effervescent tablets, 990–991

lozenges, 990

molded tablets, 991

multi-layered tablets, 991

sublingual and buccal tablets, 991

strength, 3667

construction, 3668

force, 3668

mechanical, 3667

physical, 3667, 3668

reduction, 3660

tensile, 3668

stripper, on rotary tablet press, 3614

structure, 3666

sugar-coated, 665, 1864

sweetness of, 991

tensile strength, 34, 37

testing, 3707

tolerance limits, 3625

weak, 3613

weight and compression force, 3624

weight control and monitoring of, 3625,

3627

weight deviation of, 3280

weight variation, causes of, 3627–3628

wet granulation, 3645

advantages and disadvantages of, 3646

wetting agents, 3661

Zydis, 1110

Tablet and capsule coating, 2330

Tablet and die friction, 3673

Tablet and diewall, 3654

Tablet coating formulation, 2407

Tablet coatings, 953

Tablet compaction, 3558

mechanism of, 740

properties and formulations surface

roughness of, 1739,740

Tablet compression, 3615

best-case bonding index, 3208

Brittle fracture index, 3208
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[Tablet compression]

compaction parameters, 3209

deformation mechanisms, 3208

displacement measurements, 3208

dwell time dependency, 3208

equipment, efficiency of, 3611

indentation speed, 3208

multicavity molds for, 3502

raw materials, 3207

viscoelastic index, 3208

worse-case bonding index, 3208

Tablet crushing strength, 3167

Tablet diluents

available source, 3675

choice of, 3675

compression speed effect on, 3677

consolidation mechanism, 3677

deformation, 3677

fragmentation, 3677

direct compression, 3675

excentric press, 3678

lubricant, 3678

capacity, 3676

compression pressure, 3676

fluidity, 3675

mixing, 3676

physical strength, 3676

segregation, 3676

tensile strength, 3676

proprietary names, 3679

reworking, 3677

strain rate sensitivity, 3677–3678

substances, 3678

cellulose and cellulose derivatives,

3678

inorganic materials, 3678, 3680

mixtures and coprocessed products, 3678,

3682

polyols, 3678, 3680

starch and starch derivatives, 3678

Tablet disintegration

carboxymethylation for, 3561

disintegrating force in generation of, 3558

mechanism of, 3558

Tablet-disintegration process dynamic,

3556

Tablet dosage forms, 3641

flow analysis of, 3644

preformulation protocol for, 3642

Tablet edge thickness, 3622

Tablet ejection force, measurement and

monitoring of, 3623

Tablet evaluation, 3632

compendial methods of, 3632

crushing strength, 3633

disadvantages of, 3632

disintegration testing, 3632

Erweka hardness tester, 3633

hardness testing, 3633

Avicel�-based chlorpheniramine tablets,

3634

mechanical strength, 3633

powder compression, 3633

quantitative analysis, 3632

[Tablet evaluation]

standards for, 3632

tablet-coating process, 3633

gravimetric analysis, 3633

high-performance liquid chromatography

(HPLC), 3633

Tablet formation, process of, 3611

Tablet formulation

acetaminophen in, 4106

artificial intelligence approaches for, 3650

artificial neural networks, 3650

expert system, 3650

aspirin in, 4106

bioavailability, 3648

blending, 3648

caffeine in, 2406, 4106

coating, 3649

design and manufacture, 3641

disintegrant classes, 3558

experimental-design software packages,

3649

expert system

implementation of, 1675

screen images, 1677

granulation, 3649

of hydrochlorothiazide, 2406

manufacturing processes on, effects of,

3648

particle size reduction, 3648

statistical experimental design, 3651

tableting, 3649

Tablet fracture, 3613

Tablet hardness, 3691

Tablet hardness testing and friability testing,

3708–3709

Tablet lubricants, 3592

Tablet manufacture, 3673, 3905

active ingredients, 3673

ascorbic acid, 3673

aspirin, 3673

paracetamol, 3673

attributes, 3673

compression, 3673

eccentric tablet press, 3684

instrumenting rotary presses, 3684

diluents, 3673

disintegrating agents, 3673

lactose, 3673

methods, 3763

direct compression, 3673

dry granulation, 3673

wet granulation, 3673

microcrystalline, 3673

moisture effect on, 2380

Tablet porosity and compression force,

3668–3669

Tablet porosity and pressure, 3668–3669

Tablet press, 3698,3611,3782

bilayer, 3616

PressterTM, 3699

control on production floor, 3700

tablet force, 3700

tablet weight, 3700

replicator, 3699

Tablet press design, rotary, 3614

Tablet press instrumentation, 3684

analog-to-digital converter (ADC), 3688

and control on production floor, 3700

for formulation development products,

3691

compactibility profile, 3691, 3693

elastic recovery study, 3693

Heckel plot, 3693–3694

lubricant, 3691, 3693

waveforms, 3691, 3692

history, 3684

instrumentation amplifier, 3687

linear variable differential transformer,

3686

monitor, 3684

personal computer-based, 3684

principles, 3684

data acquisition, 3684

software, 3668

from transducers to computers, 3684

for process scale-up, 3694

compression force magnitude, 3695

contact time, 3696

dwell time, 3696

force factor, 3695,3696

powder properties, 3696

scale-up factors, 3694

speed factor, 3696

tablet weight, 3696

tensile strength, 3696

variables, 3695

for process troubleshooting, 3694

histogram punch performance, 3694

press monitor, 3694

real-time screen, 3694

upper and lower compression, 3694

product and process tablet

axial die-wall force measurements, 3690

ejection cam instrumentation, 3790

press speed measurement, 3690

punch displacement measurements, 3690

radial die-wall force measurement, 3690

R&D grade instrumentation, 3689–3690

rotary press pull-up cam, 3690

single punch eccentric presses, 3691

tablet weight control, 3691

proximity switch, 3686

transducers

foil gages, 3685

force, 3685

manufacturing, 3685

piezoelectric gages-based, 3684–3685

strain gages-based, 3685

vendors supplying, 3688

windows-based, 3685

Tablet press operation, 3905

Tablet processing

betapress punch displacement profile, 3699

dimensional analysis, 3697

fragmentation, 3613

hydraulic compaction simulators, 3698

control unit, 3698

hydraulic unit, 3698
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[Tablet processing]

load frame units, 3698

procedures, 3698

load control profile, 3698

moisture in, 3613

punch position control profile, 3698

sources, 3699

saw tooth profile, 3699

scale-up, 3698

tablet press, 3698

temperature in, 3613

Tablet properties

disintegration time, 2406

friability, 2406

granules, disintegrant addition to,

3562

hardness, 2406

Tablet scrape-off height, 3622

Tablet slugs, 3159

Tablet splitting, 1922

Tablet strength, effects of moisture on, 38

Tablet testing, 3707

assay, 3708

bioavailability (BA) studies, 3710

bioequivalence (BE) studies, 3711

categories, 3707

disintegration, 3709

dissolution test

apparatus, 3712–3713

medium, 3712

pooled sampling, 3713

results and tolerances, 3713

stirring and mixing mechanism, 3712

friability of tablets, 3708

hardness, 3709

Schleuniger apparatus, 3709

identification, 3707–3708

chromatographic techniques, 3708

high-performance liquid chromatography

(HPLC), 3708

sophisticated techniques, 3708

thin layer chromatography (TLC), 3708

impurities in tablet product, 3708

categories, 3708

foreign substances, 3708

toxic impurities, 3708

in vitro drug release testing, 3712

in vivo drug release testing, 3710

nature of active ingredient, 3707

pharmaceutical availability, 3709–3710

pharmacokinetic parameters, 3710–3711

calculation, 3710

product stability studies, 3715

accelerated, 3715

conducting types, 3715

real time testing, 3715

regular, 3715

stationary phase, 196

uniformity of dosage units, 3708

Tablet tooling

bisects forms, 3792

coatings, 3791

teflon, 3792

for compaction simulators, 3783

[Tablet tooling]

die, 3782

instrumented, 3787

standard, 3787

tapered, 3787

dimensions, 3784

hardness steel qualities, 3794

lifetime, 3793

maintenance, 3793

materials and manufacture, 3788–3790,

3793

paltins, 3791

hard chromium, 3791

polishing, 3794

brass brush, 3794

wool, 3794

ultra-fine polishing paste, 3794

punch

clearance estimation, 3794

instrumented, 3787

keys, 3788

lower, 3782

maintenance sets, 3793

maximum pressure tolerance, 3793

removing, 3794

surface finish, 3795

tips, 3787

upper, 3782

rotary tablet presses, 3782

for single-punch presses, 3783

special, 3785

Fette EU1 441, 3785

IMA, 3786

Kilian 25=32, 3785

Manesty, 3786

standardization, 3783

B-tooling, 3784

D-tooling, 3784

storage cabinets, 3794

surface finish, 3790

roughness, 3790

tolerances, 3790

tolerances and clearances, 3788

round and shaped, 3788

standardized, 3788

two-piece tools, 3783

Tablet weight control and tablet force

control, 3700

bar histogram, 3703

control

algorithms, 3701

chart, 3703

decisions, 3701

function, 3701

cost, 3701

mechanism, 3701

recipe example, 3702

statistical process control (SPC) chart,

3703

generic control systems, 3701–3702

original equipment manufacturer (OEM),

3701

tolerance limits, 3701

Tablet weight variation, 3621

Tableted drug delivery systems, 3641

Tableting characteristics, 3612

Tableting materials, 3782

Tableting operation automation of, 3626

Tableting parameters, 4093

Tablets, hydrochlorothiazide, 911

Tablets, phenomena observed after

administration of, 2065

Tablets BP, digoxin, 917

Tablo�, 3554

Tacrine, permeation flux of, 2930

Tacrolimus, 3361

Talc. See Glidants.

Tamarind gum (TG), 1175

Tamazepam, solid dispersion of, 769

Tamper resistant packaging, 2420

Tandem mass spectrometry, 3048

TandemTM (Bruker Optics), 3210

Tangential flow filtration, 4041

Tannins, 2912

Tape-stripping method, in investigation of

dermatopharmacokinetics, 1321

Tapped bulk density (TBD), 412

Target animal safety, 3984

blood chemistry, 3985

clinical pathology tests, 3985

fecal analysis, 3985

Good laboratory practice (GLP) standards,

3985

mammary gland safety, 3985

toxicity testing, 3984

Targeted drug delivery

with antibodies, 1149

applications, 1165

in cardiovascular system, 1150

definition of, 1149

monoclonal antibodies, 1165

of radioisotopes, 1149

of radiolabeled antimyosin, 1150

primary targeting device for, 1149

Targeted liposomes, binding of, 1141

Targeting, definition of, 1138

Targeting agents,active, 1330

Target-mediated drug disposition, principles

of, 2810

Target residue

calculation, 1589

cleaning equipment process, 1589

total organic carbon (TOC), 1589

validation method, 1589

Targit� technology, 999

Targon�, 900

Tartaric acid, 447

anomalous dispersion of, 447

Tartaric acid salt, crystalline forms of, 2142

Tartrate crystals, hemihedrism of, 445

Tartrazine dyes, 2637

Taste, 1763

components of flavours, 1763

sensations, 1763

bitter, 1763

salty, 1763

sour, 1763

sweet, 1763
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Taste-masking agents

flavor, 1770

polymers, 1106

Taxol�, 2913

TaxosomesTM, 3579

Taxotere, dose of, 3360

Taxotere�, 2812

Taylor vortices, 3138

T-bar ceiling assembly, 2183

T-cell dependent antigen, 1421

T-cell lymphoma, treatment of, 3336

Tea, flavonoids

black tea, 2438

green tea, 2438

Tea catechins, 2438

Tea flavonoids, in cancer prevention,

2444

Teamster tea, 74

TechnosphereTM, 2704

Teflon� vascular grafts, 163

Teflon�, 1476, 1735, 1973, 2241

Tegafur, 1235

Telemetry capsule, gastric residence time of,

2872

Telomerase, 264

Telopeptides, 1882

Temazepam, as hypnotic, 311

Temperature-sensitive hydrophilic gel

microcapsules, 2025

Tensile strength, measurement of, 2668

Tensiometry, mucoadhesive properties, 1173

Teratogenic anticonvulsants, 1408

Terbutaline, 2112

determination of, 1522

Terbutaline formulation, 2103

Tergitol 15-S-7�, 2125

Terminal HEPA filtration module (TFM),

2175

ductless, 2183

as LAF workstation, 2181

in pharmaceutical manufacture, 2182

Terpenoids, 1611

Test results and evaluation, 711

installation qualification (IQ), 711

project report, approval of, 711

qualification reports, approval of, 711

Testing results, 710

cause–effect graphing, 710

software testing, basics of, 710

statistical inference, principles of, 710

statistical process control (SPC), 710

statistical quality control (SQC) program,

710

Testoderm�

Testosterone, 3348

buccal bioavailability of, 15

transdermal delivery, 1318

Testosterone enanthate, 1061, 3362

addition of, 1056

Testosterone metabolism, 2194

Tetrabutyl ammonium hydroxide, 1514

1,1,1,2-Tetrafluoroethane, 1061

2,3,4,6-Tetra-O-acetyl-13-D-glucosyl

isothiocyanate (GITC), 2157

Tetracycline drugs

absorption of, 1017

and metals, 1396

administration, 1396

constituents of, 1396

in gastrointestinal (GI) tract, 1396

Tetracyclinone antibiotics, 231

Tetraethylthiouram disulfide, 703

Tetrafluoroethane, 2107

Tetrafluoroethylene (TFE), 1213

telomerization of, 337

Tetrahydrocannabinol, 3347

Tetramethylsilane (TMS), 3442

Tetraphenylarsonium (TPA) pertechnetate,

3095

Tetraphenylborate, 1507

Tetrasodium pyrophosphate, 899

Tetravalent dengue vaccine, requirements for,

4101

Texas Red�-labeled insulin, 1194

Textural boundary fractal dimension,

definition of, 2584

Thalidomide, 2469

applications, 1407

polyneuritis by, 1407

as sleeping aid, 1407

Theaflavins, 2438

Thearubigin, 2438

Theo-Dur�, 991, 1771

Theobroma oil, 1722

Theophylline

bioavailability of, 2821

clearance of, 3964

drug loading levels influence of, 2011

granule particle size influence of, 2011

hot-melt extruded, 2011

metabolite of, 2636

microsomal-mediated oxidative reactions,

3965

poly(vinyl acetate) as carrier for, 2011

solid dispersions of, 778

use of, 1012

Theophylline-controlled release dosage, 1287

Theophylline drug concentrations, 170

Theophylline microtablet formulations, 3281

Theophylline monohydrate, high temperature

XRD, 4111

Theophylline salts, dissolution of, 941, 3180

Theophylline sustained-release products, 2643

Theophylline tablets, 1236

with microcrystalline cellulose, 2406

Therapeutic aerosols, distribution of, 2582

Therapeutic agents, 2470

biopharmaceutical, 1612

in biological fluids, 516

physiochemical properties of, 1262

rectal administration of, 1309

Therapeutic agents, peptide, 83

Therapeutic dose formulation, administration

of, 2779

Therapeutic drug monitoring, 586, 2630,

2636, 3027, 3034

Therapeutic formulation, development of,

281

Therapeutic frequency sonophoresis, 3833

anti-inflammatory drugs

advantage, 3833

cavitational effects, 3837

mechanisms, 3836

non-steroidal drugs

indomethacin, 3833

salicylate, 3833

steroidal drugs, 3833

dexamethasone, 3833

hydrocortisone, 3833

Therapeutic hemoglobins, applications of,

360, 367

Therapeutic index drug, 3032

chemical testing, 3190

control testing, 3190

manufacturing testing, 3190

Therapeutic injections

crystallized dry powder products, 1266

injection products, 1266

multiple dose, 1266

single dose, 1266

product solutions, 1266

Therapeutic macromolecules, delivery of,

1428

Therapeutic peptides, bioavailability of, 1247,

2672

Therapeutic plasma concentrations, 1013

Therapeutic Products Programme (TPP),

representatives of, 2856

Therapeutic protein formulations, in liquid

formulations, 1647

Therapeutic proteins, 83, 1269, 1428

aggregation of, 2674

powders of, 1429

preparation of, 1428

Therapy, cell and tissue, 265–266

Theriform� microprinting technology, 999

Thermal activity monitor (TAM)

advantage of, 402

for pharmaceutical systems, 402

Thermal analysis

application of, 2941

definition of, 2941

for drug and drug products, 3726

Thermal circuit, for drying application, 1438

Thermal conductivity detector (TCD), 466

in gas chromatography, 197

Thermal degradation, 1808

Thermal detectors, 3409

from deuterated triglycine sulfate (DTGS),

3376

for infrared spectrometers, 3409

properties of, 3409

Thermal disinfection

Acanthamoeba species, 2207

multifunctional solutions, 2207

non-sterile saline solution, 2207

preserved saline solutions, 2206

disadvantage of, 2207

of soft contact lenses, 2206

sterile saline solution, 2207

unpreserved saline solutions, 2206

disadvantages of, 2207
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[Thermal disinfection]

multidose pressurized, 2207

risk of ocular infection, 2207

unitdose pressurized, 2207

versus preserved saline solutions, 2206

Thermal energy analysis (TEA�) detection,

1703

phenomenon of chemiluminescence, 1703

Thermal gel points, 1879

Thermal gelling formulations, 1299

Thermal insulation, and wound temperature,

1024

Thermal lethality, 331

Thermal monitoring, 329

Thermal radiation, 1437

wavelengths of, 1437

Thermal radiative resistance, 1437

Thermal recrystallization, 823

Thermal resistance, 1435

determination of, 328

Thermal stability, determination of, 3003

Thermal sterilization, 3527

dry heat sterilization, 3900

mixing of liquids, 3900

moist heat, 3900

Thermal treatment, melting polymorph by,

2939

Thermally sensitive liposomes, use of, 1138

Thermionic detectors (TD), 466

Thermoanalytical instrument, 396

Thermocompression, 1606

Thermodilatometry, 3730

Thermodynamic properties

enthalpy, 2

entropy, 2

solubility, 2

Thermodynamic stability, 1825, 1826

Thermodynamics, 393–394, 401

Thermodynamics and mass transport,

principles of, 2718

Thermogravimetric analysis (TGA)

advantage, 3729

calcium carbonate formation, 3732

calcium oxide formation, 3732

calibration, 3729, 3731

of copper(II) sulfate pentahydrate,

3729–3730

of dicalcium phosphate dihydrate, 2374

measuring water sorption–desorption

isotherms, 3730

in moisure content determination, 2374

for pharmaceutical applications, 3726

Thermogravimetry (TG), for pharmaceutical

applications, 3726

Thermogravimetry (TG) and differential

scanning calorimetry (DSC), 3732

hydrates, 3733

solvates, 3733

volatile compounds, 3733

Thermoluminescent detectors (TLDs), 3092

Thermomechanical analysis (TMA), 3730

calibration, 3731

curve

for glass transition, 3731

[Thermomechanical analysis (TMA)]

polymorphic transition, 3731

dynamic mechanical analysis (DMA), 3731

for pharmaceutical applications, 3726

for phase transformations determination,

3731

glass transitions, 3731

polymorphic solid–solid transitions, 3731

Thermophotometry, for measuring

thermoluminescence light, 3731

Thermoplastic elastomers (TPE), 2275

Thermoplastic polymers

as drug release retardants, 2004

existence, 2006

as thermal binders, 2004

Thermoplastic resin, 3377

Thermoplastics, 2242

mechanical properties of, 2242

melting point, 2242

definition of, 2242

polypropylene, 2237

Thermosensitive drug release, 1777

Thermoset rubber compound, 1470

Thermotropic liquid crystals

formation, 1115

rheology of, 3143

viscosity of, 1122

Thermotropic mesomorphism, 1123

Thiazolidine rings, 2938

Thiazolobenzimidazole derivative, solubility

for, 3330

Thief samplers

end-sampling, 2363–2364

side-sampling, 2363–2364

Thimerosal (merthiolate), 2479

for lipid analysis, 981

steps in, 539

Thin layer chromatograms, quantification of,

542

Thin-layer chromatography (TLC), 2849

advantages of, 538

analysis

of acidic and neutral drugs, 545

of basic, amphoteric, and quaternary

drugs, 545

analyte concentration in, 538

application of, 543

experimental procedures, 538

column chromatography, 539

deproteinization, 539

desalting, 539

liquid–liquid partitioning, 539

microwave extraction, 539

solid phase extraction (SPE), 539

supercritical fluid extraction (SFE), 539

for identification of drug, 3708

linear ascending development, 540

mobile phases for, 539–540

in pharmaceutical and drug analysis,

541, 544

pharmaceutical applications of, 538

phase adsorption, 539

plates, 539, 3382

quantitative analysis of, 542–543

[Thin-layer chromatography (TLC)]

sample application in, 540

sample preparation for, 538–539

on silica gel, 539

stationary phases for, 539

validation procedures of, 544

vapor phase in, 540

with video technology, 543

with visible=ultraviolet (UV), coupling of,

538

Thin layer chromatography (TLC) and liquid

chromatography (LC), with infrared

spectroscopy, 3382

Thin layer radiochromatography, 544

for metabolism studies of pesticides and

drugs, 544

Thioamide aldose reductase inhibitor, 2147

Thiobarbituric acid (TBA) assays, 151

Thiols, 1528–1530

Thiothixene as antipsychotic agent, 2147

Thixotropic flow, 3605

advantage of, 3605

property of, 3605

yield stress, 3605

Thixotropic gel, 2844

Thixotropic materials

flow curves for, 3133

Thixotropy, 1881, 3133

Thoracic duct (TD), 3918

Three-electrode system, devolopment of, 1490

Three Rs (3Rs) in drug development

reduction, 2192

refinement, 2192

replacement, 2192

Thrombolytic reperfusion therapy, 1163

Thrombophlebitis, intravenous injection of

irritant solutions, 3954

Thymidine kinase gene deleted vaccines,

3911

Thyroid disease, 74, 3037

Thyroid gland, function of, 704

Thyroid hypertrophy, 436

Tier-testing strategies, 2197

Tiltabs�, 998

Time-clock system, 1234

Time-controlled-explosion drug-delivery

system, 1234

Time-controlled explosion system, studies of,

1292

Time-controlled pulsatile delivery, 1287

Time-dependent signal transduction process,

2805

Time-of-flight (TOF) mass spectrometer,

1708

Time-of-flight instrument

definition of, 2587

size analyzer, 2587

types of, 2587

Time-release systems, use of, 1246

Time-resolved fluorescence detection, 1576

Time-resolved fluoroimmunoassay, 2056

for plasma enterolactone, 1576

single photon counting, 2056

Time-resolved fluorometry, 3401
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Time-stratified contingency table analysis, 436

Time and phase-resolved fluorimetry, 3402

Time Clock� system, 999, 1290

Time programmed therapeutic scheme,

requirement of, 1288

Timerx technology, 999

Timolol

as glaucoma agent, 1221

gel forming solution, 1220

Timolol maleate, 1220

Timoptic XE, 1220

Tinctures, 994, 2911

alcoholic solutions, 970

cosolvent, 806

homeopathic, 970

hydroalcoholic solutions, 970

liquid dosage form, 806

liquid flavors, 1764

in pharmacy, 3903

Tissue adhesive formulation, gel-formers in,

162

Tissue adhesives, in wound dressing, 1034

Tissue and cell engineering products, 274–275

Tissue blood flow rate, 2759

Tissue damage, 275, 3953

Tissue-diffusion cell systems, 1302

Tissue fluid, volume of, 579

Tissue growth factors, 270

becaplermin, 270

palifermin, 271

Tissue irritation

intramuscular injection sites, 3959

by parenteral preparations drugs, 3953,

3959

Tissue layers

basement membrane, 2665

connective tissue, 2665

epithelium, 2665

Tissue necrosis, 2632

Tissue oxygenation, 335

improvement of, 360

maintenance of, 363

Tissue plasminogen activator, recombinant,

285

Tissue receptors, 2637

Tissue target, extravascular compartment of,

1142

Tissue washing procedures, 1302

Tissues

biochemical systems of, 702

photon distribution in, 3378

Titanium, corrosion resistance of, 793

Titanium dioxide, 656

pigments, 1466, 1475

Titration

amperometric, 3765

applications, 3766

curves, 3765

mirror image curve, 3765

oxidation–reduction titrations, 3766

polarographic methods, 3765

precipitation titrations, 3766

with two polarized microelectrodes, 3765

for chemical analysis, 3752

[Titration]

chloride ion with silver nitrate, 3764

complex-formation, 3759

applications, 3760

endpoint detection, 3760

equilibrium, 3759–3760

inorganic complexing reagents, 3760

conductometric, 3762

acid–base titrations, 3763

advantage, 3763

applications, 3763

complex-formation titration, 3763

curves, 3763

precipitation titrations, 3763

coulometric, 3764

advantage, 3764

application, 3764

complex formation titrations, 3764

neutralization titratrions, 3764

oxidation–reduction reactions, 3765

precipitation titrations, 3764

primary technique, 3764

secondary technique, 3764

sources of error in, 3764

curves, 3752

complex formation, 3756, 3759

conductivity, 3754

iron(II) with cerium(IV), 3757

mixture of halides, 3754

polyfunctional base, 3756

simple systems, 3755

titanium(III) with cerium(IV),

3757–3758

weak acid-strong base, 3755

definition, 3752

goal of, 3752

inert solvents, 3756

iron(II) with cerium(IV), 3757

neutralization, 3754, 3762

acid–base equilibria, 3754

acid–base indicators, 3755

applications in aqueous media, 3756

applications in nonaqueous media,

3756–3757

buffer solution, 3755

endpoint detection, 3755

pH measurement, 3755

oxidation–reduction, 3757

applications, 3758

equilibrium, 3757

indicators, 3757–3758

oxidants, 3758

redox indicator, 3758

photometric, 3766

advantages, 3766

applications, 3767

curves, 3767

indicators, 3767

potentiometric, 3760

application, 3761

automatic titrators, 3762

curves, 3760–3761

endpoint detection, 3760

equilibrium, 3760

[Titration]

first-derivative method, 3761

Gran’s plot fot, 3761

neutralization, 3762

oxidation–reduction titrations, 3762

second-derivative method, 3761

precipitation, 3752

applications, 3754

argentometric methods, 3754

cationic adsorption indicators for, 3753

conductometric method, 3754

endpoint detection, 3753

reductants, 3759

strong acid, 3755

sulfa drugs, 3756

weak acid, 3755

Titration microcalorimetry, 403

for fingerprint analysis, of herbal

supplements and medicines, 543

off-line operation of, advantage of, 542

zone visualization in, 542

TLC scanner, light path of, 543

TLC separations, documentation of, 542

Tobacco

source of nicotine, 1044

prevention, 1045

sniffing, 1201

TobraDex, 984

Tobramycin, 1221

Tocainide, 2155

antiarrhythmic effect of, 1016

Tocopherol nicotinate, 3347

Tocopherols, 74, 145–146

Tolbutamide–PEG system, dissolution

profiles of, 771

Tolbutamide–urea system

crystalline mixtures of, 771

crystallinity of, 771

Tolbutamide sodium, oral administration of,

3181

Tolnaftate, as ointments, 3973

Toluene–dichloromethane, 2997

Tonicity

class I methods, 3779

cryoscopic method, 3779

freezing-point depression method for,

3779

sodium chloride equivalent method, 3780

class II methods, 3780

Sprowls method, 3780

White-Vincent method, 3780

classification of, 3779

clinical significance, 3774

colligative properties, 3768

formulation property, 3768

measurement of, 3775

ophthalmic formulations, 3769

osmotic pressure, 3775

parenteral formulations, 3769

physiological properties, 3768, 3774

theoretical method for, 3779

in tissue irritation, 3768

Tonicity adjusters

degree of hypertonicity, 1275
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[Tonicity adjusters]

intravenous administration, 1275

osmolality of formulation, 1275

route of drug administration, 1275

in sterile products, 1275

Toothache drops. See Drops, toothache.

Tooth brushing methods, studies of, 898

Tooth paste abrasion index, 2420

Tooth pulp evoked potential (TPEP) rat

model, 2808

Top-spray granulator, solid dosage form,

3905

Topical drug delivery systems, 1696

Topical drug products, 1696

Topical suspensions, 3597

Topoisomerase 1, 2444

Toradol�, 3350

Torque impeller, 4081–4081

Torque rheometer, 4081

Torsional braid analysis (TBA), 3731

Total body water (TBW), 2634

Total correlation spectroscopy (TOCSY),

3446

Total ion chromatogram (TIC), 3799

Total nutrient admixtures (TNA)

emulsion stability in, 4124

preparation, 4123

Total organic carbon (TOC), 1589

Total parenteral nutrition (TPN)

formulations, 3362

Tote blender, 2355

TouchSpray devices, inhalation droplet spray

plume by, 3856, 3857

TouchSpray technology, 2113

TouchSpray�, 3856

Tourette’s syndrome, 2470

ToxChips, 2198

Toxic hyperplasia, 438

Toxic metabolites, production of, 3008

Toxic reaction, 46

Toxic Substance Control Act (TSCA),

regulated by, 1948

Toxic systemic effects, 3981

Toxicity

abnormal, test for, 2830

cellular and molecular events in, 2198

cholinergic, 76

Toxicity and irritation, evaluation of, 2671

Toxicity and safety considerations, 2990

antimicrobial preservatives, use of, 2990

Toxicity testing, for excipients, 1658

Toxicogenomics, hybridization of functional

genomics, 1368

molecular toxicology, 1368

tools for, 1367

Toxicologic drug concentrations prediction

of, 2808

Toxicological effects, of enhancers, 2720

Toxicology and product research and

development, 2, 1371

Toxicology biomarker area, 2193

Toxicology testing, preliminary, 432

Toxin conjugates, 1139

Toxitabella. See Tablets, poison.

Toxoid vaccine microcapsules, 2334

Trace level impurity, in drug products, 3797

Tracheostomy dressings, in wound, 1029

Trachlordiaminoplatin, 702

Tragacanth, 994–995

Tranexamic acid, intravaginal delivery of,

1356

Tranquilizers

major, 1042

minor, 1042

minor. See Benzodiazepines.

Transcellular absorption, 212

Transcellular drug transport, 1257

Transcellular transport, 2718

Transcutaneous electrical nerve stimulation

(TENS), 2121

Transcutol, 3335

Trans-cyclohexane dimethanol (T-CHDM),

190

Transcytosis, 2718

capillary endothelial cells, 1281

cell process, 1281

definition, 1281

impermeable cell membrane, 1281

in lung biology, 1281

natural absorptive mechanism, 1281

non-invasive, 1281

Transdermal contraceptive device, patentable

micro-drug-reservoir technique,

1089

Transdermal-controlled administration,

1084

Transdermal delivery formulations

creams, 1317

gels, 1317

ointments, 1317

patches, 1317

Transdermal drug administration routes,

limitations of, 176

Transdermal drug delivery

advantages of, 3843

in delivery of actives, 996

dermis layers

composition, 3843

tissue layer, 3843

disadvantages, 3844

epidermis layers

composition, 3843

stratum corneum, 3843

thickness, 3843

heat-assisted, 3850

skin irritation, 47

skin morphology

layers for, 3843

transdermal applications, 3843

types, 996

See Needle-free drug delivery.

Transdermal electroosmosis, 3847

Transdermal electrophoresis, 3847

Transdermal electroporation, 3849

non-adjuvant skin immunization, 3919

Transdermal formulations, 1317–1318

microneedles, 1318

powder delivery systems, 1318

[Transdermal formulations]

soft patches, 1318

Transdermal immunization, 2746

Transdermal iontophoresis

efficiency of, 3847

electroosmosis, 3847

electrophoresis, 3847

electroporation, 3847

mechanisms of, 3847

physical enhancer, 3846

skin alteration, 3847

transference number, 3847

Transdermal patch, 176

Transdermal patches

drug-in-adhesive patch

advantages of, 3845

diffusional surface area, 3845

rate-controlling membrane, 3845

drug reservoir patch

diffusion surface area, 3845

rate-controlling membrane, 3845

matrix-controlled, 1129

membrane-controlled, 1129

transdermal gel systems, 3846

types of, 3845

vehicles and carriers for, 3846

with drug substances

clonidine, 1129

estradiol, 1129

glycerole trinitrate, 1129

nicotine, 1129

scopolamine, 1129

testosterone, 1129

Transdermal periodic iontotherapeutic

system, 1096

Transdermal permeation, 13

rate limiting in, 3821

Transdermal release, from hydrogels, 2036

Transdermal reservoir systems, 13

Transdermal Scop� patches, 3362

Transdermal systems

amount of, 1320

limitations, 1319

materials of, 1319

novel, 1319

powder, 1320

Transdermal therapeutical systems, 946

Transdermal therapy, 1317

Transdermal transport

carrier-enhanced, 3846

cyclodextrin, 3846

liposomes, 3846

mechanism, 3846

micelles, 3846

synthetic nanoparticles, 3846

transfersome, 3846

gastrointestinal tract, 3843

lipoidal pathway

diffusion coefficient, 3844

partition coefficient, 3844

passive diffusion, 3844

permeability coefficient of, 3844

lipophilic compounds, 3843

microneedles, 3850
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[Transdermal transport]

oral administration, 3843

patient compliance, 3844

permeant pathway

effective electromobility, 3844

molecular size-dependent transport, 3844

pore pathway

diffusion coefficient, 3844

permeability coefficient of, 3844

porosity, 3844

Transdermal vaccination, 3919

Transderm-Nitro� system

controlled-release transdermal therapeutic

system, 1084

cross-sectional view of, 1085

fabrication of, 1084

injection-molding process, 1084

structural components, 3, 4

Transderm-Scop�, 996, 1087

scopolamine-releasing transdermal

therapeutic systems, 1087

structural components, 1091

Transducer manufacturing, 3685

load cell, 3686

procedure, 3686

silicon-based adhesive, 3686

Transendothelial transport, 882

Transepidermal water loss (TEWL), across

hairless mice skin, 3839

Transepithelial transport, 882

Transference number, 3848

Transferosomes�, 2701

Transferrin receptor, 1328

Transfusion therapy, 353

Transgenic animals, 264

Transgenic mice, 440–441

Transmembrane protein, 1137

Transmembrane receptor protein, 1333

Transmissible spongiform encephalitis (TSE),

294, 1129, 1596

risk of, 2831

bovine spongiform encephalopathy (BSE),

1642

causes, 1642

Creutzfeld-Jacob disease (CJD), 1642

excipients, 1642

Kuru disease, 1642

Mad Cow Disease, 1642

parameters, 1642

risk of, 1642

Scrapies, 1642

transmission by medical products, 1642

Transmission electron microscopy (TEM),

1119

of freeze fractured oily droplets, 1126

of liquid crystalline surfactant gel, 1125

liquid crystalline phase characterized by,

1057

in liquid crystals, 1120

morphology of nanoparticles, 2396

particle size ofnanoparticles, 2396

plastic impression of, 1120

tomography, 2396

of Voltaren Emulgel, 1128

[Transmission electron microscopy (TEM)]

of w=o creams, 1126

Transmission gratings, 3396

Transmission microscopy (TEM), 3731

Transmittance spectroscopy, 3412

solid sample analysis, 3412

window materials, 3412

Transmitting hypertext documents, 2559

Transmucosal drug delivery route, 1201

Transplant rejection, prevention of, 281

Transudation-like mucoid material, 1342

Trapidil release, 2407

Trastuzumab (Herceptin�), 272, 1569

Trauma-Dolgit Gel, 1126

removal of, 1444

Tray and truck-drying, 1443–1444

of pharmaceutical powders, 1443

Trazodone hydrochloride tetrahydrate,

2940

Treatment systems, variations in, 4042

Trehalose, 1630, 1830, 3748

formulation, 1828

Trehalose–cefoxitin system, 1630

TrelstarTM Depot, 2320

Tretinoin, 3348

Tri-ethanolamine, restriction in cosmetics,

801

Tri-n-butyl phosphate, 1630

Triacetin, 2008, 3348

Triacetin-base gel, 1353

Triazine method, 933

Triazolam, 1610

Triboelectrification, 1535, 3278

charge reduction effects, 1539

in industrial processing, 1537

surface interactions, 1538

Tricaphos

crystallites, 3230

spray-dried product, 3230

Trichloroacetic acid, 3032

Triclosan antibacterial activity of, 897

Triethyl citrate (TEC), 2008

Trifluoroacetic acid (TFA), 303

Trifluperazine, 1864

Triglycerides, 3347

Trihydrate

differential scanning calorimetry (DSC)

scan of, 3738

polymorphs of, 3738

Trilepta�, 1256

Trimethoprim crystals, 830

Trimethylammonioethyl methacrylate

chloride (TAMCl), 1290, 1776

1,1,1-Trimethylolpropane trimethacrylate

(TPT), 2022

structure, 2023

swelling, 2025

Trimethylphenylammonium ion electrode,

1527

Trimethylsilylpropionate (TSP), 3442

2,4,6-Trinitrobenzenesulfonic acid (TNBS),

1869

Triorthocresyl phosphate (TOCP), 1406

Tripropylamine (TPA), 1576

Tris(hydroxymethyl)aminomethane salts,

3183

Tritab

granulation, 3230

roller compaction, 3230

Triturates, tablet, 970

Triturations

homeopathic, 970

potent powdered drugs preparation,

970

tincture, 970

Troches

lozenges, 970

pastils, 970

solid dosage forms, 970

Trochiscus. See Troches.

Troglitazone

critical scale-up control factors, 3201

dissolution equivalency, 3201

melt-extruded product, 3200–3201

scale-up process, 3201

Tromethamine, 389

Tronolane� ointment, 996

Tropane alkaloids biosynthesis of, 240

Tropocollagen, 1882

Trough mixer mixing machines, 3898

Trovan�, 53

Trypan Blue dye exclusion criteria, 1161

Trypsin, 1420

Trypsinogen proenzyme forms of, 2718

Tube and slit rheometers, 3141

capillary viscometers, 3141

falling ball viscometers, 3142

hydrostatic head viscometers, 3141

Tubex�, 1008

Tumbler geometries

double-cone, 2355

tote blender, 2355

V-blender, 2355

Tumbler mixers, 3899

Tumbling blenders

mixing, 2352

data interpretation, 2360–2361

measures, 2360

rates, 2361–2362

relative standard deviation (RSD) of,

2361

sampling techniques

core sampling, 2364

diffusing wave spectroscopy, 2367

magnetic resonance imaging, 2367

positron emission tomography, 2367

solidification, 2366

x-ray tomography, 2367

scaling, 2359–2360

segregation, 2352

evaluation in double and V-blender, 2363

intensity, 2361

mechanisms, 2358–2359

rates, 2362

Tumbling driers, 3892

drying tablet granules, 3892

Tumbling melt granulation

in fluid-bed granulator, 2260
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[Tumbling melt granulation]

melt agglomeration technique, 2260

meltable materials, 2260

particle size of, 2260

viscosity of, 2260

viscous binding forces, 2260

non-meltable materials, 2260

Tumor antigens, 1327

density of, 1328

mutation of, 1331

Tumor cells

culture systems, 117

drug resistance, reversal of, 1143

growth of, 1326

heterogeneity of, 1144

phenotype characterstics of, 150

surface of, 1139

target, 1326

Tumor drug delivery, success in, 1139

Tumor extracellular fluid, 1332

Tumor formation, 1425

Tumor growth

angiogenesis of, 1328

retarding, 1137

Tumorigenicity, acquisition of, 441

Tumor imaging

affinity purified antibody fractions, 1149

with immunoglobulin fractions, 1149

Tumor incidence rates, 435

Tumor interstitium, 1327

drugs, 1330

Tumor lymphatic system, collapse of, 1326

Tumor models, variety of, 1330

Tumor necrosis, production of, 71

Tumor necrosis factor, 275

Tumor necrosis factor-a (TNF-a) inhibitors,

3923

cytokine, 3923

in inflammatory bowel disease, 3923

monoclonal antibodies, 3923

in rheumatoid arthritis, 3923

Tumor necrosis factor-alpha (TNF-alpha), 71

Tumor necrosis factor (TNF)-receptor

(TNFR), 3923

Tumor oxygenation, 347

Tumor physiology, 1330

Tumor-promoting phorbol esters, 150

Tumors

leaky vasculature of, 1326

natural, 431

unnatural, 431

Tumor-specific enzymes, presence of, 1327

Tumor-specific ligands, identification of,

1327

Tumor suppressor gene, 437, 438

Tumor-targeted drug delivery systems, 1326

application of, 1329

classes of, 1329

Tumor-targeting antigens, 1328

Tumor targeting, enhancement of, 1326

Tumor-targeting ligands, 1333

Tumor targeting properties

liposomes, 1335

macromolecular conjugates, 1335

[Tumor targeting properties]

nanoparticles, 1335

polymeric micelles, 1335

Tumor targets, examples of, 1328

Tumor therapy, uses for, 1138

Tumor tissue, doxorubicin concentration in,

1191

Tumor tissue permeability, 1143

Tumor tissues

heterogeneity of, 1331

targeting to, 1139

Tumor vaccine

multiplicative effect, 1137

type of, 1137

Tumor vasculature, 1330

Tumor versus normal tissue distribution ratio,

1140

Tumor volume, increase of, 1142

Tunica adventitia, 1339

Turbidimetric measurements, 1186

Turboemulsifiers, 3267

Turbohaler�, 997, 1540

Turbulent flow, 3139

creation of, 2678, 4045

fluid flow, 3865

mass transfer in, 3876

Tussionex Pennkinetic� extended release

suspension, 992

Tussionex�, 1099, 1771

Tutti-frutti flavor, 1767

composition of natural and artificial, 1769

Tween 20�, 2125

Tweens and Spans, 994

Tweens�, 3587

Twilight sleep. See Somnolence.

Twin-screw compounding extruder, 767,

2018

Twin-screw extruder

preparation of, 768

wax matrix granules (WMG) by

Twin-screw extrusion, stability of, 746

Twin horizontal feed screw system, with

vacuum deaeration, 3165

Twin Impinger (TI), 2283

Twisthaler�, 1432

Two-dimensional (2-D) nuclei, formation of,

841

Two-dimensional Fourier transforms, 2584

Two-dimensional imaging technique, 3437

Tylenol�, 411, 2423

marketed brand names

Tylenol Allergy Sinus, 2423

Tylenol Cold, 2423

Tylenol Cough, 2423

Tylenol Multi-Symptom, 2423

Tylenol PM, 2423

Tylenol Sinus, 2423

Tyloxapol, nebulization for solutions of, 3858

Tympanic membrane perforation.

See Tympanostomy.

Tyndall scattering effect, 1184

Type 2 drug master file

flow diagram, 1403

manufacturing process, 1403

Type 3 drug master file

packaging components, 1404

toxicological data, 1404

Type 4 drug master files

applications, 1405

seldom filed, 1405

Tyramine

metabolized, 1397

unmetabolized, 1397

Tyrosine

metabolites of, 1520

triplet codes for, 931

Tyvek�, 1471, 2884

Ubiquinone, 147

UDP-glucuronosyltransferases, 317

UK Pharmaceutical Isolator Guideline,

2133

Ulcerated lesions, 901

Ulcerative colitis, treatment of, 942, 1256

Ulcers, treatment of non-healing diabetic,

1885

Ultrafiltration

advantage of, 3027

application of, 3027

Ultrafiltration (UF) membranes

in cross-flow (tangential flow) systems,

1749

molecular weight cut-off, 1749

phase-inversion process, 1750

pore size, 1749

retention ratings of, 1749

spiral wound module, 1752

Ultra-high molecular weight polyethylene

(UHMWPE), 2029

Ultra-hygienic in-line mixer, 3269

Ultra low particulate air (ULPA) filters, 2133,

2173

Ultramarine blue, 1468

Ultrasonic attenuation spectroscopy, 860

Ultrasonic homogenization

applications, 2002

components, 2002

Ultrasonic nebulizer, 2104, 3854

advantages and disadvantages, 2105

aerosol generation within, 3854

for air humidification, 3854

and air-jet nebulizers, 3854

asthma, 3859

characteristics, 2105

designs, 3855–3856

duration, 3857

Fiso Neb, 2105

for delivery of a-interferon, 3859

guidelines for use of, 3859

in human respiratory airways delivery,

2105

mechanism of aerosol generation, 2105

performance, 2105

Porta-Sonic, 2105

pulmonary disease, 3859

radiopharmaceuticals for delivery from,

3859
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[Ultrasonic nebulizer]

reservoir temperature in, 2105

residual volume, 3857

in respiratory care units, 3854

standardization for use of, 3859–3860

thermal effects, 3858

Ultrasonic nozzles, for congealed solid

products, 766

Ultrasound

absorption coefficients, 3829–3830

biological effects, 3836

acoustic streaming, 3836

cavitational effects, 3836

thermal effects, 3836

energy dose, 3833

frequencies, 3830

high-frequency, 3830

lowfrequency, 3830

therapeutic, 3830

generation, 3828

piezo-electric crystal, 3828

sonicator, 3828

intensities, 3832

sonophoretic skin permeability with, 3832

parameters selection, 3830

pulsed mode application, 3832

reflection, 3830

for sonophores, 3828

transdermal drug transport, 3833

transmission, 3828

coupling medium, 3828

Ultrasound (US) imaging, 349

Ultrasound vibration potential (UVP), effects

in colloids, 4119

Ultratard�, 2702

Ultraviolet-B (UV-B) light absorbers, 798

Ultraviolet catastrophe, 717

Ultraviolet germicidal light, 2186

Ultraviolet molar absorptivities, 516

Ultraviolet radiation, 3549–3550

Ultraviolet spectrophotometry, 700

Umbelliferae, 1764

Unguenta extensa. See Mulls.

Unguentum. See Ointments.

Unified numbering system (UNS), 789

Uniform corrosion, 782

characteristics, 782–783

prevention, 783

Unilamellar vesicles (UVs), asymmetric

internal structure of, 1058

Uninterruptible power supplies (UPSs), 1487,

1488

Unisom sleep products

Unisom Sleep Gels�, 2423

Unisom Sleeptabs�, 2423

Unitary rational design process, 3008

Unit-dose packaging systems

advantage, 2084–2085

on blister packaging, 2085

on capsules, 2085

of drug powders, 2084

United States Food and Drug Administration

(USFDA), 1693, 3798

regulatory guidance, 1697

United States Pharmacopeia, 1787, 4103

(USP), 2903

Federal FoodDrug and Cosmetic Act, 1787

United States Pharmacopeia, Spanish edition

of, 1957, 1958, 1786

United States Pharmacopoeia (USP), 740,

1109, 1572, 1656

Unit for evaluation of medicines for human

use, 1596

subdivisions, 1595

Unit for the evaluation of medicines for

veterinary use, 1597

in Pharmaceutical Pan-European

Regulatory Forum (PERF), 1597

sectors, 1595

Unit operation in pharmacy. See also fluid

flow, 3862; heat transfer, 3869–3875;

mass transfer, 3875.

Unpolarized light, 445

Uracil–adenine–cytidine (UAC), 931

Urea–drug mixtures, 764

Urethanes, 2138

Uridine diphosphate D-glucuronic acid,

317

Urinary excretion rate (ER)

calculation of, 170

determination of, 170

Urinary excretion studies

disadvantage, 170

dosage forms, 170

Urinary tract antiseptics

methenamine, 170

nitrofurantoin, 170

Urine and blood concentrations, 170

Ursodeoxycholic acid (UDCA), 1797

Urticaria, cause of, 1616

Uruguay Round Agreements Act (URAA),

2618

User Requirements Specification (URS),

2164, 2167

dissolution testing, 2168

modules=functionality, 2168

for planning stability testing, 2168

process of writing and discussion, 2167

U.S. Federal Food and Drug Administration

(FDA), 2783, 2902

guidelines issued by, 93

U.S. New animal drug applications (Nada),

3984

U.S. Pharmacopeia (USP), 3512

capsule dissolution, 413

impurities, 1955, 1962

for injectable oils, 1623

U.S. Pharmacopeia (USP) Fellowship

Program, 2845

U.S. Pharmacopeial Convention, 2842

U.S. Pharmacopeia– National Formulary

(USP–NF), 2837, 3258

USP-NF monograph, 1787

USP-simulated gastric fluid, 2668

educational resources and materials, 2244

error-avoidance strategy, 2244

medication errors reporting (MRN)

programs, 2244

[USP-simulated gastric fluid]

non-profit organization, 2244

practitioners’ reporting network (PRN),

2244

standartization of medication errors, 2244

types of water in, 1268

USP XXIV testing, for dosage forms, 172

UV absorption detectors, 1522

UV absorption scanning, of fluorescence

quenched zones, 543

UV filter radiometer, 2863

UV photodiode array spectrophotometry,

advantage of, 916

UV=Vis absorption spectrum, 305

UV–visible spectra, 701

UV–vis spectrophotometer

for analysis, of mixtures, 3472

application of, 3469

in cells, 3463

charge coupled device detectors, 3464

detectors, 3464

functions, 3463

light sources, 3462

monochromators and filters, 3462

in naturally absorbing species, 3471

in nonabsorbing species, 3473

read-out devices, 3464

semiconductor silicon diodes, 3464

for color measurement

components of, 3465

deviation from, 3469

diffraction grating in, 3463

drift in, 3469

of inorganic ions, 3470

light intensity

measurement, 3462

sources of noise, 3468

of organic functional groups, 3470

performance parameters, 3467

photometric accuracy, 3468

wavelength accuracy and calibration,

3467

wavelength repeatability and bandwidth,

3467

of pharmaceutical compounds, 3471

in pharmaceutical formulations, 3474

photomultiplier tubes in, 3464

for qualitative analysis, of pharmaceutical

compounds, 3469

for quantitative analysis

of pharmaceutical compounds, 3471

solvent effects in, 3469

solvent selection, 3471

stray light and slitwidth in, 3469

wavelength selection, 3471

UV–vis spectophotometric detectors, 534

UV–vis spectrophotometric methods

measurement of, 3460

for pharmaceutical analysis, 3460

validation of, 3474

Vaccination

aluminum adjuvants in human, 3915

anti-idiotype, 3912
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[Vaccination]

in biotechnology, 273–274

for cancer, 274

controlled-release technology, 3924

conventional, 3908

cowpox virus as, 3908

delivery, 3916

development, 3908

diptheria–tetanus–pertussis (DTP), 3915

disadvantages, 3908

DNA, 3912

dry powder, 3199

dual-chamber syringe system, 3916

formulations, 3923

challenges in future, 3923–3924

gene-deleted, 3910

goals in, 3924

hepatitis B, 274

inactivated, 3908

intranasal, 3918

live attenuated, 3909

advantages, 3909, 3920

disadvantages, 3909

Marek’s disease virus, 3909

microparticles for, 3920

mucosal-associated lymphoid tissue

(MALT) by, 3917

mucosal route, 3916

by mucosal routes, 3917

oral delivery of, 1194–1195, 3917

parenteral, 3916

poly-(lactic-co-glycolicacid) (PLGA) in,

3915

pulmonary, 3919

recombinant, 3910

Sabin poliovirus, 3909

small pox virus eradication program, 3909

strategies, 3909

transdermal, 3919

virus, 3908

Vaccinia virus, rabies glycoprotein, 3909,

3910

Vacutainer tubes, use of, 3038

Vacuum cooking, manufacturing hard candy

lozenges, 2232

Vacuum drying, 1446–1447

for heat- or oxygen-sensitive products, 1446

for pharmaceutical material, 1446

shear granulation designs, 1447

Vacuum dust-collection, 2884

Vacuum filters, 3887

Vacuum probe samplers, 2964

vacuum cleaner principle, use of, 2964

Vacuum system

components, 3221

oil-diffusion pump, 3221

rotary pump, 3221

water-cooled turbomolecular pump, 3221

Vacuum tray driers

advantage, 3892

cost, 3892

Vagina

aging changes

elasticity loss, 1343

[Vagina]

mucosa thinning, 1343

size reduction, 1342

vascularity loss, 1343

alkanols and alkanoic acids uptake of,

1343–1344

anatomy, 1339

cellular structure, 1339–1341

characteristics, 1339

cytology, 1343

dosage forms conditions, 1348

fibromuscular tube, 22

fluids and enzymes, 1341

functions, 1339

layers

epithelial, 1339

muscular coat, 1339

tunica adventitia, 1339

local effects, 22

lubrication, 1342

physiology and dynamics, 1342

rings, 22

spermicidal activity in, 1354

steroid replacement therapy effect on, 1343

steroids, uptake of, 1345

stimulated, 1342

tension-induced anatomic, variations of,

1342

tenting effect in, 1342

Vaginal absorption

carbohydrates, fats and proteins, 1343

demonstration with animal models, 1343

of ethynodiol diacetate, 1343–1344

factors for, 1343

female rhesus monkey model in, 1348

one-compartment open model of, 1346

of peanut protein, 1343

permeability, 1343–1345

pharmacokinetics, 1345–1346

Vaginal administration, 1352

of insulin, 1355

Vaginal bioadhesive formulations, 1352

Vaginal bioadhesive moisturizer.

See Replens�.

Vaginal candidiasis

ketoconazole in, 1353

treatments, 1353

Vaginal clotrimazole, 1353

Vaginal creams, 1349

Vaginal diseases

anticancer agents in, 1353

anti-inflammatory agents in, 1356

antimicrobials in, 1352–1353

prostaglandins, 1353–1354

proteins and peptides, 1355

spermicides, 1354

steroids, 1354–1355

vaccines, antigens, and gene delivery,

1355–1356

residual, 1353

Vaginal dosage forms, 22, 1339

Vaginal drug delivery

animal model suitable for, 1348

bioadhesive, 1352

[Vaginal drug delivery]

developments, 1352

enzymatic activity in, 1341

for human applications, 1348

creams, foams, and jellies, 1349

vaginal rings, 1349–1350

liposomes as, 1352

pharmacokinetic sequences in, 1346

stability determination, 1342

synthetic hydrogels in

poly(acrylic acid), 1352

poly(ethylene oxide), 1352

types, 1348

vaginal epithelium role in, 1343

for veterinary applications

pessaries, 1351–1352

Vaginal epithelium

nutrient channels of, 1340

ovarian hormones effect on, 1340

postmenopausal state of, 1343

Vaginal estrogen cream, 1354

Vaginal feticonazole, 1353

Vaginal fluid

components

cervical mucus, 1341

exfoliated cells, 1341

constituents, 1341

and ovulation, 1341

Vaginal foams, 1349

Vaginal jellies, 1349

Vaginal lumen, 1340

microorganisms in

Bacteroides, 1342

Lactobacillus, 1342

Staphylococcus epidermidis, 1342

Vaginal membrane, as transport barrier,

1345

Vaginal mucosa

basal, 1340

intermediate, 1340

parabasal, 1340

superficial layers, 1340

transitional, 1340

factors affecting drug delivery through

cyclic variability, 1347–1348

mucus composition, 1346–1347

protein composition change in, 1347

viscosity change in mucus, 1347

lamb, 1345

permeability, 1343–1345

permeation enhancers, 16

ultrastructure, 1340

Vaginal permeation

of bacterial antigens, 1343

comparison with cycling monkey and non-

cyclic rabbit, 1348

cyclic variation in, 1347–1348

estrus cycle effect on, 1348

pathways

intercellular route, 1343

transcellular route, 1343

vesicular or receptor-mediated transport,

1343

rabbit model in, 1343, 1347–1348
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[Vaginal permeation]

of spermatozoa, 1343

Vaginal pessary

Chronogest, 1351

modified, 1351

in sheep, 1351

Syncro–Mate, 1351

Vaginal rhabdomyosarcoma, 1353

Vaginal rings

constituents, 1349–1350

delivery of, 1349

Danazol, 1349

estradiol, 1349

levonorgestrel, 1349

medroxyprogesterone acetate (MPA)

norgestrel, 1349

progestins and estradiol combination,

1349

prostaglandin delivery control, 1349

sandwich-type, 1350

structural components, 1350

ethinylestradiol, 1350

3-keto-desogestrel, 1350

Vaginal tablet, 1352

Vaginal wall, layers, 1343

Vaginosis

bacterial, 1352

treatment, 1349

Valence crystals

bonding in, 3545

diamond, 3545

electronic dislocations, 3545

Valency immunoliposomes, low, 1140

Valerian (Valeriana officinalis), 76

Validated cleaning processes

changes control, 1591

clogging of spray device, 1591

planned, 1591

unplanned, 1591

cleaning agent, 1591

maintenance

monitoring, 1590–1591

revalidation, 1591

aspects, 1591

time, 1591

training, 1591

Validation

cleaning equipment process, 1586

limits, 1587

operational qualification (OQ), 1587

performance qualification (PQ), 1587

qualification (IQ), 1587

Validation characteristics, 94

Validation maintenance, 711

Validation plan, 710

computerization project, structure of,

710

risk management, 710

Validation process, 710

documentation of, 710

Valproic acid, metabolites of, 2636

Valrelease�, 991

Valrelease� tablet

antidepression drug, 1097

[Valrelease� tablet]

swelling-activated drug-delivery system,

1098

valium molecules, 1097

Van Campen, Amidon, and Zografi model

moisture uptake kinetics above relative

humidity, 4058

Van Deemter equation, HETP, 465

Van der Waals bonds, formation of, 606

Van der Waals interaction, 38, 339, 604

Vancomycin, 162

Vanishing cream, 996, 3260

Van Oss theory, advantage of, 604

van’t Hoff equation, 397, 401

Vapor generation technique, 3372

Vapor permeable adhesive films

bacterial impermeability of, 1028

oxygen permeability of, 1028

Vapor pressure-activated drug delivery

systems, 1094

pumping compartment, 1094

solution formulation, 1094

Vapor pressure curves, for solvents, 1440

Vapor pressure lowering

colligative property, 3770

definition, 3771

mole fractional concentration, 3771

non-electrolyte solute, 3771

non-volatile solute, 3770

reduction in thermodynamic activity, 3770

Vapor siccus. See Inhalations, dry.

Vapor sorption behavior, 88

Variable frequency drive (VFD), 1482

Variable path gas cell, 3413

for gaseous sample analysis, 3413

Variable-temperature SSNMR, 3302

Variable wavelength detector, 534

Vascular access devices, 1001, 1003

Vascular access ports (VAP), 1003

Vascular anatomy, 3823

Vascular endothelial growth factor (VEGF),

282, 1326, 3579

Vascular endothelial growth factor receptor-2

(VEGF-R2), 3155

Vascular leak syndrome, 1139

Vascular permeability factor, 1326

Vascular permeabilizing substance, 1326

Vascular receptors, 1327

Vasoactive intestinal polypeptide (VIP),

2749

Vasoconstrictive effects, 341

Vasodilator, coadministration of, 3822

Vasopeptidase inhibitor, simulation of,

2810

Vasopressin like, 1303

Vasotec�, 1255

V-blender, 2353

grain concentrations of, 2362

mixing rates, 2365

segregation evaluation in, 2363

Vecchia equation, for skin permeation,

1313

Vector Co. roller compactor, 3175

feed screw designs, 3175

Vector Model TF-Mini roller compactor,

3167

Vegecaps�, 993

Vegetable oils, 3362

hydrogenated, 3348

VegiCap� Soft, 402, 428

Vein

hepatic portal, 1610

irritation tests, 1425

Vena contracta, 3863

Vendor audit, 2167, 2169

external consultant, 2169

quality environment, 2169

standards usage, 2169

Vendor certification, philosophy of, 1944

Venous stasis ulcers, treatment of, 2749

Ventilatory depression, investigation of,

2809

Ventolin�, 2099

Ventolin Rotacaps�, 1541

Ventral abdomen, 3823

Ventricular arrhythmias, risk of, 365

VePesid�, 3335

Verapamil, 2125

Verapamil hydrochloride, 2408

Veronal�, 1041

Vertical impeller mixers, 2976

Vesicle, 1771

aqueous dispersions of, 1120

definition of, 1057

preparation of, 1058

Vesicle formation, evidence of, 1058

Vesicle=protein system, mixture of, 1051

Vesicle size, determination by laser light

scattering, 1123

Vesicular bilayers, thickness of, 1049

Vesicular lipid bilayers, definition of, 2726

Vesicular stomatitis virus (VSV), 4000

Vesicular transport, definition of, 213

Veterinary antimicrobial decision support

system (VADS), 3993

antimicrobial effect, 3993

antimicrobial therapeutic agents, 3993

Veterinary antimicrobial susceptibility testing

(VAST), 3983

Veterinary diagnostic laboratories, 3983

Veterinary dosage forms, 3941, 3943

for animals, 3949

approval of, 3978

cost of drug preparation in, 3945

determination, 3950

drugs, 3941

oral, 3949

Veterinary dosing information, 3990

Veterinary drug preparations, skin, 3970

Veterinary drug residues, determination of,

3991

Veterinary drugs, 3941

absorption process, 3967

acetylcysteine, 3942

a2-adrenoceptor agonists, 3941

ascorbic acid, 3942

atropine sulfate, 3942

benzimidazole anthelmintics, 3941
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[Veterinary drugs]

chloramphenicol derivatives, 3941

clinical efficacy in animals, 3942

disposition in poikilothermic animals,

3943

distribution, 3960

ectoparasiticides, 3941

elimination, 3962

interspecies allometric scaling, 3965

half-life of, 3962

macrolide endectocides, 3941

oral solution of, 3948

percutaneous absorption, 3967

pharmacological agents, 3941–3942

pharmacological effect, 3960

plasma protein binding, 3960

polar, 3952

in powder form, 3951

route of administration, 3943

intramuscular injection, 3952

intravenous injection, 3954

subcutaneous injection, 3953

salicylanilide flukicides, 3941

synthetic pyrethroids, 3941

systemic clearance, 3965

therapeutic plasma concentrations, 3960

veterinary dosage forms, 3941

Veterinary medicine, international

harmonization of, 3991

Veterinary medicine research program,

center for, 3982

Veterinary mutual recognition facilitation

group, 1599

Veterinary pharmaceutical development,

3978

Veterinary pharmaceuticals, 3989

Veterinary pharmacology, 3941

Veterinary product registration, requirement

for, 3992

Veterinary products, procedure for, 1594

Veterinary solid oral dosage formulations,

in vitro dissolution of, 3990

Veterinary use, medicines for, 2830

Veterinary vaccines, adjuvants in, 3914

Veterinary working parties, 1597

Viagra, 1385, 1411

Vials. See Ampuls.

Vibrating membrane nebulizer

components

membrane, 2113

piezoelectric ring, 2113

performance comparison, 2116

principle, 2113

Vibrational circular dichroism (VCD), 451,

3405

Vibrational energy states, 3406

Vibrational relaxation, 3387

Vibrational spectroscopy, 305

Vibratory spatula device, to study solid flow,

3290

Vicryl�, 177

Vidarabine, 1184

Vidarabine-5-phosphate, hydrolysis

kinetics of, 390

Vidicons

image orthicon, 3399

photoconductive target, 3399

return beam, 3399

secondary electron conductor, 3399

silicon intensified target (SIT), 3399

Villi, definition of, 2714

Vinaigrettes. See Salts, smelling.

Vinblastine, biosynthesis of, 249

Vindesine-anti- CEA antibody conjugates,

evaluation of, 1140

Vinegars, 971

Vinum. See Wines.

Vinyl acetate, copolymer with, 2932

Vinyl chloride (monomer), 1641

Viral antigens, 3908

Viral enzyme, 261

Viral fusion proteins, 3921

Viral glycoproteins

in bacteria, 3911

in mammalian cells, 3911

Viral inactivation, in aseptic process

parenterals, 3997

Viral upper respiratory infections (URIs),

prevention of, 71

Virosomes, 3921

influenza vaccines on, 3921

Virtual drug development organization

(VDO)

and consultants, 2505

operation ways, 2505

Virtual file cabinets, multiple, 2559

Viruses

enveloped and non-enveloped

characters, 4000

live attenuated, 3919

Virus-like particles (VLPs), 3921

viral-coat proteins in, 3921

Virus inactivation, chemical methods of, 3999

Virus reduction, 3998

effect of formulation on, 4010

process steps, 3999

factors, 3998

terminal inactivation steps, 3999

dry heat treatment of freeze dried

product, 4005–4010

low pH final container incubation of IgG,

3999–4001

pasteurization of albumin, 4001–4005

Virus validation studies

limitations in design and execution of,

4010

selection of viruses for, 3999–4010

Viscoelasticity

linear, 3133

Kelvin model of, 3134

mechanical modeling of, 3134

non-linear, 3134

Viscoelasticity measurements, 3142

Viscoelastic material

loss modulus of, 3138

oscillating shear stress and shear strain of,

3137

storage modulus of, 3138

Viscoelastic properties

of adhesive, 2926

determination of, 3135

dynamic test for, 3137

static test for, 3136

Viscoelastic solid behavior, 1064

Viscometers

capillary, 3141

concentric cylinder, 3139

cone and plate, 3140

cup and bob, 3139

falling ball, 3142

hydrostatic head, 3141

Ostwald, 3141

parallel plate, 3140

rotating, 3138

silt, 3141

suspended level, 3141

tube, 3139

Viscosity

factors affecting

pressure, 3133

shear time, 3133

temperature, 3133

kinematic, 3129

plastic, 3132

shear, 3129

of water, 3133

zero-shear, 3130

Viscosity-controlling agents

carboxymethylcellulose, 2227

methylcellulose, 2227

palatability=pourability, 2227

precipitation, 2227

Viscosity measurements, 701

Viscosity modifiers, 1308

Viscous hydrogel structure, 2870

Viscous material

Kelvin model of, 3135

Maxwell model of, 3135–3136

mechanical model of

Dashpot as, 3135

Viscous soluble dietary fibers, 1246

Visible spectrum characteristics, 3461

Visionary medical products (VMPC), 1218

Visudyne, 3361

Vitamin A, 143, 146

Vitamin C, 145

reduced and oxidized forms, 145

supplementation of, 145

Vitamin E, 145

in periodontal disease, 146

Vitis vinifera, 73, 149

Vitlipid N�, 1550

Vitrasert� drug delivery

cyclosporin, 1224

dexamethasone, 1224

dorzolamide, 1224

5-fluorouracil, 1224

flurbiprofen, 1224

Vitreoretinopathy, 1223

Vivacel�, 3675

Vivelle-DOT patches, 3362

Vogel-Tamman-Fulcher (VTF), 89
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Volatile compounds, analyses of, 474

Volatile oils (essential oils), 2912

Volatile solvents, use of, 2980

Volhard method, of endpoint detection,

3753

Voltammetry, 1523

Voltaren Emulgel, transmission electron

micrograph of, 1128

Volume fraction mixture, 1050

Volume phase transition temperature

(VPTT), 2025

Volumetric air samplers, 2308

Volumetric air sampling

impactors

sieve, 2308

slit-to-agar (STA), 2308

methodologies

centrifugal impaction, 2308

filtration, 2308

impaction, 2308

impingement, 2308

Von Willebrand’s factor, 272

Voriconazole, 3361

Vortex finder, definition of, 2590

Vulcanization, 1466

Wafer capsules. See Cachets.

Wafer envelopes, 971

Wafers, 971

Wagons and containers

sampling, method of, 2965

sampling from, 2965

Wall-coated open tubular columns (WCOT),

472

Ward’s triangle, 2442

Warfarin, 2154

anticoagulant effect of, 2805

first-order rate constant, 2805

indirect response model, 2805

monitoring of, 1906

pharmacological response of, 1016

and phenobarbital, 1398

anticoagulant, 1398

thrombus formation, 1398

plasma levels of, 1018

zero-order constant, 2805

Warfarin-associated hemorrhage, 2198

Warfarin plasma concentration, 2155

Warren–Springs equation, 3287

Washing, purpose of, 1582

Water

activity in vapor phase, 4050

autoionization of, 385

characterization methods

Fourier transform infrared spectroscopy

(FTIR), 2378

nuclear magnetic resonance (NMR),

2378

powder x-ray diffraction (XRD),

2378

chemical potential, 4050

content effect on protein stability, 2381

desorption, 4050

[Water]

determining freezable, 3748

drug substance with, 3747

effect on bimolecular reactions, 2381

excipients with, 3747

freeze drying, 3747

hydrate-like phase in, 2373

of hydration, 2378

infrared analysis of, 2378

interaction with solids, 2368

Karl Fisher titration of, 2377

in microcrystalline cellulose, 2380

as mild corrodent, 782

mobility by humectants, 2382

phase diagrams, 3747

as plasticizer, 4061

plasticizing effect, 4052

radiolysis of molecular products of, 3543

release from solid, 2377

sorption, 4050

suspending agents in, concentration of,

3605

titration reagent constituents

iodine, 2377

pyridine, 2377

sulfur dioxide, 2377

transfer between solid components, 4063

uptake mechanism

for microporous pharmaceutical

powders, 4053

viscosity of, 3133

Water absorption band intensities, 3382

Water based drying, temperature and drying

rate histories for, 1446

Water-borne contaminants, 2171

Water channels

in cells of renal tubule, 26

in erythrocytes, 26

Water-containing nanocapsules,

preparation of, 1185

Water-immiscible solvent, 1507

Water circulation pump, 4044

Water decontamination showers, 2884

Water-for-injection (WFI), 796, 1267, 3052

definition of, 3052

for equipment, 1272

for packaging preparation, 1272

preparation of

distillation, 1267

reverse osmosis techniques, 1267

pyrogenic contamination, 1267

for sterile products, 1267

Water for pharmaceutical purposes, 2785

Water-in-hexane microemulsions, 1051

Water-in-oil-in-oil (w=o=o) encapsulation,

2317

Water-in-oil-in-water (w=o=w) encapsulation,

2317

Water-in-oil (w=o) emulsion, 995,2317

Water-in-oil cream formulation, 3262

Water-in-oil emulsion formulation, 3260

Water-in-oil emulsions

definition, 1549

intramuscular administration, 1549

[Water-in-oil emulsions]

lipophilic surfactants, 1554

subcutaneous administration, 1549

surfactants in, 3591

for therapeutic properties, 1548

Water-insoluble agent inclusion of, 1292

Water-insoluble antineoplastic agent,

3348

Water-insoluble drugs, 3335

etoposide, 983

parenteral delivery of injectable emulsions

for, 4123

preparation of, 638

Water-insoluble hydrogels, 2667

Water-insoluble organic solvents, 3347

Water-insoluble salts, preparation of,

3182

Water-insoluble solids, 3348

Water-insoluble weak bases, determination

of, 1514

Water, into air stream, evaporation of,

3889

Water intrusion test

for air membrane filters, 1757

by automatic integrity tester, 1757

for hydrophobic vent, 1757

Water-miscible cosolvents

aseptic processing, 1268

chemical degradation, 1268

drug stability, 1268

parenteral administration, 1268

toxicological effects, 1268

Water-miscible liquids, 421, 993

parenteral dosage forms, 3955

propylene glycol, 3955

substrate in, 3004

Water-miscible surfactant, 3335

Water nebulization, 3534

Water=oil emulsion, 3259

emulsifiers for, 3260

Water purification system, 4039, 4040

Water-removable bases, 3260

Water-removable emulsion base, hydrophilic

ointment, 3260

Waters, aromatic, 971

Water–solid interactions

amorphous polymer systems, 4060

isotherm analysis as temperature function,

4060

mechanisms, 4049

physico-chemical properties, 4049

relative humidity

control techniques, 4053

crystalline substances below, 4056

determination ways, 4054

equilibrium moisture sorption

measurement, 4054

gravimetric methods, 4054

kinetics of deliquescence, 4056

measurement, 4053–4054

microcrystalline cellulose, 4056

mixture solution, 4055–4056

moisture uptake rate measurement,

4054

I166 Index

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



[Water–solid interactions]

Van Campen, Amidon, and Zografi

model, 4056

volumetric methods, 4054

water desorption isotherms in, 4054

for water soluble component, 4055

water sorption isotherms in, 4054

salt solutions, 4053

strength, 4055

sulfuric acid solutions, 4053

Water-soluble active ingredients, 3744

Water-soluble bases, 1298, 3262

preparation of, 3269

Water-soluble beta-cyclodextrin, 3350

Water-soluble buffering agent, 389

Water-soluble dietary fibers, 1299

Water-soluble drugs, 421, 3027, 3267

bioavilability of, 1245

crystal surface of, 34

delivery of, 1306

encapsulation, 2320

immediate-release formulations of, 922

limitation of bioavailability of, 774

lympahatic transport of, 1304

by melt congealing, 764

nifedipine, 769

oral absorption of, 2922

solubility of, 769

Water-soluble lubricant, 991

Water-soluble medications, 1905

Water-soluble molecules, insulin, 1185

Water-soluble organic solvents, 3335

Water-soluble plasticizer, 1737

Water-soluble polymer, 1134, 1327, 1775

hydroxypropyl methylcellulose (HPMC),

769

partially hydrolyzed polyvinyl alcohol

(PVA), 769

polyvinylpyrrolidone (PVP), 769

structural features of, 157

use of, 680

Water-soluble polymeric carriers, 1140

elimination of, 1327

Water-soluble polysaccharides, 2674

Water-soluble vehicles, 1305

Water solvent interface, energy flow to,

1441

Water storage and distribution system,

4045

Water-swellable microgel systems, 1064

Water vapor

crystallization, 3885

growth of crystals, 3885

in formation of hoar frost, 3885

in melts, 3885

metastable system, 3885

nuclei formation, 3885

supercooling, 3885

in volume of air, 3884

Water vapor adsorption, 4052

by amorphous solids, 4052,

4057–4060

Brunauer, Emmett, and Teller (BET)

model, 4051

[Water vapor adsorption]

capillary condensation, 4052

by Kelvin equation, 4052

by crystalline solids, 4054–4055

diffusion, 4053

gravimetric methods, 4054

Guggenheim, Anderson, and deBoer (GAB)

equation, 4052

Guggenheim and deBoer equation, 4051

isotherm, 4050

generation, 4050

models, 4051

by pharmaceutical solids, 4062

glass transition temperatures, 4062

processing, 4062

plasticization effects, 4058

relative humidity, 4053

surface area calculation from studies of,

4060

temperature on, 4060

three-state interaction model, 4052

volumetric methods, 4054

Water vapor desorption

gravimetric methods, 4054

isotherms, 4049, 4052

generation, 4050

volumetric methods, 4054

Water–vapor mixture

dew point of, 3884

wet-bulb depression of, 3884

Water vapor permeability, 1735–1736

Water vapor pressure and critical relative

humidity, 4055

Water vapor sorption isotherms, 88, 682

Water-washable creams, 3260

Water-wet integrity test, 1754

Watson and Crick models, 715

Wave numbers

far infrared region, 3630

mid-infrared region, 3630

near-infrared region, 3630

Wavelength repeatability and bandwidth

spectral bandwidth (SBW), 3467

spectral resolution, 3468

Wavelength selection devices, 3395

Wavelength selectors, types of, 3463

Wax

animal, 4066

beads, 4068

bees, 4066

candelilla, 4066

Carnauba, 2330, 4066

castor, 4066

characterization, 4067

chemical and physical properties, 4067

coatings, 4071

advantages, 4071

aqueous suspensions, 4072

bottom spray technique, 4071

dip coating, 4071

fluidized bed coating, 4071

hot-melt coating, 4071

hot emulsions, 4072

materials, 4072

[Wax]

molten droplet size, 4072

organic wax solutions, 4072

pan coating, 4071

processes, 4071

tangential spray technique,

4071–4072

top spray technique, 4071

color of, 4067

congealing point, 4067

contraction, 4067

dilatation, 4067

granules, 4068

hard gelatin capsules with, 4070

hardness, 4067

ibuprofen, 4073

Ketoprofen in, 4070

long chain fatty acid, 4066

in matrix drug delivery systems, 4067

matrix tablets, 4068

melting point, 4067

microcrystalline, 4067

microencapsulation with, 4073

microparticles preparation method,

4073

melt dispersion technique, 4073

spray congealing, 4074–4076

spray drying, 4074

molten, 4067

nifedipine microcrystals in, 4069

in organic polymer solutions, 4073

paraffin, 4067

particle size, 4075

petroleum, 4067

pharmaceutical application,

4066–4067

polymer, 4069

quality, 4067

quantity, 4067

onto solid dosage forms, 4071

Wax-coated microspheres, 768

Wax coated microcapsules, 2330

Wax coating method, 2330

Wax, dental. See Drops, toothache.

Wax=Eudragit L, 2010

Wax matrices, 2408

production of, 767

Wax matrix formulations

production of, 767

by granulation processes, 767

by hot-melt extrusion techniques,

767

Wax matrix granules (WMG),

768, 2018

Wax matrix tablets, 2018

for prolonged drug release, 768

Wax softeners, 994

Waxed papers. See Papers, waxed.

Weak acids, solubility versus pH for,

3316

Weak bases, solubility versus pH for,

3316

Weber number, 2096

Webster Sweat Inducer, 2119
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Weekly cleaners

concentrated surfactants, 2204

enzymes, 2204

Weighted least-squares, 3497

Weighted sum of squared residuals (WSS),

2758

Weight-mean crystal size, definition of, 861,

862

Weight-reduction drug. See Dinitrophenol.

Weld area, oxidation of, 4046

Well counter

gamma rays, 3088

in nuclear medicine, 3088

Western blot, 2194

Wet-bulb and dry-bulb hygrometers,

3884

Wet-bulb depression, measured by

thermometers, 3884

Wet-bulb temperature, 3884

Wet agglomeration, 2258

Wet granulation, 3277

advantages, 3674

binders used in, 3658

binder addition rate, 4080

boots diosna probe, 4078

control of, 4078

definition, 4078, 4093

determination, 4082–4085, 4093–4095

practical considerations for,

4093–4095

torque versus power, 4082–4083

disadvantages, 3661, 3674

emerging technology, 4081–4082

endpoint optimization, 4084–4085

high-shear, 3193

monitoring, 3657

multivariate optimization of, 4084

parameters, 4093

probe vibration, 4079

process, 4078

NIR monitoring of, 4082

properties of

rheological, 4081

reproducibility, 4085

scale-up, 4085–4092

attempts, 4085

Buckingham theorem, 4087

case study I, 4088–4090

case study II, 4090–4091

case study III, 4091

case study IV, 4091–4092

case study V, 4092

case study VI: Hutin et al. (2004),

4092

comparison of attainable froude

numbers, 4086–4087

dimensional analysis, 4085

dimensionless numbers, 4086

practical considerations for,

4093–4095

similitude, principle of, 4086

stages, 3655

diluent, 3655, 3656

drying, 3657

[Wet granulation]

glidant, 3659

granulation, 3657

lubricant, 3659

mixing, 3655–3657

second mixing stage, 3659

for tablet manufacture, 3655, 3673

Wet granulation and direct compression

method, 3673

advantages, 3673

comparison, 3674

stages, 3673

for tablet manufacture, 3673

Wet milling

advantages of, 2341

annealing effect, 2341

ball milling, 2343

chemical decomposition, 2341

equipment for, 2341

heat=cool cycling, 2341

heat-sensitive materials, 2341

hydrodynamic mixers, 2343

mechanical sealing system, 2341

media (bead) mills for, 2341

ostwald ripening, 2341

phase transitions, 2341

rotor=stator, 2342

static charge generation, 2341

steady-state particle size distribution,

2341

Wet wounds, 1024

Wetting

adhesional, 3585

immersional, 3585

of solids, 3584

spreading, 3585

Wetting agents

hydrophilic colloids, 994–995

sodium docusate, 3661

sodium lauryl sulfate, 3611

solvents, 994

surfactants, 994

for tablets, 3661

Wheatstone bridge

arrangement, for strain gage, 3685

function, 3685

output, 3685

Whiskerwalled coated open tubular column

(WWCOT), 472

Whiskerwalled porous-layer open tubular

columns (WWPLOT), 472

Whiskerwalled support coated open

tubular column (WWSCOT),

472

White-knuckle sobriety, 1039

White petrolatum, 3258

in dry skin treatment, 3258

WHO certification scheme, 4100

WHO guidelines, stability testing of

pharmaceutical products, 1692

Wide-angle x-ray diffraction technique

(WAXD), 1121

Wild cherry

constituents, 1764

[Wild cherry]

natural flavoring agents, 1764

Willgerodt–Kindler reactions, 1366

Williamson ether synthesis, 3553

Windows-based press instrumentation,

3684

Wireless markup language (WML),

2559

Wooden ball-and-stick models, 715

Woodward–Feiser rules, 3470

Word processing technology, 2552

Work function

dielectric constant, 1536

particle size, 1536

Workflow requirements, collaboration and

electronic approval, 2556

World Drug Index (WDI), 4015

World Self-Medication Industry (WSMI),

4102

Wound

dressing

absorbents, 1025

organism transmission in, 1024

dressing, change of

in trauma, 1024–1025

fibrous particles in, 1024

malodorous, 1028

microenvironment for, 1025

surgical dressings, polymeric products in,

1025

Wound area

toxic components, removal of, 1030

Wound contaminants, particulate and toxic,

1024

Wound dressing

fabric absorbents in, 1026

gauze, 1026

lint, 1026

muslin, 1026

fibrous (staple) absorbents in, 1025

cellulose wadding, 1026

cotton, 1025

viscose, 1025

hydrogels in, 1029

amorphous, 1030

sheet, 1030

hydropolymer in, 1029

in situ foam, 1029

non-woven fabrics in, 1026

cellulose sponge, 1027

neuropathies, 1027

non-woven swabs, 1026

particulate and fibrous polymers in,

1031

swab and sponge type absorbent gauze in,

1026

tissue adhesives in, 1034

Wound=dressing interface, 1029

Wound dressing materials, 1023

Wound dressing pads, 1027

absorbents and filmated products, 1027

low adherence pads, 1027

sleeved pads

with multiple layer core, 1027

I168 Index

Volume 1: Pages 1–670; Volume 2: Pages 671–1434; Volume 3: Pages 1435–2118; Volume 4: Pages 2119–2828;

Volume 5: Pages 2829–3482; Volume 6: Pages 3483–4128.



[Wound dressing pads]

with single layer core, 1027

Wound dressing product, performance

criteria for, 1023–1024

Wound healing, moist, 1023

Wound healing response, to controlled

microenvironment, 1025

Wound interface, moist, 1028

Wound management

bioactive dressings, 1036

biodressings in, 1034

biosynthetic dressings, 1035

collagen dressings, 1035

deodorizing dressings in, 1028

father of, Ambroise Pare, 1023

hydrocolloid dressings in, 1032

impregnated dressings, 1033

paraffin gauze dressing, 1033

polymeric foam dressings in, 1028

silicones in, 1034

silver dressings, 1033

Wound repair, incisional, 162

Wounds

clotting process, 1024

dehisced abdominal, 1029

and dressing

humidity in, 1024

epidermal healing of, 1024

epithelization of, 1024

exudate removal in, 1024

fibril development, 1024

gaseous permeability in, 1024

healing process

factors in, 1023

micro-organisms of

bacterial impermeability in, 1024

open

non-woven pad for, 1033

scarring in, 1024

treatment, materials in, 1023

wet, 1024

Wound surface moisture, 1028

Wound temperature, thermal insulation in,

1024

Woven wire sieve surface, micrograph of,

2586

Wowtab tablets

Yamanouchi Pharma Technologies,

1111

Wowtabs� (Shaklee), 999

Wurster process, 2319, 2330

X-Bar chart. See Average Chart.

X-ray

beam bombardment, 1363

crystallography, 1362

diffraction data, 1363

X-ray and neutron diffraction patterns of

lipid solutions, 981

X-ray-based sedimentometer manufacture of,

2587

X-ray computed tomography, 349

X-ray crystallography, 1134, 4023, 4103

X-ray diffraction analysis, 699, 702, 775

X-ray diffraction and differential

scanning calorimetry (DSC),

3731–3732

X-ray photoelectron spectroscopy (XPS),

2241

X-ray powder diffractometry (XRD), 4103

advantage, 4106

crystalline materials, 4103

for crystallinity of pharmaceuticals, 4108

for drug–excipient interactions, 4113

freeze-drying process, 4113

high temperature, 4111

theophylline monohydrate, 4111

for identification of, 4104

anhydrate, 4104

hydrate, 4104

low temperature, 4113

patterns, 4104

acetaminophen powder, 4106

aspirin powder, 4106

caffeine powder, 4106

chlordiazepoxide powder, 4107

complex powder, 4114

hydroxypropyl cellulose powder, 4106

hydroxypropyl methyl cellulose powder,

4106

microcrystalline cellulose powder,

4106

sodium nafcillin hemihydrate, 4114

theophylline monohydrate, 4107

pharmaceutical solids, 4103

analysis, 4103

in characterization of, 4103

use of, 4103

principal applications, 4103

to quantify crystalline sucrose, 4108

sources of error in, 4114

crystallites, 4115

crystal orientations, 4115

measuring intensity, 4115

X-rays, 4103

applications, 4103

coherent scattering of, 2940

crystallography, 4103

diffractometry, 4103

intensities, 4105

line width, 4115

spectrometry, 4103

X-ray scattering techniques, 1319

X-rays generating machines, development of,

749

Xanthan gum (XG), 1175, 1881

Xanthan SM�

disintegration time, 3566

Xanthine dehydrogenase, 152

Xanthine oxidase, 152

Xenobiotics, 310

metaboliosm of, 141

Xenografted human lung, mice with, 1139

Xenon, 2863

Xerogel dressings, in wounds, 1031

Xerogels

characteristics, 2021

[Xerogels]

diverse factors of, 2021

drug inclusion by, 2032

Xerostomia

clinical problems with, 903

diagonosis of, 903

effects of, 902

XML

documents transformation, language for,

2559

tags, development of, 2559

usefulness of, 2559

Xylene in ear drops, 993

Xylitol, 3681

as tablet diluent, 3681

Xylocaine, 901

Xyloglucan, 1299

YAC-1 tumor cells, 1421

Yeast cells, 261

Yellow horse, 74

Yellow nitroblue tetrazolium (NBT),

reduction of, 151

Yellow petrolatum, 3258

Yellow sticky method, development of,

3019

Young’s modulus of elasticity, 1293, 1736,

1739, 3129

Zanasi capsule-filling machine, 3284

Zarontin�, 3335

Zeaxanthin

nutraceutical supplementation to, 2441

occurrence, 2441

Zeeman effect, 449

Zeneca systems, 1672–1680

Zeolite molecular sieve film, 1969

Zero-, first-or second-order reaction models,

use of, 2760

Zero-order drug release profiles, 182

Zeta potential

AcoustoSizer 8000, 4120

aggregation, 2386

bulk phase of solution, 4117

calculation, 4117

control, 4121

colloidal system, 4121

non-colloidal systems, 4121

in dispersed systems, 4117

electro-acoustic effects, 4120

electrophoretic light-scattering, 4119

electrophoretic sonic analysis, 4119

Helmholtz–Smoluchowski equation,

4119

heteroatomic molecules, 2386

measurement, 4121

colloid stability, 4121

emulsion stability, 4122–4123

liposomes, 4126

method for determining, 4117

microelectrophoretic procedure, 4117

repulsion phenomena, 2386
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[Zeta potential]

rotating prism method, 4118

surface charge, 2386

versus dispersing medium, 2386

Zigzag blender, 744

Zinc citrate, 898

Zinc gluconate, 1079

in treatment of commom cold, 1079

Zinc–indomethacin complex characteristics,

700

Zinc oxide paste, preparation of, 3264

Zingiber officinale, 72

Zingiberaceae, 1764

Ziprasidone mesylate, 3361

Ziprasidone mesylate and Captisol, 3361

Zirconia ceramic lattice, structure of,

1970

Zirconium oxide ion-selective electrode,

1970

Zoladex�, 1099, 3246

definition of, 2720

drug products, 1643

Zonula occludens

Zoladex�, 178

for treatment of prostate cancer, 178

Zoonotic human disease, problem with,

3981

Zovirax� (acyclovir) tablets, 3632

assay of, 3632

identification, 3632

Z-thioxanthene, eutomeric relationship of,

2150

Zwitterionic buffering agents, 2126

2-N-morpholino-propane sulfonic acid

(MES), 2126

N-2-hydroxyethylpiperazine-N-2-ethane

sulfonic acid (HEPES), 2126

Zwitterionic compounds, pH solubility of,

3315

Zwitterionic surfactants, 3586

Zydis� (Claritin Reditabs),

999

Zydis technology, tablets manufactured with,

1110

Zyrtec, 2422
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